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PREFACE
Reports in this volume are numbered consecutively beginning with number 1. Each report is
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2,
2-3.

This document is one of a set of 16 volumes describing the 1994 AFOSR Summer Research
Program. The following volumes comprise the set:

VOLUME TITLE

1 Program Management Report

Summer Faculty Research Program (SFRP) Reports

2A & 2B Armstrong Laboratory

3A& 3B Phillips Laboratory

4 Rome Laboratory

SA & 5B Wright Laboratory

6 Arnold Engineering Development Center, Frank J. Seiler Research

Laboratory, and Wilford Hall Medical Center
Graduate Student Research Program (GSRP) Reports

7 Armstrong Laboratory

8 Phillips Laboratory

9 Rome Laboratory

10 Wright Laboratory

11 Arnold Engineering Development Center, Frank J. Seiler Research

Laboratory, and Wilford Hall Medical Center
High School Apprenticeship Program (HSAP) Reports

12A & 12B Armstrong Laboratory
13 Phillips Laboratory

14 - Rome Laboratory
15A&15B Wright Laboratory

16 Amold Engineering Development Center
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INTRODUCTION

The Summer Research Program (SRP), sponsored by the Air Force Office of Scientific Research
(AFOSR), offers paid opportunities for university faculty, graduate students, and high school students
to conduct research in U.S. Air Force research laboratories nationwide during the summer.

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming academic
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment
not often available at associates' institutions.

AFOSR also offers its research associates an opportunity, under the Summer Research Extension
Program (SREP), to continue their AFOSR-sponsored research at their home institutions through the
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to
$25,000, and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual
report is compiled on the SREP.

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty
members with at least two years of teaching and/or research experience in accredited U.S. colleges,
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent
residents.

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate
students holding a bachelor’s or a master's degree; GSRP associates must be U.S. citizens enrolled full
time at an accredited institution.

The High School Apprentice Program (HSAP) annually selects about 125 high school students located
within a twenty mile commuting distance of participating Air Force laboratories.

The numbers of projected summer research participants in each of the three categories are usually
increased through direct sponsorship by participating laboratories.

AFOSR's SRP has well served its objectives of building critical links between Air Force research
laboratories and the academic community, opening avenues of communications and forging new
research relationships between Air Force and academic technical experts in areas of national interest;
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the
1994 participants expressed in end-of-tour SRP evaluations (Appendix B).

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of
the 1990 contract, RDL won the recompetition for the basic year and four 1-year options.




2. PARTICIPATION IN THE SUMMER RESEARCH PROGRAM

The SRP began with faculty associates in 1979; graduate students were added in 1982 and high school
students in 1986. The following table shows the number of associates in the program each year.

Table 1: SRP Participation, by Year

YEAR Number of Participants TOTAL
SFRP GSRP HSAP
1979 70 70
1980 87 87
1981 87 87
1982 91 17 108
1983 101 53 154
1984 152 84 236
1985 154 92 246
1986 158 100 42 300
1987 159 101 73 333
1988 153 107 101 361
1989 168 102 103 373
1990 165 121 132 418
1991 170 142 132 444
1992 185 121 159 464
1993 187 : 117 136 440
1994 192 117 133 442

Beginning in 1993, due to budget cuts, some of the laboratories weren’t able to afford to fund as many
associates as in previous years; in one case a laboratory did not fund any additional associates.
However, the table shows that, overall, the number of participating associates increased this year
because two laboratories funded more associates than they had in previous years.




3. RECRUITING AND SELECTION

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for
faculty and graduate students consisted primarily of the mailing of 8,000 44-page SRP brochures to
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited
universities, colleges, and technical institutions. Historically Black Colleges and Universities (HBCUs)
and Minority Institutions (MIs) were included. Brochures also went to all participating USAF
laboratories, the previous year's participants, and numerous (over 600 annually) individual requesters.

Due to a delay in awarding the new contract, RDL was not able to place advertisements in any of the
following publications in which the SRP is normally advertised: Black Issues in Higher Education,
Chemical & Engineering News, IEEE Spectrum and Physics Today.

High school applicants can participate only in laboratories located no more than 20 miles from their
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools in
the vicinity of participating laboratories, with instructions for publicizing the program in their schools.
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Air Force
Base, Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school
students at all other participating laboratories.

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school
students who have more than one laboratory or directorate near their homes are also given first,
second, and third choices.

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number
to be funded at each laboratory and approves laboratories' selections.

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure
results in some candidates being notified of their acceptance after scheduled deadlines. The total
applicants and participants for 1994 are shown in this table.

Table 2: 1994 Applicants and Participants

PARTICIPANT TOTAL SELECTEES DECLINING

CATEGORY APPLICANTS SELECTEES
SFRP 600 192 30
EBCU/MI) (90) (16) )
GSRP 322 117 11
HBCUMI) (1) ©) ©)
HSAP 562 | 133 14
TOTAL 1484 442 55

4. SITE VISITS




During June and July of 1994, representatives of both AFOSR/NI and RDL visited each participating
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel
and participants. The objective was to ensure that the SRP would be as constructive as possible for all
participants. Both SRP participants and RDL representatives found these visits beneficial. At many of
the laboratories, this was the only opportunity for all participants to meet at one time to share their
experiences and exchange ideas.

5. HISTORICALLY BLACK COLLEGES AND UNIVERSITIES AND MINORITY
INSTITUTIONS (HBCU/MIs)

In previous years, an RDL program representative visited from seven to ten different HBCU/MIs to
promote interest in the SRP among the faculty and graduate students. Due to the late contract award
date (January 1994) no time was available to visit HBCU/MIs this past year.

In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, seven

HBCU/MI SFRPs declined after they were selected. The following table records HBCU/MI
participation in this program.

Table 3: SRP HBCU/MI Participation, by Year

YEAR SFRP GSRP
Applicants Participants Applicants Participants

1985 76 23 15 11
1986 70 18 20 10
1987 82 32 32 10
1988 53 17 23 14
1989 39 15 13 4
1990 43 14 17 3
1991 42 13 8 5

- 1992 70 13 9 5
1993 60 13 6 2
1994 90 16 11 6




6. SRP FUNDING SOURCES

Funding sources for the 1994 SRP were the AFOSR-provided slots for the basic contract and
laboratory funds. Funding sources by category for the 1994 SRP selected participants are shown here.

Table 4: 1994 SRP Associate Funding

FUNDING CATEGORY SFRP GSRP HSAP
AFOSR Basic Allocation Funds 150 98"t 1217
USAF Laboratory Funds 37 19 12
HBCU/MI By AFOSR 5 0 0
(Using Procured Addn’l Funds)
TOTAL 192 117 133
*1 - 100 were selected, but two canceled too late to be replaced.
*2 - 125 were selected, but four canceled too late to be replaced.
7. COMPENSATION FOR PARTICIPANTS
Compensation for SRP participants, per five-day work week, is shown in this table.
Table 5: 1994 SRP Associate Compensation
PARTICIPANT CATEGORY 1991 1992 1993 1994
Faculty Members $690 $718 $740 $740
Graduate Student $425 $442 $455 $455
(Master's Degree)
Graduate Student $365 $380 $391 $391
(Bachelor's Degree)
High School Student $200 $200 $200 $200
(First Year)
High School Student $240 $240 $240 $240
(Subsequent Years)




The program also offered associates whose homes were more than 50 miles from the laboratory an
expense allowance (seven days per week) of $50/day for faculty and $37/day for graduate students.
Transportation to the laboratory at the beginning of their tour and back to their home destinations at
the end was also reimbursed for these participants. Of the combined SFRP and GSRP associates, 58%
(178 out of 309) claimed travel reimbursements at an average round-trip cost of $860.

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs
of these orientation visits were reimbursed. Forty-one percent (78 out of 192) of faculty associates
took orientation trips at an average cost of $498. Many faculty associates noted on their evaluation
forms that due to the late notice of acceptance into the 1994 SRP (caused by the late award in January
1994 of the contract) there wasn’t enough time to attend an orientation visit prior to their tour start
date. In 1993, 58 % of SFRP associates took orientation visits at an average cost of $685.

Program participants submitted biweekly vouchers countersigned by their laboratory research focal
point, and RDL issued paychecks so as to arrive in associates' hands two weeks later.

HSAP program participants were considered actual RDL employees, and their respective state and
federal income tax and Social Security were withheld from their paychecks. By the nature of their
independent research, SFRP and GSRP program participants were considered to be consultants or
independent contractors. As such, SFRP and GSRP associates were responsible for their own income
taxes, Social Security, and insurance.

8. CONTENTS OF THE 1994 REPORT

The complete set of reports for the 1994 SRP includes this program management report augmented by
fifteen volumes of final research reports by the 1994 associates as indicated below

Table 6. 1994 SRP Final Report Volume Assignments

VOLUME
LABORATORY SFRP GSRP  HSAP

Armstrong 2 7 12

Phillips 3 8 13

Rome -4 9 14

Wright 5A, SB 10 15

AEDC, FISRL, WHMC 6 11 16
AEDC = Armnold Engineering Development Center
FJSRL = Frank J. Seiler Research Laboratory
WHMC = Wilford Hall Medical Center




APPENDIX A - PROGRAM STATISTICAL SUMMARY

A. Colleges/Universities Represented

Selected SFRP and GSRP associates represent 158 different colleges, universities, and
institutions.
B. States Represented

SFRP -Applicants came from 46 states plus Washington D.C. and Puerto Rico. Selectees
represent 40 states.

GSRP - Applicants came from 46 states and Puerto Rico. Selectees represent 34 states.

HSAP - Applicants came from fifteen states. Selectees represent ten states.

C. Academic Disciplines Represented

The academic disciplines of the combined 192 SFRP associates are as follows:

Electrical Engineering 22.4%
Mechanical Engineering 14.0%
Physics: General, Nuclear & Plasma 12.2%
Chemistry & Chemical Engineering 11.2%
Mathematics & Statistics ' 8.1%
Psychology 7.0%
Computer Science 6.4%
Aerospace & Aeronautical Engineering 4.8%
Engineering Science 27%
Biology & Inorganic Chemistry 22%
Physics: Electro-Optics & Photonics 2.2%
Communication 1.6%
Industrial & Civil Engineering 1.6%
Physiology 1.1%
Polymer Science 1.1%
Education 0.5%
Pharmaceutics 0.5%
Veterinary Medicine : 0.5%
TOTAL - 100%




Table A-1. Total Participants

Number of Participants
SFRP 192
GSRP 117
HSAP 133
TOTAL 442

Table A-2. Degrees Represented

Degrees Represented
SFRP GSRP TOTAL
Doctoral 189 0 189
Master's 3 47 50
Bachelor's 0 70 70
TOTAL 192 117 309

Table A-3. SFRP Academic Titles

Academic Titles

Assistant Professor 74
Associate Professor 63
Professor 44
Instructor 5
Chairman 1
Visiting Professor 1
Visiting Assoc. Prof, 1
Research Associate 3
TOTAL 192
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Table A-4. Source of Leamning About SRP

SOURCE SFRP GSRP
Applicants | Selectees | Applicants | Selectees

Applied/participated in prior years 26% 37% 10% 13%
Colleague familiar with SRP 19% 17% 12% 12%
Brochure mailed to institution 32% 18% 19% 12%
Contact with Air Force laboratory 15% 24% 9% 12%
Faculty Advisor (GSRPs Only) -- - 39% 43%
Other source 8% 4% 11% 8%

TOTAL 100% 100% 100% 100%

Table A-5. Ethnic Background of Applicants and Selectees

SFRP GSRP HSAP
Applicants | Selectees | Applicants | Selectees | Applicants | Selectees

American Indian or 0.2% 0% 1% 0% 0.4% 0%
Native Alaskan :
Asian/Pacific Islander 30% 20% 6% 8% 7% 10%
Black 4% 1.5% 3% 3% 7% 2%
Hispanic 3% 1.9% 4% 4.5% 11% 8%
Caucasian 51% 63% 7% 77% 70% 75%
Preferred not to answer 12% 14% 9% 7% 4% 5%

TOTAL 100% 100% 100% 100% 99% 100%

Table A-6. Percentages of Selectees receiving their 1st, 2nd, or 3rd Choices of Directorate

1st 2nd 3rd Other Than

Choice Choice Choice Their Choice
SFRP 70% 7% 3% 20%
GSRP 76% 2% 2% 20%
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APPENDIX B -- SRP EVALUATION RESPONSES
1. OVERVIEW
Evaluations were completed and returned to RDL by four groups at the completion of the SRP. The

number of respondents in each group is shown below.

Table B-1. Total SRP Evaluations Received

Evaluation Group Responses
SFRP & GSRPs 275
HSAPs 116
USAF Laboratory Focal Points 109
USAF Laboratory HSAP Mentors 54

All groups indicate near-unanimous enthusiasm for the SRP experience.

Typical comments from 1994 SRP associates are:

"[The SRP was an] excellent opportunity to work in state-of-the-art facility with top-notch
people."

"[The SRP experience] enabled exposure to interesting scientific application problems;
enhancement of knowledge and insight into 'real-world' problems."

"[The SRP] was a great opportunity for resourceful and independent faculty [members] from
small colleges to obtain research credentials."

"The laboratory personnel I worked with are tremendous, both personally and scientifically. I
cannot emphasize how wonderful they are."

"The one-on-one relationship with my mentor and the hands on research experience improved

[my] understanding of physics in addition to improving my library research skills. Very
valuable for [both] college and career!"
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Typical comments from laboratory focal points and mentors are:

"This program [AFOSR - SFRP] has been a ‘God Send’ for us. Ties established with summer
faculty have proven invaluable.”

"Program was excellent from our perspective. So much was accomplished that new options
became viable "

"This program managed to get around most of the red tape and ‘BS’ associated with most Air
Force programs. Good Job!"

“Great program for high school students to be introduced to the research environment. Highly
educational for others [at laboratory].”

“This is an excellent program to introduce students to technology and give them a feel for
[science/engineering] career fields. I view any return benefit to the government to be ‘icing on
the cake’ and have usually benefitted.”

The summarized recommendations for program improvement from both associates and laboratory
personnel are listed below (Note: basically the same as in previous years.) »

A

Better preparation on the labs’ part prior to associates' arrival (i.e., office space,
computer assets, clearly defined scope of work).

Laboratory sponsor seminar presentations of work conducted by associates, and/or
organized social functions for associates to collectively meet and share SRP
experiences.

Laboratory focal points collectively suggest more AFOSR allocated associate
positions, so that more people may share in the experience.

Associates collectively suggest higher stipends for SRP associates.

Both HSAP Air Force laboratory mentors and associates would like the summer tour
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes
4-6 weeks just to get high school students up-to-speed on what’s going on at
laboratory. (Note: this same arguement was used to raise the faculty and graduate
student participation time a few years ago.)




2. 1994 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES

The summarized results listed below are from the 109 LFP evaluations received.

1. LFP evaluations received and associate preferences:

Table B-2. Air Force LFP Evaluation Responses (By Type)

How Many Associates Would You Prefer To Get ? (% Response)

SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor)

Lab Evals 0 1 2 3+ 0 1 2 3+ 0 1 2 3+
Recv’d

AEDC 10 30 50 0 20 50 40 0 10 40 60 0 0
AL 44 34 50 6 9 54 34 12 0 56 31 12 0
FJSRL 3 ] 33 33 33 0 67 33 0 0 33 67 0 0
PL 14 28 43 28 0 57 21 21 0 71 28 0 0
RL 3 33 67 0 0 67 0 33 0 100 0 0 0
WHMC 1 0 0 100 0 0 100 0 0 0 100 0 0
WL 46 15 61 24 0 56 30 13 0 76 17 6 0
Total 121 125% 43% 27% 4% [ 50% 37% 11% 1% | 54% 43% 3% 0%

LFP Evaluation Summary. The summarized repsonses, by laboratory, are listed on the following
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above

average).

2. LFPs involved in SRP associate application evaluation process:
a. Time available for evaluation of applications:
b. Adequacy of applications for selection process:
. Value of orientation trips:
. Length of research tour:
Benefits of associate's work to laboratory:
Benefits of associate's work to Air Force:
Enhancement of research qualifications for LFP and staff:
Enhancement of research qualifications for SFRP associate:
Enhancement of research qualifications for GSRP associate:
Enhancement of knowledge for LFP and staff:
Enhancement of knowledge for SFRP associate:
¢. Enhancement of knowledge for GSRP associate:
8. Value of Air Force and university links:
9. Potential for future collaboration:
10.  a. Your working relationship with SFRP:
b. Your working relationship with GSRP:
11. Expenditure of your time worthwhile:

(Continued on next page)
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12. Quality of program literature for associate:
13.  a Quality of RDL's communications with you:

b. Quality of RDL's communications with associates:
14. Overall assessment of SRP:

Laboratory Focal Point Reponses to above questions

AEDC AL FJSRL PL RL WHMC WL
# Evals Recv'd 10 32 3 14 3 1 46
Question #
2 90% 62% 100% 64% 100% 100% 83%
2a 3.5 3.5 4.7 44 40 4.0 3.7
2b 40 38 40 43 43 4.0 39
3 42 36 43 3.8 47 4.0 40
4 3.8 39 4.0 42 43 NOENTRY 40
Sa 4.1 44 4.7 49 43 3.0 46
5b 4.0 42 47 47 43 3.0 45
6a 3.6 4.1 3.7 45 43 3.0 4.1
6b 3.6 40 40 44 47 3.0 42
6¢ 33 42 40 45 45 3.0 42
7a 39 43 4.0 4.6 40 3.0 42
7b 4.1 43 43 4.6 47 3.0 43
Tc 33 4.1 45 45 45 5.0 43
8 42 43 50 49 43 5.0 4.7
9 38 4.1 47 5.0 47 5.0 4.6
10a 46 45 5.0 49 4.7 5.0 47
10b 43 42 5.0 43 5.0 50 45
11 41 45 43 49 47 40 44
12 4.1 39 40 44 4.7 3.0 41
13a 3.8 2.9 40 4.0 47 3.0 3.6
13b 3.8 2.9 4.0 43 47 3.0 3.8
14 4.5 4.4 5.0 49 4.7 4.0 4.5
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3.

1994 SFRP & GSRP EVALUATION RESPONSES

The summarized results listed below are from the 275 SFRP/GSRP evaluations received.

9.

Associates were asked to rate the following questions on a scale from

1 (below average) to 5 (above average)

. The match between the laboratories research and your field:

Your working relationship with your LFP:

. Enhancement of your academic qualifications:

. Enhancement of your research qualifications:

. Lab readiness for you: LFP, task, plan:

. Lab readiness for you: equipment, supplies, facilities:
. Lab resources:

. Lab research and administrative support:

Adequacy of brochure and associate handbook:

10. RDL communications with you:

11. Overall payment procedures:

12. Overall assessment of the SRP:

13, a. Would you apply again? Yes:
b. Will you continue this or related research? Yes:
14. Was length of your tour satisfactory? Yes:

15. Percentage of associates who engaged in:

a. Seminar presentation:
b. Technical meetings:
¢. Social functions:

d. Other
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4.8
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45

43

4.1

43

4.5

43

43

3.8

4.7

85%
95%

86%

52%
32%
03%
01%




16. Percentage of associates who experienced difficulties in:

a. Finding housing:
b. Check Cashing:

17. Where did you stay during your SRP tour?
a. At Home:
b. With Friend:
¢. On Local Economy:
d. Base Quarters:
THIS SECTION FACULTY ONLY:
18. Were graduate students working with you?
19. Would you bring graduate students next year?
20. Value of orientation visit:
Essential:
Convenient:
Not Worth Cost:
Not Used:
THIS SECTION GRADUATE STUDENTS ONLY:
21. Who did you work with:

University Professor:
Laboratory Scientist:
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Yes:

12%
03%

20%
06%
47%
10%

23%

56%

29%
20%
01%
34%

18%
54%




4. 1994 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES

The summarized results listed below are from the 54 mentor evaluations received.

1. Mentor apprentice preferences:

Table B-3. Air Force Mentor Responses

How Many Apprentices Would
You Prefer To Get ?

HSAP Apprentices Preferred

Laboratory # Evals 0 1 2 3+
Recv’d

AEDC 6 0 100 0 0
AL 17 29 47 6 18
PL 9 22 78 0 0
RL 4 25 75 0 0
WL 18 22 55 17 6
Total 54 20% 1% 5% 5%

Mentors were asked to rate the following questions on a scale from
1 (below average) to 5 (above average)

2. Mentors involved in SRP apprentice application evaluation process:
a. Time available for evaluation of applications:
b. Adequacy of applications for selection process:
Laboratory's preparation for apprentice:
Mentor's preparation for apprentice:
Length of research tour:
Benefits of apprentice's work to U.S. Air force:
Enhancement of academic qualifications for apprentice:
Enhancement of research skills for apprentice:
9. Value of U.S. Air Force/high school links:
10. Mentor's working relationship with apprentice:
11. Expenditure of mentor's time worthwhile:
12. Quality of program literature for apprentice:
13. a. Quality of RDL's communications with mentors:
b. Quality of RDL's communication with apprentices:
14. Overall assessment of SRP:
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AEDC AL PL RL WL
# Evals Recv’d 6 17 9 4 18
Question #

2 100% 76% 56% 75% 61 %

2a 42 4.0 3.1 3.7 3.5

2b 4.0 45 4.0 4.0 38

3 43 3.8 3.9 3.8 3.8

4 4.5 3.7 34 42 3.9

5 3.5 4.1 3.1 3.7 3.6

6 43 39 40 4.0 42

7 4.0 44 43 42 3.9

8 4.7 4.4 44 42 40

9 4.7 42 3.7 45 4.0

10 47 45 44 45 42

11 48 43 4.0 45 4.1

12 42 4.1 4.1 438 34

13a 3.5 3.9 3.7 40 3.1

13b 4.0 4.1 34 40 35

14 43 45 38 4.5 41
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S. 1994 HSAP EVALUATION RESPONSES

The summarized results listed below are from the 116 HSAP evaluations received.

HSAP apprentices were asked to rate the following questions on a scale from
1 (below average) to 5 (above average)

1. Match of lab research to you interest: 39
2. Apprentices working relationship with their mentor and other lab scieritists: 4.6
3. Enhancement of your academic qualifications: ‘ 4.4
4. Enhancement of your research qualifications: 41
5. Lab readiness for you: mentor, task, work plan 3.7
6. Lab readiness for you: equipment supplies facilities 43
7. Lab resources: availability 43
8. Lab research and administrative support: 44
9. Adequacy of RDL’s apprentice handbook and administrative materials: 40
10. Responsiveness of RDL’s communications: 3.5
11. Overall payment procedures: 3.3
12. Overall assessment of SRP value to you: 45
13. Would you apply again next year? Yes: 88%
14. Was length of SRP tour satisfactory? Yes: 78%

15. Percentages of apprentices who engaged in:

a. Seminar presentation: 48%
b. Technical meetings: 23%
c¢. Social functions: 18%
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Effect of Dissolved Gases on the Discharge Coefficient in a Single-Orifice Injector

William W. Brocklehurst
Graduate Student
Department of Aerospace Engineering and Engineering Mechanics
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Abstract

The effect of dissolved gases on the discharge coefficient in a single-orifice injector was studied.
The high pressure cold flow chamber at USAF Phillips Laboratory was used to accumulate the
experimental data. Discharge coefficients were measured for injector AP’s of 0 to 100 psi and a variety of
system configurations. Experimental results show that the orifice discharge coefficient has a dependence
on the dissolved gas concentration in the working fluid (demineralized water in this case). As the
dissolved gas concentration increases, the orifice discharge coefficient also increases. The effect is greater
at lower orifice flow rates and seems to have no effect when the flow is cavitating at the higher AP’s. The
orifice discharge coefficient was found to be very dependent on the dissolved gas concentration in the
working fluid.




Effect of Dissolved Gases on the Discharge Coefficient in a Single-Orifice Injector

William W. Brocklehurst

Ingroduction

The cold flow facility at the USAF Phillips Laboratory was developed to directly study the effect
of injector design and flow conditions on spray field characteristics. This data can be used to help predict
stability, mixing, chamber wall compatibility, combustion efficiency, injector pressure drop, and drop
sizes. The 21” diameter chamber is rated to 2000 psi and is equip with sapphire optical access windows, a
variable height injector housing assembly, and a 27 tube (1/4” dia.) mechanical patternizer rake. The
facility operates at pressures up to 2000 psig which are comparable to actual booster-sized, high pressure
combustion chambers and is the highest reported pressure capability for such a test facility.

The results of recent orifice flow testing at Phillips Laboratory have shown a ‘divergence’ in the
discharge coefficient data. The discharge coefficient was increasing as the orifice AP was lowered. The
error can be as high as 10% in the lower AP range. This effect was also noticed as the manifold cross
flow rate increased.

It was believed that gases dissolved in the working fluid (water) were a factor contributing to this
divergence as they came out of solution. The effect of dissolved gases was to be measured and
documented to assure accurate and comparable flow data in the future.

Apparatus

The orifice plate used has a diameter of 0.0784 inches and an L/D of approximately 5. The water
supply system is capable of delivering up to 15 GPM with a tank pressure of around 2200 psi. Figure 1
shows a schematic of the manifold design.

The manifold is a cross flow channel type. When the orifice plate is installed in the manifold, a
channel 0.26” by 0.24” is formed. Water is then passed through the channel, and consequently some
water passes down through the orifice. By recording the flow rate at the entrance and exit of the cross
flow channel, simple subtraction gives the flow rate down through the orifice. A static pressure tap, P, is
located directly over the orifice along the top of the cross flow channel. A differential pressure transducer
connected to P, and a chamber pressure tap, P, directly measures the AP across the orifice. A flow
regulator downstream of the cross flow channel is used to hold the desired P,. When testing over a range




of AP’s, the procedure is to hold P; constant and increase P, to produce different AP’s. Figure 2 shows the
location of the P, pressure tap in relation to the orifice.

The manifold is used to produce three very different flow conditions: cross flow, zero cross flow,
and dead-head. In the cross flow configuration, flow enters the channel (Q,,) and exits through the orifice
(Qor) and channel exit (Qow). The flow rate through the orifice is then given by: Quet = Qi - Qou. In the
zero cross flow configuration, the channel exit is blocked and flow entering the channel exits only through
the orifice giving: Qur = Qu. In the dead-head configuration, flow enters through both ends of the
channel and leaves only through the orifice giving: Qur=Qyu + Q.. Figure 1 also shows the three
manifold configurations.

Methodology

In order to qualitatively and quantitatively measure the effect of dissolved gases on the orifice
discharge coefficient, the dissolved gas concentration in the fluid supply tank is controlled and measured.
Four tank treatments are used: degassed, bascline, saturated at atmosphere, and saturated at 100 psi.

A 1/2 HP Kinney Vacuum Pump is attached to the supply tank to prepare for the degassed run.
The empty water tank is evacuated to 4 psia and then filled halfway through a generic Delvan spray
nozzle while holding the vacuum. The half-full tank then remains under vacuum for 2 hours before being
brought up to pressure and run. The tank is only filled halfway to produce the largest possible surface
area for the vacuum to work on. The spray nozzle also increases the surface area while filling to greatly
increase the outgassing rate of the water. By flowing immediately after pressurizing the tank, the GN;
used to pressurize is not given sufficient time to diffuse into the supply water and hence invalidate the run.
To safeguard the flow system and transducers, the supply tank is never run dry while flowing through the
system thereby ensuring that the water directly in contact with the GN; never passes through the orifice.
Dissolved gas measurements before, after, and during runs show no significant change in dissolved gas
concentration. Dissolved oxygen concentration in the degassed tank runs are usually around 2 PPM.

To prepare the tank for a baseline run, the tank is completely filled as usual. The demineralized
water is supplied by a 6000 gal. tank-truck outside of the facility. Due to extreme temperature variations
outside at Edwards AFB, the dissolved oxygen content in the tank-truck can vary from 5 PPM to 8 PPM
during the day. The tests are run shortly after filling the tank to avoid natural outgassing. It was found
that if a full tank is allowed to set over a period little more than one day, the tank (inside of the flow
facility) will naturally outgass to about 1.5 PPM. Again, dissolved gas measurements are recorded before,
after, and during each run.
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A saturated condition is prepared by bubbling compressed air through the supply tank overnight
to ensure saturation at atmospheric pressure. A filter is placed on the air line to prevent tank water
contamination. Again, the tests are run soon after pressurizing and the dissolved oxygen measurements
are around 8.5 PPM.

To fully evaluate the effect of dissolved gases, a ‘worst-case’ scenario is run. Compressed air is
bubbled through the tank much like the saturated case but the water supply tank is kept at 100 psig.
Dissolved oxygen measurements from 11 PPM to 13 PPM are common. The milky appearance of the
supply water is also a good indication that there is a sufficient gas concentration in the tank.

Dissolved Gas Measurements

Evacuating and bubbling air through the supply tank significantly changes the dissolved gas
concentration in the tank water. Though no direct measurement of the gas concentration is needed for a
qualitative analysis, a concentration measurement is helpful both in a quantitative analysis and in
ensuring that sufficient change in gas concentration is achieved.

Since the flow system is pressurized with GN,, it was originally desired to saturate the tank with
the same. However, a commercial dissolved N, meter is not readily available and partial pressure
measurements are somewhat tedious. A commercial dissolved O, meter is readily available and very easy
10 operate. By measuring the dissolved O, content in the supply water, a quantitative comparison between
tank treatments can readily be achieved. The total dissolved gas (air) concentration can also be calculated
accurately from the O, content.

A Cole-Parmer Model 5946-55 Oxygen Meter is used to measure the dissolved oxygen
concentration in the aqueous solution. The oxygen meter provides a digital readout of sample temperature
(0° to 50°C) and dissolved oxygen content (0 to 19.99 mg/L. £0.1 mg/L). The oxygen meter probe
consists of two electrodes separated by an electrolyte solution. An oxygen permeable membrane separates
the electrodes and solution from the sample. When a voltage is passed through the electrodes, thereby
reducing the amount of oxygen that has passed through the membrane, the resulting current is linearly
proportional to the dissolved oxygen content.

The meter is calibrated to display milligrams of dissolved oxygen per liter of water. To convert
from mig/L to PPM, one simply needs to divide by the specific gravity of the sample. However, for 0°to
30°C temperature ranges, the difference between PPM and mg/L is less than 0.5% in fresh water and less
than 5% in most sea water.’ Therefore, the reading on the meter (mg O,/L H;0) is taken to be the
dissolved oxygen content in PPM.




The oxygen meter has proven to be a good indicator of tank treatment accuracy. For the
degassed cases, dissolved oxygen concentrations of 2.0 to 3.7 PPM were obtained. The baseline cases ran
from 5.2 t0 7.5 PPM. Saturating at atmospheric pressure (13.2 psia @ Edwards AFB) gave 8.5 PPM of
dissolved oxygen and 11 PPM at 100 psig saturation.

Water samples are taken from a drain line at the bottom of the supply tank next to the exit water
line. Dissolved gas measurements are made quickly to avoid natural outgassing effects. By using the
separate drain line, samples can be taken from the tank even while it was under pressure.

Discharge Coefficient Calculations

Before evaluating the effect of dissolved gases on the orifice discharge coefficient is it useful to
discuss the discharge coefficient calculations. If an orifice is supplied by an infinite reservoir or situated
directly in a moving flow, the discharge coefficient, C, is defined as the ratio between the actual mass flow
rate and the theoretical mass flow rate. The theoretical mass flow rate is calculated from the orifice AP
using Bernoulli’s equation.

Ca = (PQu)/(PAVy) where: p = fluid density
= function of temperature
Qact = actual measured volumetric flow rate

= Qo

A =orifice area
=3.1145 mm?

Vy = theoretical (Bemoulli) velocity
= sqrt(2AP/p)

When introducing relatively large amounts of dissolved gas into the fluid, changes in Q. and p
must be examined. In the worst-case scenario (13 PPM Q,) the change in fluid density is less than 0.01%
and can safely be ignored. Effects of temperature on the water density are taken into account by the
system’s software both in the actual and theoretical mass flow rate calculations. The fluid density can
therefore be canceled out in the Cq calculation.

The effect of dissolved gases on the flow meter readings, specifically in the flowmeter turbines,
was also addressed. It was thought that the dissolved gases were coming out of solution in the flowmeter
turbinés (inductance pick-up type) and producing an error in the measured flow rate. Three series of test
were done to verify the flow meter readings over their operating range. Flow rates from 0.5 to 6.0 GPM
were physically collected, measured, and compared to the flow meter readings for dissolved O, tank
concentrations of 1.5, 4.6, and 13.0 PPM. No bias with dissolved gas concentration was found and all of
the flow meter readings were within 3% of the collected flow. A 3% difference is very acceptable when
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considering operator error in measuring the sample time and mass. All in all, a 1% accuracy is easily
achieved for flow rates under 6 GPM. It was therefore determined that the flow meter readings were
accurate and that density change due to the dissolved gases was negligible. These tests were also helpful
in validating the flow meter calibrations.

The AP measurement across the orifice was also investigated. The flow control program for the
cold flow chamber directly reads the orifice AP from a differential pressure transducer connected to
pressure taps above the orifice in the cross flow channel, P, and in the pressure chamber, P.. P is also
directly measured through another transducer tapped into the pressure chamber. P, is then calculated by
the system control software from P, and AP so that a downstream regulator can be used to adjust the
orifice AP. It should be noted that P, is a static pressure measurement above the orifice and not the total
pressure in the cross flow channel. The project engineers working on the cold flow chamber felt that Cy
should be calculated from the pressure that the orifice actually sees. When flow is passing over the
orifice, the orifice will only see the static pressure present in the channel. When angled orifice plates are
used it is planned to use a geometric correction factor to place P; somewhere between the cross flow
channel total and static pressure. It is also worthwhile to mention that at an inlet flow rate of 3.0 GPM,
the dynamic pressure of the flow in the cross flow channel is only about 1.5% of the static pressure. The
repeatability of runs and consistent procedure also allow one to say that the observed dissolved gas effects

are real and not simply an error in the calculation procedure.

Several tests were run to evaluate the effect of dissolved gases on the orifice discharge coefficient.
In presenting the data, the orifice C, is plotted versus Pay. Py is a parameter used at Phillips Laboratory
in the analysis of orifice hydraulics. Pey is simply (Pi-Pue)/(P1-Pc), where Py, is the vapor pressure of the
fluid as a function of temperature. At 25°C, the vapor pressure of water is only 0.46 psia. Due to the
relatively low value of Py, Pcav is essentially the ratio Py/AP. Therefore, on the following figures, an
increasing value of P, represents a lowering of the orifice AP and consequently a lower orifice flow rate,

Another important point to note is the gradual decrease in mass flow rate through the system as
P.,, increases. This is a problem in the fluid supply system. As the water tank is emptied, more GN; is
required to keep the same flow rate going into the cross flow channel. Though most of the system is
automated, the supply tank pressure and flow rate is still controlled by manual regulators. If the supply
pressure or fluid throttling valve are adjusted during the run, large spikes in the C, curve will occur. It
was decided that a slight reduction in flow rate over the runs was preferable to invalid data. A computer
controlled flow regulator is already in-house and will be installed on the water supply line in the near




future. This will allow for much more accurate system flow rate control. The mass flow rate reduction
with increasing Pey in the zero cross flow and dead-head configurations is to be expected however. In
these configurations, all of the flow entering the manifold is exiting through the orifice and will therefore
decrease as the orifice AP is lowered. On all of the following figures the entrance manifold velocity, V. is
documented for the beginning and end of the run. The flow rate usually decreases to about 90% by the
end of the runs around a Py of 10 for the cross flow configuration. This effect is most noticeable at the
lower cross flow rates.

The gradual decrease in flow rate during a cross flow run also results in an increase in P;. It was
originally thought (after excluding density and flow meter errors) that dissolved gases may have been
coming out of solution by the P, pressure tap and affecting its reading thereby producing an error in the
Cy calculations. Unfortunately, since P, is already changing throughout the run no conclusion can be
made about dissolved gas effects on the P, reading. Installing the computer controlled flow regulator
should stabilize the incoming flow rate and P, thereby enabling an evaluation of dissolved gases on the P,
reading.

Figure 3 shows the orifice discharge coefficient variation due only to the difference in dissolved
gas concentration. The five runs were performed at the same cross flow velocity. Seeing as how all five
of the runs are identical except for dissolved gas concentration, one can conclude that at higher dissolved
gas concentrations, the orifice discharge coefficient is higher.

Figure 4 shows the C, variation at the zero cross flow configuration. The same trend is observed
as in Figure 3. Figure 5 shows C; variation at the dead-head configuration. Once again the dissolved gas
effect is the same as in previous figures. It is interesting to note that at the lower dissolved gas
concentrations, the C4 curve becomes fairly constant (as is expected) in the non-cavitated region. This is
yet another indication that dissolved gases are affecting the orifice C4. Table 1 shows the percent
difference in C4 caused by dissolved gases for the three configurations.

Configuration Pewy Concentration range % difference in C4
(dissolved oxygen)
3 GPM cross flow 20 20-11.0 PPM 1.97
4.0 4.01
8.0 6.18
Zero cross flow (Qus=

1.1 GPM) 2.0 2.0-11.0 PPM 1.85
- 4.0 3.19
8.0 5.55

Dead-head
Q= 1.1 GPM) 2.0 3.7-6.5 PPM 0.50
4.0 1.25
8.0 2.93

Table 1: Effect of dissolved gases on orifice discharge coefficient
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Surprisingly, dissolved gases seem to have no effect on the orifice discharge coefficient in the
cavitated region below a Pey Of 2.0. In the cavitated region, no effect of dissolved gas or cross flow
velocity is observed. However, manifold configuration does have a significant effect.

Figure 5 shows an extreme change in C, for the dead-head configuration around Pey = 1.9. This
phenomena is known as ‘hydrautic flip’. In the cavitated region, the flow is not attached to the orifice
wall until a Py, of 1.9 when it reattaches, or hydraulically flips. This is accompanied by an immediate
increase in discharge coefficient. Data points were taken at 2 psi increments for all of the Figures. There
are no data points between the cavitated and non-cavitated regions in the dead-head runs méaning that the
hydraulic flip occurs at a distinct orifice AP = 63 psi. This phenomena has been observed consistently in
the past at Phillips Laboratory while flowing with the dead-head configuration.

Figures 3 and 4 show a more gradual transition to the non-cavitated region for the cross flow and
zero cross flow configurations. Though the zero cross flow configuration has a somewhat sharper
transition, both are relatively smooth compared to the dead-head configuration. The flow enters the non-
cavitated regime at a Py of 1.9 as in the dead-head case.

Figures 6, 7, and 8 illustrate the differences caused by changing the manifold cross flow rate.
Figure 6 is simply a superposition of Figures 7 and 8. Figure 7 shows the variation of C, with cross flow
velocity at degassed conditions and is an excellent indicator of cross flow rate dependency. This
dependency on cross flow rate has been observed in the past at Phillips Laboratory. The divergence of the
orifice C; is therefore dependent on dissolved gas concentration and cross flow velocity. The Cq
divergence in the zero cross flow and dead-head cases seems to be due only to dissolved gas concentration.

Figures 6, 7, and 8 also show data fluctuations at the higher cross flow rates making a percent
difference calculation rather unhelpful. This problem did not occur in past runs at Phillips Laboratory.
Significant plumbing changes have been made to the system since the last time C, curves were measured.
These changes include the addition of a number of 90° and 180° turns in the flow system piping. Perhaps
the computer controlled flow regulator will solve this problem of erratic readings at high cross flow rates.

However, calculating the divergence in Figure 7 between the cross flows of 9.4 m/sec and 4.7
m/sec gives differences comparable in magnitude to those caused by dissolved gases. AtPq,’s of 2.0,4.0,
and 8.0 the differences in C, are 1.04 %, 2.16 %, and 5.95 % respectively. Apparently the orifice Cq is
equally dependent upon dissolved gas concentration and cross flow velocity.




Conclysions and Remarks

A definite correlation between C, divergence and dissolved gas concentration was found. It
thought that dissolved gases coming out in the orifice account for this dependency. It is recommended
that the dissolved gas concentration in the reservoir be measured before flowing the system for an
experiment. Dissolved oxygen concentrations between 5.5 and 7.5 PPM are recommended to ensure data
accuracy. This should pose no significant problem since most baseline conditions fall in this range. By
keeping the gas concentration fairly constant the dissolved gas effect on the experimental data can be
eliminated.

A C4 dependence on cross flow velocity was observed. This further reinforces the data taken
previously at Phillips Laboratory. Though dissolved gas differences tend to augment the effect, they are
not the cause. This is an ongoing investigation in the cold flow chamber facility. Additional pressure
taps to better measure the orifice AP, better flow rate control, and more in-depth data analysis will allow a
more complete investigation of cross flow effects.

It is now believed that dissolved gas effects can be accounted for and no further investigation is
needed. The data analysis can now be concentrated on the effects of cross flow velocity and manifold
geometry. This project has been successful in eliminating the dissolved gas concentration parameter from
the data analysis and presentation.
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Abstract
The low frequency, preliminary analysis of a simplified model of a space craft sensor has been accomplished using
CARLOS-3D™ (Code for Analysis of Radiators on Lossy Surfaces), a general purpose computer code using the
Method of Moments (MoM.) Resonances of a cavity region have been identified by determining the cavity quality
factor (Q) as a function of frequency. The Q is proportional to the total energy stored in the cavity and inversely
proportional to the power lost from the cavity due to lossy materials and apertures. Even though this measure does
not give an exact value for power density at a specific point in the system, it does give an indication of the
representative power levels one will find in a similar system. An analysis approach for the high frequency range
includes using GEMACS (General Electromagnetic Model for the Analysis of Complex Systems) which incorporates
the geometrical theory of diffraction, MoM, and the finite difference method for multiple region problems. A

comparison of the two methods (CARLOS-3D™ and GEMACS) at an intermediate frequency ("3 GHz) is proposed.

3-2




ANALYSIS TO DETERMINE THE QUALITY

FACTOR OF A COMPLEX CAVITY

Ronald R. DeLyser and Peyman Ensaf

Introduction

Determining the effects of high power microwaves (HPM) to satellite systems and subsystems is one of the missions
of the Phillips Laboratory Satellite Assessment Center (SAC). HPM tests can not always be performed on these
systems so that analytical techniques are necessary. One such analytical technique has been proposed [1] for the
analysis of large complex cavities.' However, when the systems are not large, numerical techniques have to be
used. When analyzing a single system or subsystem, it can be considered large at high frequencies and not large
at the lower frequencies. One therefore has to use different analytical procedures depending on the frequency of

interest.

We were tasked with analyzing a simplified model of a typical sensor over a frequency range of several hundred
MHz to tens of GHz. Figure 1 shows a skeleton drawing of the model generated by GAUGE (Graphical Aids for
Users of GEMACS) [2] which is discussed below. The model of the sensor consists of a lower mirror assembly,

and an upper cavity region.

The ultimate goal of any analysis would be to find the power density incident on a particular part in the cavity.
However, due to non-uniformity in the manufacturing process or changes in the internal configuration which
accompanies field modifications or maintenance, all such sensors will not be alike. Therefore, any analysis of a
specific sy;tem would be futile. So what should our calculated quantity be? We decided on the quality factor (Q)

of the upper cavity region. As discussed in detail below, Q is proportional to the total energy stored in the cavity

! "Large" is to be taken in the sense that the dimensions of the cavity or object is large when compared to
the wavelength of the radiation.
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Figure 1. The symplifed model of the sensor.

and inversely proportional to the power lost from the cavity due to lossy materials and apertures. Even though this
measure does not give an exact value for power density at a specific point in the system, it does give an indication

of the representative power levels one will find in a similar system.

The Software

The programs available at the SAC which are appropriate for this project are CARLOS-3D™ (Code for Analysis
of Radiators on Lossy Surfaces) [3], a general purpose computer code using the Method of Moments (MoM) and
GEMACS (éeneral Electromagnetic Model for the Analysis of Complex Systems) [4], which solves electromagnetic

radiation and scatfering problems using MoM and Geometrical Theory of Diffraction (GTD) for exterior analysis,

and a Finite Difference (FD) formulation for solution of interior problems.




CARLOS-3D™

The CARLOS-3D™ software utilized in this project implements the method of moments (MoM) solution for fully
arbitrary three-dimensional complex scatterers. These solutions are obtained for perfectly electrically conducting
(PEC) bodies as well as fully or partially penetrable ones. The electromagnetic scattering formulation used in this
software (hence in this project) is based on surface integral equations (SIE) spanning the entire external surface of
the body and the internal boundaries between penetrable and PEC regions. The analysis and software are extended
to boundaries (or surfaces) which may be characterized by resistive or magnetic sheets as well as impedance

boundary conditions.

CARLOS-3D™ operates on a triangularly-faceted body that may be composed of the following types of surfaces:
(1) Conducting (PEC)
(2) Conducting/Penetrable
(3) Multi-Region Penetrable
(4) Resistive Boundary Condition (RBC)
(5) Magnetically Conducting Boundary Condition (MBC)
(6) Impedance Boundary Condition (IBO)

(7) Global or Local RBC and IBC

CARLOS-3D™ implements the MoM solutions for a variety of SIE formulations associated with the classes of 3-D
geometries described above. A combined-field formulation is available to overcoﬁle the ill—conditioniﬁg with the
electric and magnetic field integral equations (EFIE and MFIE) for closed conducting bodies at internal resonances.
The following options are available in this code:

(1-) EFIE/PMCHW (after Poggio, Miller, Chu, Harrington, and Wu) formulation for coated conductors
(symmetric system matrix)

(2) EFIE, MFIE and CFIE (Combined Field Integral Equation) on closed conductors

(3) PMCHW on dielectric boundaries

3-5




(4) CFIE for combination of open/closed geometries

The analysis and the implementing software permits the following specific options to be considered for the foregoing

classes of 3-D problems:
(1) Mono- and bistatic scattering,
(2) far field calculation,
(3) body symmetry option to minimize storage and execution time,
(4) automatic modeling of junctions where two or more surfaces intersect,
(5) infinitesimally thin conducting, resistive, and magnetic surfaces,
(6) surface current computation,
(7) infinite ground plane, adjacent to or intersecting the body,
(8) analytical green's function evaluation using singularity extraction,
(9) near field calculations,

(10) radar cross-section,

Specifics of the use of CARLOS-3D™ for this project
For penetrable bodies the boundary conditions are generally complicated and depend on geometry and material
composition. Integral formulations of Maxwell's equations provide an attractive formulation for these problems,

since the necessary boundary conditions are easily incorporated. The resulting equations can then be solved by the

Method of Moments technique.

The EFIE and MFIE exhibit an internal resonance phenomenon that is due to the non-uniqueness of the solution in
these integ;al equations at and near the resonance frequencies of the mterior problem [5]. These non-unique
solutions arise from the fact that the resonant frequency can be achieved in the absence of an excitation source.
Therefore, at these particular frequencies, the EFIE and MFIE formulations can lead to non-physical, spurious

results. The CFIE remedies this non-uniqueness in results by adding a supplementary integral to eliminate spurious
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solutions. In this method it is recognized that at interior resonance frequencies an electric current on the surface
that produces no tangential electric field on the surface can exist. This is overcome by placing both an electric
current J, and a magnetic current M, on the surface S. In this case the combined field integral equation can be

written as {5],

Ax [Ei+E5{J,,M,)] =0 (1)
where E*(J,,M,) denotes the electric field E* radiated by the sources J, and M, and n is the unit vector. The CFIE
formulation results in a well-posed problem and provides robust solutions at resonances. Therefore in accordance
with this approach, a set of calculations will be conducted using the EFIE technique in parallel with a set conducted
using the CFIE at these particular internal resonances. Hence, the results obtained from both approaches will be

compared and any discrepancies will be acknowledged.

Application of Mathematica to the problem.
CARLOS-3D™ requires an input file in which one or more geometrical data files are incorporated. The input file
along with the geometrical data files need to be prepared in accordance with the CARLOS-3D™ code. This consists
of a descriptive title line followed by the frequency of operation, number of dielectric regions (if any) and then the
name of each data file under study along with indications of whether a particular data file represents a perfect
electric conductor or a dielectric and also whether it's a closed or an open structure. CARLOS-3D™ recognizes
a few different data files such as

(1) ACAD-facet

(2) AGM

(3) IGES
Of many different interfaces compatible with CARLOS-3D™, the one available at the Satellite Assessment Center
was Mathematica [6]. Mathematica is not necessarily the best user interface software (this will be discussed below),
however, it has some features that made it unique. Mathematica enables the user to write a'program generating
input data files that incorporate triangular surfaces along with nodal values that describe each triangular surface and

also identifies the X,Y,Z coordinates accordingly, providing compatibility with the CARLOS-3D™ code. In order
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to generate these structures, Mathematica uses functions such as Surface Of Revolution and Parametric Plot3D. A
particularly useful feature in Mathematica is its ability to create a complicated structure by generating sub-structures
and ultimately joining each of those together, forming the desired composite structure. In generating the structure
of the sensor, it was necessary to keep in mind that the body of each structure must be segmented into a2 number
of cells in which each cell side is taken to be at most one-tenth of the operating wavelength. Therefore, using
Mathematica the appropriate number of segmentations was calculated and implemented for each operating frequency

range (wavelength).

Calculation Of The Quality Factor (Q)

Once the geometry of the sensor was fully generated using the above techniques, the appropriate data files were
formed into a compatible input file. At lower frequencies below internal resonances, namely 0.6 GHz-1.6 GHz,
the input files dictated the EFIE technique. The next step was to create a grid of points in the interior of the upper

cavity of the sensor for the calculation of the near fields. A rectangular grid was chosen.

In general the fields inside the chamber are nonuniform. However, in this analysis, uniformity was assumed for
individual cubic cells of 1.5 cm (<0.1A) in each dimension. These grid points (a total of 963) were prescribed in
the input file to CARLOS-3D™ for near-field calculations. Ultimately, CARLOS-3D™ calculated the near fields
and the Z-directed power at each declared grid point. The power calculations of interest were those into and out
of the inlet to the upper chamber of the model. CARLOS-3D™ provides the X,Y,Z components of the fields at

each grid point. Knowing these field values, the electric and magnetic energy at each point are calculated using [2]

=< [[[elElPdxdydz (2)

m=-i—fffp|H|2dXdydz (3)
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The integrals in equations (2) and (3) are quite trivial to solve. Since it is assumed that the fields within each cell
are constant, the E and the H terms along with the corresponding material properties can be brought out of the
integrals leaving only a volume integral with respect to the dimensions of the cell. Keeping in mind that the

dimensions of each cell are 1.5 cm on each side, equations (2) and (3) become

e=%e|E|2(.015m)3 (4)

=%p|H|2(.015m)3 (5)

Equations (4) and (5) correspond to the electric and magnetic energy for one cell. Now, the same calculations
for each cell corresponding to each grid point must be done and then sum the total for both electric and magnetic
energies and the sum of their total would be the total energy for each of the & and ¢ polarizations. The chosen
incidence angles were 8 and ¢ at 90° and 0° respectively (figure 1). Once the fields are calculated, the power [2]

going out from the chamber can also be calculated, using the Poynting theorem. Hence, power is calculated using
B=[[(Exd") .ds (6)

Since the outgoing power is in the negative Z- direction, we can calculate the power using

B=-[[ [(&,E,+8,E,+4,E,) x (&H,+a,H, 4 H,) ] . dxdy.a, )

B=-[[18,(EH,) -8, (EH,) | dxdy (8)

We are only concerned with the power out of the chamber so power calculations at a height of 0.075 m, which is
at the inlet of the chamber, were accomplished. Once again, since the fields within each designated cell are

constant, equation (8) can be modified to

P=-(EH,~EH,) (0.015)%.4, (9)

Once the energy and power are calculated, Q is given by
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0 Z (10)
Q=04

where U and P are the total energy stored and power exiting the cavity calculated separately for 6 and ¢

polarizations.

Summary Of Results

Recall that the extent of these calculaﬁons is to a high frequency of 1.6 GHz. Calculations at higher frequencies
will be conducted at a later time. Figures 2, 3 and 4 are plots of Q, energy, and power versus frequency for both
polarizations. At aperture 1 of figure 1a, the 8 polarized electric field will be more easily maintained because the

field lines will terminate on the top and bottom edges of the aperture. However, the ¢ polarized electric fields (in
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Figure 2. Q of the upper cavity region.
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the low frequency domain) create ¢ directed currents on the surfaces and hence the aperture fields are not as
pronounced. Therefore, as observed in Figure 3, the energy values due to the 6 polarized fields are much higher
than those for the ¢ polarized fields. In Figure 3, one can also observe that at some higher frequencies increases
in energy due to the ¢ polarized fields occur. Table II provides resonant frequencies for a frequency sweep over
the range of 0.5 GHz - 1.6 GHz. Table II also compares the measured resonant frequencies with those analytical

calculations assuming a cylindrical cavity of 8.6 cm supporting TM modes.

The TE,, and TM,_,, modes provided in Table I are given respectively by,

2 =
TE" 1 xlmn nz m:0,1,2,3, (11)
Lonp = +@p—) n=1,2,3,..
2n¢pe\ a h p=1,2,3,
2 =
™?2 1 xmn nz m:0,1,2,3,-.- (12)
£R- +(p_) n=1,2,3,...
2u¢pe\ a h p=0,1,2,3,
Table II. Resonant frequencies.
)

Resonant Quality Quality Analytical for the
Frequency (GHz) 0 polarization ¢ polarization upper Cavity Region
1.06 4392.108
1.126 TEM(Q.)
1.275 872.1293
1.30 1337.026
1.33 TMa0
1.38 2433.935
1.42 - 1659.651
1.496 1566.211
2.127 T™,10
2.639 TEoy
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Where x'_,, represents the nth zero of the derivative of the mth order Bessel function. According to equations (11)
and (12), the lowest mode is the TMy proceeding with TM,o which are well below the first TE mode (TEgy,). The
subscript p in equation (12) will remain zero for the lowest TM modes, therefore, guarantee the TM modes to be
independent of the height of the cavity. Therefore, the analytical values in Table I are for the TM,,, modes. Also
due to the presence of the coaxial like structure below the chamber, there may exist TEM modes, and hence these
are also presented in Table II. The remaining data provided in Table II correspond to CARLOS-3D™ calculations.

Differences with the numerical results are due to the fact that we have a much more complex cavity.

Radar cross-section (RCS) for the model was also calculated and is shown in figure 5 as a function of frequency.
It was hoped that there would be a correlation between resonances and this quantity. Other than a small indication

in the region of the 1.3 GHz resonance, there is no correlation. Evidently this is due to the fact that a much greater
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Figure 5. Radar cross-section for the sensor.
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amount of energy is scattered than is stored in the cavity. Any dip in the RCS versus frequency graph would have

to be due to a much greater amount of energy stored in the cavity relative to that which is scattered.

Problems using CARLOS-3D™ and Mathematica
A list of some problems encountered with Mathematica and CARLOS-3D™ follows:

a) Generating complicated structures using Mathematica, requires many tedious operations which could most
likely be avoided with a well designed interface.

b) As the measurements escalate to higher frequencies, the cell sizes become much smaller. For problems
of circular symmetry, the cells near the center of circles become exceedingly small. Mathematica only allows a
symmetn'c‘griding like that shown in Figure 6a. Since in this geometry, at a radius of half the outer radius the cells

have sides half as large, a simple transition such as that shown in Figure 6b can be used to maintain reasonable cell

Figure 6. Alternate gridding scheme for circular geometry.
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sizes. This is not now possible with the software available at the Phillips SAC.

(c) The largest input files used for calculations were for a frequency of 1.6 GHz. At this frequency, there
exists a total of 3990 unknowns. This corresponds to approximately 16 million complex numbers in the impedance
matrix. Each complex number requires 8 bytes, which means that at a frequency of 1.6 GHz, the user requires
approximately 128 Mbytes of random access memory (RAM). The work station that we were using has this much
RAM, but a larger problem will require that the work station do disk swapping. It has been our experience that
this slows down the process significantly. Without disk swapping, this large problem has an approximate running
time of 1 hour on an IBM RS6000 570 Powerstation. As a test at 3 GHz and approximately 8000 unknowns, CPU
time was reduced to 25% of the total process time and it was anticipated that a time of 16 hours to run CARLOS-
3D™ at one frequency would be necessary.

(d) Calculation of near fields using CARLOS-3D™ is possible, even though the user's manual [3] does not
state this. However, this option is only available with the bistatic scattering selected. The bistatic scattering option
does not allow an incidence angle sweep. This feature (incidence angle sweep with near fields calculations) would
allow more efficient generation of data since the excitation vector in the numerical formulation is the only change
that needs to be made from one incidence angle to the next. The impedance matrix (which takes most of the cpu
time) does not have to be changed. Because of this deficiency in CARLOS-3D™ investigation of the effect of
varying incidence angle would have been too time consuming for this study and thus was not accomplished.

(e) In an effort to extend our analysis of this model to 3 GHz, we decided to use the plane of symmetry
option. This all_ows input of data for only half of the problem and CARLOS-3D™ reduces the matrix size to two
matrices of 1/4 the size of the full mamx These are then solved in sequence. Our model, which was segmented
assuming a frequency of 3 GHz, produced matrices of 4982 and 5024 elements and a cpu time of a little more than
four hours with no disk swapping. The only problem with using this feature is that the calculated fields at 1.5 GHz
in the up;;er cavity region differed significantly from the same fields calculated with the model used without the
plane of symmetry option. This problem needs to be corrected in order to-extent this type of analysis to higher
frequencies.

(f) New features that should be incorporated into CARLOS-3D™ include:
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(1) magnitude and phase of far and near fields,

(2) dynamic memory allocation to relieve some of the memory problems presented above,

(3) a figure of merit for the triangulation such as calculations of accumulated charge on patches,
(4) multi-wire junctions should be handled automatically,

(5) optional output of the unit vectors in the direction of each current,

(6) storage and retrieval of filled and/or solved matrices,

(7) and, capability to read wire geometry from a file.

GEMACS

The GEMACS program (version 5) supports the solution of electromagnetic radiation and scattering from complex
perfectly conducting objects using MoM solution of the EFIE, MFIE, and CFIE formulation. It also uses GTD for
large perfectly conducting and impedance surfaces and combines GTD and MoM (called MoM/GTD hybrid) for
problems where small radiators near large scatterers are modeled. A FD solution is used for closed cavities which
when combined with the MoM, GTD or MoM/GTD hybrid can be used for multiple region problems. This code,
because of the efficient use of memory in the FD formulation and the availability of the GTD formulation for the

high frequency solution of the exterior problem, is the code of choice for this type of study at frequencies where

use of CARLOS-3D™ is prohibitive.

Unfortunately, versions of GEMACS for a workstation or one which could access memory above the DOS limit for
the PC were not available at the SAC for this study. However, an ongoing effort to make one of these versions
available before the end of this study prompted us to use GAUGE [2] to generate input files for our problem.
Hopefully, we will use these input files with GEMACS for the higher frequencies in a follow on study.

The analysis of the simplified model of a sensor uéing GEMACS begins by dividing the problem into three regions
(see Figure 1a): (1) an exterior region that includes the excitation source (a plane wave) and the outer shell of the

entire sensor plus aperture 1, (2) an intermediate region containing the lower mirror assembly with apertures 1 and
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2. and (3) the interior region of the upper cavity. At the higher frequencies of interest (> 3 GHz) the outer region
is a GTD problem where energy is coupled into the intermediate region through aperture 1. The intermediate region
is an FD problem with energy coupling into the interior region through aperture 2. Finally, the interior region is
an FD problem where we want to calculate the fields. Cnce the fields are known in the interior region and in

aperture 2, we can calculate Q in the same manner as we did using CARLOS-3D™.

Summary of Work to be Done
The following is a list of work to be done in a follow-on stutiy:

(1) The use of GEMACS to extend the range of frequencies in this investigation should be the primary
focus of a follow-on study.

(2) Variations in incidence angle and the resulting effect on Q, energy stored in and power exiting the
cavity should be studied.

(3) Even though we think that the grid size inside the cavity to determine the accurate value of Q is
adequate, it should be investigated because of the shapes involved. Preliminary study of the variations of the fields
indicate fairly smooth changes with the grid used for this study.

(4) In the transition region of approximately 3 GHz (assuming the problems with the symmetry plane
option addressed above are corrected), results from CARLOS-3D™ and GEMACS should be compared.

(5) Segmentation size for both codes should also be studied. The rule of thumb is to have cell sides
smaller than 0.1 A. Since computer memory is at a premium for high frequency excitation, this rule of thumb is
well worth investigation.

(6) Incorporation into CARLOS-3D™ of the new features mentioned above should be accomplished and
validated.

(7)_7 Development or search for a more friendly graphical user interface for CARLOS-3D™ should be
accomplished.

(8) Finally, comparison of numerical results with experimental results is necessary.
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Abstract

In order to better understand the operational characteristics of a 26 kW class
ammonia arcjet similar to the one which will be used for the United States Air
Force's Electric Propulsion Space Experiment, a study of the plasma inside
the arcjet's nozzle was performed using emission spectroscopy.
Photomultiplier tube scans and charged coupling device readings were taken
through optical access ports located axially along the nozzle/anode. Species
found in less than trace amounts were: atomic hydrogen (H), singly ionized
atomic nitrogen (NII), molecular nitrogen (N3), and the NH ion. The Boltzmann
plot method was used to determine the excitation temperatures for H and NII.
As the plasma expanded within the nozzle, both the H and NII temperatures
decreased. At the exit plane, however, the hydrogen temperature increased; a
phenomena that may be due to the presence of a barrel shock. In performing
these plots, many of the lower energy states were found to be underpopulated
and thus not in local thermodynamic equilibrium. Additionally, NII was found
to be at a much higher temperature than H, indicating a non-uniform plasma
with NII concentrated at the arcjet core while H was distributed throughout
the nozzle. Electron number density was determined using a method developed
by Griem. The results show a decrease in density in the downstream direction
resulting from nozzle expansion and electron-ion recombination. These results
agree with number density data from earlier studies carried out on low power
arcjets, indicating that the increased physical size of a high power arcjet
balances with the increased specific power to keep the number density constant

for a given area ratio.
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INTERIOR SPECTROSCOPIC INVESTIGATION OF
PLASMA COMPOSITION AND SPECIES PROFILES
FOR A 26 kW CLASS RADIATIVELY
COOLED AMMONIA ARCJET NOZZLE

Frank S. Gulczinski IIT

Introduction

With the use of a 1.8 kW hydrazine arcjet on the Telstar IV communications
satellite, arcjets have entered operation for satellite stationkeeping.
However, even though they are an operational technology, there is still not
enough known about the loss mechanisms that occur within the nozzle of the
arcjet. These losses result in an electric power-to—usable thrust conversion
rate of approximately 30% for the high power 26 kW class radiatively cooled
ammonia arcjet that will be flight tested as an orbit transfer device as part
of the United States Air Force's Electric Propulsion Space Experiment (ESEX)
to be launched in January 1996. Tt is hoped that by using emission
spectroscopy to non-obtrusively investigate the interior of the arcjet nozzle,
a better picture of the operating state can be obtained so that 1loss

mechanisms can be quantified and hopefully reduced.

Previously, interior measurements have been performed by Tahara, et al, using
quartz optical access ports on water cooled arcjets {1,2}; Storm and Cappelli,
using emission spectroscopy for axial measurements {3}; Rutyen, et al, using
spectroscopic measurements angled into the arcjet {4}; and Zube and Myers {5}
and Zube and BAuweter—Kurtz {6} using optical access ports. All of these
works, however, have been performed on low and medium power arcjets (Pg 2 10
kW) . A more recent work by Hargus, et al, at the Phillips Electric Propulsion
Laboratory examined the interior conditions of a high power arcjet {7}. The
work discussed in this report was conducted in conjunction with Mr. Hargus to
confirm and refine earlier findings and include photomultiplier tube (PMT)

scans of the entire spectrum of interest.




Experimental Apparatus and Setup
Experimental Facility:

These experiments were carried out in Vacuum Chamber #2 of the USAF Electric
Propulsion Laboratory located at the Phillips Laboratory, Edwards Air Force
Base, California. This cylindrical chamber with an 8 foot diameter and a 12
foot axial test length is connected to a vacuum pump system capable of pumping
at 23,400 cubic feet per minute. This permitted experimental operation with a
pressure of 80 mTorr for a propellant mass flow rate of 200 mg/sec. The
pressure was measured using a MKS Baratron® Type 122B Absolute Pressure
Transducer. Mass flow was regulated by a MKS 1542 mass flow controller

calibrated for ammonia.

Power was supplied to the arcjet by a Linde L-TEC PHC-601 plasma welding power
supply capable of producing 60 kW of power at currents as high as 600 A. 1In

this experiment, the arcjet was operated at 150 V and 120 A (18 kW).

Arcjet positioning was accomplished through the use of a Daedal 12 X 12 inch
translation table for horizontal positioning and a 6 inch rail table for
vertical positioning. Both of these tables were capable of 0.001 inch
repeatability and straight line accuracies of 0.0005 inch/inch. These
accuracies were necessary for proper alignment of the optical collection

system.
Arcijet:

The arcjet used in this research project was the USAF 26 kW class laboratory

thruster {8} shown in Figure 1 (Page 5):




Constrictor Exit Plane

Figure 1: USAF 26 kW Class Laboratory Thruster

The exit plane to constrictor area ratio is 100:1. The constrictor length and
diameter are both 0.1 inches. The nozzle length is 1.307 inches with a half

angle of 19°.

Optical access to the interior of the nozzle was provided by holes drilled at

3 axial locations, each with a 0.020 inch diameter, created through electron

deposition machining. The first is located 0.101 inch downstream of the
constrictor. The remaining 2 holes are located equidistant from the first
hole and the exit plane (0.402 inch separation). Based on the work of Zube

and Myers in reference 5 it is believed that the optical access ports did not
affect the performance of the arcjet. Their performance readings showed no
measurable deviation with holes both opened and plugged for an arcjet with an
access hole area to local nozzle expansion area comparable to that of the

arcjet used here.

Spectroscopy System:

An optical train is used to focus the emission signal from the arcjet plasma
onto the entrance slit of a Czerny-Turner 0.5 meter Acton Research SpectraPro-
500 spectrometer. Three gratings were contained on an internal turret: 2400,
1200, and 600 grooves/mm. At 435.8 nm, the 1200 groove/mm grating provides
the system with a resolution of 0.05 nm for first order 1lines. The

spectrometer was fitted with both a Princeton Instruments thermo-electrically
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cooled CCD detector for fine spectral resolution and an Acton Research Model
438 Photomultiplier Tube (PMT) for wide spectral scans. The entire system was
calibrated using a 6.5 A quartz halogen tungsten lamp with a calibration

traceable to the National Institute of Standards and Technology.
Data Acquisition Equipment:

Spectra from the CCD were captured and stored on a Unisys pw2 Advantage 3256DX
personal computer using Princeton Instruments' CCD Spectrometric Multichannel
Analysis (CSMA) software. Spectral scans from the PMT were captured and
stored on a Tektronix Pep 301 personal computer using Galactic Industries

Corporation's Spectra Calc software.
Theoretical Background and Spectroscopic Techniques

Emission spectroscopy is a diagnostic technique that uses the radiation
emitted when an electron in a plasma falls from a higher quantum energy state
to a lower quantum energy state to determine characteristics of the plasma.
By making specific assumptions, it is possible to determine the composition of
the plasma as well as determining plasma characteristics including: excited
state temperatures, electron number density, and vibrational and rotational
temperatures. In this report, excited state temperatures for prevalent

species and electron number density are presented.

Two of the most important assumptions made are that the plasma is optically
thin and that it is in partial local thermodynamic equilibrium. An optically
thin plasma is one in which very few of the photons emitted are reabsorbed
before they exit the plasma. Partial local thermodynamic equilibrium is a
subset of the concept of local thermodynamic equilibrium (LTE). In LTE, it is
assumed that when local populations of atomic or molecular energy states are
examined—they are found to be in thermodynamic equilibrium but that it is not
necessary that all parts of the plasma share the same equilibrium state. This
is applicable when excitation and de-excitation are primarily the result of

collisional as opposed to radiative processes. It is often found, however,

that LTE will only hold for energy levels above a cutoff point. Energy levels
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that meet this criterion are said to be in partial local thermodynamic
equilibrium (PLTE) {9}. States that are not in PLTE tend to appear as

underpopulated when compared to those that are.

In order to determine which species are present in a plasma, a PMT scan is
made. The observed transitions are then compared with tabulated results to
determine which species exist. Most species of interest for arcjet plasma
diagnostics have transitions that fall within or near the wavelengths of

visible light -- between 300 and 700 nm -- so this is the area scanned in most

investigations.

To determine atomic excitation temperatures, a technique known as a Boltzmann
plot is used. Quantum theory tells us that for those energy levels which obey

LTE, the following equation holds:

I.A E
in|—14_ | = - 2 ¢ ln(lEL) (1)
CA 9, kT 212

Where:
Iy Intensity of the transition from level i to level j
Xij: Wavelength of the transition from level i to level j
c: Speed of light in vacuum
Agy: Atomic transition probability from level i to level j
g;: Degeneracy of the upper level
E;: Energy of the upper level
k: Boltzmann's constant
T: Temperature
h: Planck's constant
n: Species density
Z: Electron partition function

The intéhsity of the transition obtained from the spectrographic measurements
is used to compute the term on the left hand side of the equation. This is
then plotted versus the energy of the transition, which is a known function.
For those energy levels in PLTE, the plot will be a straight line from which

the temperature (in electron volts) can be determined by taking the negative
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inverse of its slope (See Figures 3-6, Pages 10-12 as examples).
Additionally, it is important to note that since only the slope of the line is
of interest, the absolute intensities of the transitions are not necessary --

only the relative intensities of several transitions.

Electron number density can be determined by using a method developed by Griem
{9} for use with hydrogen and hydrogen-like lines. What Griem shows is that
for systems in which only the first ionization is important =-- which is the
case in arcjet plasmas -~ the Stark (collisional) broadening of the line is
proportional to the two-thirds power of the ion density (which is equal to the

electron density). Therefore we can state that:

e

n, = ¢(n,, T,)AM% (2)

Where:
n,: Electron number density
C(n.,Te): Function of number density and temperature
AA,: Full Stark width

Thus, by measuring the full width at half maximum (FWHM) of a well known line
-— the hydrogen Balmer beta line in this case —-- where C(ne,T,) is known, it

is possible to determine the electron number density through an iterative

process. Since this method depends on an accurate determination of electron
temperature -- which for arcjet plasmas is approximately equal to the hydrogen
temperature -- and Debye-shielding effects are not accounted for in the

analysis it is believed that there is an experimental uncertainty of

approximately 20%.

Results

Data was taken for the arcjet operating at 18 kW with a mass flow rate of 200
mg/s. These operating conditions were chosen on the low end of the high power
regime for two reasons. First, operating at lower power and mass flow rate
minimizes erosion of the nozzle and damage to the optical access ports.
Second, operating at these conditions offers a better opportunity to compare

findings to those of Zube and Myers {5} for low power arcjets. Readings were
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taken at the three optical access ports (referred to hereafter, in order
downstream from the constrictor, as Hole 1, Hole 2, and Hole 3) as well as at

the arcjet's exit plane.

Species composition for the plasma was determined from the PMT scan. Though
measurements at the holes varied greatly in line intensity, they did not do so
in composition. The following species were identified at all locations:
atomic hydrogen (H), singly ionized atomic nitrogen (NII), molecular nitrogen

(Np), and the NH ion. Given the fact that the propellant is ammonia (NH3)

these compounds were expected. However, the lack of non-ionized atomic
nitrogen (NI) seems to indicate that the NH found in the plasma results from
dissociation of ammonia rather than a combination of hydrogen and nitrogen
(NI). The most prevalent lines for these compounds are shown in the sample

spectra from Hole 1 in Figure 2, below:
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Figure 2: Photomultiplier Tube Scan for Hole 1

We see the presence of N as a wide band below 420 nm, through which other

lines protrude. In addition to these compounds derived from ammonia, trace




amounts of CH and CN (cyanide) were detected, indicating that a carbon

impurity was being introduced somewhere in the system.

For hydrogen excitation temperatures, the very bright and easily obtained
lines of the hydrogen Balmer series were used. In many instances, the lower
energy lines were found not to be in equilibrium. The temperatures were
determined using the Boltzmann plot method from the plots shown in Figures 3-6

(Pages 10-12):
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Figure 3: Hydrogen Temperature at Hole 1
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Figure 5: Hydrogen Temperature at Hole 3
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Figure 6: Hydrogen Temperature at Exit Plane

The hydrogen temperatures are calculated by taking the negative inverse of the
curve-fit line's slope (the f(x) quantity shown on the plots). Those points
that are significantly below the curve fit 1line at lower energy levels
correspond to underpopulated states that do not meet the criteria for LTE and
are therefore not included in the temperature calculations. We note that as
we proceed downstream, underpopulated states occur at progressively higher
energy levels. We also note that as we proceed downstream from the
constrictor, it 1is possible to resolve higher order (higher energy)
transitions due to a lessening of Stark broadening. Both of these facts seem
to indicate a decrease in electron density as the plasma flows downstreamn,
since LTE requires a collisionally dominated plasma —-— a condition more likely
to exist at higher density -- and Stark broadening is proportional to the
density raised to the two-thirds power. These suspicions are confirmed by the

electron_density measurements that follow.

The overall trend in temperature is seen in Figure 7, Page 13 along with
previous results obtained by Hargus {7} and Zube and Myers {5} (NOTE: area

ratio increases as one proceeds downstream from the constrictor).
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Figure 7: Nozzle Hydrogen Temperature Distribution

So, as we proceed downstream we observe a decrease in hydrogen temperature
until the exit plane is reached, at which point there is a jump in
temperature. The drop along the nozzle is expected since the atoms will lose
the kinetic energy that they gained from the constrictor arc through expansion
and collisions. The temperature jump at the exit plane, however, was
unexpected and is not fully understood at this time. One hypothesis is that
it may be the result of a barrel shock generated when the plasma exits the
nozzle. In comparing this data to previous results, we see that it compares
well with Hargus' previous results for this arcjet for Hole 3 and for the Exit
Plane, but that it is significantly lower for Holes 1 and 2. This is believed
to result from a refinement of data gathering techniques and thus reflects a
more accurate temperature profile. Comparing this data with that of Zube and
Myers, we see temperature differences of approximately 10,000 K. It 1is
believed, however, that this data is more accurate since Zube and Myers used
only thé hydrogen Balmer alpha and beta transitions which are the lowest

energy and thus frequently fail to meet LTE requirements.

NII excitation temperatures were determined using the same method. Based on

the work of Tahara, a line at 444.7 nm and two groups of lines -- one near 462
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nm the other near 567 nm -- were chosen ({2}.

However, it was only possible to

determine the temperature at Holes 1 and 2 before the intensity diminished to

the point where readings were not possible.

The plots are shown in Figures 8

and 9:
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The NII temperatures measured are much higher than the hydrogen temperatures
at the same location along the nozzle. This is believed to be a result of
non-equilibrated non-uniform flow within the arcjet. Whereas the lighter
hydrogen atoms tend to expand away from the radial center of the arcjet, the
heavier nitrogen ions tend to remain in the core of the arcjet, where they
continue to be heated more readily by the electric arc. Thus, the NII
represents the center of the arcjet while the hydrogen represents an overall

temperature distribution.

The electron number densities were determined using Griem's method. The
overall results for the arcjet are shown in Figure 10. As before, they are

compared to the results obtained by Hargus {7} and Zube and Myers {5}.
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Figure 10: Nozzle Electron Density Distribution

We see that our earlier suspicions of decreasing electron density based on LTE
concerns and Stark broadening have been confirmed. The decreasing electron
density results from two factors: nozzle expansion and electron-ion
recombination. This recombination is made possible by the drop in kinetic

energy (which is reflected in a drop of species temperatures) through particle

4-15




collisions. We find good agreement when comparing these results and those of
Hargus to those found by Zube and Myers for a 1 kW arcjet. This seems to
indicate that the increase in specific power between these two arcjets (from
25 MJ/kg for Zube and Myers to 90 MJ/kg here) is balanced by the increased
nozzle volume of the high power arcjet such that the electron density becomes

a function of area ratio only.

Conclusions

By studying the spectra of the arcjet plasma, it was determined that the
ammonia propellant (NH3) tends to break down into hydrogen (H), singly ionized
atomic nitrogen (NII), molecular Nitrogen (Ny), and NH. The lack of non-
ionized nitrogen (NI) shows that NH is not formed by the combination of NI and

H.

Studies of hydrogen temperature show a decrease as the plasma expands through
the nozzle, with an increase at the exit plane that may be caused by a barrel
shock. These measurements also indicate that many of the lower energy states
are non-equilibrated so that the assumption of partial local thermodynamic

equilibrium must be used.

In examining the NII temperatures, we see a drop in temperature through the
first two holes similar qualitatively to that seen for hydrogen, but occurring
at much higher temperatures. This indicates that the species within the
plasma are not equilibrated with each other and that the plasma itself is

spatially non-uniform.

Electron number density decreases in the downstream direction as a result of
nozzle expansion and electron-ion recombination. The density measurements
agree well with earlier results taken for low power arcjets. This indicates
that the mechanisms of increasing specific power and increasing nozzle volume
associated with an increase in arcjet power balance to keep electron density

constant.
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DROP SIZING OF A LIKE-IMPINGING ELEMENT INJECTOR
IN A HIGH PRESSURE ENVIRONMENT
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Abstract

The effect of gas density and liquid momentum flux on the average drop size of a like-impinging
element injector was studied. These effects were studied over a wide range gas densities and liquid
momentum flux. Gas density was varied up to 159 kg/m®, corresponding to a test chamber pressure of
2000 psig. Average drop sizes were measured by a Malvern Instruments Particle Sizer. The Malvern
instrument is a laser based optical probe utilizing the Fraunhofer diffraction theory of light to measure
particle sizes. Sauter mean diameter, mass median diameter, as well as size distribution are calculated by
the Malvern instrument. Correlations for the mean diameters were derived in this study and compared
with those available in the open literature. These studies indicate that the average drop size in the spray
of a like-impinging element injector decreases with increasing gas density and increasing liquid

momentum flux.




DROP SIZING OF A LIKE-IMPINGING ELEMENT INJECTOR
IN A HIGH PRESSURE ENVIRONMENT

Derik C. Herpfer

Introduction

An injector commonly used in liquid rocket engine combustors is the impinging element injector.
In an impinging element injector, two or more liquid jets impact at a single point. Mixing and
atomization occur at this point due to the dissipative exchange of momentum between the jets. This
injector type can be composed of either unlike or like impinging elements. An unlike element has at least
one fuel and one oxidizer jet which may have different flowrates and orifice diameters. A like element
injector has two or more jets of the same liquid, orifice diameter, and flowrate. The spray formed by a two
element impinging element injector is called a doublet.

Since only atomization occurs at the impingement point of a like-impinging element injector, a
rocket motor designed with this type of injector mixes fuel and oxidizer by overlapping individual fuel and
oxidizer sprays. Therefore, to analyze the mixing that occurs between the sprays, it is necessary to know
the distribution and average size of the droplets within the spray of each individual injector. This paper
investigates the drop size characteristics of a like-on-like doublet as a function of the ambient gas density
that the doublet is formed in, and the momentum flux of the liquid jets that create the doublet. A
comprehensive review of rocket injector elements and their design characteristics is provided in Reference
1.

Experimental Se!

A Malvern Instruments series 2600¢ Particle Sizer was used to measure the drop size of a like-
on-like doublet. The Malvern instrument was fitted with an extended range lens, f=600mm, which
allowed droplets to be measured within the size range 11.6-1128um. The like-on-like doublet was formed
by an impinging element injector using demineralized water to simulate liquid fuel. The injector consists
of two similar straight edge orifices with an included angle between them of 60°. Each orifice has a L/d of
27.76 and a diameter of 0.7925mm. The impingement point of the two jets is 3.43mm downstream of the
plate in which the two orifices are drilled.

The injector was mounted vertically downward in a pressure chamber rated to 13,790kPa. The
chamber is pressurized with nitrogen. Optical access to the chamber is provided by three 50mm diameter
and one 100mm diameter sapphire windows. A detailed description of this high pressure facility can be
found in Reference 2. The Malvern instrument was mounted with the receiving optics on the large
diameter window. The laser beam was oriented perpendicular to the centerline of the spray fan of the




doublet 41mm downstream of the impingement point of the injector. A CCD camera and a halogen light
were mounted on the other two windows. For an overview of this high pressure chamber, see Figure 1.

Tests were conducted on this injector configuration at various chamber pressures and orifice
pressure drops. The chamber pressure was increased in 1,379kPa increments from atmospheric
conditions to 13,790kPa. The pressure drop across the orifice was varied between 69-2068kPa at each
chamber pressure. Malvern drop size measurements of the doublet were made at the one downstream
location at each chamber pressure and orifice pressure drop. The CCD camera was used to record the
bulk spray characteristics such as fan angle and as a comparison to the Malvern data.

The chamber was pressurized slowly and allowed to settle before testing in order to eliminate
density gradients within the chamber. Variations in gas density within the chamber made it difficult to
maintain alignment of the laser and receiving optics.

Malvern Background

The Malvern Particle Sizer is based on the principle of laser diffraction. It uses the Fraunhofer
diffraction theory to determine a particle size distribution from the light collected by its receiving optics.
Light diffracted by droplets in the spray is focused by a Fourier transform lens onto a multi-element
photodetector. The incident laser light diffracted by a droplet depends on the diameter of the droplet, a
large droplet will diffract light into a small angle, while a small droplet will diffract light into a large
angle. An illustration of this can be seen in Figure 2. It should be noted that this instrument measures the
drop size along the entire length of the laser beam, it does not discriminate between those droplets within
the spray and those outside the flowfield. Also, it does not measure individual droplet sizes, it deduces the
volume size distribution that corresponds to the diffraction pattern collected by the receiving optics.
Therefore, it can only calculate average drop sizes such as the Sauter mean diameter, and the mass
median diameter.

In this study, the volume size distribution calculated by the Malvern instrument was constrained
with the additional criteria that it had to fit the Rosin-Rammler size distribution function. The Rosin-
Rammler size distribution function relates the fraction of droplets R, whose sizes are less than the a given
diameter D, as follows.

R = e~ PIX)"

where: X - drop size corresponding to the peak of the volume frequency distribution.
N - distribution width parameter.

The choice of the Rosin-Rammler function over other distribution models was dictated by the large
amount of multiple scattering encountered during the tests. The Malvern instrument assumes that light
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diffracted by each droplet is collected independently from other droplets by the receiving optics. In the
very dense sprays encountered in this study, some of the light diffracted by each droplet will be scattered
by other droplets within the spray. The net result is that the apparent size distribution is broader and
smaller in average size than the actual distribution. A significant amount of this secondary scattering
occurs at laser obscurations above 50%, where obscuration is the amount of attenuation of the incident
laser beam.

The Malvern Particle Sizer compensates for this by applying an empirical correction to the

Rosin-Rammler size distribution function. It is of the form.

Cy =1+[0.036+0.49(0b)* N (1.9 - 3.4400)
Cy =1+[0.035 + 011N (0b)*** }0.35 + 1.450b)

where: Ob - obscuration
Cx - corrected X / X
Cx - corrected N/ N

The Rosin-Rammler distribution has been extensively used in the past to model liquid droplets in a spray
as discussed below. For more information on the theory behind the Malvern Particle Sizer, see Reference
3.

Malvern Drop Size Results

Malvern drop size measurements of a like-on-like doublet were made at various gas densities and
liquid momentum flux. It was observed that at high gas densities, > 48.6 kg/m®, the spray became so
dense with liquid momentum flux > 414,000 kg/m-s> that Malvern data could not be collected. From the
test conditions where drop size data could be recorded, correlations for Sauter mean diameter and mass
median diameter where made by multiple regression of the data using the Marquardt-Levenberg
algorithm. The result was the following correlations.

SMD =3.69x10*(p v?)"* p
5 = 1.35x104 (p ‘vlz )—034 p -0.13

H

where:  SMD - Sauter mean diameter, pm, the diameter of the droplet whose volume to surface area ratio
s the average of all droplets in the spray.
D - mass median diameter,um, the droplet size such that half of the mass of the spray is
contained in droplets having a larger diameter.
P - gas density, kg/m’
pr - liquid density, kg/m?




v; - liquid velocity, m/s

Which can be rewritten in the form,

SMD =1.77 x10%y;**p %'
D =1.29x10%y;%%p=013

4

Figure 3 plots the measured SMD data in comparison to those calculated by the derived correlation. As
can be seen, the correlation produces large errors at the lower SMDs, on the order of 40%. Analysis of the
collected data showed that the gas density term did not correlate well at high gas densities, values greater
than 127 kg/m®. At these high densities, the correlation overpredicted drop size as compared to the
experimental values. However, the correlation may still be correct. At the high gas densities, Malvern
drop size measurements were made with obscurations > 97%, as compared with an average or 80% for the
lower gas densities. At these extreme obscurations, the empirical correction factor used by the Malvern
instrument to compensate for the effects of multiple scattering may not have been enough. The drop sizes
measured by the Malvern instrument were probably less than the actual sizes in the spray.

The correlations developed by this study are in agreement with those developed for like-on-like
doublets by other researchers. Hautman* and Lourme’® both investigated doublets generated by like-
impinging element injectors with a Malvern Particle Sizer. Hautman used a Rosin-Rammler size
distribution to fit Malvern data over a range of liquid properties, liquid momentum fluxes, gas densities,
and injector sizes. He developed the following correlations.

SMD = 1.3x107(p’v12 )—0.70_ ?.sp -0.09

8

D =534x10°(p,v?) " Fo 0*p 0

8

where: SMD - Sauter mean diameter, pm
D - mass median diameter,um

P, - gas density, kg/m’

p: - liquid density, kg/m®

v; - liquid velocity, m/s

o, - liquid surface tension, kg/s®

Lourme over a smaller range of variation of flow properties developed the correlation.

D =240v'd%c%p

56




where: D - mass median diameter,um
P, - 8as density, kg/m®
v - liquid velocity, m/s
o, - liquid surface tension, kg/s®
d - orifice diameter, mm

Tests done in the 60’s and early 70’s on like-on-like doublets, using either photographic
techniques or the hot wax technique, also agreed with the resuits of this study. The hot wax technique
consists of injecting hot wax into a test chamber. The hot wax forms droplets which cool and solidify into
solid particles which are then collected and sorted into size groups. In this way, a particle size
distribution is calculated which corresponds to the liquid drop sizes within the spray. Dickerson et. al.®
and Zajac’ used this technique at atmospheric conditions for turbulent jet doublets formed by a like-
impinging element injector with an included angle of 60°. Dickerson et. al. developed the correlation.

D =4.51x10°d*"v;*®

The correlation of Zajac was similar.
D =7.67x10°a"™;'(p,/P,) "

where for both:
D - mass median diameter,jum
v; - liquid velocity, m/s
d - orifice diameter, mm
P/P; - centerline to mean dynamic pressure ratio of the liquid jet

Drombrowski and Hooper® used a photographic technique with water at atmospheric conditions to derive

the correlation.

-1.16

SMD = 0.105v;*" (sinc./2)

where: SMD - Sauter mean diameter,jim
v - liquid velocity, m/s
o - included angle between orifices

A comparison between the mass median diameter correlated in this study and those referenced above can
be made in terms of two variables, liquid velocity and gas density. The effect of gas density on drop size
is comparable in all three correlations were it is a variable. However, the correlation derived in this study
indicates that drop size is not as dependent on gas density as reported previously. This is the result of the
larger data base available in this study. In the previous works, gas density was limited to less than 29




kg/m®, while for this correlation, it was varied to 159 kg/m®. As noted by others*, a change in gas density
has a greater effect on drop size at low gas densities than at high gas densities.

The comparison of the effect of liquid velocity on the correlations shows a greater difference.
The correlation derived in this study was far less dependent on liquid velocity than the others, even
though the velocity range sampled was comparable. The only difference in test conditions between the
correlations that could affect this term is that the correlation developed in this paper is for one orifice
diameter, while the others are based on a wide range of orifice diameters.

Yideo Results

The like-on-like doublets were videotaped at all flow conditions were Malvern data was recorded.
The trends observed with both instruments were similar. For a given gas density, drop size decreased
with increasing liquid momentum flux. For a fixed liquid momentum flux, drop size decreased with
increasing gas density. The video data was also analyzed to correlate spray fan angle to liquid momentum
flux and gas density. After multiple regression of the video data, the fan angle, the angle measured from
the centerline to one edge of the spray, was reduced to the following relationship.

~0.048 o044

0 =8895(p,v})"  p;

where: 0 - fan angle, degrees
Py - gas density, kg/m®
1 - liquid density, kg/m®
v, - liquid velocity, m/s

As can be seen, the fan angle has only a weak dependence on these properties. That is, high gas density
does not significantly change the shape of the doublet. Although droplets generated by an injector
operating at a given pressure drop will be smaller at a high gas density than a low one, they will form a
spray of approximately the same dimensions,

Conclusion

The correlations developed in this study will prove useful for the design and integration of
impinging element injectors in liquid rocket engine combustors. They also provide a useful insight on the
effect of high gas density on liquid atomization. However, thé correlations are limited. They do not take
into account variations in orifice diameter, liquid properties, and impingement angle, which are of great
importance in a rocket injector design. They also are not based on realistic rocket injector pressure drops.
Although the gas densities used in this paper were high enough to simulate a rocket combustor, the
Malvern instrument could not measure drop size in the sprays produced by large injector pressure drops at
high gas density. The rule of thumb for a like-impinging element injector to suppress chug instability in
the combustion chamber is that the pressure drop across the injector be approximately 15 to 25 percent of
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the chamber pressure. The correlations in this paper are based on a pressure drop of less than 2 percent at
the highest gas densities.
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Abstract

The Thermionic Heat Pipe Module (THPM) is a thennionic‘converter. The design of the
THPM utilizes a lithium filled annular heat pipe whose interior annular ring serves as the emitter
surface. The annular emitter heat pipe surrounds a lithium filled cylindrical heat pipe whose outer
surface is the collector. The emitter heat pipe is radiatively coupled to an exterior heat source. This

configuration allows for efficient heat transport from the heat source to the heat rejection system.

This paper characterizes the performance of the emitter heat pipe when a non-uniform heat
source is applied. A temperature profile of the emitter surface was recorded through a temperature range
of 300K to 2100K. This profile can be used as a baseline for future THPM tests and can be used to

verify the accuracy of various models of the emitter heat pipe.




EFFECTIVENESS OF THERMIONIC HEAT PIPE MODULE

Phillip N. Hutton

Introduction

The purpose of this experiment is to characterize the steady state thermal profile of the emitter surface as
a function of input temperature, and determine whether the annular heat pipe can effectively
isothermalize the emitter surface under non-circumferential heating. The Thermionic Heat Pipe Module
is a high efficiency, high temperature converter. These characteristics make it suitable for use in space
nuclear power systems. The original design of the THPM required the emitter heat pipe to be
surrounded by a uniform heat source. This would ensure an isothermal emitter surface which would
maximize the efficiency of the THPM. Subsequent design options are investigating the possibility of
surrounding the heat source with a series of THPM's. This configuration would allow for a greatly
reduced size in the heat source and its accompanying control components. The disadvantage to this type
of configuration is that the emitter heat pipe is only partially exposed to the heat source. The thermal
profile of the emitter surface must be investigated under these conditions to determine if the emitter heat
pipe can effectively stabilize the temperature along the emitter surface so that the efficiency of the

THPM is not adversely affected.

Experimental Setup

This experiment is designed to characterize the temperature profile of the emitter surface when the
emitter heat pipe is subjected to partial circumferential heating. For the test the collector heat pipe is
removed and replaced by a water calorimeter. K type thermocouples are run down along the side of the
calorimeter and bent out to make contact with the emitter surface. The water calorimeter serves the dual
purpose of heat removal and keeping the thermocouples relatively cool. The emitter heat pipe is then
placed inside an evacuated chamber next to a ten inch long, one inch wide tungsten filament. This
whole apparatus is surrounded by six layers of heat shields and a water cooled copper jacket to protect
the surrounding environment and equipment. A pyrometer is used to measure the temperature of the
filament, and a blackbody probe is used to measure the exterior surface temperature of the emitter heat
pipe. All temperature readings are fed into a computerized data acquisition system and recorded at one

second intervals.




Vacuum System

The vacuum chamber is a 16 X 30 inch bell jar resting on a standard 8 port feedthrough. This
feedthrough is supported by a modified MDC BP-18 baseplate. The BP~-18 has 12 feedthrough ports to
allow the introduction of electrical power and cooling water. This system is serviced by a 6 inch

diffusion pump which allows vacuums into the micro-torr region.

Heater construction

The heating apparatus is designed to provide either a relatively uniform heat source or a non-uniform
heat source to the emitter heat pipe, depending on the number of tungsten filaments used. Figure 1-a
and 1-b provide a detailed top and side view of the heating apparatus. In this experiment only one
tungsten filament was used to provide non-uniform circumferential heating around the emitter heat pipe.
The emitter heat pipe was placed next to the tungsten filament. Six layers of heat shields completely
enclose the filament and heat pipe. These, in turn, are surrounded by a hollow copper jacket. Water ié
circulated through the copper jacket to a heat removal system. This setup thermally isolates the interior
of the furnace from the surrounding environment. The copper jacket and heat shields have small

instrument ports positioned every 60 degrees to allow passage of temperature sensors to the heat pipe

and filament.

HEATER CONSTRUCTION
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HEATER CONSTRUCTION
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Instrumentation

Ten K-type thermocouples were run down along the calorimeter and bent out to make contact with the
interior of the annular heat pipe. The thermocouples were arranged to provide axial and circumferential
temperature profiles along the interior of the annular heat pipe (emitter surface). Figures 2—a and 2-b
depict the arrangement of the temperature sensors. The redundancy of these sets of data points was used
to provide the maximum number of data points possible in case some of the thermocouples should fail
during the test. Physical space limitations between the emitter heat pipe and the calorimeter

(approximately 0.05 inches) prohibited any more data points.




THERMOCOUPLE GEOMETRY
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FIGURE 2-a AND 2-b

The thermocouples were given titles denoting their axial and circumferencial positions. As an example,
the thermocouple labeled 000TOP denotes the thermocouple located directly in front of the heat, near
the top of the emitter heat pipe. The thermocouple labeled 060MID is the thermocouple located 60

degrees circumferentailly away from the heater and near the middie of the emitter heat pipe.

A blackbody probe was positioned along the exterior of the emitter heat pipe opposite the 060TOP
thermocouple (see figure 2—a). This position was chosen because it could be correlated with data from
previous tests performed on the emitter heat pipe. A pyrometer was used to measure the temperature of

the tungsten filament (see figure 2-b).

ANALYSIS

The temperature of the filament was taken through the operating range of the emitter heat pipe in a series
of runs to spot inconsistencies in individual thermocouple readings that may have been due to problems
such as bad contact points or partially open ends. The data on two runs is shown on figures 3-a through
5. Thermocouple 060MID is not included in these graphs because it gave erratic readings throughout the
test. Thermocouple 060TOP is not included oﬁ figure 3-b, 3-d, and 3-f because the connector visibly

burned out after the first run.
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FIGURE 3-¢ and 3-f

Figures 3-a through 3—f separates the data into the circumferential and axial sets of readings. Figures 4-
a and 4-b have been included to give a compact graphical view of the range, mean, standard deviation,
and percent difference in error of the thermocouple readings in each test run. Figure 5 depicts the

difference in temperature between the outer surface of the annular heat pipe and the inner surface.
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FIGURE 4-a and 4-b

In both runs, heat pipe action became apparent between 1100 and 1200 degrees celsius. Within this
region figures 3,4 and 5 show the temperature difference between the inner and outer surface of the heat
pipe decrease dramatically as the mean temperature of the emitter surface takes a disproportional jump
with an increase in filament temperature. After heat pipe action occurred, it was expected that the range
in temperature measurements would decrease. A small decrease in the range of temperature readings
was observed in the last run, but the overall range never decreased below 150 degrees Celsius. The plot
of the standard deviation of the data points follows the general pattern of the range, while the percent
difference between the maximum and the minimum data points illustrate a marked decrease and levelling

off after heat pipe action occurred.

INNER/OUTER SURFACE TEMPERATURES
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CONCILUSION

Under partial circumferential heating the annular heat pipe was only partially effective in equalizing the
temperature along the emitter surface. Temperature differences between maximum and minimum
thermocouple readings varied between 150 and 350 degrees celsius, well above that required for

efficient operation of a THPM.
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Abstract

Ablation is an important physical mechanism in re-entry vehicle engineering, material
processing, and the operation of pulsed (or steady state) plasma devices. The non-ideal MHD code
MACH2 has the capability to model ablation of materials, but has areas on which improvements may
be made. The three most critical areas are the inclusion of condensation physics leading to zero net
mass flux at equilibrium, localized heat fluxes into the wall based upon Fourier’s Law, and tracking of
the interface between the ablated vapor and the surrounding gas so that the work done by the vapor
on the gas can be accounted for. The new ablation algorithm is based upon an equilibrium vapor state.
A simple bench-test of the new model was performed for a single material at a single temperature.
A one-dimensional, ideal gas, singly ionized copper plasma at 0.50 eV, 1.0x10°2 kg/m3 was pre-filled
ina0.20m x 0.10m x 1.00m closed box free of fields and currents. All walis except one (0.10m) was
defined as thermally insulative. The solid copper (thermally conductive) wall, initially at 0.026 eV
{300K), served as an ablation surface. Qualitative preliminary results indicate that heat flows into the
wall with the proper magnitude and direction. Also, condensation of the warm éopper plasma was

observed during early times. Interface tracking was not used due to time constraints.

A}
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A SINGLE TEMPERATURE/MATERIAL ABLATION ALGORITHM

FOR USE WITH THE NON-IDEAL MHD CODE, MACH2

Robert John Leiweke

INTRODUCTION

Re-entry vehicles, electrodes of pulsed and steady state plasma devices, high energy density
gas stagnation at walls (incIAuding large radiation flux impingments), and many material processing
environments are examples where ablation may require consideration for an engineering design. In
general, magnetohydrodynamics (MHD) problems with complex geometries and chemical processes
do not lend exact (or even approximate) analytic solutions. Ablation physics for two-dimensional, non-
ideal MHD problems can be simulated using MACH2 v.9402, a code developed by the USAF Phillips
Laboratory, Kirtland AFB, New Mexico. The existing MACH2 ablation model may be improved in

several ways.

DESCRIPTION OF MACH2

MACH?2 is a 2 %-dimensional arbitrary geometry, Lagrangian-Eulerian (ALE) code for use on
Cray™ supercomputers (XMP, YMP, C90, and Cray2), Sun™ SparcStations™ (2, 10, and 20), and IBM™
RISC workstations.! It is written in FORTRAN 77, and uses the Cray™-type pointer and namelist
extensions.?2 The code runs under the Unix and Unicos operating systems.2

In either rectilinear of cylindrical coordinates, MACH2 allows a user specified computational
domain buitt out of "blocks". Cells within the computational domain are labeled as‘ "real"”. Each block
contains "icells” mesh increments in the x {or r) direction and "jcells” mesh increments in the y (or z)

direction.! Physical quantities such as mass, momentum, forces, and thermal flux are defined at a cell

vertices, whereas pressure, temperature, density, magnetic field, specific internal energy, diffusivities,
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and thérmal conductivities are located at cell centers. ! Boundary conditions are implemented upoyﬁ a
single layer of "ghost” cglls surrounding each block. A "zero-volume” ghost cell is one that has a very
small volume, €, and the cell center falls exactly upon the locus of two "real” cell vertices at a block
boundary.1'3 The code allows multi-materials and three temperatures. The version used for this study
is v.9402 (no manual exists for this version, yet). A new feature called "interface tracking” makes
possible the definition of a sub-grid material interface for two or more materials with a minimal amount

of numerical diffusion. Physics for mass diffusion is not included in MACH2.

PROBLEM DISCUSSION

The MACH2 wall ablation algorithm is based upon constant heat flux across the surface
boundary of a semi-infinite solid.4 Heat flux from the plasma is assumed to be that of a blackbody at

an adjacent real cell electron temperature. At time t, this heat soaks into the (virtual) wall a

(1
8(t) = I_ﬂ )
Pw Cp,w

where p,,., ., Cpr and t represent the solid wall material density (kg), thermal conductivity (W/m-K),

characteristic distance®

specific heat (J/kg), and time (s). The exact solution for the temperature distribution within a semi-
infinite solid goes like a Gaussian Error Function. This depth is proportional to a volume, &V, of wall

material. The amount of energy per unit area required to vaporize the mass contained within this 8V
is®

q” .p = OH (2)

vap

where Hvaﬁ is the heat of vaporization of the wall material. Using the problem timestep, At, an

approximate expression for the heat flux required to ablate the mass within this volume2-4

1

1 - BYE 3
¢ vap = FE (3)

7-4




where B is the "ablation threshold".2:4

The algorithm itself is rather simple; at each timestep, we compare the heat storage ability of

the mass within &V to the heat (flux) of the incoming blackbody radiation. Specifically, the comparison

. . > .
qllvap - g”store <? q”BB (4)

is made.24 If the blackbody flux is less than the left side of equation (4), then ablation does not
occur, and the "bit" of blackbody energy is accumulated within a scalar variable, absenrg, representing
the heat stored within §V. If the blackbody flux is greater than the left side of {4), then ablation

occurs, and the heat liberated by the evaporation process is

Y v/ I
qjab - q/BB - (qj vap qlstoze) ’ (5)
the mass flux ablated is
vy
R
m/ab = H 2 ’ (6)
vap
with a characteristic speed2'4
il
vy = 22, (7)
P vap

Here, Pyap is the equilibrium vapor density of the ablated wall rﬁaterial. This inflow mass velocity is
set along the entire block boundary. The ghost cells along this boundary are set to the equilibrium
vapor pressure and density for the wall material at its melting point.

The accuracy of the ablation model is restricted in seven ways.

1) condensation physics at the boundary is non-existent.5

2) t—he existing model cannot capture the physics of high frequency energy bursts on short

characteristic timescales commonly associated with pulsed power applications because

6

the "ablation threshold™ criteria creates non-physical delays in phase transition.

3) low density "slip” flows for which the fluid continuum assumption does not hold. Velocity
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and temperature gradients at a solid boundary cannot be accurately accounted for,
leading to improper computation of heat fluxes and ultimately, ablated mass {which in
turn gives the wrong heat fluxes).®
4} heat flux into an ablation wall was not based upon Fourier’'s Law, but rather as the electron
blackbody radiation flux at an adjacent real cell.’4-6
B) the ablation model was based solely upon a single temperature plasma.
6) the interface position between newly ablated mass and that of the previous time step is not
tracked.®
7) ablation state variables and mass properties are specified for an entire boundary so that local
heat fluxes into a wall cannot lead to local ablation of wall material. In fact, the walil
temperature must be held at a user specified, fixed value for all time. 124
Improvements of the utmost concern are to first allow for}the possibility of net mass flux at
the surface goes to vanish as the system approaches equilibrium. Second, use a local temperature
gradient and plasma thermal conductivity at the surface to compute the proper /ocal heat flux. Third,
to keep track of the interface between newly ablated material vapor and "mixed" gas. This last
requirement is important because the ablated mass, acting as a piston, does work on the surrounding
gas as it expands outward. The pistons’ ability to do work is related to enthalpy, and so one must

have a means of accurately estimating the volume swept out each timestep.6

THE NEW MODEL

if a liquid is placed into a closed container, the amount at first decreases but eventually
becomes constant because the rate of condensation equals the rate of evaporation.7 The net mass
transfer between states vanishes, and the system is in equilibrium.8 However, at the phase transition
region on a molecular level, the system is highly dynamic, with molecules constantly escaping from

8

and entering the liquid at a high rate.® In reality, the escaping molecules do not have a Maxwellian

velocity distribution, so a surface temperature cannot be defined. However, the molecules must
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eventually reach an equilibrium state at a new temperature. Then, heat transfer back to the wall must
raise or lower it's specific internal energy to that associated with the equilibrium state. This model will
assume that a surface temperature, T, may be defined based upon the solid wall’s specific internal

energy.
Let each variable be a /ocally defined quantity applied to each real vertex or ghost cell along

the wall boundary. During the transition to equilibrium, the fluxes of vapor molecules moving away

from the wall and that of the incoming gas are®7

Il C n c
- vap - vap - gas - gas
yoff - 4 ’ ygas - 4 (8)

where k is the Boltzmann constant (J/K), n is the number density (1/m?) and

— 8kT, _ 8kT (9)

(o4
vap ’ gas
mgw Mg, ™

are the mean molecular speeds for the vapor and incoming gas molecules.®7 For simplicity, this model

assumes a single material (plasma and wali), so that Mg=Mgas =M. The net mass flux is

2/ -
m/net: = m('goff - ygas) . (10)
The net mass ablated becomes
t
m(e) = [H(5) popdt . (11)
0
But, T and Nygp are unknowns at t + At, so we require more information about how heat is distributed

within the wall and how its specific energy changes with time.
Observe that the average specific kinetic energy of particles coming off the wall is (found by

integrating the Maxwellian distribution function over 2r steradians, ignoring work done by the vapor

on the surrounding gas):6
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2KT

B ep = 2kT, Fopp = ( — S il e (12)

If one considers the work done by this vapor, then the factor of "2" must be replaced with "6/2", in

equation (12).6 The total heat carried away from the surface is

. 2KT,
& oer = m//off(Hvap A ) - (13)

In (13), the expression in parenthesis represents both kinetic and potential energies. Heat flux into the
wall is described by Fourier's Law, but with a modified thermal conductivity to account

for radiation transport:1

= -V, (14)
where
3
o =%+ 4o0cT, . (15)
3px

and o is the Stephan-Boltzmann constant, c, the speed of light in vacuum, Te. the plasma electron
temperature, p, the total plasma density, and x, the opacity.1 The net heat flux (or power density) at

the wall is

qj/net = q'”in - qj,off . (16)

Now, the condition of constant heat flux across the wall requires that the net heat flux balance

the time rate-of-change of energy within the solid material. Mathematically,

. . dH
qj/net: = Ti—t ! (17)

where H (J/m?) is the heat fluence into the wall.® Recall that the spacial temperature profile for a semi-
infinite wall with constant heat flux has the form of a Gaussian Error Function. As a simplification, use

of equation (1} treats the profile as a constant value up to the depth &(t). So, the specific energy

stored within this diffusion volume &V(t) = Area +4(t), is
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_  H(t)
e(t) = _pwb(t) + e(0) . (18)

where e{0) is the initial specific internal energy. Using a solid density, the average specific energy
(18), and an appropriate equation-of-state, one may obtain a characteristic. Figure 1 shows an
equation-of-state for‘copper.9 At solid density (8933 kg/m?), notice that the temperature is almost
a linear function of the base-10 log of specific internal energy.9 So in this particular case, an

approximation of the temperature (K) is

T_(e(t)) = 300 + 5.5x10%( logy, [ el(OtG)] +0.93742) . (19)

MACH2 moves mass within the computational domain based upon pressure gradients within
the plasma""3 So, at the ablation boundary, all ghost cells must have updated information about the
local equilibrium vapor pressure, Peq: For non-alkaline metals which adhering to a hard-sphere collison

model {such as copper), the equilibrium vapor pressure in atmospheres is

-H,
wEr * € 20
peq(Ts) - e NokT, , ( )

where N, is Avogadro’s number, and C is related to the entropy of vaporization (for copper,
C=12.9).1911 To determine the equilibrium vapor density, Nygp: WE may again use a tabular data or,

for the case of most vaporized metals, the perfect gas law!?

_ pvap
nvap = -—H;s— . (21)
Solid material properties such as thermal conductivity, specific heat, and dencity are generally a

function of temperature, however here they are set equal to their respective valucs at 300K (0.026

eV).

MODELING PARAMETERS

Al

A one-dimensional "bench test” of the new ablation algorithm was chosen as a rectilinear "box”

with wall boundaries, 0.20 m wide and 0.10 m long (for rectilinear geometries, MACH2 defines the
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transvérse depth to be unity). The box is initially pre-filled with a uniform 0.50 eV copper plasma with
a density of 1.0x1072 kg/m“. The equation-of-state is ideal gas, y=5/3. Both ionization state and
thermal conductivity were chosen to be spacially uniform, time-independant quantities; singly ionized
and x=1.0x10"8 W/m-eV, respectively. A Spitzer resistivity model was selected, and radiation
diffusion was turned "off". There were no externally applied circuits or initial magnetic fields. Both
0.20 m walls and one of the 0.10 m walls were defined as perfect thermal insulators. The other 0.10
m wall allowed thermal conduction according to the new ablation algorithm. The wall has material
properties of solid copper at 300 K (0.026 eV). Figure 4 displays the single block mesh. This mesh
has a quadratic spacing of 32 icells in the "x" direction, with the fine increments near the ablation wall
where large thermal gradients are anticipated. The finest x-increment was adjusted to be 8.0x10% m
based upon a characteristic thermal diffusion length scale at 1us. The initial conditions and geometry
suggest that the flow will have no physical variations in the y-direction, so only four jcells were
defined. Initially, the heat flux at the wall computed by MACH2 was 2.375x10'" W/m?, which

correlated well with the expected value of 2.370x10'! W/m? (0.2%).

RESULTS

Using a Sun™ SparcStation™ 2, this case ran to normal termination at 30us with a total of
30,007 cycles. Figure 3 shows a typical plot of the heat flux vectors. Note that the direction of the
vectors is towards the ablation wall as expected. A plot of this heat flux vs. time is shown in Figure
4. With increasing time, the heat flux decreases in an exponential-like manner (the trend is not quite
Ae™ ). As the wall temperature increases and the plasma temperature decreases, the difference AT,
will decrease in smaller increments as the two temperatures approach each other. Figures 5, 6, 7, 8,
and 9 show slice plots of plasma temperature (eV), density (kg/m?), pressure (J/m”.), and x-component
of velocity (m/s) at 0.2us, 3us, 10us, 20us, and 30us, respectively. At 0.2us (Figure 5), a nice
thermal diffusion profile has developed. Some wall material appears to have ablated, since the density

there has increased slightly to 1.0012 kg/m3. The pressure profile follows the tempercture profile
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becausé the density is still constant throughout most of the domain. At 3us (Figure 6), the
temperature profile has become less full. Notice that the temperature at the left insulative wall has
dropped to about 0.47 eV, some more copper has ablated, and the x-velocity is zero at the left and
right walls. The x-component of velocity is still only about 4% of the local sound speed, a~ 850 m/s.
At 20us (Figure 7), the left wall temperature has decreased to 0.27 eV and the pressure within the
ablated material has increased due to the density increase. Notice that the x-component of velocity
increases linearly from zero at the left wall to 80 m/s, then drops suddenly within the region occupied
by the cold ablated copper. Also, notice that the density within the domain unoccupied by the cold
ablated material is lower than its initial value of 1.0x1072 kg/m?. This is consistent with the
observation that the temperature has decreased uniformly in time due to the heat loss. Because
ablated material is acting as a piston, one might expect a more well defined shock front. However,
in this case, each successive compression wavelet in front of the piston moves into a region of higher
temperature gas, with a higher sound speed. Because wavelets do not bunch up as quickly, the x-
component of velocity shows a more diffuse shock front. At 30us (Figure 8), the results are not
surprising. Time restrictions did not allow the recording of total ablated mass as a function of time.
A futile attempt was made to graphically integrate under the density curves and subract off the initial

plasma mass.

CONCLUSIONS

The rather simple one-dimensional ablation bench test of a copper plasma pre-fill and a copper
wall shows that the new MACH2 algorithm conducts thermal energy into a wall and vaporizes wall
material in a qualitatively correct manner. State variables and velocities behave as expected. The
model simolates the evaporation and condensation of plasma at an external boundary. The
implementation of the "zero-volume” ghost cell was successful for this simple problem. Modification
of the thermal flux at the ablation boundary t6 account for "slip flow" conditions is now "easy"”; one

only needs change the temperature gradients at the wall by a multiplicative factor. Due to time

7-11




restrictions, we were unable to test the model’s ability to ablate mass due to foca/ heat concentrations
such as an arc discharge at an electrode surface. Future studies will incorporate multiple temperatures
and materials, set up MACH2 to call vapor-state tables, include solid-liquid phase transition physics,

and incorporate the "interface tracking" capability.
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ESTIMATION OF TILTS OF EXTENDED IMAGES IN THE PRESENCE OF ATMOSPHERIC
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Abstract

One of the components of the Air Borne Laser (ABL) system is an optical, infra-red wavelength Acquisi-
tion, Tracking and Pointing (ATP) system. This system is to acquire a missile target at ranges of 200-300 km.
track this missile target, and then point a High Energy Laser (HEL) at a critical target fudiciary for the
purpose of destroying the missile in its boost phase.

To date, the only tracking algorithm examined in the ATP system is a biased centroid algorithm [1]. This
report details research into other algorithms useful for tracking which are broadly classed in the literature as
optical flow (OF) algorithms. The algorithms newly examined for this application were the the Transformed
Domain Maximum Likelihood (TDML) algorithm [4] [5], Generalized Maximum Likelihood algorithm (GML)
[3]. Horn and Schunk’s optical flow (HS-OF) algorithm [6], and Fitts’ Correlation Tracker (FITTS) [8]. This
work presents simulation results from a simulated target image. Comparisons of these algorithms are made
to the centroid algorithm. Moreover, the experiments uncovered an interesting and challenging problem with

the atmospheric effects on the missile imaging scenario.
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ESTIMATION OF TILTS OF EXTENDED IMAGES IN THE PRESENCE-OF ATMOSPHERIC
DISTURBANCES USING OPTICAL FLOW ALGORITHMS

John I. Lipp

1 Introduction

U. S. theater missile defense is exploring the use of an air-borne laser (ABL) system capable of destroying
theater missiles in their boost phase. This requires a high energy laser (HEL) to be directed at critical
missile aim points over ranges of 200-300 km. Three stages of processing are necessary for this objective:
missile acquisition, missile tracking, and precise pointing of the HEL. The work here is concerned with the
second stage of this process, high bandwidth tracking of the missile aim point.

The tracking system is designed to keep the missile in the camera’s field of view {FOV). This in turn
stabilizes the line-of-sight (LOS) to the missile. An important step in this process is measuring the LOS
tilts' of the missile images. These measurements are fed into a control system to adjust the camera position
to maintain the missile in the FOV. In addition, the HEL beam is aligned to the tracker LOS. This ensures
that stabilizing the target LOS keeps the HEL on target.

This report explores algorithms which process camera images and estimate tilt information. Computer

simulations of synthesized missile data are used to evaluate the performance of the
1. The Transformed-Domain Maximum Likelihood algorithm (TDML) [4][5],
2. The Generalized Maximum Likelihood algorithm (GML) [3],
3. Horn and Schunk’s Optical Flow algorithm (HS-OF) [6], and
4. Fitt’s correlation tracking algorithm (FITTS [8]).

Note that there are many other algorithms suitable to tracking. The algorithm selection was based on the
focal point’s familiarity with the problem and his anticipation that optical flow measurements would prove

appropriate. Future work may involve extensions and/or refinements of these algorithms.

2 Image Sequences

Three sequences of images were used in the simulations performed in this paper:

1By tilts, it is meant the spatial shifts of an object within an image necessary to “center” it in the field of view. The term
tilts has its origins in optics where tilting a mirror has the effect of causing the observed field of view to shift in proportion to

the angle of mirror tilt and lens focal length.
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1. A missile traveling 900 km/sec imaged at a range of 200 km. The missile is illuminated by a laser.

The laser illumination is assumed to be uniform at the missile body, i.e. no degradation of the laser
occurs as it propagates to the missile. Also, no speckle effects are present (the coherent nature of
the laser is ignored). The return passes through the atmosphere and is collected through a 2 meter
aperture onto a 64 x 64 focal plane detector array with a 32 x 32 micro-radian? FOV. The detector is

assumed noise-free.

2. A point source imaged at a range of 200 km. The point source shines with the same wavelength as the

illumination laser used for the missile sequence. The light from the point source propagates along the
same path as the missile and is seen by a detector identical to that used to image the missile. The point

source is used to compare single, isoplanatic patch responses with the multiple-patch missile image.

3. High Energy Laser (HEL) propagating to a distance of 200 km. The direction of light propagation is

opposite that of the missile and point source. The HEL passes through the 2 meter tracking system
aperture. Its wavelength is different from the target illumination (this means its propagation path is
different than the missile and point source). Also note that the propagation time to the missile is long

enough that the HEL arrival point is affected by the missile’s velocity.

The propagation of the light for all three sequences was performed simultaneously to simulate the actual
conditions that would be present during operation of the system. It is worth noting that by storing the
individual light propagations in separate sequences, the atmosphere is assumed to be linear so that the
principle of superposition applies. The atmosphere through which the light is propagating is moderately
turbulent which causes a characteristic blurring and shifting of each image sequence. The simultaneous
propagation of all three beams allows a comparison of the atmospheric distortions on each beam to be made
on a frame-to-frame basis.

Processing the missile data was the priority since it is the tracking processor input. The point source
data set is for reference; one of the tracker options is not to track the missile. but to track a scoring beam
(approximately a point source) that is pointed at the missile aim point. The HEL is a different wavelength
than the missile and therefore suffers slightly different distortions in passing through the atmosphere. This

issue is further discussed in section 7.

3 Problem Nature

The tilt of the missile image in the FOV is from two sources:

1. “Apparent” movement of the missile caused by the atmospheric imaging distortions.
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2. “Real” missile movement caused by its velocity. (In the simulated data. the missile, point source, and
HEL beam are not moving. This implies the simulated missile data is for a missile being perfectly

tracked.)

It is not necessary for the tracker to distinguish between these two sources of image tilt. This is because
the HEL beam passes through the same atmosphere as the missile illumination return, and therefore suffers
similar atmospheric distortions. That is, to hit the missile, the HEL must be pointed at the imaging system’s
missile location, not the true missile location; discrimination between the tilt from the atmosphere and the
missile velocity is unnecessary and undesirable.

Ordinarily, computing this tilt with a centroid or optical flow algorithm is a straight-forward problem.
The situation here, tracking through the atmosphere, presents a unique problem to tracking that has not
been seen before. The fundamental problem observed is the combining of the atmospheric distortions with
the missile’s velocity. The distortion of the missile, as a phenomenon, appears to move along the body of the
missile opposite in direction of the missile’s velocity. All of the optical flow algorithms used in the simulations
identified the movement of the distortion phenomenon in preference to the movement of the missile unless
an average of past images was used as a reference image for the algorithm.

An explanation for the distortion movement phenomenon is as follows. The desired frame rate for the
FTM is 10,000 frames per second. or 0.1 psec between image frames. In that short period of time, the
atmospheric turbulence changes are small, so that if a non-moving target is viewed through the atmosphere,
several consecutive frames would appear similarly blurred (by the atmosphere). The missile, however, is a
moving target. The distortions of the atmosphere remain spatially fixed while the missile moves “through”
them. The visual effect this generates is for the distortions to appear to move along the missile body opposite
the direction of missile movement. The distortions evolve slowly compared to the frame rate so that after
about 10 pixels of movement the distortions have changed significantly in fine structure. Overall the missile

images look like the smoky trail from a rocket engine just as much as they do a missile.

4 Simulation Details

The missile images are numbered 0-100 as I(nj, n;0) through I(ni,n2;100). The co-ordinate direction
ny is the vertical direction (“y-axis™) with positive values being downward and the co-ordinate direction nj
‘“x-axis” ) is-the horizontal direction with positive values being right. (This corresponds with the co-ordinate
system used by MATLAB™ to display image data.) Direction n; extends for n; = 1,..., N and direction
ns for ns = 1,..., M. The 31st and 46th image of the missile sequence are shown in Figure 1 to illustrate
the types of effects the atmosphere has on the received missile images. In particular, note the bending of

the nose and mid-missile body which is distinctly different in each frame.
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I(n1,n2;30) I(ny, na;45)

Figure 1: Sample distorted missile images.

4.1 Image Size

Three different regions of the missile image sequence where used in the simulations:
FULL The full 64 x 64 base image

RECT A 64 x 32 rectangular region with the upper left corner at pixel location (1, 17)
SQUARE A 32 x 32 region with upper left-hand corner at (25, 17).

The rectangular image was chosen to eliminate as much background as possible without loosing any missile
data. The GML algorithm is very computationally expensive; to minimize its running time the SQUARE

image region was chosen which contains just the missile tip.

5 Centroid Algorithm

As mentioned earlier, a biased centroid algorithm is a proven algorithm for providing tilt measurements. A
biased centroid is generated from a “normal” centroid

N M N M
N ceny (i) = Z Z n1l(ny, na; i) Z Z I(ny1,n9;7) (1)

ni1=1ln,=1 ni=1ing=1
by adding a DC shift
cen® (%) = ceny (i) + c1 (2)
where ¢, is the DC shift. For these experiments, the centroid calculation (1) was used because the DC shifts

of a biased centroid algorithm do not effect the correlation analysis.
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6 dptical Flow Algorithms

The centroid algorithm output consists of a coordinate pair. The difference between the coordinate pairs
of two image frames is closely related to the tilt between those image frames. Compare this with optical
flow algorithms. Optical flow algorithms produce displacement vectors (also interpreted as velocity vectors)
which indicate the movement of pixel intensities between two images. Here, the first? of these images will
be called the reference image since OF vectors indicate movement with respect to the first image. When
integrated, OF vectors result in coordinate vectors. Note that the integration of the displacement vectors
requires an additive constant, representing the initial coordinate position, which cannot be recovered from the
image data alome. That is, OF algorithms have an arbitrary reference. For this reason, OF algorithms are
referenceless. shift-invariant, or “AC” type algorithms. I prefer the first terminology because it emphasizes
an important issue when using OF algorithms to measure tilt.

The displacement vectors can be functions of pixel position, e.g. di(n1,ns:1) and da(ny, no; i). Extracting
a tilt measurement from spatially non-uniform displacements is an important issue. The most obvious method
is to average d1(ny, n2; i) and da(n1, ng; 1) over the region of the image containing the missile. The procedural
details for this averaging are described in subsection 6.1.

The remainder of this section briefly describes the OF algorithms and some important implementation
details. All of the algorithms in this section are presented so that the units of the answers are pixels (or
pixels/frame, if you like to think of optical flow as velocities). This avoids unnecessary equation clutter from
including sampling units. Also, to avoid clutter, whenever an algorithm has separate equations for the n;-

and no-directions which differ only in appropriate subscripts, only the equation in the n;-direction is shown.

6.1 Exceedence Map

An ezceedence map is a tool utilized to determine the region within an image where the missile resides. The
exceedence map is formed by first computing a threshold. The ad hoc threshold used here is the average of

all the image pixel values
100 N M

Thresh = m—z Z Z I(ny,ng;19) (3)

i=0 ny=1ngy=1
The exceedence map is then formed by testing each pixel in each image against the threshold. Pixels

exceeding the threshold are assigned to be part of the missile, and those that do not are assumed to be

background.” Mathematically, the exceedence map M (ny, ns; i) for image frame ¢ is
M(ny,na;t) = {I(n1,ne;1) > Thresh} (4)

where the boolean expression evaluates to 1 (true) or 0 (false).

2First with respect to the temporal ordering of the images.




I(n1,n2;30) I(ny.ny;45)

Figure 2: Missile images I(n1, ng; 30) and I(n), no;45) thresholded & smoothed.

The exceedence map can be used to average the motion vectors over the missile while excluding the

background pixel motions. For the n;-direction the calculation for this average motion is

N M
= Z Z nl,nz, ) nl,ng,z) Z Z M(ny,na;t (5)
ni=1ny=1

nl_l n;..

6.2 Eliminating Missile Blur

In some simulations, an attempt to eliminate the effects of the atmospheric turbulence on the OF calculations
was made. The technique employed was to use the images’ exceedence maps M (n1,n2;7) in place of the
image data I(ny,n2;7). In this application of the exceedence maps, the maps were smoothed. Smoothing
was accomplished by filtering the ni- and nj-directions separately with the FIR filter [1 6 15 20 15 6 1] and
then scaling to take advantage of the dynamic range of the video display format (256 maximum colors/grey
scales). Image smoothing was used to smooth the edges and thereby improve the quality of the OF estimates.
Figure 2 shows the 31st and 46th images after the threshold/smoothing process.

6.3 Gradients and Interpolation

All of the OF algorithms use image gradients (derivatives) in their computations. Since the continuous image

fields are not available, numerical estimates of the image gradients must be used. Except where noted, the
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N I(Ld1_J+ 1, Ld2J i) | Ld1.l+ 1, Ld2J+ 1;1)

Figure 3: Illustration of bilinear interpolation procedure.

spatial gradients for all simulations were determined using the two point difference function of the form

0I(ny, ng;t) _I(n + 1,n9;8) — I(n1 — 1, n2;1)
8n1 ~ 2

At the edges of images, where just one of the data points in (6) is unavailable, the other is assumed to be

(6)

zero. This is even though it is known (roughly) which points near the image border contain missile data.
The TDML and GML algorithms also require the estimation of image pixels at non-integer sampling
grid locations. Again, the continuous image frame is not available and a numerical technique is needed. To

evaluate these points, bilinear interpolation was used [9]

I(ny,na;i) = I(|n1). [n2];9)(1 — A1 — Do) + I([n1] + 1, [n2); ) A1(1 — Az)+ -
I([n1]. [n2] + 1;9)(1 — A)Ag + I(|n1] + 1, [n2] + 1;8)A14,

where A; = ny—|n1] and Ay = no—|ns]. The operator | | represents the floor operator. If pixels outside the
image frame boundaries were needed, their values were interpolated to be the value of the nearest boundary
pixel.

Figure 3 illustrates (7).

6.4 Reference Image
The OF algorithms used here utilize 2 images. Two scenarios for tilt measurement with them are:

1. The two required images can be a temporal consecutive pair, i.e. I(ny,ng;r) and I(ny,na;r + 1).

Then the image I(n1,na;r) is the reference image for the computation. In this form, the algorithm
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is computing the movement of pixels in the first frame necessary to match the second. These pixel
displacements (also referred to as velocities) are differential quantities (distance traveled over time
differential). The integration of them results in pixel location sans an offset equal to the initial object

location (equal to Z:; di(7)).

2. Form the reference image by using some combination of past image frames. The OF field represents
the relative motion of an image with respect to the reference image. No integration is necessary to get
the tilts, nor is it necessary to add in an initial reference location. This is taken care of by using the
same image as a reference for each calculation. In essence, using an OF algorithm in this manner is

using 1t as a fast correlation-peak search algorithm.

Both uses of OF algorithms were investigated in the simulations. For the simulations, four types of reference

images were used:

e The first image of the sequence, I(ny, na;0).

o The exceedence map of the first image, M(ny, na;0).

The average of all the images,
100

- _
I(nl,ng):mZI(nl,ng;z) (8)
i=0

A Map built up by low-pass filtering the past images after correcting them for past movement. This is

described in detail in [7] and was used only in the FITTS simulations for which it was designed.

The average reference image for the missile sequence, I(ni,n»), is illustrated in Figure 4.

6.5 Transform-Domain Maximum Likelihood algorithm

The Transformed-Domain Maximum Likelihood (TDML) algorithm is given in [4] and [5]. It is an iterative

update equation

N M .
, - s . OMap(n, — di (n1,n2;1), ne — d5 (n1, no;i); 1
A (@) = di ) —aa() Y, > p(m — di (m Zani 7 (m,n2;4);4)

ni=ln,=1

(9)
[I(Tl],ng; i) — Map(ny — di (n1, n2), ny — d3 (n1,n3); z)] ¢ik(n1,n2)

where j = 1,.. N,k = 1,..., M, 1 < N < N, 1 <M < M, oy(i) is a convergence parameter,

{#;jk(n1, n2)} are the transform basis vectors, and dy;1 (i) are the OF transform coefficients for the ith image in

the ni-direction. The “+” and “-” superscripts on the coefficient estimates denote the new and old estimates,

respectively. The convergence parameter o;(i) controls both the stability and speed of convergence. For

(N', M') near (N, M), a suitable value for oy (i) is [5]
«q 2
a1 (i) = 2/ max max [Qm,ng_,z)] (10)

n1=1 t0 N n,=1 to M ony
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Figure 4: Reference image frame formed by averaging all missile image frames.
When N/ = M’ =1, a better choice is

N M aq2
() =2/ [ 30 o [PHepnnaid)] an

ni=1ns=1
For the simulations, (10) and (11) were used for the convergence parameter (as appropriate) and the algorithm
was allowed to iterate for 50 iterations (enough for convergence with a 64 x 64 image).

The values of N’ and M’ are nominally equal to N and M, respectively. By selecting N/ < N and
M' < M, TDML finds OF estimates with varying degrees of smoothness. Using techniques similar to a
Fourier transform, the algorithm solves for the OF field in a transform domain and low-pass filters the
result before returning to the spatial domain. Smoothness is controlled by the values of N’ and M’ [5]. For
N' = M’ = 1, the OF field is uniform?, i.e. di(ni,n2;i) = d1(?) and da(n1, na; i) = da(é). In this case a
l-iteration TDML algorithm is identical to the FITTS algorithm. As N’ and M’ get larger, the OF field is
less and less smooth. The maximum values of N and M’ are the size of the image, N x M, as previously
mentioned. When N’/ and M’ are this large, no smoothing of the OF field takes place and the motion vectors
follow the image’s gradients significantly more than they follow object OF [5].

In the situation where N’ = M’ = 1, a reference-less centroid is easily formed from the OF data with

cen (i) = Y _ di(k) (12)
k=0

As discussed in subsection 6.1, for non-uniform OF fields (N’ > 1 and M’ > 1), an average over the missile

may be taken to arrive at the desired tilt differentials, that is, (5) may be substituted into (12) for d,(k).

3This is true for most CON transform basis sets {¢,x(n1,n2)} [5]. An example where it is not true is for the discrete sine

transform.
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6.6 The Generalized Maximum Likelihood algorithm

The Generalized Maximum Likelihood (GML) algorithm is derived as a special case of the TDML algorithm
where the transform CON set {¢;;(n1,n2)} is a Karhunen-Loeve transform basis for the motion vectors.

The GML algorithm is {3]

df(nl,ng;i) = df(nl,ng;i) - al(i) Z Z Kdl(nl — MmMy,Ny — TTI-Q)X

mi=1lm,=1

[I(n1,n2;7) — Map(ny — di(n1, na; ), ny — do(ny, na; i))] x (13)
OMap(ny — di(n1,n2;4), n2 — da(ny, na; i)
Ony
The indexes n; and n, range over 1,..., N and 1,..., M, respectively, and (%) is a convergence parameter.
The function matrix A', is the covariance matrix for the motion in the n;-direction
Ka,(n1 — my,ni — ma) = E{d1(n1, n3)d1(my, ms)} (14)

where the operator E{ } is the expected value (ensemble average) operator. For the simulations the model

‘de(nl —m,n - m") - Udlpllnl m1|p12n2 mal (15)

was used which is a 2-dimensional, separable, Markov-1 model. The parameters p; and p, are correlation
coefficients in the range [—1,1]. High absolute values represent spatially smooth motion. and low values
represent spatially uncorrelated motion.

For GML simulations the 32 x 32 RECT image data with a motion correlation coefficients pL = p2 =

0.8,0.9 and 0.95. 50 iterations were run each time with the convergence parameter value

(=2 /o2 Z Z [%pgg—i’—”r (16)

ny=1ln,=1
6.7 Horn and Schunks Optical Flow algorithm

Horn and Schunk’s optical flow algorithm attempts to minimize

c(nl,ng;i):// [a(i)zeg(nl,ng;i)+63(n1,n2;i)] dnidna (17)
r
where
dI{ny,no;17) aln,n;i ~  OI(ny,ngt . OI(ny,no;t
amone) = G = S o )+ PO ) P20
is the change in brightness error, and
€c(n1,n2;7) = V2di(ny, na; i)+ V2d2(n1: na; i) (19)

is the velocity smoothness error. The rational behind minimizing (17) to estimate d; and d- is
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o For small motion, €, = 0.

e The motion vectors dj(ny,na) and da(n;,n2) should be smooth, i.e. their Laplacians should be zero.

This implies ¢, =~ 0.

Thus. a solution for d; and d» can be found by using Lagrange multipliers on (17). Applying numerical
approximations for the temporal gradients, spatial gradients, and Laplacian operator results in an iterative
algorithm for finding nonuniform estimates of d; and ds [6]. Note that a(2) in (17) is a relative weighting factor
of the two errors. In Horn’s and Schunk’s simulations, this parameter was tuned for optimum performance—
a method for calculating a(i) was not presented. The parameters used for HS-OF simulations were 50

iterations, and «(?) = 70.

6.8 Fitts’ Algorithms

Fitts has two algorithms, both similar, which he describes as “correlation trackers” [7] [8]. Both algorithms
result in a uniform optical flow field estimate {d(¢),d2(¢)} and have provisions for generating a reference

image. The second algorithm, FITTS, is (8]

Z Z M[I(nl,nz;i) — Map(ny, na; )]
dlcorr(i): ni1=1n,=1 (20)

> 3 [Meston, ]

ny=1n,=1

where Map(ni, ns;4) is the reference image (nominally equal to the noise-free, centered object of interest).

The partial derivatives in (20) are to be computed numerically. In (20), Fitts uses the computation

OMap(ni,na;8)  Map(ny + 1,n9;%) — Map(ny — 1,n9;1%)

The reference image Map(n,ns; 1) is generated by the iterative procedure
Map(ny, nq;t) = (1 — wi)Map(ny, nosi — 1) + wil(ny, noji — 1) (22)

which is simply a low-pass filter operation on previous images. Fitts found that using this method of creating

and updating the reference image required corrections to the tilt calculations of the forms
- dlmap(i) = dlmap(i - 1) + wldlcorr(i - 1) (23)

d1(2) = dicorr(?) + dimap(7) (24)

where djmqp(i) is memory used to compensated the calculated tilts, dycorr(1), and arrive at a final estimate

of the OF, d;(). In the FITTS algorithm simulations (22) - (24) were used.
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7 Simulation Results

This section details the results of all simulations. Two measures are used to express the quantities of interest:
correlations (objective) and graphs (subjective). The following subsections give more details and relevant

.
discussion.

7.1 Performance Evaluation

The overall goal of the tracker is to provide tilt information which will allow the HEL to be pointed accurately
at the missile aim point. To quantify the accuracy of using tilts from a calculation to estimate an unknown

tilt, the correlation of the tilts was used. This calculation is

100 _ 100 100 ~
ple,d) =) _[e(d) — &[d(s) - d]/ > _[e(i) = 23 _ld(i) — dJ? (25)

1=0 =0
where c(1), d() are any two tilts (measured or actual) and ¢, d are the average values of these tilts, respectively.
As previously noted, OF algorithms do not produce tilt outputs directly, so (12) was used to “integrate”
their outputs into tilts. Note that the lack of a reference does not matter for calculating the normalized

correlations in (25).

7.2 Data Correlations

Using the FULL image sequences, the correlation between point source and HEL centroids were found to be
-0.90 in the n;- and no-directions. The correlation between HEL and missile centroids was found to be -0.69
in the n;-direction and -0.81 in the ns-direction. (The negative sign on the correlations reflects a co-ordinate
swap which is an artifact of way in which the simulation data was generated.) The correlations between
the missile and point source were found to be 0.71 in the n;-direction and 0.67 in the no-direction. The
low correlation of the missile sequence with the HEL and point source is due to the fact that the missile is
an extended object which is much larger than an isoplanatic region. The point source and HEL are similar
in size and propagate through the same region of atmosphere. This explains the high correlations between
their centroids. If the point source and HEL propagated through very different regions of the atmosphere,

the centroid correlations would be expected to be much smaller.

7.3 Interpretation of correlation

This section will try to provide some intuitive insight into the meaning of the correlation parameters in the
previous and next sections. The correlation parameter indicates how much (random) error is introduced by

using one of the correlated signals in place of the other. Specifically,

Var{c(i) — %d(i)} = [1-pe,d)?] o (26)
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where Var{ } is the statistical variance. A correlation of 0.5 means 25% of the (normalized) power is similar
between the two processes. A correlation of 0.7 brings this up to 49%, and a correlation of 0.9 represents
only 81% similarity. This square law behavior demonstrates that very high correlations are desirable.
Consider the specific example of using the centroid of the point source as a predictor of the location
of the HEL centroid for the image sequences used in this work. This specific example is being considered
because it represents a nearly ideal tilt estimate situation for the HEL: both beamns are of comparable size and
propagate through the same region of the atmosphere. So it is expected they should undergo very similar tilt
pertibations. The correlation parameter for the ni-centroids is —0.9, the point source centroid RMS value
is 0point = 0.83, and the HEL centroid RMS is ocggr = 1.89. Thus, using the point source centroid as the
negative centroid of the HEL propagation would result in an error of 0.81 pixels RMS between the predicted
and actual locations in the ni-direction. That is, 0.81 pixels RMS is the expected limit of HEL pointing
accuracy under the proposed scenario. There is still an issue of the accuracy of the simulation data (which is
worthy of further investigation) as well as the possibility of superior HEL pointing techniques which exploit

information not contained in the point source centroid.

7.4 Experiment Correlations

As measures of algorithm performance, the correlation of the centroids for the missile, point source, and
HEL were computed using (25). Higher correlation absolute values are desirable (taking as a given that the

centroids are tilt truth).
Table 1 summarizes the correlation parameters in the nj- and ng-directions calculated with respect to

the point source, missile, and HEL centroids in those directions. In the table,
e “F” refers to the FULL (64 x 64) image,
o “R” refers to the RECT (64 x 32) image,
o “S” refers to the SQUARE (32 x 32) image,
e “T” denotes the image was thresholded with the exceedence map and then smoothed,

e “0” denotes that image I(n;,ns;0) was used as the reference image (after threshold/smoothing, if

applicable), and

e “A” denotes the average of all images, I(n, n2), was used as a reference image.

The correlations with centroids reveal interesting results. First, The calculated tilts correlate better with
the missile centroids than with the HEL and point source centroids. This is not a surprising result since the
algorithms are using missile data for their input and the centroids of the missile data do not correlate well

with the HEL and point source centroids.
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Test Condition(s) Correlation with centroid of
Point Source Missile HEL
Algorithm Image | p 02 01 P2 Pl P2

TDML (N = M'=1) F 034 066 | 0.64 1.001{-0.3¢4 -0.82
TDML (N' = M' =2) F 033 068 | 0.65 1.001|-0.34 -0.83
TDML (N' =M’ =4) F 034 071 | 0.64 1.00 | -0.35 -0.85
TDML (N'=M'=1) FT 040 077 | 0.71 097 |-0.37 -0.89
TDML (N'=M'=1) R 034 066 | 0.64 1.00]|-0.29 -0.77
TDML (N' = M' =2) R 0.33 068 | 0.64 1.00|-0.30 -0.79
TDML (N' = M’ = 4) R 033 068 | 0.64 1.00|-0.30 -0.79
TDML (N'=M'=1) RO 034 070 | 045 1.00{-0.37 -0.78
TDML (N'=M'=1)| RTO | 0.38 0.75 | 0.34 0.99 | -0.27 -0.83
TDML (N'=M'=1)| RA 051 066 | 0.80 0.98)-046 -0.77

GML (p =0.80) S 0.57 0.90 | 059 0.99 | -0.57 -0.90
GML (p = 0.90) S 0.47 088 | 064 0.98|-053 -0091
GML (p = 0.95) S 0.45 087 | 0.68 0.98|-0.51 -0.91
HS-OF R 037 070 } 0.58 1.00 | -0.34 -0.81
HS-OF RT 044 0.77 | 069 0.98 | -0.40 -0.85
HS-OF RTO |-0.22 0.79 |-0.10 0.97| 0.38 -0.86
FITTS (w; = 0.10) F 0.66 067 | 0.86 1.00|-0.64 -0.82
FITTS (w; = 0.03) F 083 071 ; 083 1.00]|-0.82 -0.84
FITTS (w; = 0.01) F 070 072 | 0.56 1.00 | -0.72 -0.84

Table 1: Centroid Correlations

Second, the ability of all algorithms under all conditions to estimate the centroid/tilt in the ny-direction
is rather insensitive to simulation conditions. In the case of the missile centroid, the correlations are high
in the no-direction. The ny-direction shows considerably greater variability in the correlation results and
the simulation conditions. Most important is that the TDML algorithm with the average reference image
and all of the FITTS simulations (which dynamically build an average image) did considerably better than
any other scenario. Since the FITTS algorithm is a special case of the TDML algorithm?, an important
conclusion to be drawn is the use of an average image for the reference Image appears to be the best strategy.

Increasing the dimensions of the TDML transform domain did not dramatically improve the correlations.
Using threshold /smoothed images did not improve the results as much as expected. The reason for this is

that the edge contour of the thresholded/smoothed images moves upwards due to the atmospheric distortions.

*Even though FITTS is a sub-case of TDML, the results of using each algorithm differ. This is primarily due to the use of

very different reference images in the simulations
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Figure 5: TDML algorithm, N/ = M’ = 1.

Since the edges contain most of the useful tracking information [7], the algorithms still get confused by the
blur motion. For the GML simulations with the SQUARE data the correlations with the HEL and point
source were higher in the ns-direction and lower in the nj-direction due to the smaller region of the image

used.

7.5 Centroid Graphs

In this section some of the more interesting tilt results will be examined graphically. All of the graphs
discussed in this section show the results of an algorithms tilt calculations (solid line) displayed with the
missile centroid (dotted line). To make the graphs compact, these referenceless centroids were given a
reference tilt equal to the centroid of the first image used in the simulation.

It was claimed in the introduction that the movement of the missile blur effect along the body was
detected by the algorithms. Figure 7.5 shows the results for one of the TDML experiments. Notice that the
ny-direction tilt calculation general trend is an upward ramp caused by the blur movement while the local
trends follow the centroid calculation. This was observed in the GML and HS-OF simulations as well. By
using an average image for the reference image, this ramp trend is eliminated as shown in Figure 7.5. (The
initial jump in the no-direction shown in Figure 7.5 is from the offset of the average image tilt to all the
images.) It was also found that increasing the N’ and M’ for the TDML algorithm significantly reduced the
slope of the ramp even though the correlations were only marginally improved.

Figure 7.5 shows the results from the best FITTS simulation for comparison to Figure 7.5. Note that
even though the correlation is better with FITTS than this TDML case, the graphic results are comparable.
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8 Conclusions

The effects of the atmosphere on the motion estimation techniques used thus far are significant. The TDML,
GML, and Horn & Schunk’s OF algorithms all see the atmosphere caused blur movement. They attempt to
combine the motion of the blur with the motion of the missile; this is in their nature of operation. Threshold
filtering of the image to eliminate the effects of the blur is not enough—the edges of the filtered missile still
have significant upward-moving artifacts. The only effective technique found in the simulations for solving
this problem was using the average of all images I(n1,n2)). This makes the OF algorithms essentially fast
correlation-peak search algorithms. Using the averaged image in a dynamic form in the FITTS algorithm

also was very viable.

The formation of a reference image is not well investigated in the literature on optical flow. Most authors
(including this one) have assumed in their works a reference image is easily available. From these experiments,
I have rethought my position on this and now believe calculating optical flow is easy compared to generating

a good reference image.

8.1 Future Work

Suggestions for future work include:

e Try other OF algorithms. The brevity of this tour prevented a widespread literature search for al-
gorithms suitable for this application. Examples include fast correlation peak search algorithms, and

Fourier techniques.

e Develop a (new) algorithm which takes into account the specific nature of the observed motion from

the atmospheric turbulence.

o Investigate the behavior (from a control stand-point) of Fitts’ technique for accumulating a reference
image. Examine extensions or generalizations of it as a Kalman filter and apply this to other algorithms

as well as FITTS.

o Investigate the temporal correlation of the atmospheric distortions as additional, useful information

for computing OF.
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DETERMINING CLOUD COVERAGES FOR
INPUT TO THERMAL CONTRAST MODELING

Stephen A. Luker
Research Assistant
Department of Biological Sciences
The University of Alabama

Abstract

The percent cloud cover greatly affects the amount of transmitted solar radiation as well as its rate of
attenuation through the atmosphere. A whole sky imaging unit was used to capture one and ten minute
resolution data for analysis through various image processing techniques. These processed images were
then used to provide input to a thermal contrast model for predicting thermal crossovers (in the 8-12 micron
range) between targets and their background environments.
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DETERMINING CLOUD COVERAGES FOR
INPUT TO THERMAL CONTRAST MODELING

| Stephen A. Luker
It is clear that in spite of substantial and well documented study of the earth’s atmosphere by a myriad of
able and willing investigators, the ability to portray concisely the optical state of the local atmosphere in a
manner suitable for many specific and intermediate needs is severely limited. It is equally clear that a
major and pervasive contaminant, from an image transmissions scenario point of view, is the ubiquitous
and ever changing cloud cover in any one of its infinite variations. Thus in an effort to provide an
experimental approach that would enable automatic assessment of local cloud cover and statistics, a whole
sky imager (wsi) was used and several image processing procedures were developed. The wsi (developed
by Marine Physical Laboratory of Scripps Institute of Oceanography) is designed to acquire whole sky
visible spectrum at a 175 degree field of view in pre-selected wavelengths that can be recorded in a digital

format suitable for subsequent automated cloud analysis (Johnson et. al., 1989).

The wsi is a ground-based electronic imaging system which monitors the upper hemisphere. It is a passive,
i.e. non-emissive system, which acquires calibrated multi-spectral images of the sky dome. The system,
shown in Figure 1, views the sky through a series of spectral and neutral density filters, using a fisheye lens
to attain most of the sky dome. A fixed gain CID (charge injection device) solid state camera is utilized,
and a full set of radiometric and geometric calibrations are acquired prior to fielding the system. Data are
acquired in 512 column X 480 row format, which yields 1/3 degree spatial resolution. This corresponds to

a 17 meter footprint, for a cloud layer at 3 km height.

In the field, cloud images are acquired under the control of a microcomputer. This is a stand-alone unit,
requiring essentially no user intervention; control of all peripheral functions if fully automatic. Four digital
images are acquired either every minute or every ten minutes and archived on 8 mm tape for post-
processing. During a single three day experimental run, approximately 750 megabytes of data are archived

for post-processing.
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Imaging IR sensors actually respond to the difference in radiance between a wavelength band that is
approximately 8-12 microns. The thermal contrast model used to compute target background and target
temperatures (calculated from radiances), TCM2 (Thermal Contrast Model #2), treats the target as a
distinctive three-dimensional network of nodes that exchange heat with one another and with their
environment- both exterior and interior (Touart et. al., 1993). Many phenomena interact to produce the
thermal scene containing the target and its background. Solar load is distributed by its components: direct,
diffuse, and reflected. This allows the proper directionality, shadowing, and optical properties to be
considered. Percent cloud cover and density greatly influence these properties and require accurate

estimations from an analyst or an automated process.

The Simlab at Phillips Lab has been involved in the evaluation of the TCM2. Using a full meteorological
instrument suite to gather atmospheric and environmental data, the Simlab is designing and implementing a
series of experiments to test the physics of the models within the TCM2 for varying weather conditions.
The objective of the TCM2 is to be able to simulate target and background temperatures for a given set of
atmospheric and environmental conditions enabling pilots to use IR guided "smart” weapons not only in .
optimal weather conditions but also in adverse conditions as well. This information would then be used to

provide tactical decision aid to mission planning or mission training operations.

Methodology

Experiments for evaluating the TCM2 are conducted over a three day period. A full compliment of
meteorological and environmental instruments begin gathering data two days prior to the experiment.
These initial startup data are required by the TCM2 to establish an atmosphereic baseline. The instrument
suite includes two anemometers, recording rain gauges, barometers, thermistors, soil moisture probes,
pyronometers (including both direct and diffuse, downwelling, and upwelling), ground-based 35 gigahertz
radar, a_whole sky imaging system, and a FLIR (forward looking infrared sensor). The FLIR records IR
wavelengths in the 8-12 micron range and gathers data on both a target (flat green metal plates) and a

background (short grass). The FLIR is also calibrated with two black body sources.
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Tw6 days prior to, and during, the experiment the wsi records data for a 10 to 12 hour period cormresponding
to the available dgyligbt hours. Unfortunately this particular wsi does not record images at night due to the
lack of light amplification devices in the camera. Consequently, the camera can not "see" at night. Every
ten minutes the wsi downloads an image to 8 mm tape. C code (Appendix A) was then written to extract
the raw 16-bit (8-bit for each red and blue band) data from the tape and convert it to 8-bit ascii format. The
images were then read into the commercial image processing software package, Khoros (Khoros, 1991),
and converted to a viff file format for processesing and analysis and then to tiff file format for storage and
hardcopy output. Various methods for determining cloud coverages were used including edge detection,
cluster analysis, principle components analysis, and threshholding. Samples from the ten minute wsi image
archive were subjected to these analyses and individual pixels were assigned a binary value of either 1

(cloud) or 0 (no cloud). Percent cloud cover was then determined for the image.

For this experiment, threshholding was determined to be the most beneficial. Histograms were generated
for each image and visual perception was used as the discriminating factor to set the lower limits of the
threshhold. The contributing pixel values associated with text were removed by establishing a baseline for
the number of pixels with a brightness value of 255 (white) directly corresponding to the text. Cloud data
(usually grey to white in brightness) were clipped to a value of 255 while all other values were set to 0 for

calculating percent cloud cover.

Results

Figure 2 depicts an unprocessed wsi 10 minute cloud image. Due to limitations of computer hardware, the
processed images appear striped and were not included in a figure. However, threshholding digital
brightness values for the wsi image did produce favorable results. The resulting elliptical shape of the
image is an artifact of the wsi itself. In addition, geometric relationships exist between the position of a
pixel in-the imagery and a particular point in the sky. Table 1 illustrates the linear and parabolic
relationships between the position of the pixel in the image and the position of that pixel in the sky along

with their associated areal representations.
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Figure 2. Visible cloud image from the whole sky imaging system.




Table 1. Geometric relationships between the position of a pixel on the image and its position in the sky.
The angle represents the peripheral viewing angle in one direction.

¢

10°

20°

3°

4r 50° &0° 70° 80°
Linear 1.000 | 0.995 0.980 0.955 0.921 0.878 0.827 0.769 0.705
Parabolic | 1.000 | 1.021 1.032 1.033 1.023 1.003 0.971 0.929 0.877
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Di ion

Of the four techniques used for determining cloud cover (edge detection, cluster analysis, principle
components analysis, and threshholding), threshholding provided the most favorable results. Although the
processed images were not subjected to statistical analyses, visual inspection provided strong evidence that
the threshholding technique produced accurate results. Although there are limitations to threshholding (e.g.
not fully automated, problems with misidentifying dark clouds), the other image processing techniques
were found to have even more drawbacks. For example, edge detection produced an excessive amount of
edges corresponding to not only cloud-sky boundaries, but also within cloud boundaries. The resulting
image greatly overestimated the amount of cloud cover. Cluster analysis (statistical clustering of the
brightness values) often underestimated the amount of cloud cover and is highly dependent upon the

minimum distances used for separating clusters.

Weighting factors to relate the position of a pixel on the image to its position in the sky were considered
and determined unnecessary because the parabolic relationship (Table 1) only loses at most 12.3% at a
peripheral view of 80 degrees per direction and 7.1 % at a 70 degree peripheral. This would only result in

an overestimation of cloud cover by 2.1% for the 60-80 degree peripheral angle.

Threshholding does offer disadvantages. First, the process is not fully automated and requires the presence
of an analyst. This is a serious limitation due to the amount of images needing to be processed. During a
single experimental run the wsi produces 6 images per hour over 4 different filters (total 24) for 10-12
hours of run time during daylight over a 5 day period. This adds to be 1200 to 1400 images per experiment.
Most of the discrimination required by an analyst involves selecting the filter with the most contrast and
determining the threshhold value. Secondly, clouds represented by higher brightness values often include
regions that are dark as those associated with a cumulous cloud. These regions may fall below the
determined threshhold value and not be considered as cloud cover, although in reality they are. Finally,
with threshholding determining the threshhold value is highly subjective. The analyst must visibly or
statistically (with the use of histograms) estimate the areas considered sky or cloud. This is often difficult
as the sun tends to illuminate the image with glare.
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n ion
Currently, the TCM2 requires a percent cloud cover input to aid in the calculation of incident radiation
reaching a target and its background A fully automated methodology has been developed for downloading
the wsi data from 8 mm tape and converting those images to a compressed tiff file format thus reducing the
amount of storage space required while maintaining the quality of the data. In addition, a semi-automated
methodology exists for post-processing the wsi data and determining the percent cloud cover via
threshholding non-cloud regions within the image. Although user interaction is minimal, a user
independent system would allow for much faster processing while freeing the analyst for other tasks.
Unfortunately, sensitivity analysis on the TCM2 may show that the percent cloud cover is not always
affective in determining the portion of solar radiation that reaches the target and background. In the near
future it may be determined that another approach needs to be addressed for estimating the incident solar

radiation, however, the current methodology does provide reasonable estimations of percent cloud cover.
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Appendix A

#import <stdio.h>
#import <fentl.h>
#import <libc.h>

int readexa(int efd, unsigned char *buf, unsigned int nbytes );
#define BLOCKSIZE 1024

main (int argc,char *argv{])

inta=0;

inti=0;

intk=1;

intj=0;

int frxt;

int total_read;

char test[4];

char hold[4];

unsigned char buf1{1024];
FILE *fp, *fpa;

char file[10];
char filea[10];

if ( (frxt = open ( "/dev/nrxt0”, O_RDONLY ) ) ==-1)

fprintf( stderr,"ERROR: Open failed on exabyte device /dev/nrxtO\n" ) ;
return ;

}

else

fprintf(stderr,"exabyte device /dev/nrxt0 is open\n");

sprintf (test, "%s" argv[1]);
printf("this is test %s \n", test);
readexa(frxt,buf1, BLOCKSIZE);
strncpy(hold, bufl,3);
printf(M\nthis is hold %s \n", hold);

a=1;
for(i=0;i<=1;i++)
{
sprintf(file,"ten.%d",a);
sprintf(filea,"ten.%d",a+1);
a= a+2;
if( ( fp = fopen(file,"w") ) == NULL)
printf("error openning file");

if( ( fpa = fopen(filea,"w") ) == NULL)
printf("error openning file™);
readexa(frxt,buf 1, BLOCKSIZE),

bzero(hold, sizeof(hold));
stmcpy(hold, bufl,3);

while(strncmp( hold, test, 3) =0 ) 9-11




for(j=0:j<=511;j++)
fprintf(fp,"%d ",buf1{j1);
fprintf(fp,"\n");
for(j=512;j<=1023;j++)
fprintf(fpa,”%d ",bufl(j]);
fprintf(fpa,"\n");
readexa(frxt,bufl, BLOCKSIZE);
stmepy(hold, buf1,3);

fclose(fp);

fclose(fpa);

printf("close file %d \n",i);
fflush(stdout);

int readexa(int efd, unsigned char *buf, unsigned int nbytes )

{

#define MAXTRIALS 100
int ntrials = 0;

int rbytes, sbytes;

while (ntrials < MAXTRIALS)

{
tbytes = 0;
tbytes = read ( efd, buf, nbytes);

if (rbytes == nbytes)
{

retumn(nbytes);
else
{
++ntrials;
}
}
return(-1);
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LABORATORY EXPERIMENTS WITH THE VERSATILE TOROIDAL FACILITY(VTF)
TO INVESTIGATE IONOSPHERIC PLASMA TURBULENCE

Daniel T. Moriarty
Graduate Student
Nuclear Engineering Department
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Abstract

Laboratory experiments with the Versatile Toroidal Facility (VTF) have been conducted to investigate
plasma turbulence and effects on electromagnetic waves. These experiments are aimed at simulating the
ionospheric plasma environment and cross-checking our ionospheric heating experiments at Arecibo, Puerto
Rico. Reported here is some of the research Daniel T. Moriarty has conducted over the past five and
half years under the supervision of Prof. Min-Chang Lee since his junior year at M.I.T. Dan Moriarty
participated in the construction of VTF, which can generate magnetized plasmas with sharp density
gradients and intense magnetic field-aligned currents. The VTF Plasmas thus have the key characteristics
of the ionospheric plasmas, especially in the auroral region. The VTF plasma turbulence is structured
with low-frequency wave modes which can be similarly produced by the sharp plasma density gradients
and/or field-aligned currents in the ionospheric F region and in the topside ionosphere. The results of the
VTF laboratory experiments are compared with those of the rocket experiments in space. We show that
VTF can a“dequately simulate the naturally occurring plasma turbulence in the auroral ionosphere and

complement the active plasma experiments in space.

10-2




LABORATORY EXPERIMENTS WITH THE VERSATILE TOROIDAL FACILITY(VTF)
TO INVESTIGATE IONOSPHERIC PLASMA TURBULENCE

Daniel T. Moriarty

1. Introduction

In early 1989, Professors Min-Chang Lee and Ronald R. Parker proposed that a large plasma chamber
be constructed at the Plasma Fusion Center, aimed at simulating the ionospheric plasma environment and
cross-checking results of ionospheric plasma heating experiments at Arecibo, Puerto Rico. The construction
of a toroidal plasma device, known as the Versatile Toroidal Facility (VIF) began in the summer of 1989

with a moderate budget.

Under the sponsorship of the Air Force Office of Scientific Research and the MIT Undergraduate
Research Opportunities Program (UROP) office, the construction of VIF was made possible via two main
sources. A majority of the construction materials - the main toroidal field magnets, the poloidal field
support structures, and the multi-megawatt power supplies - were made available from discontinued fusion
programs at the Oak Ridge National Laboratory (ISX-B machine) and the MIT Plasma Fusion Center (Tara
Tandem Mirror mmachine). The second main resource was over 25 undergraduate and graduate students
from various disciplines including electrical, mechanical, chemical, and nuclear engineering. Beginning as
an undergraduate thesis student of Professor Min-Chang Lee, I installed the ohmic transformer or inner

“torque cylinder”.

One and half years later, the construction of VTF ended with VTF’s first plasma, generated on New
Year’s Eve, 1990! Preliminary experiments began after the installation of diagnostics and an upgraded
magnetron for Electron Cyclotron Resonance Heating (ECRH). Since 1991, I have designed several
diagnostics including- a computer controlled Langmuir probe and antenna array that provides plasma
density and fluctuation spectra across the radius of the toroidal chamber. After completing a Master’s
Degree in I\Euclear Engineering in 1992, I have continued ionospheric plasma chamber experiments on VIF
to be included in my Ph.D. dissertation. The characteristics of VIF are illustrated in Section 2, showing
how VTF can appropriately simulate ionospheric plasma environments, especially those of the auroral
region. Described in Section 3 are our laboratory experiments conducted to investigate ionospheric plasma

turbulence and its effects on radio wave propagation. The VTF experimental results are discussed and
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compared with those of rocket experiments in Section 4. Finally, presented in Section 5 are discussions

and conclusions.

2. Characteristics of VTF

The Versatile Toroidal Facility (VITF) has a large toroidal vacuum chamber with a major radius,
minor radius, and height of 0.9 meters, 0.35 meters, and 1.1 meters, respectively. It has 18 electromagnets
mounted around the chamber generating toroidal fields up to 0.5 Tesla. There are 48 access ports - 16 each
on the side, top and bottom of the chamber - for plasma diagnostics. Vertical magnetic fields up to 40
Gauss can be superimposed on the intense toroidal fields to form a helical magnetic field in the chamber
[C. Yoo, M.S.Thesis, M.I.T., 1989]. The generation of helical magnetic fields serves two purposes: (1)
to increase the plasma confinement time up to a mili-second, and (2) to guide electric currents flowing

throughout the plasma chamber.

VTF can produce plasmas by either injected microwaves or electron beams. Microwaves at a frequency
of 2.45 GHz are injected from a 3 kW CW magnetron. Hydrogen, the typical fill gas, is leaked into VTF
to a working pressure around 7 x 10~5 Torr. Steady state plasmas produced by the microwaves via ECRH

can have a peak density on the order of 101"m=3,

The VTF electron beam system may provide seconds-long plasmas with densities as high as ten times
that of ECRH plasmas. The principal elements of the electron beam system are two LaBg filaments installed
at the bottom of the vacuum chamber. Each filament is heated to emit electrons that are subsequently
accelerated by a 300 Volt potential applied between the filament and the vacuum chamber. Electrons
flow upwards along the helical magnetic field producing field-aligned electric currents whose intensities can

exceed 200 Amperes.

The geometry and characteristics of the VTF plasmas are delineated in Figures 1(a) and 1(b).
Schematically shown in Figure 1(a) is the injection of microwaves and electron beams into the VTF plasma
chamber. The density profile of the VTF plasmas produced by microwaves is illustrated in Figure 1(b). The
peak density occurs at the location where the frequency of the incident microwave approximately matches
the upper hybrid resonance frequency. Also illustrated in Figure 1(b) are magnetic field intensity and
fractional density fluctuations versus the major radius of VTF. The helical magnetic field whose intensity
is approximately equal to the toroidal field varies inversely with the major radius. Large fractional density

fluctuations (> 10%) appear at the edges of the plasma density profile resulting from various plasma
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instabilities driven by field-aligned electric currents and sharp density gradients, as discussed in Section 4.

Several features of the VI'F plasmas can reasonably simulate the ionospheric plasma environment. For
instance, the turbulent auroral ionosphere is characterized by a sharp density gradient in the north-south
direction and intense field-aligned electric currents. This auroral plasma condition can be simulated well
by the VTF plasmas which have sharp density gradients in the radial direction and field-aligned electric
currents in the azimuthal direction. The helical magnetic field of VTF is ideal for the studies of whistler
waves that can interact with not only magnetospheric plasmas but also prominently with ionospheric

plasmas [Lee and Kuo, 1984 (a) & (b); Groves et al., 1988; Liao et al., 1989; Dalkir et al., 1992].

3. VTF Experiments

Early experiments were aimed at characterizing the VIF plasmas. In one instance plasma density
profiles were determined via two separate diagnostic instruments: a Langmuir probe and an interferometer.
However, considerable discrepancy was found between the locations of the upper hybrid resonance layer as
determined by each probe separately [D.T. Moriarty, M.S. Thesis, M.I.T., 1992]. The primary experimental
difficulty came from the presence of substantial interferometer signal fluctuations - noise. Compounding

the problem was the reduced signal level along the test wave propagation path.

The decrease in signal to noise level may be due to several effects including antenna gain pattern,
refraction, and turbulent scattering. The first two effects may be reduced by an antenna array for launching
test waves as directed plane waves. However the effect of turbulent scattering in VTF is significant due
to the presence of substantial density fluctuations. The incident diagnostic waves can be significantly
scattered when %@ > f‘: where 6;" is the fractional density fluctuation, p; is the ion Larmour radius, and
L,, is the scale length of the plasma density gradients [Ott et al., 1980; Hui et al., 1981]. Using the following
VTF parameters: L, ~ 0.15m and p; < 0.1mm, we find that turbulent scattering can be an important
effect for wave propagation in the VTF plasmas if 57" > 0.2%. As mentioned before, the VTF plasmas

possess large fractional density fluctuations that are estimated to exceed 10%.

Our subsequent experiments on plasma turbulence in VTIF are aimed at investigating source
mechanisms that cause the large fractional density fluctuations. The sharp density gradients and field-
aligned electric currents are the potential sources of free energy generating plasma modes via instabilities.
The excited plasma waves can be associated with intense density fluctuations. Because the VTF plasmas

can simulate various ionospheric plasma environments, our investigation of VTF plasma turbulence is
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conducive to the understanding of ionospheric plasma turbulence.

The scenario of our experiments is as follows. With a hydrogen gas fill pressure of 7 x 10™° Torr, a
toroidal magnetic field of 876 Gauss, 3 kW of microwaves at 2.45 GHz injected in the O-mode create a
plasma with a peak density near 7 x 1016—3 at the location where the upper hybrid resonance frequency
matches the microwave frequency. A typical microwave (RF) produced plasma density profile is shown
in Figure 2(a). An electron beam generated by the heated LaBg filament at the bottom of the chamber
was accelerated by a potential of -300 V and guided by the helical magnetic field to form field-aligned
currents flowing throughout the chamber. The electron beam can cause additional ionization, enhancing
the plasma density by nearly a factor of ten. Figures 2(b) and 2(c) show beam plasma densities for low

and high currents, respectively.

Langmuir probes together with a spectrum analyzer were used to measure the excited plasma modes.
Figure 3 provides a wideband view of all measurable modes in VTF with both the electron beam and
microwaves as the plasma sources. We should point out that the excited modes have a broad range of
frequencies up to about half of the electron gyrofrequency. Displayed in Figure 4 are the low frequency
spectra of plasma modes corresponding to 3 cases wherein different electric currents (I=0, 10, 100 Amperes
) were carried by the electron beam in addition to the injected microwaves. The ion plasma frequency
(fpi), the lower-hybrid resonance frequency (fj;) and the ion gyrofrequency (f,;) are marked in the figure,
typically having values of 57 MHz, 40 MHz and 1.3 MHz respectively. It is clear that low-frequency modes

are favorably produced by intense field-aligned currents.

There are good reasons for us to speculate that several mechanisms play dominant roles in generating
the spectra of the plasma modes in different frequency regimes. These mechanisms may be driven by
field-aligned currents and/or sharp density gradients. For convenience, we divide the frequency spectra
shown in Figure 3 into three regions labelled as (1), (II), and (III). Our spectral measurements indicate that
“low-frequency” modes in region (I) can be preferentially excited at locations where sharp density gradients
exist. By contrast, the excitation of the “medium-frequency” modes in region (II) and the “high-frequency”
modes in region (III) is not sensitive to the density gradients. Spectral measurements of excited modes at
different locations across the plasma were made with a radially scanning electrostatic probe. The spectra
of excited modes as a function of major radius is displayed in F igure 5. These results corroborate our
speculation that different mechanisms contribute additively to the excitation of plasma modes in different

frequency regimes.
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In order to determine the dimensions of the field-aligned currents, measurements of plasma density
profile across the magnetic field were made in both the radial and vertical directions. Plasma density along
the magnetic field is uniform. The dimensions of the currents were estimated to be 0.25 meters (radial
direction) by 0.05 meters (vertical direction) at the location of a Langmuir probe. This information will

be used in the next section to examine source mechanisms that generate the turbulent VIF plasmas.

4. Comparison with Space Experiments

Experiments on the injection of electron beams into the ionosphere from sounding rockets or space
shuttles have been conducted by several groups to investigate beam-plasma interactions and wave-particle
interactions in the auroral region [e.g., Winckler et. al., 1984; Kellogg et al., 1986; Gurnett et al., 1986;
Reeves et al., 1988; Winckler et al., 1989; Winglee and Kellogg, 1990; Ginet and Ernstmeyer, 1991]. These
experiments have shed light on the production of ionospheric plasma turbulencd by auroral electron beams.
The geometry of the rocket experiments we will discuss here [Winckler et al., 1984; Winckler et al. 1989;

Ginet and Ernstmeyer, 1991] is shown in Figure 6.

A plasma diagnostics package abbreviated PDP for short in the figure has two orthogonal sets of
electric probes in the spin plane of the payload. A fifth probe projects upward along the PDP spin axis.
These probes consist of insulated rods terminating in spherical sensors coated with graphite. The main
payload (denoted by MAIN) injected two independent electron beams: one (gun 2) at a constant pitch
angle of 100° or 110° and the other (gun 1) with a pitch angle nearly parallel to the magnetic field. Gun
1 operated at 36 kV and 250 mA, and gun2 was swept from 40 kV to 8 kV with a corresponding current

in each 1 ms interval.

Presented in Figures 7(a) and 7(b) are typical electric field power spectra measured on the PDP during
beam injection at a pitch angle of 110° [Winckler et al., 1989; Ginet and Ernstmeyer, 1991]. The plotted
spectra include four different measurements of E; and E, denoted by a dashed line, solid line, dot-dashed
line, and dotted line. Here, E; and E, refer to the electric field components measured by the two orthogonal
sets of electric dipole antennas (see Figure 6). The dashed line represents the Fourier transform of the DC
E, component measured over a 200 ms interval every 0.4 ms. The solid line is the Fourier transform of
the VLF broadband receiver measurement of E, sampled every 0.05 ms over 100 ms. The dot-dashed line
is the E; component measured by the high swept frequency analyzer (HSFA) with a frequency resolution
of 30 kHz and a sweep time of 102 ms between 60 kHz and 5.5 MHz. A composite background spectrum

constructed in the same manner from data taken when there was no beam injection is shown by a dotted
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line.

Marked in Figure 7(b) on the top of the frame are the ion gyrofrequency (f), the lower hybrid
resonance frequency (fi5), the ion plasma frequency ( fpi), the electron gyrofrequency (fe.c), the electron
plasma frequency (fpe), and the upper hybrid frequency (f,p). Compare the date from space experiments
with those recorded in our laboratory experiments as displayed in Figure 3 or Figure 5. It appears that they
are quite similar. But careful examination of them as elucidated below indicates that different mechanisms

operate in the space experiments and in the laboratory experiments.

First, high-frequency modes with frequencies exceeding the electron gyrofrequency (f..) were not
excited in our VTF plasmas, while they were present in the beam injection experiments in space. This
difference arises from the fact that 36 keV electron beams were injected in space experiments, whereas
300 eV electron beams were produced in the VTF plasmas. Note that the thermal electron energy in the
ionosphere and in the VTF are 0.1 eV and 5-8 eV, respectively. In fact, the 300 eV electron beams reduced
their speeds to nearly the electron thermal speed at the location of the probe via the ionization of neutrals
along the beam path to the top of the chamber. Thus, the low-energy electron beams are unable to excite
Langmuir waves and upper hybrid waves in VTF. By contrast, whistler waves (viz. modes in the frequency
range: fip < f < fce) were produced in both space experiments and laboratory experiments possibly by

the convective beam amplification of incoherent Cerenkov noise [Maggs, 1976).

One distinctive difference between the two experimental results is noted regarding the modes with
frequencies near the lower hybrid resonance frequency (fi5). These modes were favorably excited in the
ionospheric plasmas by energetic electron beams, presumably by the modified two stream instability [Ginst
and Ernstmeyer, 1991]. But the electron beams injected into VIF were not intense enough, as explained
before, to cause the modified two stream instability. Although the modes at f; r, were not so highly peaked

in the VTF plasmas, excited modes with frequencies adjacent to fj;, are clearly seen in Figure 4.

The other distinctive difference is noted regarding the low-frequency modes whose frequencies are less
than the ion gyrofrequency (f;). One can see from Figures 7(a) and 7(b) that the ionospheric plasmas had
large thermal noises in the low-frequency band (region I) and the medium-frequency band (region IT). The
energetic electron beams injected into the ionosphere cannot excite the low-frequency modes significantly,

whereas prominent excitation of these modes occurs in the VTF plasmas.

The characteristics of the excited waves by injected electron beams in the ionosphere and in VTF can
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be summarized as follows. Langmuir waves, upper hybrid waves, whistlers, and lower hybrid waves can be
excited by energetic electron beams in the ionospheric plasmas. In the VTF plasmas, the injected electron
beams produce whistler waves and especially low-frequency modes with frequencies less than the lower

hybrid resonance frequency (f;s) and even the ion gyrofrequency (f).

5. Discussions and Conclusions

We pointed out earlier that the VT'F was constructed to simulate the ionospheric plasma environment.
Then how can we explain the discrepancies between the results of space experiments and those of VTF
laboratory experiments? The excitation of high-frequency modes (i.e. Langmuir waves and uppef hybrid
waves) depends on the energy of the electron beams, as discussed before. This offers a reasonable

explanation for the discrepancy only in the high-frequency regime of the wave spectra.

We believe that the discrepancy in the low-frequency regime of the spectra stems from the different
background plasma environments. This fact can be understood from Figure 6. In the space experiments,
the sounding rocket carried the electron guns as its main payload and the electric field probes on a plasma
diagnostic package (PDP). During the experiments, the PDP separated at 1.5 m/s relative to the main
payload. Thus the electron beam-plasma interactions and their subsequent diagnoses were carried out in a
rather small ionospheric region which can be reasonably considered to be a uniform plasma. Furthermore,
the electron temperature and ion temperature are approximately equal in the ionospheric region where the

rocket experiments were conducted.

By contrast, the VIF plasmas created by microwaves and/or electron beams have sharp density
gradients across the magnetic field. They also have hot electrons but relatively cold ions. Hence, the VTF
plasmas are inhomogeneous and have a large ratio of electron temperature (T¢) to ion temperature (T;).
Sharp density gradients and large T./T; together with field-aligned electric currents are the important

sources of free energy to excite ion acoustic waves and very low-frequency modes as explained below.

Kindel-and Kennel (1971) suggest that field-aligned currents in the topside ionosphere can excite
plasma turbulence that may have the structure of electrostatic ion cyclotron waves (i.e., obliquely
propagating ion Bernstein waves) and ion acoustic waves. Both kinds of waves can be favorably excited by
electric currents with drift velocities smaller than the electron thermal velocity in plasmas with T,./T; > 1.
The damping increment of the ion cyclotron waves is quite small even if the ion temperature is comparable

to the electron temperature. This contrasts the ion acoustic waves which are highly damped when T; ~ Ts.
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Kindel and Kennel [1971] showed that when T./T; > 1, say, 10, the threshold drift speed of the ion acoustic
instability would be much less than that of the ion cyclotron instability. In the VTF plasmas, the electron
drift velocity (~ 5x 10* m/s) is less than the electron thermal velocity (~ 4x10% m/s) and the ion acoustic
velocity (~ 4 x 10° m/s). However, the (T, /T;) of the VTF plasmas is estimated to be greater than 20.
Therefore, the ion acoustic waves can be favorably excited in the VTF plasmas. It is probably difficult to

excite ion acoustic waves in the ionosphere where T ~ T}, as seen in Figures 7(a) and 7(b).

The current convective instability was proposed by Ossakow and Chaturvedi [1979] as a potential
mechanism to produce plasma turbulence with low-frequency modes in the auroral ionosphere. The auroral
ionospheric plasma has a large density gradient in the horizontal plane (i.e., the North-South direction)
and field-aligned currents flowing in the vertical direction. This plasma environment can be reasonably
approximated by the VTF plasmas which have sharp density gradients in the radial direction and field-
aligned currents in the azimuthal direction. Using the following VIF parameters: T, = 8 eV, T; = 0.1
eV, fee = 2.45 GHz, f; = 1.3 MHz, I = 10 Amperes, L = n(én)~! = 0.1 m, A (beam c/s) =0.25 m x
0.05 m, and kparaiiel/kperpendicular = 1072, we find from Ossakow and Chaturvedi [1979] that the growth
time of the convective instability in VTF is 0.1 msec. It indicates fast excitation of the current convective
instability in the VTF plasmas in comparison with the 1 ms confinement time. The frequencies of the
excited modes are kV;, where the electron drift velocity (Vy) is 5 x 10* m/s, which is less than the ion
acoustic wave velocity, Vs ~ 4210° m/s. We expect that the frequencies (kVs) of the excited ion acoustic
waves are greater than those (kVj) of the low-frequency modes excited by the current convective instability
for two reasons. One is that V; < V;. The other is that the current convective instability [Ossakow and
Chaturvedi, 1979] and the ion acoustic instability [Kindel and Kennel, 1971] excite preferentially large-scale
(i-e., small k) modes and short-scale (i.e., large k) modes, respectively. Thus, modes with frequencies less
than the ion gyrofrequency (f;) were basically excited by the current convective instability in the VTF.
As mentioned before, in the space experiments, the beam-plasma interactions occurred in a rather small
region of the ionosphere. Hence, the beam-plasma interaction region in space experiments can be modelled

as a uniform background plasma and, consequently, the current convective instability does not occur.

Comparison of our VTF experiments with space experiments have shown that we can simulate several
features of the electron beam injection experiments in space plasmas. However, we can more closely
simulate the naturally occurring plasma turbulence in the auroral ionosphere. The latter was one of our

original goals in constructing VTF. Our other goal is to cross-check our ionospheric (EM wave) plasma




heating experiments at Arecibo, Puerto Rico with VTF. This work, not mentioned here, will be reported

in the future.

In conclusion, I have discussed some of our laboratory experiments with the Versatile Toroidal Facility
(VTF) aimed at investigating ionospheric plasma turbulence. I participated in the construction of the
VTF beginning my junior year and later completed my Bachelor’s thesis. The subsequent design of plasma
diagnostic instruments and experiments on wave propagation in the turbulent VTF plasmas constituted
my Master’s thesis research. The current work on the laboratory studies of plasma turbulence is part of
my Ph.D. research effort. The accumulated research results reported here have demonstrated that the
VTF plasma device is capable of simulating some characteristic features of ionospheric plasma turbulence.
Although the parameters of the VIF plasmas are quite different from those of ionospheric plasmas, our
work has shown that laboratory experiments can adequately study some processes responsible for space

plasma phenomena and thus complement the active experiments in space.
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Figure 5., Spectra of excited modes in VIF as a function of major
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Figure g Geometry of electron beam injection experiments in space
with a rocket which has five electric probes on a plasma
diagnostics package (PDP) and two electron guns on the main
payload (MAIN) (Winckler et al., 1984).
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Abstract

Investigations of the synchronization of chaos by control process [Y.C. Lai and
C. Grebogi Phys. Rev. E 47 2357 (1993).] as applied to diode resonators are
presented. It is shown that required synchronizing factors may be obtained
from a time series of the resonator. Calculations made of the global and
local Lypaunov multipliers of the dynamical system show that synchronizing
perturbations force these multipliers to be less than one. When the global
Lyapunov multiplier is forced less than one, synchronization of chaos will

occur.
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SYNCHRONIZATION USING CONTROL: CHAOTIC DIODE RESONATORS
Timothy C. Newell

I. INTRODUCTION

The Ott, Grebogi, and Yorke (OGY) [1] proposition to control the unstable periodic
orbits has been successfully tested in mechanical [2], electric [3], laser [4,5], and chemical
[6] dynamical systems. A natural extension of OGY is to implement the theme of control
to stabilize one chaotic orbit about another. This synchronization technique was proposed
by Lai and Grebogi [7]. The goal of synchronization using control is to make a minute
perturbation to an existing dynamical parameter of a slave system in order to stabilize its
orbit about a free operating chaotic master system. To generate the stabilizing feedback,
we first identify the stable and unstable manifolds of the chaotic dynamical system (fs and
fu ) which, in general, will rotate in some manner governed by the underlying dynamics
of the system as the orbit wanders along the attractor. This requires some knowledge of
the mapping so that a small circle of points can be propagated forward in time in order to
estimate this unstable direction [7,8]. Next, we need an estimation of the Jacobian matrix of
the map (DF) and the derivative of the map with respect to the parameter to be modulated
(D, F). These latter two terms are iterate dependent since they depend on the current value,
., of the master orbit. The perturbation necessary to synchronize a slave signal y, to a

master signal z, is given by

5p, = (DoF(@0) {¥n — 2a(p0)} - Funin) , (1.1)

—D,F(y,p) - fu(n+1) y=z,p=po

where in the above, only the derivative terms are evaluated at ¥ = @, p = po. This formula

is derived by expanding the chaotic slave orbit y, locally about the master orbit and
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requiring that the next iteration of y,, after falling into a small neighborhood around «,,
lie on the stable direction of @n41(po), i-€. [Yns1 — Tny1(po)] - fun+1) = 0. In principle the
perturbation is to be applied whenever it is a small fraction of the unperturbed parameter.
Hence, one should not apply the feedback if the separation between the two orbits is large
or the denominator of Eq. 1.1 is small.

The physical interpretation of this formula is straightforward. The proximity of the slave
orbit to the master is amplified by a factor which is directly dependent on the magnitude
of the instability in the unstable direction and inversely dependent to the sensitivity of the
map to a variation in the dynamical parameter. Naturally, the greater the instability the
larger the perturbation factor must be. Also, a map with a sensitive dependence to the
dynamical parameter requires a relatively small perturbation.

In section II we describe the dynamics of the nearly 1-dimensional diode resonator. In
section IIT we show so that in the 1-dimensional case, the iterate dependent feedback factor
can be obtained from a scalar time series of the resonator. In section IV the ability of the
resonator to synchronize using the prescribed iterate dependent term is analyzed by means
of Lyapunov multipliers. The main points are summarized and a conclusion is drawn in

section V.

II. THE DIODE RESONATOR

Our system of interest is the diode resonator composed of a 1N4004 silicon rectifier
diode, a 33mH inductor (DC resistance 2439), and a 90.58 resistor in series. The circuit is
sine wave driven at a frequency of 70kHz. The diode and inductor give rise to the nonlinear
resonator while the resistor influences the quality factor, Q, of the resonator and provides a
convenient method of measuring the chaotic current.

The dynamical system can be numerically modeled by an application of Kirchoff’s laws.
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The inductor and resistor combination is straightforward while the rectifier diode can be
represented as an ohmic resistance in series with a parallel nonlinear resistor and nonlinear

capacitors [9,10]. The voltage drop of the model circuit is given by:

V, sinwt = V+L%+I(R+Rs) (2.1)

where V, is the amplitude of the drive wave, V is the voltage drop across the resistor, L
is the inductance, I is the total current through the circuit, R is the inline resistance, and
R, a small added resistance to take into account an ohmic element to the diode. From the

conservation of current,
I=0Li+1,+ 1, (2.2)

where I; is the current through the nonlinear resistor branch, I, and I, are currents in
nonlinear capacitances described below. The capacitor currents can be expressed in terms

of a differential equation for the voltage by:

dv
(Cat Ci) = Loy + Lo (2.3)

Here Cy and C; are nonlinear capacitances.
The nonlinear resistance describes the well known current-voltage characteristics of the

diode and is given by the Shockley equation
Iy = I[exp(?"/™7T) — 1] (2.4)

where I, is the reverse bias saturation current, e/kT is the thermal voltage, and n 1s an
emission coefficient implemented to take into account carrier recombination in the depletion
Zone.

The capacitance terms are modeled from a consideration of the applied AC signal. Charge

carrier recombination near the p-n junction creates a depletion region populated primarily
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by immobile charges. The fixed charges create a junction potential which, under no applied
signal, induces a carrier drift that exactly balances their thermal diffusion. When a forward
voltage is applied, charge is injected into the diode, builds up nearby the depletion region,
and is moved into the depletion region thus shrinking its width. This variance of the depletion
region due to the applied voltage causes a depletion (or space-charge) capacitance which can
be thought of as a parallel plate capacitance with a voltage dependent width. While the

diode is reversed biased, this term is given by:

|4
Ct - Cb(l - -‘TJ)—m, (25)

where V; is the junction potential, Cj is the zero voltage bias capacitance and m, a grading
coefficient, refers to the variation of the doping concentration across the pn junction. Since
this term would become infinite when V = V/, it is used whenever V < %1 A forward bias

modification of the capacitance applied whenever V > Zzl is

b + ¥
Ci=C4 (1—b2L) (2.6)

where b; and b, are parameters to ensure continuity of the capacitance, b; = 0.5+ and
by = 1 — 1(1 4+ m). The latter formula is derived from a curve fit to experimental data and
is valid as long as the forward applied voltage is not excessively high.

In addition to the space-charge capacitance, a second capacitive effect arises when the
finite response time of the mobile charge to the changing field is considered. Since the diode
cannot respond immediately to injected charge, a charge build up occurs in the vicinity of

the depletion region. The charge build up, @, is proportional to the injected current, I

Q=r1Il (2.7)

where the proportionality factor, 7, describes the amount of time it takes the majority
carriers to cross the p-type or n-type material. The variance of this charge with respect to

the voltage defines this capacitance, viz.
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Cy = CoemiT (2.8)

When the nonlinear terms are inserted into the equations of Kirchoff’s laws, the resulting
dynmical equations can be integrated in time to produce an accurate model of the physical

resonator. The modelled results are in good agreement with that observed experimentally.

III. SYNCHRONIZING THE DIODE RESONATOR

The goal is to apply the synchronization algorithm to the case of two diode resonators
which are operating chaotically. From the two chaotic dynamical variables, current (I)
and voltage drop across the diode (V;), we select the current through the resonator as the
observable signal. This is measured as the voltage drop across the resistor element, VM (1),
of the resonator. (Note that the superscript M refers to the master resonator and S to the
slave.) Since the amplitude chaotic resonator is driven with a defined frequency, it is logical
to evaluate the feedback at the peaks of the current and modulate the amplitude of the
drive wave for some fraction of the known period. Thus we rename the iterative dependent
factor as a peak dependent factor so that Ap, — Ap[ty(n)] where t,(n) refers to the time
of occurrence of the nth peak.

The next step is to determine the desired feedback Ap[t,(n)]. Because the diode resonator
can be shown to have a one dimensional attractor, the peak dependent formula reduces to
a 1 dimensional calculation. Next the voltage drop across the diode, Vy, for both master
and slave resonator is virtually identical at 0.7V on the current peaks since the diodes are
forward biased. Hence V¥ — VM is considered negligible with respect to the current. We
therefore need only the difference in the voltage drops across the resistors, V5(t) — VM(1)
to calculate the perturbation. Applying these conclusions to the feedback formula yields a
much simpler factor to calculate. The unstable eigenvector, f,, cancels in the numerator

and denominator. The Jacobian matrix becomes scalar. The shift of the map with respect
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to a variation in the drive amplitude is also one dimensional. By combining the above, the

feedback factor becomes

_ OF R T M
Ap = _aV—Ma_p [V=(t) — V7 (25)). (3.1)

In the above, F} refers to the 1 dimensional Jacobian term. Thus we need to calculate and
apply in real time the ratio of the Jacobian matrix to the shift. This can be accomplished
using the first return maps. Fig. 1 displays two return maps taken at a drive amplitude of
4.6V and 5.1V respectively. Since each return map is composed of approximately 300 points
and are contaminated by noise a curve fit is interpolated so as to average the fluctuations in
nearby points. Both return maps are divided into four sections so as to create a piecewise
continuous curve and a low order polynomial curve fit is determined for each section.

For the 1-dimensional consideration of this system, the slope of the return map at each

point is the Jacobian evaluated at that point. This can be shown by differentiation of the

map

Vn41 = F(vy) (32)

with respect to v, which leads to the 1-dimensional Jacobian

Sonir _ 8F(v) _ o (3.3)

bvy, Svn,

The shift of the map, D,F, is obtained from the first return map of the resonator by
considering how the return map reacts to a perturbation applied to the amplitude of the
drive voltage. For a driving voltage V;, we look at how the point z,(V5) is mapped into
Tn+1. Then at a slightly higher voltage, Vo + 6§, we look at how the same point, zn(Vo) is
mapped into the new point z,4,(Vo+6). The shifting is seen in Fig. 1; the 5.1V return map
has slid along the upper branch of the 4.6V map. The experimental approximation for the
shift is then
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D.F ~ [xn-f-l(‘/() + 5) - wn+1(v;)]
p ~ 5 .

(3.4)

Since we are using a shift large enough to prevent the return maps from overlapping, we
see that the highest points along the abscissa of the 5.1V map have no correspondence on
the 4.6V map, and the lowest abscissa points of the 4.6V map have no corresponding points
on 5.1V map. A meaningful approximation for D,F' is made only for points which occur on
both maps. For the periphery points, we extrapolate D, F'.

The 1-dimensional iterate dependent amplification factor is the negative of the quotient
of the two above terms. Fig. 2(a) plots the result of the calculation versus the peaks of VM (t).
While both branches of the lower folded region produce a relatively constant factor, in the
upper region the factor drops off rapidly. The diode resonator shifts along an axis almost
parallel to the upper branch and the shift, D, F', approaches zero. Hence the feedback factor
becomes quite large. It is not possible to apply the exact feedback perturbation since the
large amplification of the unavoidable noise along with any differences in V3(t) and VM(2)
would unacceptably over modulate the drive wave. A numerical calculation of the feedback
factor, shown in Fig. 2(b), displays a similar shape, but does not drop off as drastically.
When the infinities occur, one either chooses to not apply feedback or approximate the
feedback from the nearby regions. Finally it most be pointed out that this type of analysis
is applicable because of the simple shape of the return map for the diode resonator.

On inspection of the return maps, one remarks that the slope of the lower branches is
greater than unity while the slope of the upper section is less than one. It follows from
the linearized dynamics of the one dimensional system that the lower section is unstable;
nearby orbits in this region are divergent. On the other hand, the upper branch is stable
and adjacent orbits here should remain temporarily adjacent until the phase space trajec-
tory wanders into the unstable regime. The salient feature to capitalize is that a feedback

perturbation need only be applied when the system is in an unstable region of the attractor.
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In the stable regions, the magnitude of the Jacobian is less than one and the feedback factor
should become unnecessary. Therefore, synchronization should be possible if feedback is
only applied when the Jacobian is greater than one. For the diode resonator, this means
that if feedback is applied only when the voltage peaks are less than 48mV synchronization

can occur. In the critical regions of the attractor below 48mV, this factor is constant (see

Fig. 2(a)).

IV. EFFECT OF THE FEEDBACK PERTURBATION ON THE LYAPUNOV

MULTIPLIERS

An understanding of the ability for systems to synchronize can be gained by computing
the Lyapunov multipliers (or exponents) locally as well as globally. The often used global
Lyapunov multipliers quantify the average instability of the entire phase space to small
perturbations. Local Lyapunov multipliers, on the other hand, characterize instabilities
of the attractor along small sections of the orbit. They are dependent on the location of
the evaluated point and provide detailed information about the regional stability of the
attractor. [11]

Lyapunov exponents are determined by considering the evolution of an infinitesimal
displacement, ¥, from some initial point, #,. A linearization of the mapping yields the

resulting displacement, {41
nt1 = DF(&5) - §n (4.1)

where DF is the Jacobian matrix of the mapping function. The direction of the displacement

is given by . /|¢,| while the magnitude is given by

(4.2)
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The value m,, is referred to as the local Lyapunov multiplier (LLM). It expresses the amount
of growth (m, > 1) or contraction (m, < 1) of the deviation in a localized region of the
attractor surrounding z,. Note that in general, the value obtained for m, is dependent
on the direction chosen for the displacement and that for each dimension of the dynamical
system there will be a corresponding Lyapunov exponent.

For the diode resonator, we start y, as a displacement of the current at a current peak
n. The differing trajectory is propagated to the n+Ith peak where it is compared to the
trajectory which would have occurred had no initial displacement occurred. The ratio of
the final difference, yn41, to the initial displacement, y,, is taken to be the local Lyapunov
multiplier for the peak n. At the n+1th peak the process is repeated with a new infinitesi-
mal displacement in order to determine m,;. Global Lyapunov multipliers are then defined
by stepping the deviation through the linearized mapping indefinitely and calculating the
geometrical mean of the local multipliers. In time the initial perturbation will have grown
enough so that the linear approximation is rendered invalid. At these points, the perturba-
tion is renormalized. The global Lyapunov multiplier is then

o (17 |\ "
M= ,E) (—IZ’I’Z_,—:II) . (4.3)
The global Lyapunov exponent is defined as A = In(m,).

Lyapunov multipliers can be used to predict the occurrence of synchronization. Consider
the above mentioned infinitesimal displacement, i, as a vector pointing from one orbit to
a second orbit. However, instead of the linearizing the mapping of the single orbit, one
observes the linearized relationship between the difference of the master and slave orbits.
Explicitly, the evolution of the displacement is measured by evaluating the propagation of
a point along the primary trajectory and an equivalent point along the secondary orbit.
The secondary orbit is perturbed by the effect of some feedback; otherwise, this calculation

would simply duplicate the above estimate of the Lyapunov exponent. The evolution of
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the displacement defines whether synchronization of the second orbit to the first is to be
achieved or not. For synchronization to occur, the corresponding global Lyapunov multiplier
must be less than one.

The significance of the algorithm proposed by Lai and Grebogi for maps is that it provides
a technique to calculate and apply perturbations so as to set the local Lyapunov multipliers
along the unstable directions to zero at every iteration. Since the global Lyapunov multiplier
will be minimized as well, this technique represents the ideal situation and presents the
most rapid scheme possible for synchronization. However, the requirement for convergence
is only that the global Lyapunov multipliers have a magnitude less than unity. Since this
is less stringent than the demand of the original theory, it is possible to adapt the Lai and
Grebogi perturbation formula to the experimentally feasible calculation of simply using a
constant amplification factor. The implementation of the constant factor can be successful
if it satisfies the criteria of the global Lyapunov multipliers being less than unity.

A numerical calculation of the LLM’s versus the voltage peaks of the resistor component
of the resonator (designated as V™(t)) are obtained by first synchronizing a slave system
to the master and then applying a small randomly generated kick to the slave system at
each peak. Both systems are propagated forward in time until the next peak at which
point the resulting difference between the two systems is evaluated. The ratio between the
final trajectory difference and the initial kick was considered to be the LLM for the initial
peak. Global Lyapunov multipliers are then obtained by the geometrical averaging method
described above. In the event of no applied feedback to the second orbit, Fig. 3(a) the LLM’s
are predominantly greater than one and no synchronization is achieved. Note that even with
no feedback, the LLMs along the upper branch are less than one. Though globally unstable,
the attractor has regions of stability.

We next look at amplitude modulating the drive wave of the second system by the term

a(V5(t) — VM(t)) where « is simply a constant amplification factor. The dimensionless
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factor, (@ = 0.3), applied in Fig. 3(b) is just sufficient to shift enough of the LLMs downward
so that synchronization is realized. Even though some of the LLMs are greater than one,
the global product remains below unity. Fig. 3(c) shows the optimum constant value (a =
0.5) for synchronization. The iterative dependent term prescribed by the Lai and Grebogi
algorithm, Fig. 3(d), presents the optimum case. However, since the algorithm was obtained
for maps, the LLM will not necessarily be zero. Synchronization can be achieved for the
range of constant amplification values which produce a negative global Lyapunov exponent.
Fig. 4(a) is a graph of the largest and least global Lyépunov exponents versus constant
amplification factors. Fig. 4(b) is plot of the standard deviation of the difference between
peaks of the voltage drops across the master and slave resistor. The graph shows the range
of constants for which synchronization can be achieved. Only for a band of values is the
global Lyapunov exponent negative. The corresponding synchronization of the master and

slave is striking as the standard deviation drops to zero for the band.

V. CONCLUSIONS

The goal was to demonstrate that an experimental implementation of synchronization
using control as proposed numerically by Lai and Grebogi [7] is feasible and to show how
synchronization can occur through the effect on the Lyapunov multipliers.

For our system of interest, the diode resonator, the attractor is approximately 1-
dimensional. In such cases the synchronizing peak dependent feedback simplifies consid-
erably. It is composed of the difference between the voltage drop across the slave and
master resonator resistors multiplied by a factor which is a function of the peaks of the
voltage d1—'op across the master resistor. The peak dependent factor is the negative of the
ratio of the Jacobian to the shift of the map. These latter two terms can be computed

by observing first return maps of the resonator. The resulting perturbation modulates the
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amplitude of the drive wave for a large fraction of the period. The technique is tolerant to
variations in the components of each system, to the drive signal to each resonator, and to
the feedback perturbation.

A quantitative understanding of the ability of systems to synchronize can be understood
by observing the local and global Lyapunov multipliers derived from linking the two chaotic
systems. By calculating the Lyapunov multipliers, we find that the algorithm proposed by
Lai and Grebogi presents the optimum method of calculating a stabilizing feedback. While
this represents the most effective scheme of synchronization, the necessary criteria is to
merely force the global Lyapunov exponent to be less than one. In the case of the diode
resonator, this relaxed condition allows the implementation of a constant amplification factor
to be incorporated instead of a term which must be calculated on each peak of the drive
wave.

From observing the local Lyapunov multipliers and, equivalently for the 1-dimensional
case, the slope of the first return map, regions of stability and instability can be ascertained.
In order to synchronize two chaotic systems, stabilizing perturbations need be made only

when the systems are operating in the unstable region of the attractor.
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FIGURES
FIG. 1. Two return maps recorded at 4.6V and 5.1V (upper) show the effect of a per-

turbation to the drive wave amplitude. The shift of the map is obtained by measuring:
(zn(5.1V) — 2,(4.6V))/0.5V. The 1-dimensional Jacobian matrix is the slope of the 4.6V map.

Above 48mV the slope is less than one. The attractor is locally stable in this region.

FIG. 2. The peak dependent feedback amplification factor as a function of the resistor peaks.
This is obtained using experimental data. Since the return map shifts along the upper branch, the
denominator is quite small and the factor drops off rapidly. Below 48mV the factor is approximately
constant regardless of the two lower branches of the return map. (b) A numerical calculation of
the peak dependent feedback amplification factor is similar to (a). Numerically the return map

shifts upwards more than experimentally observed and the drop off of the upper section is not as

severe.

FIG. 3. A calculation of the local Lyapunov multipliers which describe the expansion or con-
traction of the master and slave orbits as they are propagated from one peak to the next. (a) The
master and slave resonator are operating independently. (b) The feedback amplification factor is
taken to be a constant of 0.3. Though some local multipliers remain greater than unity, the global
Lyapunov multiplier is less than unity ans synchronization occurs. (c) An optimum constant feed-
back factor of 0.5. The perturbation reduces substantially the multipliers in the unstable region of
the attractor but does little to influence those in the stable regions. (d) The peak dependent feed-
back factor according to the Lai and Grebogi algorithm influences the local Lyapunov multipliers
strongly. This represents the optimum feedback factor possible to obtain synchronization using the

control technique.

FIG. 4. (a) The Lyapunov exponents A, and Az of the linked master slave system versus the
applied constant feedback factor. (b) The standard deviation of the difference between the master

and slave orbits. Synchronization is achieved for a band of values.
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Abstract

The dynamics of a gain switched, low pressure photolytic iodine laser were investigated experi-
mentally and theoretically. The pulse shape, build-up and decay time were measured as function
of the pressure of the active medium (CF3l) and of the pressure of the buffer gas. At low pressure,
the pulse develops a second peak, and the build-up and decay times become longer. The distinct
features of the iodine pulse could be explained in terms of two relaxation processes involving colli-
sions that change the direction and magnitude of the velocity vector. A computer model based on
the rate equations which includes collisional relaxations allowed us to derive quantitative estimates
for the corresponding relaxation times as a function of pressure and buffer gas.
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RELAXATION PROCESSES IN GAIN SWITCHED IODINE LASERS

Jeff Nicholson and Wolfgang Rudolph

1 Introduction

A great deal of interest has been devoted to the development of iodine lasers for different types of
applications, see e.g., [1],[2],[3]. The potentials of chemical pumping are particularly attractive for
applications requiring high-power. Normally, lasing is achieved between the hyperfine levels 4 and
3 of excited atomic iodine, [*, which exhibits a total of six hyperfine transitions. The wavelength
of this transition is 1.315 pym. The dominance of the 3-4 transition is because its magnetic dipole
moment is about two times greater than that of the next largest transition (2-2). For the past
twenty years a number of fundamental studies of iodine lasers have been undertaken involving
longitudinal mode-beating and mode-locking [4],[5},(6]. Photolytic pumping employing an excimer
laser is a convenient technique for laboratory operation of iodine lasers. However little effort has
been devoted to the primary processes in photodissociation lasers working at low pressure. From
Doppler spectroscopy experiments [7] and the theory of collisional relaxation (8] it is known that
a short dissociation pulse creates a nonthermal velocity distribution of excited iodine. Depending
on the parent molecule and buffer gas (if any) two different relaxation types with different time
constants can be distinguished - collisions that change only the direction of the velocity vector but
not its magnitude with a time constant 7}, and those determining the rate by which the velocity
relaxes towards its equilibrium value (time constant Ty ). A photolytic, single mode iodine laser is
thus expected to experience a dramatic change in gain during the evolution of the gain switched
pulse. Since in a single mode laser, saturation of the gain is associated with hole burning, collisional
cross relaxation will effect the shape and duration of the laser pulse.

The aim of this project was to study the evolution of gain switched pulses in low - pressure
photolytic iodine lasers with and without buffer gas. From a comparison of theory and experiment

the possibility of determining relaxation constants was explored.

2 Experimental results

2.1 Experimental setup

The experimental setup is shown in Fig. 1. The active medium used in this experiment was CF;l.
The length of the gain cell was 85 cm. The cavity consisted of a mirror with a 5 m focal length
and a mirror with a 25 m focal length, both with 100% reflectivity. With a cavity length of 1.1 m,
this gave a radius for the beam waist of 1.1 mm and a confocal parameter of 2.9 m.
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Figure 1: Experimental setup of a photolytic iodine laser pumped by an excimer laser. P1 was a
fast photodiode used to measure the iodine pulse profile. P2 was a photodiode used to trigger the
oscilloscope.

The pump was a KrF excimer laser operating at 248 nm, with pulse widths of about 20 ns and
maximum pulse energies of approximately 200 mJ. The pump was focused with a 2 m fused silica
lens, and coupled into the cavity with a dichroic beam splitter. The excimer pulse was coupled
out of the cavity with a second dichroic mirror, in order to avoid damaging the end mirror of the
iodine cell when working in the low absorption regime (low CF3l pressure). The second dichroic
mirror was placed at Brewster’s angle for 1.3 um in order to reduce the cavity losses.

The iodine laser output was taken from the dichroic beam splitter that coupled the excimer
pump laser into the iodine cavity. With the cavity arranged as outlined above, the cavity losses
per round trip were approximately 6%, and the cavity lifetime was about 60 ns. The iodine laser,
under these conditions, lased at pressures as low as 0.2 Torr.

Longitudinal mode beating is an inherent property of gain switched and Q switched iodine lasers
operating at low pressures [5]; therefore, an aperture was used in the iodine cavity to control the
number of longitudinal modes in the cavity. When the aperture was sufficiently small, (~1.5mm
in diameter) not only was the iodine laser forced to run in TEMgo mode, but strong longitudinal
mode beating was eliminated in approximately 50% of the shots.

After laser action, only about 90% of the molecular fragments recombine to form CF3l, the
rest of the fragments going into processes such as dimerization (2]. 1> is a strong quencher of the
:’Pl/'_, state, leading to a degradation of the iodine laser output after multiple shots of the excimer
laser. Therefore, the iodine cell was refilled after every fourth or fifth excimer pulse. Note, that
while these processes proved to be important for multiple shot.experiments, they do not play a
significant role in single shot pulse dynamics because of their slow (e. g. ~4+10"3cm®mol—2s~!
for dimerization) rate.
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The iodine pulse was detected with a fast (rise time < 500 ps) photodiode and viewed on a
digital oscilloscope with a 200 MHz analog bandwidth and a 1 Gs sampling rate. The oscilloscope
was triggered with a signal from a second photodiode that was sensitive to the UV excimer pulse.
The delay was then set digitally with the oscilloscope itself.

The pulse dynamics were measured as a function of pressure of CF3l plus buffer gas (if any).
The quantities of interest were:

e 7, The build up time of the iodine pulse. This was defined as the time between the excimer
pulse peak and the time when the iodine pulse builds to 10% of its peak intensity.

e 7o The exponential rise time of the iodine pulse.

e 73 The duration of the iodine pulse. This was defined as the time from 7, to the point when the
iodine pulse fell to 10% of its peak value. The iodine pulse did not decay in an exponential
fashion at low pressures, making an exponential fit impossible.

2.2 Results without buffer gas

Initially, the iodine pulse dynamics were measured as a function of the pressure of CF3l, without
the use of any buffer gas. Although the iodine laser would lase at pressures as low as 0.2 Torr,
under these conditions the laser was near threshold, and consequently, the pulse characteristics
varied greatly from shot to shot. Therefore, measurements were generally made for pressures of
0.4 Torr and greater.

Typical pulse shapes are shown in Fig. 2 for pressures of 0.6, 2, and 6 Torr of CF3I. At low
pressures, the iodine pulse shows a distinct second peak, caused by repumping due to the velocity
relaxation. As the pressure increases, the peak becomes less distinct. becoming a shoulder, and
finally disappears altogether at pressures above 3 Torr.

The buildup and decay time of the iodine pulse as a function of CF3l pressure are shown in
Fig. 3(a). Fig. 3(b). shows the exponential rise time of the iodine pulse as a function of pressure.
The characteristic shape of these plots can be explained by the increased relaxation rate as the
pressure increases as will be detailed in Section 3.3. Note, that by changing the CF3I pressure, we
also change the amount of absorbed pump pulse energy and thus, the overall gain.

2.3 Results with buffer gas

The same measurements outlined in the previous section were made using a buffer gas. The cell
was filled with 0.6 Torr of CF3l, and Xenon was added on top of this. Typical pulse profiles are
shown in Fig. 4. Pulse buildup time and duration as a function of buffer gas pressure are shown
in Fig. 5. The behavior of the build up time and pulse duration - and even the overall pulse
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Figure 2: Pulse profiles for (a) 0.6 Torr, (b) 2 Torr, and (¢) 6 Torr of CF3l. The pulse peaks have
been normalized to one and moved to the origin of the time axis for comparison purposes.
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Figure 6: Typical iodine laser pulse showing two longitudinal mode exceeding threshold. CFsl

pressure was 0.6 Torr.

profiles ~ as a function of pressure is similar for pulses with and without buffer gas. However,
the exponential rise time of the iodine pulse is essentially unaffected by the addition of Xenon. A
discussion of these features and a comparison with the computer model are given in Section 3.3.
The effects of mode beating could never be fully eliminated in 100% of the shots. However,
as mentioned above, the probability of mode beating could be decreased by reducing the aperture
in the iodine cavity significantly, thus preventing all but one mode from exceeding threshold. A
typical laser output in the regime where two modes can exist is shown in Fig. 6. The mode beating
can clearly be observed, as can the fact that the second mode starts oscillating at a later time than
the first. This is consistent with the higher losses this mode experiences. A complex beating of
both longitudinal and transverse modes was observed when the iodine aperture was fully open.

3 Theoretical description of low pressure photolytic iodine

lasers

3.1 Relaxation processes

A rate equation approach was chosen for the simulation of the gain switched pulse. Since the
pump pulse (duration 20 ns) is much shorter than all time constants of the processes of interest
the initial conditions simply represent a distribution of excited atomic iodine. This distribution,
however, differs from a thermalized Doppler profile. It exhibits a larger mean velocity and a
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velocity anisotropy. In [7] it was shown that to a good approximation the velocity distribution can
be written as a product of a |v| and a 4 dependent term

F(5,1) = f(lo},)8(6.1) (1)

where v = \/W is the mean velocity of the gas and § is the angle between the exciting electric field
vector and the propagation direction of the probe laser. The latter in our case is the resonator axis
(z-axis) of the iodine laser, i.e., § = 90°. Two different relaxation processes can be distinguished,
both being collisional. Collisions which change the direction of the velocity vector are responsible
for the relaxation of the anisotropy with a characteristic time constant T,. Collisions changing
the magnitude of the velocity (time constant T,) cause the relaxation to a thermalized Doppler
profile with a mean velocity determined by the room temperature. For heavy collision partners it
was found that Ty < (<)7,. An exact modeling of the thermalization would require an extensive
analysis of the collision processes including the particular properties of the participating particles.
As done successfully for the interpretation of the pump-probe experiments in 7] we shall instead
describe the thermalization in terms of the two time constants T, and T;. To model the evolution
of the laser pulse we need to include the interaction with the laser field and its effect on the
relaxation.

Let us assume that we must consider 2NV +1 groups of excited iodine of number density N,, (n =
0,1,...,N) with velocity components along the z-axis such that the separation of their transition
frequencies is Awn. A Doppler velocity profile is characterized by the following distribution of
excited iodine with transition frequency w, = wg £ nAuwy

2
Wn — Wp 2
NE =N, 42| =——— 2
" °”p[ 2 (5555) "] 2)
where Awp ~ %wg.Since the velocity profile is always symmetric, n = —N,(-N +1),..., N. For

the time dependence of the Doppler width we can thus use the known time dependence of the

mean velocity and have
Awp(t) = Awpy + (Awin — Awp) e~ YT+ (3)
where Awin, Awpy are the Doppler width of the profile of the “hot” gas immediately after excita-
tion and after complete thermalization with the surrounding, respectively.
At any given instant the number densities obey the following set of differential equations de-
scribing the relaxation towards a Doppler profile

- dN, _ N =N, 4)
dt T

where N is given by Eq. (2). Under laser action we need to distinguish between excited and ground

state iodine, each group undergoing similar relaxation processes. While excited iodine is generated
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at many different transition frequencies ground state iodine is only produced by simulated emission
at the transition frequency wq. Collisional relaxation processes then cause a redistribution towards
a thermalized Doppler profile.

3.2 Laser model

To model the operation of a photolytic iodine laser the typical rate approximation approach was
chosen. In accordance with the experiments we assume single longitudinal mode operation. There-
fore at a certain time ¢ only atoms with resonance frequency wp interact directly with the laser
field (photon flux F). The set of rate equations can then be written as

d 1
d_tNo = oo (Noe - No) + ,I—,[,(NJ - Np) (5)
d s r 1 e r
7 Voe = O’OLF(A’O—I\’M)'*"ﬁ(Nog-i\'m) (6)
d F
‘;{F = ooecF(Ng — Nog) — Tn (7
AN, = Lniow =1,2,....N (8)
dt.n = Tb n iNp n=14¢...,!
d
TNt = o0u(No — Not) (9)

where og, is the amplification cross section, No¢ is the number density of de-excited atoms of
transition frequency wq, Tg is the resonator decay time, Nf is the number density of atoms if
distributed according to a Gaussian profile of width Awp, and c is the velocity of light. The
quantity N, describes the total number of iodine atoms in the ground state. The total number of
excited iodine atoms is

N
Neotar(t) = No(t) + 2 Na(t) (10)
n=1
and the equilibrium numbers can be calculated from
N -1
No = Niotar [1 +2) e_nz(Awh/AwD)z} (11)
n=1
and ,
Awp \°
Np = N - 12
- i oexp[ (Aw0>} (12)
forn =1,2,..., N. After each integration step these equilibrium numbers have to be determined

with the modified N, and Awp according to Egs. (10) and (3), respectively. The same procedure
must be applied for the atoms in the ground state. Their total number is given by the total number
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Figure 7: Calculated gain profile vs frequency as seen by different parts of the iodine laser pulse.
The inset shows a typical iodine pulse and the corresponding times.

of de-excitation events, where each event results in the occupation of Ng, only. Note that we can
neglect spontaneous emission for this process because of the smallness of the 4 coefficient (x 10s~!)
of the magnetic dipole transition of iodine. A small number of (spontaneously emitted) photons
are injected at ¢ = 0, though, to induce the build up of the laser pulse. The integration of the
preceding system of differential equations (5)-(9) was performed using a Runga-Kutta routine.

3.3 Results of the computer simulation and comparison with the exper-
iment

Figure 7 shows the occupation numbers in the excited state as a function of the transition frequency
for different times after excitation. The inset shows the corresponding iodine laser pulse. Curve
(1) describes the distribution at the pulse leading edge (at 10% of the peak value). The non
Gaussian distribution here has already relaxed into a Gaussian (relaxation time Tj) which still
corresponds to a velocity much larger than the equilibrium value. At the pulse peak (curve (2))
spectral hole burning is clearly visible which causes a relaxation from excited groups of atoms
into those in resonance with the laser field. This means a repumping of the laser transition. The
relaxation of the magnitude of the velocity (relaxation time T, ) is another process which results in
an effective repumping. As the Doppler profile narrows the number of excited atoms with transition
frequency wq increases to a constant that depends on the total number of excited iodine atoms
and room temperature as described by Eqs. (2) and (3). (if we neglect de-population by the laser
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pulse). Curve (3) shows the gain profile seen by the trailing edge of the pulse (at 10% of the peak
value). A comparison of curves (1) and (2) illustrates our discussion. Due to the laser action the
area under curve (3) is smaller. Of course. for the actual laser action, the difference (No — Nog)
is of importance. Due to the combined action of stimulated emission and the thermalization of
ground state iodine, N, is constantly increasing with time; therefore, the qualitative features of
the gain can be explained in terms Ni.

As seen in the experimental section, at low CF3l pressure the laser pulse exhibits a charac-
teristic shape-a sharp rise time and a distinct shoulder. The pulse duration and decay time are
significantly longer than the resonator life time. Figure 8 compares preliminary results of measured
and calculated pulse profiles. From the experiment the resonator life time and the number density
of excited iodine can be estimated. For the homogeneous line width we assumed Awp = 60 MHz.
The only remaining input parameter for the simulation are the two relaxation times T} and T,.
For C3F+I and a gas pressure of 0.2 Torr values of 1 ps and 2.5 ps have been measured [7]. For the
simulation we assumed that both relaxation constants are inversely proportional to the pressure
and that their ratio is constant. all other input parameters were not changed. From the simulation
it becomes obvious that the measured features are a consequence of the collisional relaxations.
The shoulder at low pressure is a result of the hole burning and a fast refill of excited iodine at
the laser frequency owing to the short relaxation involving T,. With increasing pressure and thus
shorter T} the second maximum vanishes and the main peak simply broadens. The decay of the
iodine pulse is essentially controlled by the v} relaxation proceeding more slowly.

Another important feature is the delay between excimer pump pulse and the occurrence of
the iodine pulse. The decrease of the delay with increasing buffer gas pressure is also a result
of the faster relaxation. Figures 9 (a) and (b) show the delay and the decay time as function of
the pressure (here as function of 7, while keeping T} /T, constant). The behavior of the curves
describes the experimental findings qualitatively.

For a more complex (future) quantitative comparison of simulation data and experiments we
plan to implement the following in the discussion: The addition of a buffer gas (BF) requires the
introduction of two different relaxation rates. If the buffer gas pressure is changed their value will

change accordingly while their ratio remains. In the simulation we then need to use

1 1 1
—_— = +
Tyw Tyo(CF3l)  T,,(BF)

(13)

where only the second summand changes with a change in buffer gas pressure. The different effect
of adding CF3l or buffer gas on the measured pulse characteristics suggests the necessity of this
approach.

Since the photolytic iodine laser is a relatively simple system with most parameters well docu-
mented we believe that the performed experiments can be used to determine relaxation constants
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sponded to 0.6 Torr CF3l plus (a) 0 Torr, (b) 0.3 Torr, (c) 0.6 Torr, and (d) 0.9 Torr Xenon buffer
gas. For the numerical simulation we assumed T3/T, = 0.38 and changed T, from 650 ns to 260 ns

from top to bottom in increments equal to the total gas pressure change. The length of the time
axis is 6 us for all the profiles.
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Figure 9: Delay between pump pulse and the ten percent of peak value of the iodine pulse and
decay time of the iodine pulse as a function of the buffer gas pressure. In the simulation we actually
changed the values of T,, T} as described in the text.

as function of buffer gas composition and pressure. This new type of “spectroscopy” would not
require an additional probe laser.

4 Summary

The dynamics of gain switched iodine lasers at low pressure is determined by collisional relaxation
processes involving a change in the direction of the velocity vector and a change of its magnitude.
Both relaxation constants depend on the gas pressure and the type of buffer gas (if any). A com-
parison of experimental data with a computer simulation allows one to determine these relaxation
rates. Important pulse features that need to be analyzed and modeled are the pulse build-up time,
the pulse shape and its decay time. The two relaxation mechanisms provide a repumping mech-
anism of a single mode iodine laser which manifests itself in the occurrence of a distinct shoulder
and a second pulse peak at low gas pressure.
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Abstract

The Rocket Electric Field Sounding (REFS) rocket is part of a program at
Phillips Laboratory which examines electric fields present in thunderstorms.
Numerous flights of this rocket have occurred, and some peculiarities have
arisen. The rockets did not achieve the predicted apogee values, and the roll
characteristics of the rocket show a region where the spinup is either stopped
or significantly impeded. The work carried out this summer focused on the
potential for higher drag occurring during flight to account for the lower
altitudes as well as an investigation of the fin aerodynamics with respect to
the rolling motion of the rocket. The preliminary results of the research show
that the roil plateaus can be explained due to high induced fin angles of
attack in the thrusting phase, and that a combination of higher than expected
drag and lower than expected thrust probably caused the lower apogee of the

rocket.
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AN INVESTIGATION OF FLIGHT CHARACTERISTICS

OF THE ROCKET ELECTRIC FIELD SOUNDING VEHICLE

Sean R. Olin
I. Introduction

The program for the Rocket Electric Field Sounding (REFS) payload and
rocket arocse from a need to determine the conditions in thunderstorms. Light-
ning activity can be particularly dangerous when a rocket launch is involved.
A rocket, since it maintains the electric potential of the ground from whence
it was launched, can be vulnerable to a lightning strike. As can be shown from
several of these occurrences in the past, a lightning strike has the potential
for causing damage to equipment and can jeopardize a mission. The REFS program-
is aimed at measuring the electric field in a thunderstorm. This information
is used to derive a vertical picture of the conditions related to lightning
activity. A rocket is superior to a balloon or an aircraft in this instance
due to the nearly instantaneous nature of the data which can be collected.

The REFS rocket consists of a motor and a payload, shown in Figure 1.
The motor is a surplus Folding Fin Aircraft Rocket (FFAR), and the experimental
payload is housed in a design which incorporates a rotating outer shell. The
rotation of this shell allows electrodes to be periodically exposed to the
electric field through which the rocket passes. The entire rocket is imparted
with a éﬁin as well, as the rocket motor nozzles are scarfed. The fins of the
FFAR are folded back to be in line with the axis of the rocket at launch. TUpon

leaving the launch tube, the fins rotate about their pinned axes to assume a

near 45 degree sweep angle. The burn time of the rocket motor is approximately
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1.6 seconds, after which the REFS coasts for up to a minute. Data for the
electric field as well as accelerometer and roll rate information is collected

for as much of the flight as is possible.

Initial flights were made from the NASA Wallops Flight Facility in 1990,
using 40 FFAR motors with mass models of the payload attached. The motors had
scarfed nozzles but no fin cant. REFS flights into thunderstorms were launched
at Langmuir Laboratory in New Mexico in 1992. The flights made in 1992 are the
basis for the research performed this summer. One problem was the overpredic-
tion of flight apogee. Figure 2 shows altitude versus range data for the 1992
flights. The nominal prediction for the trajectory is compared to the trajec-
tories for the flights. In all cases, the apogee was the flight characteristic
deemed most important to match. Previous work done on this problem involved
manipulating the drag coefficients of the rocket in a trajectory simulation
program until the altitudes predicted by the program closely followed the
flight data. The drag coefficient manipulation involved drag multiplication
factors of 1.65 and 2.25 for the 0.87 degree and 1.68 degree fin cant flights,
respectively {1}. The need for such large drag multipliers which increased as
a function of fin cant pointed to an additional problem to be addressed. Spe-~
cifically, some mechanism must have caused the flights to achieve lower than
expected altitudes, and the apogee values decreased as more fin cant was

present.

The REFS flights in 1992 used rocket motors whose fins had varying
degrees_of cant angle, which is akin to an inherent angle of attack for the
fin. The fins for a particular motor would all have the same cant, but these
cants were measured to be 0 degrees (no fin cant), 0.87 degrees, and 1.68

degrees. It is reasonable to infer that a fin cant would impart a spin to a
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rocket in addition to that induced by the scarfed nozzles. This is borne out
in Figure 3, which shows the rotation rates of the rocket during the first ten
seconds of the flight. Note that flight data for an earlier flight with no fin
cant has been included. Careful examination of the graph shows one of the
problems to be investigated. There is a region in each of the flights which
begins at approximately T +0.4 seconds and ends at approximately T +1.0 seconds
during which the roll rate (spin) of the rocket is held constant or increases
at a rate which is lower than either before or after the time period noted.
The phenomenon would also be looked at as a thrust of the summer research.
II. Methodology

A. Familiarization with the Project

The first phase of the research involved learning about the REFS project
and previous work involved with the problems seen. Some potential causes for
higher than expected drag were found in this phase. The flights in 1990 did
not involve fins that were canted. Cant angle could provide an additional sur-
face for pressure drag, and the higher roll rates induced could induce the
effective drag divergence of the fins earlier in the flight, i.e. at a lower
Mach number. In addition to the fin cant, there are two bumps, or protuber-
ances, present on the body of the rocket that were not extant for the 1990
flights {1}. Rocket geometry alteration was the first issue to be addressed

when seeking to alter the rocket drag coefficients.

£ Missil
An aerodynamic coefficient predictor program was an integral part of the
research. Missile Datcom, developed in conjunction with the U. §. Air Force,

is just such a program {2}. It allows for the input of desired flight condi-

tions for a vehicle, the geometry of the vehicle, and an indication of desired
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output. The program then uses various potential flow and Newtonian flow meth-
ods to determine coefficients for the input vehicle over a range of Mach num-
bers and angles of attack. These coefficients, such as those for drag, lift,
moment, rolling, pitching, and vawing, as well as the changes of these with
angle of attack, can then be used in a trajectory prediction program to ascer-

tain flight characteristics of a rocket.

Since drag prediction was the most erroneous to date, the drag coeffi-
cients of the REFS rocket were altered through the addition of the latest bump
geometries and most recent rocket lengths. The results showed a slight
increase in drag coefficient, especially in the transonic regime (Mach 0.7 to
Mach 1.3). It was hoped that this drag increase could account for the lower
apogees, but it was immediately seen that the order of magnitude of the drag
coefficient increase from geometry alone was not sufficient. In addition to
the geometry alteration in Missile Datcom, a potential for the addition of fin
cant angle was incorporated. However, the program showed the increase in drag
coefficient due to fin cant to be so slight as to be negligible. At this
point, the latest aerodynamic coefficients were taken to be incorporated into a
trajectory program.

C. Usage of Trajectory Program

One of the trajectory programs used by the researchers at Phillips Labo-
ratory is known as GEM, which is another name for the program LRC-MASS {4}. It
is a code maintained by the NASA Wallops Flight Facility, and it provides tra-
jectoryAéstimates in three and six degree of freedom situations. There is an
extensive input deck which must be built up for the program. Dr. George Jumper

{3} has written a code for an input deck generator known as GIP. It was used

to build up the input deck for the REFS research. The three degree of freedom
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solution was sought and achieved first, and it showed an apogee for the zero
fin cant angle case which was significantly higher than that achieved by the
1992 flights. Since the rocket spins throughout its flight, the six degree of

freedom (6DOF) solution was generated next.

The input deck for the 6DOF solution involves the listing of launch con-
ditions, rocket motor information, burn time, rocket aerodynamic conditions,
choice of flight phases, and selection of desired output. What results is a
coherent input deck that is easily altered as updated rocket information
becomes available. The ease of input deck alteration proved to be a bonus dur-
ing the summer, as numerous GEM runs could be made with a minimum of lead time

once the initial input deck had been constructed.

The first 6DOF runs using GEM involved the new aerodynamic coefficients
determined through Missile Datcom. The flight prediction was set to emulate
the 1992 Langmuir flights, which were at an altitude of 10400 feet. The ear-
lier work had predicted a baseline apogee of 30213 feet above sea level (ASL),
which corresponds to 19813 feet above ground level (AGL). The first successful
GEM run showed a new prediction of 29011 ft. ASL (18611 ft. AGL). Although
this was deemed a bgtter prediction of the zero fin cant flight apogee, it was

clear that geometry alteration alone could not account for the lower apogee.

Another facet of the flights investigated using GEM was the spinup of the
rocket during thrusting flight, and the subseguent coasting roll rates. Since
no fin cant was incorporated into the input deck, the corresponding roll
inducement coefficient (Cls) was set to zero. Roll inducement for this base-
line case was solely due to the scarfed nozzles. This was reflected during the
input of the rocket motor characteristics. Previous work assumed that 1.468 1b

thrust would be directed normal to each of the four nozzles to impart a spin
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{5}. The initial rocket angular acceleration (rate of spinup) can be seen to
be nearly constant before the roll plateau (Figure 3), so the rocket torque was

inferred for this period of the flight by the following relation:

(Ixxxa)= RT

where Ixx is the second moment of inertia about the x (longitudinal)
axis, ais the angular acceleration of the rocket, and RT is the rocket torgque
induced by the scarfed nozzles. Using known values for Ixx at launch and the
angular acceleration during the first 0.33 seconds of flight from flight data,
a rocket torque of 1.076 ft-1b was calculated. The position of the nozzles on
the rocket was known, so the actual thrust from each nozzle could be deter-
mined. The thrust from each nozzle turned out to be 4.56 1b, much greater than
the previously assumed 1.468 1b value.

The two mechanisms for spinup, namely roll inducement from the fins
(using Clg) and the rocket torque, are opposed during the flight by roll damp-

ing. Roll damping is defined by the relation

Clp x (p-z%) x gSbh= RD

where Cl, is the roll damping coefficient, p is the roll rate, b and S
are reference length and area, respectively, g is the dynamic pressure, and v
is the rocket velocity. For a roll damping (RD) which opposes the roll inducing

torques, Cl, will be negative. The roll damping coefficient had previously

been set at -0.667. The combination of Cl, with the previously mentioned

13-8




rocket torque estimation yielded a roll damping after burnout which was a fair
match to previous data from FFAR flights {5}. Some time was devoted to deter-
mination of a reliable estimate for roll damping based on missile geometry.
J. L. Nielsen {6} provides an initial estimation for defining Cl, based on the
rocket fin to body diameter ratio. For the REFS rocket, the ratio is 4.158,

which results in a Cly of -1.01. This is higher than the previous prediction.

The new values for roll damping and rocket spin were incorporated into a
GEM input deck. The resulting spinup prediction can be seen in Figure 4. It
is clear that the initial spinup is well accounted for, but there is no indi-

cation that GEM predicts a roll plateau. Further investigation was needed.
D, Roll

Since the major contributor to roll damping is the fin set of a rocket,
fin aerodynamics were looked at to determine the cause of the unexpected reduc-
tion in spinup rates. As a rocket spins, its fins ‘see’ an angle of attack
pased on the roll rate of the rocket and the rocket velocity according to the

relation

a= (pxr(y)/V

where this ‘induced’ angle of attack at any lateral location along the
fins (a(y)) is based on roll rate p, lateral location r(y), and free stream’
velocity V. The small angle assumption is used, allowing for disregard of a
tangentiéerm. This rolling angle of attack clearly varies along the fin, with
the highest value being at the tip and the lowest being at the root of the fin.
If there is an existing fin cant (8), the local angle of attack can be found by

the subseqguent formula:
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B»= (6-a(y))

A local angle of attack is equivalent to the angle of attack which the
fin ‘sees’ for the incoming flow. Figures 5 is set up to show the relationship
between induced angle of attack and the roll rate to free stream velocity ratio
(p/V) for one of the flights of REFS. The angle o varies linearly with P/V and
lateral distance along the fin. The graph shows that the entire fin is in the
‘overspeed’ condition for the majority of thrusting flight. Overspeed occurs
on a fin when the induced angle of attack is greater than the fin cant angle,

thus causing the local angle of attack for the entire fin to be negative.

An opposing aerodynamic torque is then set up whereby there is a normal
force on each section of the fin acting opposite to the direction of rotation.
A sectional method was applied using the Missile Datcom normal force coeffi-
cients at Mach number and angle of attack to find a torque. Each discrete lat-
eral location on the fin has a local angle of attack, normal force, and torque
contribution at any time in the flight. The normal force coefficients, normal-
ized by the fin length (tip - root) were integrated over the fin length from
root lateral distance (rr) to tip lateral distance (rt) to calculate a torque

coefficient for the fin.

rt
- Ct= j ((Cn) /L) rdr

rr

The aerodynamic torque opposing the rocket rotation could then be deter-

mined by the following formula:
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AT= 4x Ctxgx$§

For the case of the 0.87 degree fin cant flight where the time was chosen
to be the onset of the roll plateau, this opposing torque was calculated to be
-0.9294 ft-1b, which is nearly equal to the rocket torgue (1.076 ft-1b). This
result, along with similar indications at other times in the roll plateau,
leads to the conclusion that a slowdown or halt to the spinup will occur in the
flight of the rocket whenever the induced angles of attack over the whole fin
are sufficiently high enough to create relatively high negative total angles of

attack and significant impeding aerodynamic torques.

The roll plateau begins when the roll rate is high enough to cause high
o values, and it ends when the free stream velocity is high enough to reduce
the induced angle of attack. The plateau is only seen in thrusting flight,
where the high overspeeding is in effect. Well behaved spin-down behavior is

predicted and seen after burnout, as the roll rates are near equilibrium,

E. FExamination of Accelerometer Data

With the roll plateau explanation worked out, a solution for the lower
apogees was again actively sought. The new baseline drag profile set up and
used in the flight predictions did not adequately explain the lower burnout

velocities and altitudes, so an intense survey of flight data was begun.

Accelerometer data exists for three of the 1992 Langmuir flights. This
data was manipulated to set up a profile of each flight which listed flight
time, acceleration, velocity, altitude, flight path angle, and downrange dis-
tance. Based on this information, the drag that the rocket experienced during

its flight was calculated. The rocket drag was found from the relation:

13-11




Drag= (T-mx (a+g(siny)))

where T is the rocket thrust, m is rocket mass, a is rocket acceleration,
g is gravitational acceleration, and Y is flight path angle.

To be able to determine drag, the thrust profile needed to be known. The
rocket motor used has documentation which includes the measured thrust profile
and average thrust. Since the motors are quite old, a lower value of average
thrust was used {3}. This is the thrust that had previously been incorporated

into the GEM input decks for flight predictions. Since the total thrust pro-

file by no means showed a constant thrust during the burn (Figure 6), the vary
ing thrust was used in the accelerometer data analysis. It was scaled to meet
the total impulse that would result from an average thrust value over the burn
time. Total impulse is defined as the integral of thrust over the burn time.
For the REFS rocket, total impulse was calculated to be 1106 lb-sec. Rocket

weight was also needed, and it was determined according to the relations:

Weight (t)= (Weight (t - At) —Impulse (t) x (Wp)/ (D))

bo
I= j Thrust (£) dt
0

where Impulse(t) is the total impulse up to the time in question, Wp is
the propellant weight (6.4 1b), and I is the total impulse as defined.

By synchronizing the start of the burn phase to coincide with the start
of nonzero accelerometer data, a drag profile for the flight was generated. It
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became apparent that very high drag values were being calculated. The drag,
when divided by reference area (S) and dynamic pressure (g), can be expressed
as a drag coefficient Cd. Figure 7 shows Cd vs. Mach number for the best esti-
mate of thrust and start time to date. After burnout, a picture of coasting
drag conditions was generated, and coasting Cd vs. Mach number is shown in Fig-

ure 8.

What results is apparently a much greater amount of drag during the
flights than has been previously estimated. However, the magnitude of the
increase is too great to be accounted for by the transonic drag rise due to
roll alone. One of the first indications that this is so is the fact that the
flight data drag and Cd values are much higher than the Missile Datcom predic-
tions throughout the entire thrusting phase; yet the actual drag coefficients
bracket the Datcom predictions during coasting flight. It is also interesting
to note that coasting drag coefficients are generally predicted to be higher

than thrusting drag coefficients, yet this is not borne out in the flight data.

The thrust values used are a likely source of the anomaly in the accel-

erometer data. Due to the nature of the drag determination, an erroneous

thrust profile will cause an erroneous drag result. Another set of accelerom
eter data was manipulated to set up the flight characteristics given from
accelerometer data and thrust and weight equations. This set of flight data is
from a flight which used fins with 1.68 degrees of cant. The hypothesis was
that the effects of increased drag due to the fins and rocket rotation, which
were prééent with 0.87 degrees cant, would be even more pronounced for 1.68
degrees cant. Any discrepancies in thrust from predicted to actual values were
assumed to be the same for both flights. Figures 7 and 8, which also compare

the Cd values (thrusting and coasting, respectively) given for the two flights
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examined as well as the Missile Datcom predicted Cd values, show that the Cd
values are higher in the transonic range, as expected, for the 1.68 degree fin
cant flight. Erroneous thrust data would be present in both cases, and any Cd
increase between the two cases could therefore not be due to thrust variation.
What is interesting is that the effect of increased drag for increased fin cant
shows up in thrusting as well as coasting flight. Sudden discontinuities at
start and burnout result in the lack of knowledge as to exact times for those

occurrences.

After the increased drag had been shown to be present, the flight data
drag coefficient values were incorporated into a GEM input deck, and a predic-
tion was run. If the apogee predicted was sufficiently close to the actual
flight in question, the results of the previous analysis could be trusted. The
GEM run to predict the apogee of a 0.87 degree fin cant flight showed a value
of 26757 ft. ASL (16357 ft. AGL), which is comparable to the previous work
which predicted an apogee of 26080 ft. ASL (15680 ft. AGL) using drag multipli-

ers.
ITI. Results

The summer research focus was on the problems of the roll rate plateaus
and the lower than expected apogees seen during the rocket flights. Use of
Missile Datcom allowed aerodynamic coefficients to be found, which, combined

with rocket dynamic theory, give a suitable explanation for the roll plateau.

The drag problem is more difficult to solve. The flight data was ana-
lyzed, and the analysis was constantly checked using trajectory predictions.
What results is a clearer picture of what happens to the rocket during its

flight, especially with respect to thrust and drag. It has been shown that a

definite effect of fin cant on drag exists.
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Another result of the work is that the assumed thrust values used in pre-
vious analyses are too high. The best estimate for flight apogees were found
with a thrust profile which was 20% lower than previously assumed. This
allowed for a drag multiplier to be necessary only during coasting flight, and
it was set to a much more reasonable value.

The project is by no means complete, although the summer term has reached
an end. The success of the aerodynamic analysis with respect to rolling flight
leads to the conclusion that a thoroughly worked out solution can be achieved.
More work in this area will include checking and publishing the results of the
roll rate plateau investigation.

In addition to the roll plateau, the entire roll profile from flight data
should be developed and continued. A cogent prediction for torques acting on
the rocket has been described, and this can be incorporated into a means of
predicting roll more accurately.

The problem of added drag from bumps on the body of REFS was addressed
through the use of Missile Datcom, but it is to be noted that the program does
not deal well with jump discontinuities in body geometry. The resulting geom-
etry is smoother than the actual bumps, but the flow profile ovef these bumps
most likely follows a smooth path as well. Research should be devoted to
determining whether this is indeed the case.

An analysis of drag due to rolling was performed in a manner similar to
that whiﬁh solved the roll plateau problem. However, it did not predict a
greater drag on the fins due to induced angles of attack. An application of
the sectional method to drag in fact induced a thrust due to the overspeed con-
dition. There must be a means of quantifying the drag rise, if any, on rocket
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fins due to rolling. There persists an effect seen in the flight data in both
thrusting and coasting flight. Coasting flight remains of interest due to the
fact that it accounts for the vast majority of the flight time.

The summer research provided an excellent means of applying previous and
new knowledge to an interesting flight mechanics study. Portions of the prob-
lem were solved, while valuable insight was gained on other aspects which will

prove useful to future research.
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Abstract

In an attempt to develop chemical propellants which would exceed the
performance of the current state of the art liquid oxygen/liquid hydrogen system,
we are revisiting the concept of using atomic and molecular radicals as high
energy additives to cryogenic sold molecular hydrogen (SMH) fuels. This report
details our efforts to produce and characterize samples of prototypical SMH fuels
which will yield visible thermoluminescence (TL) from radical recombination upon
warm up. This TL property will be used as a diagnostic of fuel stability in
subsequent storage and handling experiments. The simple gases: N,, 0,, CO, CO,,
and CH,, as well as various mixtures of N, with the others, passed through a
microwave discharge and were co-deposited with gaseous D, at 3 K. The TL
emission spectra, and total TL intensity were recorded during warm up of these
samples. Most TL emission from the D, matrices occurred between 4 and 8 K. N,
was the only gas which yielded TL by itself, while 0O, and CO were the only gases
to yield new TL emissions in N, mixtures. N, was also discharged and deposited
without D, gas, and TL was observed from these samples. The transitions evident
in the TL emission spectra have been assigned and a kinetic scheme has been
proposed for nitrogen TL due to recombining N atoms. The strongest feature in

these spectra was assigned to the Vegard-Kaplan bands AD* - X'I," of molecular

nitrogen. Along with an N atom emission due to the 2p® (°D) - 2p° ('S)
transition, a peak assigned to the 2p' (’S) - 2p' (D) transition of the O atom
was also observed (due to an air impurity). The analysis of the total TL

intensity data includes a first attempt at fitting to a first-order kinetic
model, which unfortunately yielded unphysical values for the N atom detrapping

frequency factors and activation energies.
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Introduction

This study was done to determine which simple gases can be discharged and
co-deposited with D, at 3 K to produce materials which will yield visible optical
emissions upon warm up, i.e., thermoluminescence (TL). These materials
constitute prototypical High Energy Density Matter (HEDM) samples and will be
used in laboratory-scale experiments to develop the new techniques required for
producing, storing, and handling this new class of advanced propellants. As
such, this study is part of a greater in-house effort at the Phillips Laboratory
to adapt HEDM basic research' to applied research by coordinating it with the
engineering aspects inherent in rocket propellant studies.

The interest in this area stems from the need for chemical propellants
capable of surpassing the performance of the systems currently used. One HEDM
concept is to use atomic and molecular radicals as high energy additives to
cryogenic solid molecular hydrogen (SMH) propellants. These new advanced
propellants will improve upon the performance of the current state of the art
liquid oxygen/liquid hydrogen (LOX/H,) system. This effort is an extension of
a program conducted by the National Bureau of Standards (NBS) in the late 1950's
by Broida and his co-workers’. This program on the emission and absorption
spectra of free radicals trapped in solids at low temperatures led to the
conclusion that these additives would theoretically improve fuel performance.

The gases which are favorable candidates as precursors for high energy
additives are evaluated experimentally in this study using standard matrix
isolation spectroscopy (MIS) techniques. These systems will then be used in the
scale-up experiment where they will be deposited directly ontoc a super-fluid
helium surface. This experiment will produce a laboratory quantity of
approximately one gram (ten cubic centimeters) of the doped SMH. By taking what

is learned from the MIS experiments and expanding upon it, this research will
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help determine the relevant physical and chemical properties of the HEDM
cryosolid prototypical fuel, especially its energy content and thermal properties
and assist in resolving the issues of how to make, store, and handle the fuel.

The performance of a propellant system is characterized by the
specific impulse, I,,, which is a measure of the momentum transferred to the
vehicle per mass of propellant expelled from the rocket engine, and is
proportional to the mean velocity of the exhaust®. The specific impulse is
related to the specific enthalpy of the chemical reactions taking place in the

engine, AH,,, and to the mean molecular mass of the expelled propellant,m, by:
Isp a (ﬁsp)‘q
m

Because of this relationship, the lowest molecular mass propellant is
desired as well as those additives which increase the AH,,. Hence, H, is ideal
in the capacity as the matrix host. A survey of combustion energies of atoms and
molecules with oxygen was conducted and indicates which gases will theoretically
lead to significant improvements in the specific impulse when doped in SMH°.

These energetic species have been studied extensively for many years. The
earliest experiments known on the spectra of radicals trapped in the solid state
were performed independently by Vegard® and by McLennan and Shrum' in 1924.
Their findings caused a considerable interest in this area and became the subject
of many studies by these groups. After this initial attention, not much more
work was done on radicals until the NBS Free Radical Program from 1956 to 19592,

The advent of the MIS technique again led to further studies conducted on
these radicals at low temperatures with the emphasis on various rare gas
matrices’. Hydrogens as matrix hosts have not been frequently studied because
of their high vapor pressure at the liquid helium boiling temperature®. But,
this deterrent can be overcome by pumping on the liguid helium cryogen which

lowers the temperature sufficiently to work in SMH matrices. Another problem of
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working with SMH not incurred with the rare gas matrices is the possibility of
the SMH host reacting with the guest radicals. By insuring the reactions of the
energetic species with molecular hydrogens are endothermic or have at least a
slight activation barrier, this is no longer an obstacle. To date, many atoms
including: Al, B, N, and O have been successfully trapped in the matrix’®Z,

Although more information is being amassed on this subject all the time,
there are still many questions which remain unanswered. BAmong the questions we
hope to address in this work include: which radical species can be trapped in
D,?; which species will react with the matrix host?; which species will yield
TL?; and how does TL work (i.e. its mechanism)?.

The following section of this work presents a summary of the experimental
apparatus, including schematic diagrams and descriptions of the data acquisition
system and the vacuum and gas handling system. The results section depicts the
TL emission spectra, glowcurves (the total TL intensity recorded during the warm
up) and histograms of the data collected, as well as the spectral assignments of
the emissions observed. The discussion consists of a detailed look at the
excitation mechanism for the N/D, system and the data analysis completed to date.
Lastly, the conclusions and recommendations section outlines further work to be

done, including data analysis and other gases to try.

Experimental

The experimental set-up is depicted in Figures 1 and 2. Figure lis a
schematit diagram of the vacuum and gas handling system employed in the
experiments. Figure 2 represents the data acquisition and sample area of the
cryostat.

A liquid helium transfer cryostat (RG Hansen High Tran) can normally

achieve cold tip temperatures as low as 4.2 K. A mechanical pump (Leybold Model
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D40B) lowered the temperature to approximately 3 K by pumping on the liquid
helium flow. Temperature readings were made with a temperature controller
(Scientific Instruments Model 5500-1-25) connected to two sensors inside the
cryostat. One of the sensors was mounted directly on the cold tip and the other
on the far end of the sample substrate holder. An average was taken from these

two readings for the reported matrix temperature.

Microwave
Discharge

Cap. Marn Cap. Man.

X l s l

Metening Valve

T.C. Cap. Man.
Gauge

Metering Valve

R /N R

Mech ®-— Turbopump '—® RGA
Pump

Cryostat
Temperature
T.C. Gauge CC.
Controller
Gauge \
Liquid
Helium
Figure 1. Schematic diagram of the vacuum and gas handling system used in

these experiments. @ represents the valves in the vacuum line, RGA represents the
Residual Gas Analyzer, C.C. Gauge is the cold cathode ionization gauge, T.C.
Gauge is the thermocouple gauges, Mech Pump stands for the mechanical pump, and
Cap. Man. is the capacitance manometers. See text for further explanation.
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Pressures as low as 10°° torr which are necessary for this cold temperature
work were obtained using a turbo pump (Leybold NT 150/360) connected to a
mechanical pump (Varian SD-200) and thermocouple gauge (Varian 801) (see Figure
1). A cold cathode ionization gauge (Varian 860A) and a Residual Gas Analyzer
(RGA) (Spectra Vacscan) were used to determine the total pressure in the lines,
and identify of the gases present from the mass spectrum. The RGA showed the main
residual gases to have charge-to-mass ratios of 28, 18, 32, 17, 44, and 1 and
were attributed to air (N,, O,, CO,) and water (H,0, OH, and H') impurities.

The experiments were conducted using research grade gases (Air Products for
D, (99.0% purity) and CH, (99.0% purity); Matheson for CO (99.5% purity); and
Alphagaz for N, (99.995% purity), O, (99.999% purity), and CO, (99.995% purity).
Mixtures of two gases were made directly in the vacuum lines by alternately
adding the gases and the letting stand between 30 to 90 minutes to encourage
mixing. The oxygen impurity occurred from a leak in the vacuum line above the
microwave discharge.

The gases were deposited onto a cold sapphire plate fixed at a 45° angle
from the base (see Figure 2). The guest matrix gas flowed through a microwave
discharge (OPTHOS) set at a power level between 40 and 100 W (OPTHOS Power
Supply). The microwave discharge consisted of a 12 mm diameter quartz tube
surrounding a 6 mm diameter quartz tube with a 0.1 mm diameter pinhole opening.
The outer tube was cooled by N, gas during the discharge. A Tesla coil "ignited”
the gas in the microwave discharge chamber. The discharge formed radicals from
the sample gas which flowed through the pinhole opening and deposited onto the
matrix window. The host D, gas was deposited perpendicular to the window.

The matrix consisted of about 5% of the sample gas in the D, host matrix.
The composition was controlled by the flow rates of the gases. These flow rates
were established by filling the two separate vacuum lines with the guest and host

gases. The pressures of these lines were kept over atmospheric to minimize the
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Figure 2. Schematic representation of the data acquisition system and

sample region. See text for further explanation.

effects of any leaks which may have been in the lines (Baratron Capacitance
Manometer for the sample gas and a Varian 801 Thermocouple gauge for D,). By
adjusting the needle valves using the pressure readings from the two manifolds
(PDR-C-2C Power Supply Readout for D, and a Datametrics 1500 Power Supply Readout
for the microwave flow rate), the mixture composition of the matrix was
controlled during the deposition. The flow rates were maintained at
approximately 0.1 mmol/hr for the guest and 2.0 mmol/hr for D, gas. The
microwave discharge pressure was kept between 100 and 150 mtorr.

After a 30 minute deposition, the microwave discharge power was shut off

and the gas flow was stopped by closing the needle valves. The matrix was warmed
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up by shutting off the flow of liquid helium through the cryostat or by applying
heat with the temperature controller. The latter allowed for a slower and
steadier warm up of the matrix, but only gave a maximum temperature of about 25
K. The temperature was recorded simultaneously from the temperature controller
by the Optical Multichannel Analyzer (OMA) (EG&G Model 1460) and an analog input
on the lock-in amplifier with a buffer preamp (Stanford Research Systems SRS
Analog Processor SR235) to increase the temperature voltage by 10. The OMA,
monochromator (EG&G Model 1234) with a low resolution grating (150 grooves/mm),
and a detector with a wavelength range of 230 to 830 nm (EG&G IR 1421 Array
Detector) were used to record the TL emission spectrum at 1 sec/scan.

The light from the TL first passed through a mechanical rotating chopping
wheel attached to a controller set at 408 Hz (Stanford Research Systems SR540
Chopper Controller). The chopper controller was connected to a lock-in amplifier
(Stanford Research Systems SR530), a synchronous rectifier which acts like a
switch that is opened and closed in sync with the chopper and cancels the
averaged random noise. The chopper and lock-in amplifier combination improved
the signal-to-noise ratio.

The emission was focused point-to-point by a 2 inch focal lens placed 4
inches from the detector to the matrix. The light then passed through a 80 um
slit in the shutter to a photomultiplier tube (PMT) (EMI 1P28A) using a bias
voltage of 600 V (Stanford Research Systems Model PS 325 High Voltage Power
Supply). The PMT converts the light into an electrical signal. The bias voltage
value was chosen so the signal from a strong TL would not be too intense and
damage the PMT. A bipolar preamp (Stanford Research Model SR552) connected to
the lock-in amplifier increased this signal by a factor of 10. An oscilloscope
(Tektronix 2440) was used to visually monitor the intensity of the signal.

This signal was finally transferred from the lock-in amplifier to a PC via

a GPIB interface. A BASIC program was used to record the intensity of the
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inphase signal of the TL glowcurve as well as the ocutphase signal, the time, and

the temperature.

Results

The gases which we trapped in the matrix were N,, 0,, CO, CH,, CO, and
mixtures of N, in varying dilutions with each of the other gases. We were able
to detect intense TL from the nitrogen matrices, but no strong TL from the other
pure gases. All the transitions evident in the TL emission spectrum have been
previously assigned.

We performed these experiments in so0lid nitrogen matrices and in SMH
matrices to compare with other experiments performed previously'l. Figure 3
depicts TL from N/D, and N/N, matrices and the results match these prior
experiments. The observed intensity of the TL was much less in the D, matrix
than the N, matrix. Figure 3a shows two molecular transitions in this emission
spectrum, the first is the more intense of the two known as the Vegard-Kaplan
bands® and is the A’L, - X'I ' transition which occurs in the range of 300 nm to
460 nm. The second weaker set from 600 nm to 760 nm is due to the B’I, - A’LS*
transition. Figure 3b shows TL from a discharged 10% 0O./N, sample co-deposited
in a D, matrix. A feature previously assigned to the O atom appears at 556.6 nm
and was interpreted by Broida and Peyron'’ as the 2p* (!S) - 2p' ('D) transition.
Figure 3c exhibits TL from a N/N, matrix deposition. The most intense peak at
521.4 nm is the N atom emission and has been interpreted by Bass and Broida? as
the parity forbidden 2p° (°D) - 2p°’ (‘S) transition. The weaker peak at 793.0 nm
is also assigned to this transition. Figure 3d depicts TL from another N/N,
matrix deposition which we believe had an air impurity of an unspecified
composition. Here the N, transition bands are absent.

Figure 4 shows the dependence of the TL intensity upon the warm up time for
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Figure 3. Thermoluminescence from N/N, and N/D, matrices. Trace (a) is from a
N,/D, sample produced with: T = 3.6 K, P qume = 125 mtorr N,, discharge power =
60 W, a 1.9 mmol/hr D, flow rate, and a 0.10 mmol/hr N, flow rate for the 30
minute deposition; the emission was recorded during warm up from 4 to 24 K.
Trace (b) is from a 10% O./N./D, sample produced with: T = 3.6 K, Pricromave = 125
mtorr N,, discharge power = 60 W, a 1.8 mmol/hr D, flow rate, and a 0.10 mmol/hr
N, flow rate for the 30 minute deposition; the emission was recorded during warm
up from 4 to 24 K. Trace (c) is from a N/N, sample produced with: T =3.8 K,
Poicromve = 125 mtorr N,, discharge power = 50 W, and a 0.09 mmol/hr N, flow rate
for the 30 minute deposition; the emission was recorded during warm up from 4 to
41 K. Trace (d) is from a N/N, sample with an air impurity produced with: T =
4.7 K, Picromave = 400 mtorr N,, discharge power = 50 W, and a 0.57 mmol/hr N, flow
rate for the 20 minute deposition; the emission was recorded during warm up from
4 to 41 K. The spectra were recorded with an optical multichannel analyzer
equipped with an intensified array detector. They have not been corrected for the
wavelength dependent detector response, and have been arbitrarily normalized for
ease of presentation.

the N/D. matrix. Figure 4a depicts the TL intensity and the associated
temperature ramp for the N/D. experiment of figure 3a. The temperatures of the

three peaks are 5, 7, and 8 K. Figure 4b is a histogram computed from the data
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Figure 4a. Thermoluminescence glowcurve from N/D, matrix of Fig. 3a. The solid
curve is the total TL intensity (inphase signal), the dotted curve is the
outphase signal, and the dashed line is the temperature ramp.
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Figure 4b. Histogram of thermoluminescence glowcurve fo N/D, matrix of Fig. 4a.
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in figure 4a using 1 K wide bins. The primary emission occurs from 4 to 8 K with
the major peak being at 7 K and minor peaks at 11 and 13 K. The intensities were
then plotted against the temperature. There were also other peaks which were not
always reproducible in the glowcurves and were attributed to thermal explosions.

Figure 5 is evidence of the dependence on the TL upon the warm up for N/N,
matrix. Figure 5a shows depicts the TL intensity and the associated temperature
ramp for the N//N, experiment of figure 5a. The temperature of the peak at the
maximum point is 17 K. Figure 5b shows the histogram computed from figure 5a.
The histogram was calculated the same as for figure 4. The emission occurred
from 7 to 23 K with the highest peak at 20 K. There were other peaks not always
reproducible and were attributed to thermal explosions.

In the other gases attempted, no other species were trapped that
thermoluminesced or chemiluminesced or accepted energy transfer from N, or N’
individually in the D, matrix. When O, was mixed with varying amounts of N, (at
least 50% N, was needed), O atom emission was observed in addition to the N,
molecule, but N atom was not detected. CO/N, mixtures also yielded TL (in a
50/50 ratio) and the same emission spectra as for O,/N,/D, was evident. Carbon
emission (the C, Swann bands) was not observed. CH, and CO, did not give any
signal, though CH, did show N, molecule emission exclusively with a 90% N,/CH,
mixture. In the cases where TL emission was detected with the mixtures, the
intensity of the bands was greatly diminished as compared to the N/D, matrices.

Thermal explosions were observed in the experiments as flashes of green
light emitted during the warm up process. These were especially prevalent in the
N/N, matrix experiments. Also noted was the discoloration of the microwave
discharge chamber when CH, or CO experiments were run. The chamber would turn
black by the end of a 30 minute deposition of CO which was attributed to a carbon
build-up on the quartz tube. The CH, experiments yielded a brown layer primarily

on the top section of the chamber tube which was thought to be a hydrocarbon
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Figure 5a. Thermoluminescence glowcurve from N/N, matrix of Fig. 3b. The solid

curve is the total TL intensity (inphase signal), the dotted curve is the
outphase signal, and the dashed line is the temperature ramp.
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Figure 5b. Histogram of thermoluminescence glowcurve of N/N, matrix of Fig. 5a.
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polymer. Also, the microwave power level setting was extremely difficult to
maintain for the entire deposition time during the CH, runs and had to be watched

carefully or the microwave discharge would extinguish.

Discussion

The spectra we observed in our experiments of the N/N, and N/D, samples
reproduced previous work''. The spectroscopic assignments we made also agree
with this previous work and the prior transition assignments®®'. The major
emitters evident in the spectra are N, N, and O'. From our data, we can see
that N atoms are trapped in the D, matrix and are needed in order that TL occurs.

Much information can be obtained from the kinetic analysis of the TL
curves. Here we used a first order recombination mechanism for the observed TL
of nitrogen'‘. This model assumes that the N atoms in the matrix are thermally
activated to a mobile state. From this state they can recombine with another
mobile N atom or another N atom trapped in the matrix. We assume that the
detrapping of the N atom is the rate determining step in this process. These
mobile N atoms can also retrap into the matrix prior to recombination. This
recombined N, molecule is in an excited state which can then luminesce. 1In the
case where the N atom TL is observed, there are the additional steps for the
transfer of energy from the N,” molecule to the atom and its subsequent emission.

The process is represented by the following mechanism:

N ; A I Nmobile (detrapping) (1)

Nponite - N (retrapping) (2)
Ar . . .

Npopize + N - N, (recombination) (3)

Npobite t Nuobile ¥ N, (recombination) (4)
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- 1/%rad

N, - N, + hv (molecular emission) (5)
T k *

N, + N - N, + N (energy transfer) (6)
x k' .

N2 + Nmobile e Nmobile + NZ (energy trans fer) ( 7 )
. 1/trad’ N . .

N - N + hv' (atomic emission) (8)

in which A represents heat, p(T) is the temperature dependent detrapping rate
constant given by the Arrhenius equation p(T) = ve™* where v is the frequency
factor, E is the activation energy for detrapping, k is Boltzmann's constant,
and T is the absolute temperature; A is the rate constant for the retrapping of
the N atom, A, is the rate constant for the recombination of the mobile N atom
with one from the matrix while A.. is the rate constant for the recombination of
two mobile N atoms. The rate constant for the emission of N, is given by 1/t
and for N atom by 1/7t..,.- The excited state energy transfer rate constants from
a N, molecule to a matrix N atom and a mobile N atom are k and k', respectively.
For the N/D, TL, only the first five reactions are necessary since the N

atom emission was extremely weak in the spectrum. The following system of first-

order, non-linear, coupled differential equations were derived from the above

mechanism:
dN/dt = -P(T)N + ANmobile - ArNNmobile (9)
deobile/dt = p ( T ) N - ANmobile - ArNNmobile - Ar'Nmobilez ( 10 )
dN;’/dt = ANN e + %A Npgpinl = 1/T,0N) (11)
dN;/dt = 1/"usz, (12)

The experimental data was matched with the best (least-squares) fits to the
first order expression derived for the intensity which is proportional to the

rate of disappearance of N,". This expression was evaluated using numerical
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integration and the temperature ramps obtained from the experiments. The fits
were performed for each peak by iteration of the v and E to minimize the mean
square errors. This first attempt model produced very good fits between the
experimental and theoretical TL glowcurves, but the fits yielded unphysical
values for the detrapping frequency factor and activation energy. This error may
be due to several of the assumptions we made in the kinetic model. The kinetic
model assumes a homogeneous matrix (uniform temperature and concentration
throughout the sample). But, we know that the recombination and emission
processes release heat into the matrix causing the flashes of green light which
were observed during the warm up. These thermal explosions may cause the local
temperature in the matrix to rise for short periods of time. This could effect
the TL intensity even though the temperature ramp is still rising smoothly since
this would cause more N atoms to detrap from the matrix and become mobile. We
also attempted to fit the peaks with only a single detrapping energy. Instead,
the system may have a distribution of energies or several detrapping energies,
as evident from the multiple peaks in the TL glowcurves. We are in the process
of re-evaluating this model and reanalyzing the data.

The TL glowcurves in figures 4 and 5 demonstrate the differences in the
temperature ranges for the emissions in the different matrices. This is because
the detrapping and recombination rates in the N/D, samples are different from the
N/N, samples. The higher temperature emissions (T > 8 K) may be due to solid
nitrogen regions emitting inside the D, sample which formed as the D, left the
matrix.

Conclusion and Recommendations

N and O atoms can be trapped in D, solids below 4 K. There must be N

atoms present in order to see TL. The main emitters we observed were N, , N7,
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and O'. When the D, temperature rose above 4 K, recombination occurred rapidly
and over a short temperature range (4 to 8 K) and was accompanied by atomic and
molecular emission. No emissions from reaction products of the matrix host with
the guest radicals were observed.

The N/D, matrix is a favorable candidate to be tested in the next phase
scale-up experiment. The TL will serve as an internal thermometer for the doped
D, solids since the temperatures from their visible emission is a valid
temperature probe.

Further work is required in the analysis of the data gathered to date in
order to understand the kinetic model and to quantify the frequency factors and
activation energies for the TL glowcurves we observed. An explanation is needed
for the emission spectra obtained when there was an air leak in the vacuum line
and no molecular emission was observed for nitrogen. Further information can be
gathered by infrared (IR) spectroscopc studies of the matrix which would give
additional insight in what is happening in the matrix before and after TL.

Other gases to be studied in the D, matrix include: N,0, B,H,, NO, and
mixtures of air with N,. Air and O, mixtures are to be studied in the N, matrix

as well. These results should further elucidate the studies done to date.
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THE DYNAMIC CONVECTION REVERSAL BOUNDARY

Aaron Ridley
Department of Atmospheric, Oceanic and Space Sciences
University of Michigan

Convection reversal boundaries which occur near the border of the northern summer polar cap ionosphere were
observed by the radar at Sondre Stromfjord, Greenland, DMSP F9, F10 and F11 satellites, and the Greenland and
MAGIC chains of magnetometers. The reversals observed were categorized into three different classes, Stationary and
Uniform, Nonstationary, and Oscillating. A stationary and uniform boundary remains at the same invariant latitude for
long periods of time and demonstrates no observable motion. A nonstationary boundary remains paraliel to a line of
invariant latitude, but will propagate northward or southward. The oscillating boundary will have wave-like motions
on the reversal. A number of different boundaries were classified and then further studied to determine the causes for
the different types of reversals. The flow across the reversal was also analyzed and found to be greater than the
tangential flows in some cases and weak to nonexistent in other cases.

15-2




THE DYNAMIC CONVECTION REVERSAL BOUNDARY

Aaron Ridley

Introduction

Using the radar facilities at Sondre Stromfjord, Greenland and the DMSP F9, F10 and F11 satellites, we have
located many convection reversal boundaries. With the radar, we have observed the spatial and temporal changes in the
reversal boundaries and have begun grouping the reversals into different categories based upon these changes. Trends

between the reversals in each category are searched for. The categories for our groupings are as follows:

*The Stationary and Uniform Boundary - This is a boundary which remains on a fixed invariant latitude, with no

perturbations from this position.

*The Nonstationary Boundary - The entire boundary is observed to shift in position for this category. The motion of
the boundary may be fast or slow, as long as it is observed to be a large scale motion and not a localized perturbation.

*The Oscillating Reversal Boundary - These boundaries have localized perturbations which resemble wave-like

structures.

Convection reversal boundaries are not limited to simply one of the three classifications. The oscillating
reversal boundary and the nonstationary boundary may combine to form a reversal which has large scale motions of the
boundary and perturbations in the overall flow. One type of reversal may evolve into another type. The stationary and

uniform boundary may make a sudden large scale motion, at which point it becomes a nonstationary boundary.

The DMSP satellites have helped to locate the reversals and give a picture of the field line mapping near the
reversal boundary. An understanding of these mappings to the magnetosphere from the ionosphere may be important
in determining the causes of the different reversals, and the DMSP satellites help to do this.

The Greenland and MAGIC chains of magnetometers can measure changes in the CRB. By analyzing
perturbations measured by magnetometers, the wave-like motions on the oscillating reversal boundary can be studied

in a more complete manner.
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and ion electrostatic detectors, which measure the

energy flux and the number flux for 20 different energy

bands in the above energy range (see Hardyet. al., 1984
for a complete description of the detectors), were used

to map regions of the ionosphere to the magnetosphere.

The Greenland chain of magnetometers, combined with
the MAGIC chain, is displayed in figure 1. The
magnetometers in the Greenland chain are located on the

western and eastern coasts, measuring perturbations
from the background magnetic field once every 15
seconds. The MAGIC stations are in the center of
Greenland, measuring perturbations once every 20
seconds. The separation between the stations allow
spatial scales to be analyzed. Phase delays measured
between the stations allows propagating events to be

observed, and their velocities measured.

Figure 1 . .
Locations of the Greenland magnetometer chain and the MAGIC mus—an-d—mmn

stations

Eight time periods were studied. Each of the different
types of reversals have been represented more than once. These periods were selected to show the time scales and the
spatial scales which the radar was able to observe the boundary and to show the diversity in each of the different
categories. The times for DMSP crossings over Sondre Stromfjord were also taken into consideration when selections

were made. The time periods are as follows:
July 9, 1992:

For the first time period studied, the radar dwelled on the convection reversal boundary from 16:30 to 17:18
UT (Figure 2). North of 76.4 degrees invariant latitude, the flow was antisunward and south of 76.4 degrees, it was
sunward. This is an example of a stationary and uniform CRB. The boundary remained at the same invariant latitude
through almost the entire dwell, making only one small movement at 17:00 UT. Since the radar was looking close to

orthogonal to the flows, the flow speeds measured seem very small. Since the flow was measured in one direction during
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to determine the size of the July9,1992  16:30 - 1720 UT

polar cap at these times. Figure2

A stationary and uniform convection reversal boundary. The reversal stayed motionless at 76.4%invariant latitude
Figure 3 shows the DMSP  ynuil 17:00 UT, when it made a small poleward motion to 76.8°.
F9,F10 and F11 passes and
the regions of the magnetosphere the field lines map to. The location of the edge of the polar rain/mantle can indicate
the amount of solar activity and reconnection. In these passes, it is clear there is little activity, since the location of the

edge is above 80 degrees invariant latitude in every pass.

During this time, the IMF
was very small (B,
approximately -2 nT, B,
between -4 nT and -2 nT).
This is another indication that
there could be low

magnetospheric activity.

July 6, 1992:

18 06

Higure3 At approximately 11:
Six DMSP crossings before, during and after the radar observed the convection reversal boundary on July PP y =50

9, 1992. The times displayed show the beginning of each crossing in Universal Time. The different linc UT, the radar observed the
styles indicate which region of the magnetosphere the field lines which the DMSP satellite is passing

through map to. The thin lines are central and boundary plasma sheet. The bold lines are low latitude CRB making a sudden
boundary layer. The triple lines are mantle and polar rain. The passes which start near dusk are DMSP

F11 passes and the others are DMSP F10 passes. 156
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A dwell plot, showing 10 second resolution of the convection reversal boundary on July 6, 1992.

The boundary starts to move northward, away from the radar, at about 11:51 UT. The next plot

shows azimuth scans after the reversal moves out of the radar’s field of view. The reversal is
visible again at 12:22 UT.

also moved back to approximately the same position after a similar time delay.

poleward motion. This type of motion
is classified as a nonstationary
boundary. The radar was in a dwell
mode from 11:40 to 12:03 UT to
observe the boundary with a ten
second time resolution. Once the CRB
moved far enough north, the radar was
switched to azimuth scans in an
attempt to locate it again. It was not
in the radar’s field of view for the first
few scans, but came back into view
shortly thereafter. Figure 4 shows the
dwell of the boundary and a few

azimuth scans after the dwell.

During this time period, the IMF
changed twice. The first change was
from B, south to B, north and B,
positive to B, negative. The IMP-8
satellite observed these changes 15 to
20 minute before the CRB started to
move. The second change occurred a
few minutes later and was a return to
the original IMF conditions. The CRB

The DMSP satellites indicated that the polar cap may have become smaller during the first boundary
movement. The DMSP F10 satellite flew across the northern polar cap minutes before the movement of the boundary.
The DMSP F11 satellite flew almost orthogonal to the DMSP F10 satellite path a few minutes later, just after the

boundary movement. Figure 5 displays the two passes and the mappings of the different regions. It can be seen from

the figure that the field lines which mapped out to the low latitude boundary layer (LLBL) on the latter pass were

poleward of the field lines which mapped out to the LLBL on the earlier pass. This may imply a shrinking of the polar

cap. Since there was no pass after the boundary moved back to the lower latitude, no conclusion can be made concerning

the second boundary motion.
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August 4, 1991:

The radar was in a 360 degree

azimuth scan mode during the majority

of the time investigated, with each scan
taking approximately six minutes. The
CRB was in the radar’s field of view
from 11:05 to 14:00 UT and can be  *®

I Figure S
seen oscillating throughout many of the  Two DMSP crossings on July 6, 1992. The region bracketed on each of the passes is low

. . latitude boundary layer. The first crossing, DMSP F10, at 11:36 UT, shows the LLBL to be
scans (figure 6 shows eight CONSECUVE ¢ per souh than the next crossing, DMSP F11, at 11:55 UT shows it to be.

scans). The base line stays between
740 and 80° invariant latitude. During this time, the DMSP F9 and F10 satellites both traversed the northern hemisphere

through the radar’s field of view. The DMSP F9 satellite flew by Sondrestrom at 11:03 UT and the DMSPF10 at 12:59

.
]

' Y
! \ \
' '
! '
! 1 08

UT. We have compared the drift meter measurements of the DMSP satellites with the radar’s measurements, and the

CRB location, as observed by the driftmeters, are in excellent agreement with the CRB location observed by the radar.

AUG 04, 1991

Elevation : 30 Degrees Maximum Range : 750 Km

Figure6
A serics of 360 degree azimuth scans obscrving an oscillating reversal boundary on August 4, 1991.
15-8




Using the electron and ion energy
data from the DMSP satellites, a field line
mapping from the ionosphere to the

magnetosphere was constructed (see

Figure 7). This picture is not

comprehensive, since only two passes have

TR

\\
% *.
GCWBL Y
\ A
\ \
1 i
1 L

A diagram showing two DMSP crossings near Sondre Stromfjord, Greenland, along with sy . .
mappings of regions of the magnetosphere to the ionosphere and the locations of the passes, which is quite close to the regions
convection reversal boundary, as observed by both the radar and the DMSP satellites. The discussed. If we superimpose the diagram
locations of the boundary observed by the radar are marked by squaress and the DMSP

observed locations are marked by circles. of the mapped regions with a diagram

been used to construct it. It does,

however, provide useful information in the

06

regions near the intersection of the two

showing the position of the CRB observed
by the radar, we can see that the reversal is
located within the low latitude boundary layer.

The Greenland chain of magnetometers was also used in the analysis of this oscillating reversal. By high pass
filtering the data, the oscillations become clear. Stations which are on approximately the same invariant latitudes were
compared to see if there was a phase delay between them, which would imply a propagating perturbation. The phase
delay and the distance between the stations indicate a velocity of approximately 1.3 km/s westward, or antisunward .
The horizontal perturbations were plotted in a manner which displays the drift of the plasma and are shown in figure 8.
Clear pulsations northward and then southward were seen. These pulsations repeated often during the time period
considered, and have a strong resemblance to the perturbations discussed byMcHenry er. al. These wave-like structures
observed by the radar and the magnetometers were concluded to be continuous trains of ionospheric traveling convection

vortices.

McHenry et al found that the propagating groups of vortices he observed were located on the equatorward
edge of the low latitude boundary layer. This is very close to the location we are seeing the CRB, although it lies more
towards the center of the LLBL. This difference may be due to the identification processes used in determining the
mapped regions. Taking this and the similarities in the magnetometer into consideration, it is likely that the phenomena
that McHenry et. al. observed with only magnetometers is the same sort of phenomena that was observed in this

example.

August 1, 1991
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Several different categories of
convection reversal boundaries were
observed on this date. The first reversal
could be seen from 11:02 until 11:19 UT.
During this time, it slowly propagated
northward from approximately 75°
invariant latitude until it could no longer
be seen by the radar. This reversal is not
as clearly defined as others. On the
equatorward edge of the reversal there is
sunward flow, tangential to the
boundary, but on the poleward side of
the reversal, the flow is almost
perpendicular to the boundary, towards
the pole. Since this study is very basic at
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August 4, 1991  12:30-13:30UT

Figure 8

Veloclty : 1.3 Km/s Westward

A time series plot of horizontal magnetometer perturbations, rotated to show the equivalent
plasma convection. A series of vortex like patterns is observed when the appropriate velocity

is used when offsetting the vectors.

this point, this reversal will not be considered until a later time.

The next reversal the radar observes stays fixed in the same location from 11:41 UT until 12:43 UT, at which

time it begins oscillating. The stationary and uniform reversal will be discussed first.

The IMF during this time period remains relatively small and steady. The IMF B, was approximately -5 nT

DMSP F9 and F10 crossings before, during and after a stationary and uniform convection reversal

06

the entire time and the IMF B, slowly
increased from about 0 nT to about 5
nT. There was only one DMSP
crossing while the radar observed this
reversal, at 12:04 UT. The next
crossing, after the stationary and
uniform reversal, occurred at 12:51
UT, so it was used as a comparison to
the previous crossing. There were
earlier crossings at 10:23 UT and
10:58 UT, which were also used to

compare conditionsin the ionosphere.

boundary on August 1, 1991. The line styles arc the same as in figure 3. The three passcs after the
10:24 DMSP F9 pass all show agreement on the size of the polar cap.
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Figure 10

In the first column, and IZMEM run for August 2, 1991 10:(30-60) UT is shown, along
with radar observations during that time and a two dimensional description of the flow field
for the above radar observations. The second column shows the same, but for August 1,
1991 11:(30-60) UT. The first column shows flow across the boundary, as the [ZMEM
model shows. The second shows little to no flow across the boundary, which is contrary to
the IZMEM model. The dark lines represent the convection reversal boundary.

As figure 9 shows, the size of the
polar cap increases between 10:24 and
10:58 UT. It then remains fairly constant
the remainder of the time. There are no
indications in the DMSP passes as to why
the reversal starts to oscillate at 12:43 UT.
During the time period of the stationary and
uniform reversal, the polar cap seems to be
an average size, with very little to no
change over an hour and a half. This is

similar to the example discussed above.

The rest of the CRBs during this day
will be left for later analysis.

August 2, 1991:

On this day, the flow patterns
observed by the Sondre Stromfjord radar
did not indicate a reversal, although the
DMSP passes, which were within the
radar’s field of view, do. This difference
between the flows brings up along standing
debate about the convection reversal
boundary; is there flow across the

convection reversal boundary, or is it an equipotential line, possibly spanning many hours of magnetic local time? With
the help of the IZMEM model, some DMSP passes and the radar, that question might be answered.

Figure 10 shows some typical two cell convection patterns output from the IZMEM model with Sondre

Stromfjord’s field of view displayed as a circle. These patterns indicate that the radar should observe only a slight

turning of a uniform flow. In the first figure, taken from August 2, 1991, the IZMEM model is very close what was

observed, although the turning was exaggerated. The flow came from the south west and curved around to leave in the

northwest. This reinforces the speculation that there is indeed flow across the boundary. In the nextexample, however,

there is a typical two cell convection pattern, but the radar shows no indication of the steady, curved flow. There is a
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very narrow space separating two strong, tangential flows. This implies that the flow across the boundary is very small,

or nonexistent, with respect to the tangential flow. These flows have been observed for many consecutive hours.

On other days, the convection reversal boundary may be observed to have both tangential and normal flow (such
as the example sited above on August 1, 1991). This leads to the speculation that there are clear, tangential reversals,
which stretch for many hours of magnetic local time at some times. There are also reversals which can not adequately
be described as reversals, since the radar is observing a strong bending of the flow, like a U shape. Further study into
these different types of reversals is necessary to make any definite statement, though.

March 31, 1993:

Most of this day, from 12:40 UT to the end of the observations (approximately 18:00 UT), a reversal was
visible. The reversal was only out of the field of view once from 13:45 - 14:30 UT. The first time period analyzed was
from 15:50 - 16:51 UT. During this time period, the CRB moved three times, implying a nonstationary boundary. The
reversal started at 75.1° invariant latitude at 15:50 UT. It began moving northward to 75.6°, where it stayed until 16:21
UT. At this point, the CRB moved southward to 75°, where it remained until 16:35 UT. The reversal then moved

northward above 76°.
During this time, the IMF
3000
v .. ¥R . .
8 . was average in magnitude, about
] = -GM_.__“_ ]
’_m om 6 nT. The B, component
bR oer S S e Gy vy~ S S remained negative for the entire
82.9 69.2 75.4 81.4 88.8 348 78.8 72.0 653 WLAT
154 18.3 181 156 131 .00 543 S.48 53 [C8 ) . .
time, while the B, component
3000
/}A\ ----- iR oscillated between north and
g ° .—.-:{.ﬁgth ———— o o . . .
3 south. The oscillations in the
~3000 — HOR
53760 53880 54000 54120 54240 54360 54430 54600 4720 uT(sEC) IMF coordinated with the
14:58 14:58 15:00 15:02 15:04 15:08 15:08 1510 1512 M
613 68.1 74.8 anLs 88.2 848 77.6 70.% 634 MLAT
189 168 18.8 188 159 s.28 518 513 511 ™ motions Of the CRB, but with a
3000 § ' e 15 - 20 minute time delay
8 POV ot S
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—3000 —- WOR IMF .
59820 59940 80080 80180 50300 80420 60540 60860 S078QU1(SEC) Changes and the mouons Of
18:37 10;379 |18‘:l,| |:2:4°J |:‘4’5 16:47 16:49 16:51 16:53 HH:MU .
80.4 87. . . . X »
o @Toomy o ome wromy wr wmo sewn the reversal. The magnitude of

the B, component was about 0-4

nT for the entire time. The sign
Fizure 11 f B, determined the position
Three DMSP F11 crossings on March 31, 1993, showing only the driftmeter data. Perturbations in the of B, dete P of

flow around the convection reversal boundary can be seen in the 13:15 UT and 14:56 UT passes, butnot  the CRB, northward B, implying
in the 16:37 UT pass. -
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higher latitudes and southward, lower latitudes.

There was only one DMSP pass during this time, so no comparisons can be made for the different times, as
done in the previous example of a nonstationary boundary. There is good indication, however, from the radar and IMF
conditions, that the polar cap was growing and shrinking during the large scale motions of the boundaries, but this can
not be confirmed at this time.

Before becoming nonstationary, the boundary oscillated significantly (12:40 - 13:45 UT). There were no DMSP
crossings over Sondre Stromfjord, making a mapping analysis impossible. But the driftmeters on the DMSPF11, during
the observed oscillating reversal boundary, show perturbations in the uniform flow around the CRB, as shown by figure
11. The DMSP F11 satellite makes an almost perpendicular flight across each of the reversals, so it is measuring close
to the true flow values. Two of the three passes (13:15 UT and 14:56 UT) show clear perturbations in the flows. The
other pass (16:37 UT), indicates very small flow speed and is crossing the reversal just as it is beginning to oscillate
(as explained above). The idea that the DMSP satellites can observe the nonuniform flow in the CRB is something that
has not been looked into thoroughly and will be done at a later date.

The magnetometer data was not analyzed as of this time.
June 11, 1993:

From 10:23 until 12:05 UT, the radar dwelled on an oscillating reversal boundary (Figure 12). Unfortunately,
there were no DMSP passes near Sondre Stromfjord in this time period, so no mapping can be done. However, the
DMSP Fl1 satellite did observe the same sort of perturbations in the reversal boundary. The IMF B, was strongly

positive (8 nT), while the B, component was approximately 0 the entire time.

The magnetometer data for this day was not analyzed at this time.

Conclusions

The reversals discussed give some insight into the dynamics of the convection reversal boundaries. Three basic
types of reversals were found, stationary and uniform, nonstationary and oscillating. Each of these type of reversals were
studied and some conclusions can be made about each:

Stationary and uniform boundaries exist when the IMF is steady for a long period of time. For the examples
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which were discussed, the
magnitude of the IMF was
below 6 nT, indicating that the
magnitude may play a role in
the lack of motion in these
reversals. No solar wind data
was available for this stedy, and
it is unknown what conditions
existed during these times. The
apparent lack of solar activity is
the striking feature of these

reversals.

The nonstationary
boundary is the most common
form of reversal. Any time the
CRB moves from it’s previous
position it is classified as a
nonstationary boundary. These
types of reversals seem to be
associated with changes in the
IMF. A decrease in the amount
of reconnection on the dayside
may be caused by the IMF B,
switching from south to north.
This decrease will lead to the
shrinking of the polar cap and

Inv. Latitude (Degrees) Inv. Latitude (Degrees)

Inv. Latitude (Degrees)

Jme 11 1993

/ 1.0 Knvs Elevation : 40 Degrees Azimuth : 290 Degrees
L' s s7 ; [ 15
10:45-11:15UT
W msrwm e R (R SAINA il it B ks - “"””

i ¢ s ;;,,j_g’__‘ ;

. Elevation : 40 Degroes
a7 k< » 45

11:15-11:45UT

1% 4]

CUPS B P S g P .« _1
"”W”"" » |
I NI - "';

o

e o of
maex o -4
-ws ooy
- o o

Elevation : 40 Degrees

7 )
11:45-12:15UT

Figure 12
A long dwell of an oscillating reversal boundary on July 11, 1993. The reversal was actually dwelled
upon for more than 2 hours in total.

cause the convection reversal boundary to move poleward. The opposite is also true. A change in the B, component

will cause changes in the convection patterns in the magnetosphere and in the ionosphere. These changes may cause

movements of the CRB, but no nonstationary boundary associated with a change in the IMF B, was discussed in this

paper.

The oscillating reversal boundaries may reflect phenomena familiar to the continuous ionospheric traveling

vortices discussed by McHenry et. al. The single event which was studied in detail in this paper has many features which

are similar to the traveling vortices; they map to approximately the same place in the magnetosphere as the vortices and
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they have similar magnetic perturbations as measured by magnetometers as the vortices. If indeed they are these types
of propagating perturbations, then the nature of these vortices needs to be studied more. They appear to be a Kelvin
Helmholtz instability, caused by the strong shear in the flow. Perturbations in the flow patterns were observed by the
DMSP 11 satellite during some passes, but further studies are needed to form any speculation on whether the

phenomena are linked.

The amount of flow across the boundary was also discussed. Although more studies need to be done on this
topic, strong flows across the boundary can be observed occasionally and very little to no flow across the boundary other
times. This observation stems from the radar data alone. Other types of data must be studied, such as DMSP drift

meters, to reinforce these observations.
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Abstract

The high specific strength, stiffness, and thermal conductivity and low coefficient of
thermal expansion of carbon-carbon composite makes it an ideal material for a passive
spacecraft radiator. In support of the Carbon-Carbon Spacecraft Radiator Project at the Phillips
Laboratory, a study was conducted to determine the potential to improve the specific mechanical
properties of carbon-carbon composite by a final infiltration of toughened polycyanate resin. At
the expense of the material’s high temperature capability, filling the carbon matrix microcracks
with resin promises to improve the mechanical properties of the composite without severely
degrading its thermal properties. Samples were prepared with four different matrix structures:
undensified carbon-carbon; undensified carbon-carbon impregnated with toughened polycyanate
resin; pitch densified carbon-carbon; and pitch densified carbon-carbon impregnated with
toughened polycyanate resin. Three types of mechanical tests were performed on each of these
samples: longitudinal tension; interlaminar tension; and flexure. The results indicate that the
mechanical properties of carbon-carbon composite can be improved by up to 61.9% with this
final resin infiltration.

16-2



FABRICATION AND MECHANICAL TESTING
OF MIXED-MATRIX CARBON-CARBON COMPOSITES

Richard M. Salasovich
Graduate Student
Department Of Aerospace Engineering
& Engineering Mechanics
University Of Cincinnati

Introduction

Carbon-carbon composites are produced by pyrolyzing an organic matrix composite.
This pyrolyzation cycle drives off all volatiles from the organic matrix, leaving a low modulus
amorphous char matrix. Microcracks in this matrix develop due to thermal stresses during
cooling. In the fabrication of pitch-matrix carbon-carbon composites, these microcracks are filled
with petroleum tar pitch which is then recarbonized with multiple iterations until the composite is
fully densified. Since each pyrolyzation and pitch infiltration cycle takes an average of two
weeks to complete, this process is slow and expensive. Also, the amorphous matrix has
relatively low thermal conductivity, even with a final high-temperature graphitization heat
treatment. However, the final composite has a high modulus, is extremely thermally stable, and
retains its strength at higher operating temperatures than any material known.

In support of the Carbon-Carbon Spacecraft Radiator Project at the Applied Composites
Laboratory, a study was conducted to determine whether a final resin infiltration could increase
the material’s mechanical properties while retaining its high thermal conductivity and thermal
stability. To accomplish this, the material’s high temperature capability had to be sacrificed. But
this was considered an acceptable compromise for low-temperature spacecraft radiator
applications.

The approach taken consisted of infiltrating the microcracks of the carbon matrix with a
toughened polycyanate resin. An RS-14 low viscosity toughened polycyanate resin from YLA,
Incorporated was chosen for the study. According to the company, the resin was developed to
provide a good balance between toughness and high temperature / wet performance. It was
chosen for its low microcracking during thermocycling, low moisture absorption, low volume
change during cure, low outgassing, and low modulus after radiation exposure. Both undensified
and pitch densified carbon-carbon composites were infiltrated with this resin. Then longitudinal
tensio-n, interlaminar tension, and flexure properties of each sample were evaluated.

Material Processing

To expedite this initial feasibility assessment study, available material was used to the
maximum extent possible. The chosen prepreg was manufactured with HITEX 35-7 (PAN-
precursor) fibers woven into a five-harness-satin fabric with 6000 fibers / tow and impregnated
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with F-064 phenolic resin. This HITEX 35-7/F-064 prepreg had been purchased previously from
U.S. Polymeric.

The prepreg was laid-up into thirty-two, two-ply plates, 17.78 cm x 22.86 cm with the
warp aligned with the 17.78 cm dimension. These two-ply plates were autoclave cured using
standard vacuum bag procedures. The cure cycle is shown in Figure 1. The cured plates were
stacked between two graphite caul plates, packed in lamp black, and pyrolyzed under nitrogen
purge at 5.55°C/hr up to 871°C with a 10 hour hold at peak temperature. The pyrolyzation cycle
is given in Figure 2. Because of time constraints, the high-temperature graphitization heat
treatment could not be conducted on any of the material samples. The mean density of the
undensified carbonized plates was 1.184 g/cc with a standard deviation of 0.006.

Phenolic Cure Cycle

180

160 1

120 %

100 §

Tenperature
T T~ Pressure

Temperature (C)
Pressure (MPa)

80 %
60
40

201

B 0 30 35 65 95 155 275
Time (min)

Figure 1
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After pyrolyzation,
sixteen of the plates were Pyrolyzation Cycle
densified with A240
petroleum tar pitch. The

composites were placed in
a stainless steel foil pitch
pot, buried in granulized
pitch, and held under a 635

torr vacuum for two hours.

Temperature (C)

Then, they were heated to
316°C in one hour and
1.03 MPa of nitrogen was

applied at temperature to

Time (br)
Figure 2. Pyrolyzation Cycle

infiltrate the matrix
microcracks of the composite.
After a three hour hold the parts were cooled, packed in lamp black under a nitrogen purge, and
pyrolyzed a second time as shown in Figure 2. Again, the high-temperature graphitization heat-
treatment of the composites had to be abandoned because of time constraints. The density of
the pitch infiltrated parts was 1.282 g/cc with a standard deviation of 0.024. The densification
process gave a 7.6% weight gain over the plain, undensified carbon-carbon piates.

At this point in the process, the thirty-two 17.78 cm x 22.86 cm plates (sixteen
undensified and sixteen pitch densified) were cut on a diamond blade table saw into sixty-four
11.43 cm x 17.78 cm plates (thirty-two undensified and thirty-two pitch densified). This was done
so that the plates could be accommodated by other processing apparatus. Sixteen undensified

and sixteen pitch densified plates were left as

processed for control specimens. The other sixteen H;:sti‘;d

of each treatment were impregnated with RS-14 Pot Vg:::m
toughened polycyanate resin. The plates were

stacked in a Pyrex impregnation chamber with Ve @

spacing to ensure resin exposure and they were _
Impregnation Chamber

subjected to a 635 torr vacuum for 2 hours. The

impregnation apparatus is given in Figure 3. The . .
] Figure 3. Impregnation Apparatus
toughened polycyanate resin was heated to its minimum

viscosity temperature before the isolation valve was opened, introducing the resin into the
impregnation chamber. After infiltration the chamber was opened, the plates were removed and
autoclave cured using standard vacuum bagging procedures. The resin cure cycle is shown in

Figure 4.
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Toughened Polycyanate Cure Cycle
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Figure 4. Toughened Polycyanate Cure Cycle

After infiltration with the toughened polycyanate resin, the mean density of carbon-carbon
increased from 1.184 g/cc to 1.333 g/cc with a standard deviation of 0.005 (11.2% weight gain).
The mean density of pitch densified carbon-carbon increased from 1.282 g/cc to 1.399 g/cc with
a standard deviation of 0.026 (8.4% weight gain) due to resin impregnation. Density data
throughout the process history are given in Table 1.

Data Throu

hout Process History

1184 | 0006 None

Undensified Carbon-Carbon
Undensifed Carbon-Carbon 1333 0.005 11.2% Weight Gain Over
~  With Resin ImpreJc.; ' ’ Undensified Carbon-Carbon

7.6% Weight Gain Over
Undensified Carbon-Carbon
Pitch Densified Carbon-Carbon 8.4% Weight Gain Over

With Resin Impreg 1.399 0.026 Pitch Densified Carbon-Carbon

Pitch Densified Carbon-Carbon] 1.282 0.024

Table 1
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Testing

The test matrix consisted of four types of material samples:
undensified carbon-carbon; undensified carbon-carbon
impregnated with toughened polycyanate resin; pitch densified
carbon-carbon; and pitch densified carbon-carbon impregnated with
toughened polycyanate resin. Three types of mechanical tests were
conducted on each sample: longitudinal tension (warp aligned);
interlaminar tension; and flexure of a flat sandwich construction.

The longitudinal tension test was conducted on a Sintech-1
servo-electric computerized test system with a 2224 N load cell.

Data acquisition was controlled with a 286 PC equipped with MTS
TestWorks v2.1. Strain was measured with a MTS 632.13B-20 _ o
knife-edged extensometer with a 1.27 cm gage section. Ten F'%-‘;rr?sﬁé éc‘;r;gczt;gwal
specimens per sample type were cut into 12.7 cm x 1.6 cm x 0.84 mm
rectangular coupons with aluminum tabs, as shown in Figure 5. The specimens were pulled to
ultimate stress using a standard method developed on-site for longitudinal tensile testing of
carbon-carbon composites. 95% of all specimens failed catastrophically in the test section.
One specimen in forty broke at the tab, and one failed due to fixture misalignment.

The interlaminar tension test was conducted on a MTS-880
servo-hydraulic computerized test system with a 22240 N load cell.
Data acquisition was controlled with a 486 PC equipped with MTS
TestWorks v2.1. Ten specimens per sample were cut into 2.54 cm
diameter x 0.84 mm thick buttons and mounted on 2.54 cm diameter
steel fixtures with EpiSeal 20-20 epoxy, as shown in Figure 6. The
specimens were pulled to ultimate stress using a standard method
developed on-site for interlaminar tensile testing of carbon-carbon
composites. 98% of all specimens failed catastrophically at the Figure 6.
interface between plies, with one specimen in forty exhibiting an Interlaminar
adhesive failure. Tensile Specimen

The flexure test (three point bend) was conducted on a MTS-880 servo-hydraulic
compﬁterized test system with a 22240 N load cell.
Data acquisition was controlled with a 486 PC
equipped with MTS TestWorks v2.1. Displacement was
measured with a MTS 632.06B-83 extensometer with
1.27 cm gage section mounted directly below the

center roller on the underside of the sandwich.

Figure 7. Fiexure Specimen
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Crosshead displacement was also measured. The flat sandwich structure was constructed with
plates from each material sample adhesively bonded with Hysol EA9394 structural adhesive to
1.27 cm thick aluminum honeycomb supplied by Composite Optics (3/16 in cell, 5056 Al, 0.0007
gage, 2.0 pcf). Ten specimens per sample were cut into 17.78 x 3.24 cm x 1.42 cm sandwich
structures as shown in Figure 7. The coupons were tested through ultimate load in accordance
with ASTM C393. 93% of all specimens reached ultimate load when the compressive face sheet
buckled from roller damage. These specimens continued to yield as the core honeycomb
crushed when the test was stopped. Three coupons in forty failed catastrophically in the tensile
region directly below the center roller.

Results

The raw test data for each sample and specimen are given in Tables 2, 3, and 4. Stress
-strain curves for the longitudinal tension tests are given in Figures 8, 9, 10, and 11. Figure 10
exhibits considerable scatter in strain data. This behavior is not weli understood, but could be
due to a combination of individual tow failure and the seating of the extensometer knife edges on
the surface of the composite. Load-displacement curves for the flexure tests are given in
Figures 14, 15, 16, and 17. For each test, the density-normalized mean values per sample are
given in Figures 12, 13, and 18. From Figure 12, undensified carbon-carbon showed a 34.9%
increase in longitudinal ultimate stress per unit density upon impregnation with toughened
polycyanate resin. The results for the longitudinal tension test of the pitch densified composite
are suspect, i.e. a decrease in specific strength should not occur due to pitch infiltration. The
modulus per unit density of each sample was unaffected. From Figure 13, the interlaminar
ultimate stress per unit density of undensified carbon-carbon increased 61.9% upon
impregnation with toughened polycyanate resin. The interlaminar ultimate stress per unit density
of pitch densified carbon-carbon increased 18.4% upon resin impregnation. However, whether
the original carbon-carbon composite was densified with resin alone or the combination of
pyrolyzed-pitch and resin, the resulting increase in intertaminar ultimate stress per unit density
remained the same. This implied that the pitch densification step could be eliminated, saving at
least ten days of processing time without significant penalty to the interlaminar ultimate stress
per unit density. From Figure 18, the uitimate load per unit density of undensifed carbon-carbon
increased 16.8% and that of pitch densified carbon-carbon increased 5.1% upon impregnation
with tc;ughened polycyanate resin. Considering statistical error, the stiffness per unit density of
each sample was unaffected.
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Longitudinal Tensile Test Results

B S 3
456 338 411 459 4.89

436 401 463 282 487

418 248 741 579 418 455 53 520
404 4.69 752 5.04 353 4.44 398 5.80
528 459 775 424 425" 2.895* 443 5.18
324 450 718 464 40 545 364 521
557 408 73 507 534 456 256 498
49 3.76 512 4.00 407 503 353 5.38

382 3.99 588 587 19.0** 4337 388 5.34
488 457 68 490 378 438 338 4.79
324 2.48 51.2 4.00 338 411 256 479
462 412 69.4 4.85 404 4.64 381 5.18
55.7 4.69 775 5.87 534 5.45 53 580
7.7 0.65 83 0.62 6 0.42 82 0.33

Table 2

Longitudinal Tension Of
Undensified Carbon-Carbon

Stress (MPa)

=
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
’ Percent Strain (% mm/mm)
Figure 8
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Stress (MPa)

Stress (MPa)

Longitudinal Tension Of
Undensified Carbon-Carbon
Impregged With Toughened Polycyanate Resin

ok , : : .
0 02 04 06 08 1 12 14 16 1.8 2
Percent Strain (% mm/mm)}

Figure 9

Longitudinal Tension Of
Pitch Densified Carbon-Carbon

0 + # ¥ !
0 0.5 1 1.5 2 2.5
Percent Strain (% mm/mm)

Figure 10
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Longitudinal Tension Of
Pitch Densified Carbon-Carbon
Impregged With Toughened Polycyanate Resin

Stress (MPa)

0 0.2 0.4 0.6 0.8 1 12
Percent Strain (% mm/mm)

Figure 11

Longitudinal Tensile Tests
Density Normalized Mean Values Per Sample

Ultimate Stress/Density [MPa/(QICC)]

Undensified GC Undensified GC Pitch Densified Pitch Densified
Wth Resin Inpreg cC CCWwWth

Utimate Stress/Density Resin | mpreg

[:] Modul us/ Density

Figure 12
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Interlaminar Tensile Test Results

15
0.46

Ultimate Stress/Density [MPa/(g/cc)]

Table 3

Interlaminar Tensile Tests
Density Normalized Mean Values Per Sample

Undensified GC Undensified GC Pitch Censified Pitch Densified
Wth Resin I npreg cC G CWth
Resin I rmoreg
Figure 13
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Flexure Test Results

Load (N)

600

500

400

300

200

100

)
464.3 957.3 593.2 914.0 4229
443.9 909.6 5423 1118.1 429.7 1030.5 556.6 4874.0
416.1 937.2 5729 10749 504.3 11384 555.9 5202.0
448.0 989.0 602.7 961.2 4738 1048.2 5349 940.1
453.4 958.6 6469 1009.2 4426 1167.8 539.6 1053.9
478.5 1061.0 5715 1190.6 501.6 944 .6 609.5 1299.6
400.5 7430 509.1 745.4 4921 1086.3 5328 984.8
506.4 808.9 579.7 743.2 496.2 843.9 5288 8447
4283 901.7 617.0 1018.2 546.4 1150.3 587.1 1208.0
4242 7657 5722 964.9 513.8 924.1 5240 10116
L ————
4005 743.0 509.1 7432 422.9 7228 524.0 844.7
446.4 903.2 580.8 9740 4823 1005.7 551.0 1049.0
506.4 1061.0 646.9 1190.6 546.4 1167.8 609.5 1299.6
314 1016 38.2 1455 39.7 1454 333 156.6
Table 3
Flexure Of
Undensified Carbon-Carbon

0 0.5 1 1.5 2 2.5

Displacement (mm)

Figure 14
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Load (N)

Load (N)

700

600

500

400
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200

100

600

500 1

400 1

300 1

200 1

Flexure Of
Undensified Carbon-Carbon
Impregged With Toughened Polycyanate Resin

(¢} 0.5 1 1.5 2 5
Displacement (mm)

Figure 15

Flexure Of
Pitch Densified Carbon-Carbon

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Displacement (mm)

Figure 16
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Ultimate Load/Density [N/(g/cc

Flexure Of
Pitch Densified Carbon-Carbon
Impregged With Toughened Polycyanate Resin
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600

500

400

300

200
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 * 8
Displacement (mm)

Figure 17

Flexure Tests
Density Normalized Mean Values Per Sample

500

Undensified GC Undensified GC Pitch Densified Pitch Densified
Wth Resin Inpreg cC CCWth

U'timate Load/Density Resin i npreg

Siffness/Density
Figure 18
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Conclusion

The mechanical properties of carbon-carbon composites can be improved with a final
infiltration of toughened polycyanate resin. Also, the long and costly pitch densification
procedure can be eliminated without suffering any significant strength penalty. Resin
impregnation improved the longitudinal ultimate stress per unit density of undensified carbon-
carbon by 34.9%. Unexpectedly low ultimate stress values were recorded for the pitch densified
carbon-carbon. The interlaminar ultimate stress per unit density increased 61.9% for undensifed
carbon-carbon, and 18.4% for pitch densified carbon-carbon. The ultimate load per unit density
of flexure specimens increased 16.8% for undensified carbon-carbon, and 5.1% for pitch
densified carbon-carbon upon impregnation with toughened polycyanate resin. The
improvement in mechanical properties was apparent, but this occurred at the expense of the
high temperature capability of the composite. However, for the spacecraft radiator application
this sacrifice was justified.

Recommendations

In the continuation of this study, much characterization and data analysis will need to be
accomplished. Samples should be characterized with an optical microscope and with a scanning
electron microscope to determine the extent and morphology of resin infiltration. Flexural data
can be processed to give information on the strength of the tensile and compressive face sheets
of the sandwich structure (please see ASTM C393). Data and failure modes should be
investigated for an explanation as to why pitch densification did not improve the mechanical
properties of the composite. Further testing of the pitch densified carbon-carbon should be
initiated. The high-temperature graphitization heat treatment of the composite had to be
eliminated because of time constraints. This processing step should be implemented in any
further work. The material properties of a competitive organic matrix composite should be
quantified to ensure that the use of carbon-carbon is justified. Finally, a separate study of the
thermal properties of mixed-matrix carbon-carbon composites should be initiated to determine
whether this processing technique is truly a viable option for a high performance passive
spacecraft radiator.
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Absiract

The use of numerical methods to study the propagation of a wavefront through the
atmosphere was studied. Many frames of Zernike polynomial coefficients were used to
generale eighty term polynomials representing a degraded wavefront. Wavefronts were
numerically propagated through a lens to obtain intensity distributions. The Strehl ratios

for different magnitudes of phase aberration were computed.
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A study of Numerical Methods in
Atmospheric Light Propagation

Kevin Scales

Introduction

The project for the summer was to explore the feasability of coupling images from
a 7 element interferometer into a fiber bundle consisting of 7 fiber cores embedded in a
single cladding and arranged hexagonally. The hypothesis is that for a degraded wavefront,

coupling into a fiber bundle would be more efficient then coupling into a single fiber.

For my own part of the project, I studied the propagation of a wavefront through the
atmosphere. In theory, any wavefront can be represented by an infinite zernike polynomial.
For our data, we used a finite sum. Using Zernike coefficients collected over an aperture,
we had 80 terms collected from 128 data frames. Furthermore, I worked out a numerical
integration for propagation of an arbitrary wavefront through a converging lens and focused

onto a focal plane.

Finally, I investigated the Strehl ratio for varying levels of atmospheric aberration

Zernike Polynomials

Zernike polynomials are commonly used to describe the aberration of an optical sys-
tem. By evaluating the polynomials of a Zernike expansion out to a certain number of
terms for as many points on the aperture as desired, An accurate representation of the
phase of the wavefront can be determined. Their properties are described in detail in Noll,

and in Born and Wolf [1],[2]. T will review the important features here.

In polar coordinates, the terms are defined as:
Zevenj = R (r)cos(mb)
Zodgg = R (r)sin(m#)

for m # 0 and
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where

_ (s (=1)"(ns)! _as
() =252 PRy ey vy LA

Using these, we can form zernike polynomials in the form:
¥(2,y) & Yols anZn(z,y)

where a,, are given coefficients.

The first term, representing the piston phase, and the second and third terms repre-
senting tilt were not included. They were removed during data collection. The coefficients

are ordered according to figure 1.

An explanation should be made for figure 1. Increasing orders of Zernike polynomial
terms are found by following the line, starting at the m=0, n=1 position. For m # 0, two
terms are associated with each point. For m=0, one term is associated with each point.
Since the piston and tilt have been removed, the first three terms are not included in the
data. Thus, the first included term would be at n=2, m=0. Also note that the cosine term

(for even j) always comes first in this setup.

The program has a few important features. The coefficients read in are automatically

normalized to have a mean of zero. The user may specify the removal of as many lower

order aberrations as desired.

We found that sufficient accuracy was achieved by evaluating, in polar coordinates, one
hundred radial points and five hundred angular points over a given aperture. In addition

to the center point, this allowed over fifty thousand phase aberrations to be calculated

over an aperture.

I found that the average phase aberration was very close to zero, mdlcatlng that the

aberated wave was very close to a plane wave.




Propagation through a lens

The next step, after achieving a numerical representation of the wavefront, is to nu-
merically propagate it through a converging lens. This can be done by evaluating the real

part of the propagation integral:

2w a . 12 12
; ik l(p - P )| P I,
ePexp[—(m—— — =))p'dp'df
| [ eemng =R -
Because there were 128 frames to work with, It was only possible to plot the intensity
distribution relative to that of a plane wave for many different phase aberration distribu-
tions over the aperture. A plot for the first frame of data is included as figure 2. Note

that the on-axis intensity is about sixty seven percent that of the plane wave case.

The form of the intensity distribution is very close to the known Bessel function

distribution for the plane wave case.

To further explore wavefront degredation, The phase at each position on the aperture
was multiplied by a constant factor and re-evaluated the propagation through the lens. A

plot for a factor of ten is included in figure 2.

Strehl Ratio

The final step is to investigate the effect of using varying phases on the Strehl ration
of an optical system. [3] To review, the Strehl ratio is defined as the on axis intensity of
an aberrated wavefront divided by the on axis intensity of an unaberrated wavefront for
the same optical system. By varying the magnitude of the phase aberrations, the Strehl

ratio can be made to vary likewise.

Multiplicative factors ranging from one tenth to three were used. With increasingly
large phases, the Strehl ratio was found to decline sharply at first, and then gradually

leveling off. The Strehl ratios for three frames of data are included in figure 4.

In addition, the Maréchal approximations for a single frame of data are plotted on

the same graph. [4] Here:

S 2 (1 - 02)?
52%1—0'35
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S3 & exp(—0}).
o} is simply (¢7?) — (¢)2.
Since (¢) is zero over the entire aperture, we only have (¢?) which is defined by:

=1 [} [T 6™ (p,6)pdpd8.

As the graph shows, the Strehl ratio closely matches the approximations for small
values of a:‘;. Because the approximations are made by ignoring higher order terms in
the expansion of o4, the approximate expressions will always be lower then the exactly

computed Strehl ratio.

Conclusions

Zernike polynomials have been shown to be useful to accurately represent an aberated
wavefront, even for cases in which the aberrations are highly random, such as in the case
of atmospheric turbulence. Using a moderately powerful workstation, Zernike polynomials
expansions can be evaluated to an arbitrary number of terms provided coefficients are
given, and the calculations can be done in a reasonable time (less than thirty seconds per

frame of data).

The validity of the process is shown by propagating the aberrated wavefront through
a lens and investigating its intensity distribution in the focal plane. As we have seen, the

intensity distribution matches the theoretical pattern for a randomly aberrated wave.

Finally, the Strehl ratio for varying phase aberration magnitudes follows the theoret-
ical values, and provides a close match to commonly used approximations at low values
of ai. As expected, the common approximations were slightly lower than the actually

computed Strehl ratio, as they should be according to the expansions.

Bibliography

1. R.J. Noll, J. Opt. Soc. Am. 66, 3, 1976

2. M. Born, E. Wolf, Principles of Optics, 5'* ed., Pergamon Press, Oxford, 1975

3. R. Tyson, Principles of Adaptive Optics, Academic Press, San Diego, 1991

4. V. Mahajan, Aberration Theory Made Simple, SPIE Optical Engineering Press,
Bellingham, 1991

17- 6




Iml

Fig.

1

Zernike Polynomials

\

17-7

10




intensity

Fig. 2 relative intensity distributio
0.8 T T T T T T T T T T T T T T T T ] T T T T

_ for mult. factor 1 _

. plane wave ]
0.6 "\ ]

\

L \ N
0.4 .
0.2 —
0.0 [ TR Wcen Dibreit S ] 1 L L 1

0.0 0.2 0.3
radius
17-8




intensity

0.8

0.6

0.4

0.2

Fig. 3 relative intensity distribution *
1 i T T T i T T 1 T T i T 1 1 T i T T T i 1 T T T 1
L for mult. factor 10 4
plane wave
™~
N -
\
L \ -
\ —
I \
L \ i
\
- \ -
\
- \ -
\
L \ -
\ -
" \
— \ —_
\
0.3

17-9




Strehl ratio

1.0

0.8

0.6

0.4

0.2

0.0

17-10

Strehl ratios




FURTHER STUDIES OF A HIGH TEMPERATURE CESIUM-BARIUM TACITRON, WITH
APPLICATION TO LOW VOLTAGE-HIGH CURRENT INVERSION

Greg T. Sharp
Department of Electrical Engineering

University of New Mexico
Rm. 110 EECE
Albuquerque, New Mexico §7131

Final Report for:
Graduate Student Research Program
Phillips Laboratory

Sponsored by:
Air Force Office of Scientific Research
Bolling Air Force Base, DC

and

Phillips Laboratory

August 1994

18-1




FURTHER STUDIES OF A HIGH TEMPERATURE CESIUM-BARIUM TACITRON, WITH
APPLICATION TO LOW VOLTAGE-HIGH CURRENT INVERSION

Greg T. Sharp
Department of Electrical Engineering
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Abstract

In an effort to improve the performance and understanding of the cesium-barium (Cs-Ba) tacitron
device, several upgrades in the device hardware and software have been undertaken. The present intended
application for this device is for dc to ac power conversion as part of a power conditioning unit aboard a
nuclear fueled satellite. Several other possible applications have been identified such as high temperature
batteries, circuit breakers, electroplating, and metallurgical extrusion. The most immediate extension is
for use as an inverter mounted near or directly on the end of a thermionic device. As many of the
individual device parameters fall within the testing range of the current cylindrical cs-ba tacitron device, it
is desirable to upgrade the device in the areas of temperature range, cesium and barium vapor pressure,
component material and tolerances, data acquisition, control circuit speed, and understanding of the range

of work functions for cesium and barium in relation to device forward voltage drop.
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FURTHER STUDIES OF A HIGH TEMPERATURE CESIUM-BARIUM TACITRON, WITH
APPLICATION TO LOW VOLTAGE-HIGH CURRENT INVERSION
Greg T. Sharp

Introduction

Space nuclear power systems are being designed to supply electrical power ranging from tens to
hundreds of kilowatts to provide power to a variety of civilian and military space payloads. A radioisotope
or nuclear reactor provide the heat source for power generation. In static conversion systems this heat is
converted to dc electrical energy using thermoelectric generators or thermionic converters. Several design
parameters are of critical importance when used in nuclear space power applications. Reliability, low
mass, and tolerance to elevated temperatures and radiation, are some of the most important. The Cesium-
Barium (Cs-Ba) vapor thermionic switch called “tacitron” is a triode device that is turned on by applying
a positive voltage pulse to the grid and is turned off by supplying a negative pulse to the grid. The (Cs-
Ba) tacitron is a tube-type device designed to be used to convert dc reactor output power to ac transmission
and payload power as part of the power conditioning unit (PCU) located between the reactor and payload.
Unlike semiconductor based PCU’s that cease to function at high temperatures (>250 °C) and are
vulnerable to nuclear radiation [1, 2], the ability of the tacitron to operate under the harsh temperature and
radiation conditions in close proximity to the nuclear heat source makes it a very promising candidate for
use in the PCU [3]. This heat and radiation tolerance also mean that the tacitron can be mounted near the
power source resulting in a mass savings (reduction in boom size), and much higher power transmission
efficiencies due to reduced IR losses when transmitting low current vs. high current power [4-6]. With
no moving parts involved in the static vs. dynamic heat to electrical energy conversion as well as the lack
of moving parts in the tacitron, the possibility of a “reliable” PCU system using this device combination is
much h_igher than with other methods.

Currently experimentation using a planar tacitron is underway at the University of New Mexico’s
Institute for Space Nuclear Power Studies (ISNPS) as well as the operation of a cylindrical device located
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at the Phillips Laboratory’s Space Power Laboratory (SPL) at Kirtland Air Force Base both in

Albuquerque, New Mexico. Both facilities are investigating the operation characteristics of a single triode

device. The tacitron uses molybdenum electrodes with a mixture of low pressure ( = 10™ Torr) cesium
and barium which functions as the conduction medium. The cesium is used to increase the space charge
limit (reducing the forward voltage drop) and the barium reduces the work function at the electrode
surface (increasing conduction current). The device can conduct relatively high currents at repetition
rates near 20 kHz with forward voltage drops less than 3 V.

Some of the other applications that have been identified for tacitron use are high temperature
batteries, circuit breakers, electroplating, and metallurgical extrusion [7], as well as with fuel cells and

thermionic devices.

Motivation

The changing politics in military and space research funding dictate that many current projects
will fall out of favor for a variety of reasons as an ongoing prioritizing process. Nuclear power of any
kind is particularly vulnerable due to public opinion in regards to safety and waste processing.
Commercially viable products that demonstrate an ability to show a return on investment in a reasonable
amount of time tend to be high on the list of funded projects. For these reasons it is desirable to pursue

the already identified commercial applications for the low voltage-high current tacitron switching device.

Discussion of Problem
The current cylindrical tacitron device is of Russian design and construction. Many pieces have
been hand finished prior to final assembly. Some of the pieces, the boron nitride insulators in particular,
var}: in dimension by more than 10 / 1000 of an inch. These insulators separate the molybdenum
components and seal the device as well. The loose fit of individual components allows leakage of the
cesium and barium vapors making it difficult to control and monitor vapor pressure. The difference in

gap spacing makes it impossible to determine how much voltage drop is occurring across each individual
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section of the device as current flow in a plasma is spatially dependent. To remedy these problems, new
boron nitride insulators have been machined and installed. The cylindrical device has been operated in
inversion mode in 1993 at the ISNPS facility but the driver circuitry does not exist at it’s present location.
The present driver system which is capable of driving only one triode at a time incorporates a TTL
controlled SCR relay system which is limited in switching speed due to the relatively slow rise times in
the SCR’s. A new push-pull, TTL actuated driver circuit designed by Gordon Masten, another project
member, has been modeled using PSPICE and demonstrates significantly improved rise times and
resulting switching speed. Upon assembly and testing of this new driver circuit, a complementary circuit
will be constructed to power the second triode for use in the inversion mode. Since the cylindrical tacitron
has a parallel configuration, with the addition of the second driver circuit, it will also be possible to
determine if two triodes in parallel conduct twice the current. When the device was previously operated in
inversion mode it was found that the cesium vapor pressure differed between the top and bottom triode
sections most probably due to the location of the cesium orifice input at the base of the device in
conjunction with the temperature gradient across the device. This difference in vapor pressure caused the
bottom triode to operate near the fop of it’s vapor pressure range while the top triode operated near the
bottom of it’s vapor pressure range. The overlap allowed for a very narrow device operating range. Since
vapor pressure is a function of temperature and distance in a static system, to compensate for this pressure
imbalance a second cesium feed line of equal length entering the device at the top will be installed. Both
lines will be held at the same temperature using heat tape. In addition to the second cesium line,
particular attention will be paid to the installation of radiation shielding to minimize radiative losses
which cause the temperature gradient across the device. These two changes should allow the tacitron a
much wider range of operation in relation to the variability of cesium pressure. Premature failure of the
base he;ter has restricted the variability of cesium vapor pressure also. The previous system consisted of a
tungsten wire strung with ceramic fishbine insulators and was electrically connected using in-line set-
screw connectors. This wire was wrapped around the base flange and shrouded under a radiation shield.
The tungsten proved to be extremely brittle and would fracture due to thermal cycling or whenever the
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electrical connectors were handled. The failure of this heater did not allow the temperature of the cesium
reservoir to be raised above it’s lower operating level as everything else in contact with the cesium vapor
must be at a higher temperature than the reservoir or the cesium will plate out on the cooler surface. This
problem was corrected using a tantalum heater wire installed similarly to the tungsten wire with the
addition of a MACOR junction block at the electrical connection site to prevent bending strain on the
heater wire during service. Data acquisition and device control have been substantially improved with the
addition of Lab Windows software programmed by Yuri Djashiashvili a visiting Russian scientist from the

Kurchatov Institute of Atomic Energy in Moscow, Russia.

Conclusions

The need to maintain closer control over temperatures in the cesium and barium reservoirs as
well as the device itself to more fully characterize the electrical properties of the tacitron has been
addressed. Component spacing has been equalized removing another variable in the generation of a good
working model. The cesium delivery system resulting in a more constant cesium pressure across the
device has been designed and will soon be implemented. Software upgrades will enable faster, more
accurate control and data acquisition. Upon completion of these modifications the cylindrical tacitron will
be ready to begin characterization of the parameters for proposed commercial devices as well as to further

characterize it’s application in space nuclear power.
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Abstract

Work was performed on a Hollow Cathode Discharge in the Nuclear Engineering Plasma
Teaching Laboratory to characterize low frequency plasma oscillations and the drift wave turbulence
associated with such oscillations for possible application to ionospheric plasma physics. Robust weak
turbulence whose spectral characteristics depended reproducibly on the operating point of the discharge,
most particularly on the axial magnetic field and on the plasma current, was measured in argon plasmas.
The onset of this turbulence was found to occur at a critical value of axial magnetic field. The number of
modes present as well as their amplitudes depended sensitively on axial magnetic field values above this

critical value. The amplitude of the oscillations depended on the value of the plasma current.
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A STUDY OF LOW FREQUENCY WEAK TURBULENCE

IN A HOLLOW CATHODE DISCHARGE PLASMA

Joseph M. Sorci

Introduction

Work was performed on a Hollow Cathode Discharge in the Nuclear Engineering Plasma Teaching
Laboratory to characterize low\frequency plasma oscillations and the drift wave turbulence associated with
such oscillations for possible application to ionospheric plasma physics. Of special interest were the
concomitant transport processes that might contribute to the formation of large scale structure is the
ionosphere and magnetosphere that duct whistler waves. The Hollow Cathode Discharge or HCD is an
ideal platform for such studies because it can simulate a range of ionospheric conditions including
disparate electron and ion temperatures ranging from 1-10 ev and .1-1 ev respectively, varying degrees of
fractional ionization ranging from 50% to 99%, axial magnetic ficlds ranging from 300 Gauss to 650
Gauss, and a strong permeating radial electrostatic field on the order of 4 V/cm that gives rise to large E x
B drifts. Densities are high, on the order of 1013.1014 ¢cm3.  An axial current on the order of 30-60A
is carried by two distinct types of electrons: those drifting collisionally along the magnetic field driven by
the DC voltage that sustain the arc and those streaming along the magnetic field at energies of about 20ev
created by thermionic and secondary emissions at the hot spot of the cathode. More information on the
principals of HCD operation is available in Lidskyl.

Best of all is that all of these phenomena are easily measurable in a linear device where the geometry is
uncom;)licated and uncomplicating. Operation is steady state and can be maintained for hours at a time.
Here, emphasis has been placed on exploring the feasibility of drift wave turbulence studies on the HCD
and possible applications to ionospheric physics. A robust, weakly turbulent argon plasma was found to

be created easily, reproducibly, and with the added feature that the oscillations that characterized the weak

turbulence present were to a great degree tunable by adjusting various operating parameters such as
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magnetic field, gas feed and hence neutral density, and plasma current. Having such a workbench of low
frequency (6-10 KHz) weak turbulence that is tunable would be of great use in transport studies as well as
wave scattering experiments. The HCD is capable of producing other species of plasmas as well including
hydrogen plasmas, oxygen and hydrogen plasmas, ox&gen and argon plasmas, and argon and oxygen
plasmas. None of these other combinations were explored in this work because time did not permit and

because the presence of oxygen in the device degrades its useful lifetime.

Methodology

Considerable effort was required to bring the HCD back into operation. Used primarily as a teaching
device and no longer as a research tool, the HCD was in a deplorable state of disrepair, used only for the
most basic measurements of electron temperature and density of quiescent argon plasmas for about two
weeks every year. Cathode material was procured, circuits troubleshot and repaired, and numerous other
sundries attended to before operation could begin.

Next, a simple electrostatic probe or Langmuir probe was built by affixing tungsten wire into an alumina
tube with vacuum epoxy. This arrangement was then fitted into a stainless steel tube that acted as a
ground for the probe signal and a shield for the coax cable that brought the signal out from the probe to a
20MHz digitizing oscilloscope. The probe was then mounted via a vacuum feed through a port on the
side of the HCD, leaving the probe tip free to scan in radius on the mid plane of the central region of the
discharge. For signal processing, a simple wave form storage routine and subsequent FFT decomposition
into normal modes was implemented on a PC,

Two sets of experiments were performed, both aiming at measuring floating potential fluctuation spectra
of argon discharges under different conditions. The first set of experiments consisted of repeated scans
with the tip of the Langmuir probe 1 cm from the center of the discharge for varying values of axial
magnetic field from 300 Gauss to 650 Gauss. The second set of experiments consisted of repeated scans

with the tip of the Langmuir probe 1 cm from the center of the discharge, axial magnetic field fixed at 500

Gauss, for varying values of the plasma current from 21A to 36A.
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Other types of experiments were planned, but owing to time constraints and equipment failure, are not
included in the present work. Amongst these are keeping both plasma current and axial magnetic field
fixed while scanning in radius, keeping position, plasma current, and axial magnetic field fixed while
varying gas feed rate through the cathode, and conducting heating/wave scattering experiments by
mounting a microwave launcher on the machine for ECRH experiments. In fact a 2.45 GHz , 600 W
source was successfully mounted on a port downstream of the probe; however ECRH experiments are not
possible yet because the magnet power supplies can only create a field on the mid plane ahead of the

launcher of about 650 Gauss while 875 Gauss is required to have this particular resonance in the machine.

Discussion and Results

Plasma floating potential fluctuations first identified by Chung and Rose? were measured in the HCD.

They identified these fluctuations as drift wave instabilities and weak turbulence.

Figure 1: Power Spectrum from FFT for B=400 Gauss (solid line) and for B=650 Gauss (dashed line)
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Figure 1 shows the results from the first set of experiments where the Langmuir probe was positioned 1
cm from the center of the plasma, the plasma current fixed at 21 A, and the magnetic field on axis
scanned from 300-650 Gauss. The spectra plotted represent typical spectra for these operating conditions
at 400 and 650 Gauss respectively. At low values of magnetic field, one normal mode at 2 KHz dominates
an otherwise barren spectrum. As the magnetic field on axis is increased, the fundamental mode's
amplitude decreases and shifts upward in frequency as additional modes grow up. The underlying
mechanisms that populate the spectruni have not been identified , but the phenomenon is real and
reproducible. An even more dramatic transition occurs at B=350 Gauss. Below this value, no coherent
fluctuations in the frequency range shown above were detectable, only noise. At B=350 Gauss, the 2KHz

oscillation suddenly appears indicating a threshold of some sort.

Figure 2: Power Spectrum from FFT for Iplasma=21A (solid line) and for Iplasma=36A (dashed line)
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In figure 2 the results from the second set of experiments is displayed. In these experiments the probe was
located at a fixed position 1 cm from the center of the discharge, the magnetic field was held fixed at 500
Gauss, and the plasma current was scanned from 21A to 36 A. The frequency shifts upward as the
current is increased, but only slightly, and a tiny second harmonic grows up. Otherwise no other modes
are seen in this frequency range. What is dramatic is that the amplitude of the fundamental mode
increases by an order of magnitude as the current is ramped up 15 A. This suggest that underlying

mechanisms are very sensitively dependent on the current as well as the density gradient.

Conclusions and Suggestions for Future Work

More careful measurements and analyses are needed to understand these HCD fluctuations and their
possible applications to ionospheric plasma physics and the transport processes involved in forming large
scale structure in the ionosphere that might be capable of ducting whistler waves. Fast scanning langmuir
probes that generate radial T and N, profiles as well as a magnet supply that could raise the axial field
to 875 Gauss are essential to further characterizing this weak turbulence and its effect on transport and
microwave scattering. Correlation measurements of floating potential fluctuations from strategically
placed arrays of langmuir probes would be necessary to identify appropriate wave numbers and hence

positively identify various modes through their dispersion relationships.
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RADIATION EXPOSURE OF PHOTONIC DEVICES
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Graduate Student
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Abstract

A brief explanation of some of the radiation experiments done recently by the Photonics
Research Group at the Phillips Lab is given. The radiation studies were performed in order to
assess the radiation hardness of key photonic technologies that are aimed at space applications.
Three devices that were irradiated by high energy protons and electrons are described. Some of the
techniques for measuring the temperature risé in an acousto-optic crystal caused by radiation
exposure are listed, and a suggestion is given regarding temperature measurement of a region too

small for conventional thermal sensors.
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RADIATION EXPOSURE OF PHOTONIC DEVICES
Jonathan Stohs

INTROD N

As the technology used in electrical systems improves, more applications for electro-optical or
photonic devices are found. These are devices that involve the use of light to transmit signals
instead of electrical current. New uses for optical components in satellites and other space vehicles
continually present themselves, and knowledge must be gained about how tﬁey behave in the space
environment.

An important factor influencing device performance is radiation exposure. In space an element
of an electrical or optical system may be exposed to high energy electrons, protons, gamma rays,
and neutrons. Its performance during and after irradiation can be determined in the laboratory by
testing it in the presence of these types of radiation from appropriate sources.

This summer the Photonics Research Group at the Phillips Laboratory at Kirtland Air Force
Base studied the performance of acousto-optic deflectors and a directional coupler for optical fibers
in the presence of a beam of high energy protons. It also tested the directional coupler and
components of a liquid crystal light valve in the presence of a beam of high energy electrons.

One of the main influences upon device performance is the heating caused by irradiation. It is
useful to know how much the temperature has risen in a specific part of the device because the

optical properties of the material, mainly the index of refraction, change with temperature.

DISCUSSION

This group has been assessing various ways to sense the temperature of photonic components
in order to study how their performance is affected by radiation-induced heating. The device
studied most so far is the acousto-optic deflector (AOD). An AOD is comprised of a crystaline

block with a transducer bonded to one end. The transducer creates an acoustic wave within the
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crystal which in turn alters the index of refraction in a periodic manner. This is because the sound
involves vibrations of the molecules about their equilibrium positions, which alter the optical
polarizability and consequently the refractive index [1]. The simplest form of interaction of light
and sound is the partial reflection of an optical plane wave from the stratified parallel planes

representing the refractive-index variations created by an acoustic plane wave.

acoustic crystal
waves

deflected
A :)n:omin g A beam

205

L undeflected

beam
E transducer

Figure 1 Acousto-optic Deflector

A set of parallel reflectors separated by the wavelength of sound, A, will reflect light if the angle of

incidence, 6, satisfies the Bragg condition for constructive interference,

sin6, =% (1)

where A is the wavelength of light in air. This form of light-sound interaction is known as Bragg
diffaction, Bragg reflection, or Bragg scattering [2].
Another important parameter in the performance of an AOD is the diffraction efficiency. This is

a measure of how intense the deflected (diffracted) beam is. The diffraction efficiency is given as,

(L Y
=] —— Ml 2
222 (sinen) S @
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where L is a length in the vertical direction related to the interaction length of the beam with the
acoustic waves (see Figure 1), Ig is the intensity of the acoustic wave and M is a material parameter
representing the effectiveness of sound in altering the refractive index. M is a figure of merit for
the strength of the acousto-optic effect in the material [3].

An AOD will be influenced by exposure to radiation, such as a beam of high energy electrons or
protons. The angle of the deflected beam and the diffraction efficiency may change while
irradiation takes place. It is thought that the heating from the irradiation may play a large role in
changing these parameters.

As can be seen from Figure 1, the AOD is mostly a crystalline block. In order to study the role
of heating in this crystal it is necessary accurately to sense the temperature at various points on its
surface. Two methods have been tried. In one method thermistors have been glued to the surfaces
of the crystal and the temperature recorded during and after irradiation. The thermistors seemed to
be slower in their response time than what was needed, and they did not seem accurate enough. In
the second method non-contact infrared thermocouples were used to attempt to obtain surface
temperatures of the crystal. However, they have a relatively large field of view. The crystal was
small enough so that the infrared thermocouple saw both the crystal and its mounting.
Consequently, the temperature it read was not that of the crystal surface. One thing that was tried
was decreasing the field of view of the infrared thermocouple with a metal tube attachment. It was
hoped the tube would act as an aperture. Instead, the thermocouple sensed the temperature mainly
of the tube wall and not of the object.

In order to measure accurately the temperature at some point on a crystal surface, which is about
a square centimeter in area, a small enough probe is needed. Conventional temperature sensors
such as thermistors and thermocouples are too large. In the future a possible solution may be an
optical fiber temperature sensor. Such a device is constructed using an optical fiber with a thin film
of semiconductor material attached to its end. The semiconductor material’s light-transmitting

properties depend strongly on temperature. If light travels through the fiber and the
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semiconductor, the amount reflected will depend on the temperature [4]. The film of material can
also be constructed as a Fabry-Perot etalon resulting in temperature sensing using interferometric
methods [S]-[8]. The small cross-sectional area of the fiber and the attached semiconductor film
make this a good probe for sensing the temperature at a point on a crystal surface.

Two major elements of this summer’s activities were trips to the University of California at
Davis, California (UCD) and White Sands Missile Range, near Las Cruces, New Mexico, for
experiments on photonic devices. Crocker Nuclear Laboratory at UCD operates a cyclotron which
can accelerate protons up to energies of about 67 MeV. For two weeks we tested the performance
of some AOD:s as they were exposed to the beam of protons. Experiments were conducted for
various exposure times and proton energies. Some thermal sensors such as thermistors and
thermocouples were set up for taking temperature measurements of the AOD crystal as it was
irradiated by the proton beam. Data was collected, and it was found that the protons did not cause
the temperature of an AOD crystal to rise very much at all. However, the AODs were observed to
respond to the radiation.

The main experiments involved determining how the deflection angle and the diffraction
efficiency were affected by proton irradiation. Another study involved checking for changes,
caused by the protons, in the polarization of the deflected laser beam.

Another photonic device tested was a four-port proton-exchanged directional coupler (see
Figure 2). Itis constructed by implanting protons into an LiNbQ; substrate in a strip pattern in
order to raise the index of refraction. The strips are then waveguides, and in the region where they
are close to each other the optical wave from one strip can couple to the other. An input (usually
made by coupling an optical fiber to a waveguide port) at either port 1 or 2 will end up as output at
both ports 3 and 4.

Other types of couplers are used as optical switches by applying an electric field across the
region where the waveguides are closer together. When this is done an input in port 1 can end up

at port 3 or 4 depending on whether the field is on or off. Likewise an input at port 2 can result in
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output at either ports 3 or 4. Usually the two states of the switch are ports 1 to 3 and 2 to 4 or

ports 1 to 4 and 2 to 3. Reference [9] has more details.

waveguides

|

Figure 2  Four-port directional coupler

The experiment involving exposure of the directional coupler to radiation was conducted
according to a protocol developed by Edward Taylor [10]. A brief, preliminary viewing of the data
suggested that the directional coupler’s performance was not seriously degraded by proton beam
exposure when the intensity of the optical beam through it was relatively high, but the proton
radiation did affect its performance significantly when the intensity of the optical beam was much
lower.

The second trip made this summer was to the electron linear accelerator at White Sands Missile
Range (WSMR) for a week. This machine is capable of accelerating electrons up to energies of
about 30 Mev, however, studies were performed at 15 Mev since previous studies ([11] and [12])

revealed this energy range to be optimum for the materials studied.
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Two experiments were undertaken. The first was to expose the windows of a liquid crystal
light valve to the electron beam and determine if their light-transmitting characteristics were altered.
A liquid crystal light valve is a device that can modulate the phase or intensity of a light beam
passing through it by controlling the way the liquid crystal molecules are aligned using an applied
electric field [13]. The windows are the optical flats between which the liquid crystal cell is
sandwiched. The exposure to the electron beam seriously degraded the windows of the liquid
crystal light valve. Both uncoated and indium-tin-oxide-coated windows were irradiated.

The second experiment involved evaluating the performance of the proton-exchanged directional
coupler in the presence of electron radiation. Data from this experiment will be evaluated in the
future with other international laboratories that are participating in a “round robin” experiment for

this device. There were no thermal measurements taken in the course of these two experiments at

WSMR.

CONCILUSION

As these optical components become more frequently used in satellites and other space-
environment platforms, their performance in the presence of radiation will constantly need to be
studied. The Photonics Research Group at the Phillips Lab provides these necessary services, and
I am grateful for the opportunity to spend the summer with the members of this group participating

in radiation experiments on photonic devices.
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ABSTRACT

The Sun-synchronous orbit has historically been and continues to be commonly used in Air Force space
missions. Due to its usage throughout the space age, Sun-synchronous orbits are heavily laden with space debris.
Since the orbit is still in derﬁand, there is a potential collision hazard for current space vehicles. For this analysis, an
orbit of 700 km altitude and 98.2° inclination is chosen among all possible Sun-synchronous orbits. This paper
presents an analysis of the collision hazard for spacecraft in this orbit by application of NASA-recommended orbital
debris and meteoroid models. The flux on a randomly tumbling surface is calculated directly from the models. The
directional distribution of collisions with orbital debris is estimated by assuming all debris objects are in circular

orbits. Further analysis is provided to determine the flux on spacecraft surfaces orbiting with a fixed orientation.




METEOROID AND ORBITAL DEBRIS COLLISION HAZARD ANALYSIS
FOR SUN-SYNCHRONOUS ORBITS

José Sudrez

INTRODUCTION

The Earth is not a perfect sphere, rather, it is somewhat flattened at the poles and has a bulge along the
equator. This bulge causes a gravitational pull on a satellite as shown in Figure 1 (after Bate, Meuller, and White,
1971) These forces create a torque on the satellite about the center of the Earth, and there is, therefore, a time rate of
change of the angular momentum vector of the satellite. The result is that the angular momentum vector will rotate at
a constant rate. If the rate of rotation matches the rate at which the Earth orbits the Sun, then the satellite will be Sun-
synchronous.

A typical Earth orbit is shown in Figure 2 (after Bate, Meuller, and White, 1971) For an orbit to be Sun-
synchronous, the line of nodes must rotate at the same rate that the Earth revolves around the Sun. For this to occur
in a circular orbit, the following relation among the right ascension of ascending node , equatorial Earth radius R,

orbital altitude # and inclination i must hold (Chobotov, 1991):

degrees
day

dQ R
g;—=_9_96 Rih cosi = 09856

An altitude of 700 km is selected at random, and to assure Sun-synchronicity, its corresponding inclination must be
98.2°.

Meteoroids and orbital debris pose a collision threat to space vehicles. In the orbital velocity regime,
collisions are referred to as hypervelocity impacts. Such an impact, for example, by a 90 g particle, will impart over 1
M of energy to the vehicle. Within 2000 km of the Earth’s surface, there exists about 200 kg of meteoroids and 1.5-
3 million kg of orbital debris (Space Station Control Board (S.S.C.B.), 1991). Clearly, design and operational
measures must be taken to ensure space vehicle survivability against the meteoroid and orbital debris environments.

The meteoroid population consists primarily of the remnants of comets (Zeilik and Smith, 1987). As a comet
approaches perihelion, the gravitational force and solar wind pressure on it are increased, resulting in a trail of
particles in nearly the same orbit as the comet. When the Earth intersects a comet’s orbit, there is a meteor shower,

and this occurs several times per year. Occasionally, when the progenitor comet has made a recent perihelion
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passage, the next few times the Earth encounters that path the number of particles encountered may be greatly
enhanced. Many comets, however, have not made a recent perihelion passage since they are of long orbital period, or
they may not make another perihelion passage. In these cases, the particles are more evenly distributed along the
parent comet’s orbital path, and the yearly encounter yields constant numbers.

The Earth encounters many sporadic particles on a daily basis. These particles originate in the asteroid belt,
and are themselves the smallest asteroids (Zeilik and Smith, 1987). Radiation pressure from the Sun causes a
substantial drag force on the smallest particles in the asteroid belt. In time, these particles lose their orbital energy
and spiral into the Sun. As they intersect the Earth’s orbit and enter the atmosphere with no apparent pattern, they
become sporadic meteors. (While in space, a particle is a meteoroid. When it enters the atmosphere, the visible trail it
leaves is a meteor. If any pieces survive the fall to the ground, those particles are meteorites. This applies for shower
as well as sporadic particles.)

Ever since there has been human activity in space, there has been a growing amount of matter left in orbit. In
addition to operational payloads, there exist spent rocket stages, inactive payloads, fragments of rockets and
satellites, and other hardware and ejecta, many of which will remain in orbit for many hundreds of years. Orbital
debris is observed and tracked by the U.S. Space Command. However, since those facilities were designed primarily
to distinguish between satellites and reentering ballistic missile warheads, the current facilities are not ideally suited
for tracking orbital debris. For this reason, several efforts are underway at NASA and the U.S. Air Force to count and
track, respectively, orbital debris with more sensitive and accurate radio and optical telescopes.

Most orbital debris exists in high inclination orbits where they sweep past each other at an average relative
speed of 10 km/s. Recent observations indicate a total mass of about 1000 kg of orbital debris with diameters of 1 cm
or smaller and about 300 kg of orbital debris with diameters smaller than 1 mm (S.S.C.B., 1991). This mass
distribution make the orbital debris environment more hazardous than the meteoroid environment for most spacecraft
applications below 2000 km altitude. Since the orbital debris population continually grows, it will be an increasing

concern for any future space operations.

SPACECRAFT EFFECTS

Practically all spacecraft systems will suffer catastrophic damage or decompression from a hypervelocity
impact. Therefore, protective shielding is necessary to minimize this threat. The common double-wall protective
shield serves to spread the initial impact into a cloud of secondary debris between the walls of the shield. If the

impact on the outer wall is of sufficiently low energy, there could be enough energy dissipation such that the impact
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on the rear wall is of little concern. However, the cloud may contain particles which posses enough energy to either
penetrate the rear wall or induce spallation. In either case, a pressure wave may form with sufficient energy to cause
further damage. The following is a summary list of the main effects of hypervelocity impact which may be of

concern to the various spacecraft systems:

e catastrophic rupture * light flash

» internal fragments + leakage

+ deflagration *» detonation

+ propagating failure + degraded performance
 pressure pulse » cyclical loading

« reduced structural strength * electrical short

Of particular concern to any mission is damage to systems which cannot be shielded, such as antenna surfaces
or telescope optics. To reduce the damage on these systems, operational procedures such as pointing restrictions and

strategic design locations onboard the spacecraft may be imposed to increase survivability.

METEOROID ENVIRONMENT

The average total meteoroid environment presented below (Grun, et. al., 1985) is comprised of the average
sporadic meteoroids and a yearly average of shower, or stream, meteoroids. The meteoroid model calculates
meteoroid flux as a function of mass, therefore, the size distribution will be dependent on density. Uncertainties in
meteoroid density do not contribute greatly to uncertainties in damage estimates because the model was derived from
curve fits to crater and impact data. Recommended values for density p for various meteoroid sizes d are (8.S.CB,
1991)

p=2.0g/em’, d<10%g,
p=10glem®’, 10°< d<001lg,
p=0.5 g/em’, d>0.01g.

Because of the nodal regression of a satellite’s orbit and the obliquity of the ecliptic, the meteoroid
environment can be assumed to be omnidirectional relative to the Earth when averaged over mission lifetimes. The
normalized meteoroid velocity distribution n(v), in number per km/s, with respect to Earth is given by

n(v)=0.112, 11.1 £ v < 16.3 km/s,
n(v)=3328x10°v?™*, 163 < v < 55.0 km/s,
n(v) = 1.695 x 107, 55.0 < v < 722 km/s,
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and is shown in Figure 3.

For historical reasons related to the measurement method, the meteoroid environment is specified as a time-
averaged flux, F,, against a single-sided, randomly tumbling surface. Flux is defined as the number of intercepted
objects per unit time per unit area. The interplanetary meteoroid flux F”at any point at 1 A.U. (astronomical unit, the

mean distance between the Sun and the Earth) is given for m < 10 g by

F,'p(m) - Co{(c lmo.soﬁ + 02)4.33

+ c3(m+ e’ + ¢ m“)_o'36 + cﬁ(m+ c7m2)_0'85}
where ¢, =3.156 x 107, =22x%x10%,
¢, =15, c;=13x%107,
¢, = 10", cs= 107,
ce=1.3x%x107", c,= 105
The Earth blocks a particular solid angle frém contributing to the meteoroid flux on a orbiting satellite. This
angle divided by 4r steradians gives the fraction of the meteoroid flux blocked out by the Earth. This fraction,

known as the shielding factor s, ranges from 0.5 just above the atmosphere to 1.0 in deep space. It is given by

where Rg = Earth radius + 100 km atmosphere (6478 km),
H = height above Earth’s atmosphere (Earth’s atmosphere height is 100 km for this purpose).
The Earth’s gravitational field attracts meteoroids and increases their flux. This effect, gravitational focusing,

G, ranges from a maximum of 2.0 just above the atmosphere to 1.0 in deep space, and is given by
R
G, =1+ TE .
where ~ Rg = Earth radius + 100 km atmosphere (6478 km),

r = orbit radius.

The meteoroid flux, then, in Earth orbit, is given by




E =5,G.F",
and for the Sun-synchronous orbit is shown in Figure 4.

METEOROID ENVIRONMENT UNCERTAINTIES

The physical properties of meteoroids must be determined by indirect means such as impact craters and
meteor spectra. Their origin can be comets, which are made of ices and dust, or asteroids, which are like rocks.
Therefore, there is considerable uncertainty in their properties. In particular, the uncertainty in mass tends to
dominate the uncertainties in the flux measurement. For meteoroids less than 107 g, the mass is uncertain to within a
factor from about 0.2 to 5 times the estimated value, which implies the flux is uncertain to within a factor of 0.33 to 3
at a given mass. For meteoroids above this size, the flux is well defined but the associated mass is even more

uncertain. This implies an effective uncertainty in the flux of a particular mass within a factor from 0.1 to 10.

ORBITAL DEBRIS ENVIRONMENT

To account for the ifregularities in shape and that orbital debris may impact with any orientation of the debris
particles, the recommended values for mass density of debris size d is
p=28d"" g/em® (d in cm), d=0.62 cm,
p = 4.0 g/lem’, d<0.62 cm.
Averaged over all altitudes, the non-normalized collision velocity distribution, i.e., the number of impacts
with velocities between v and v+dv, relative to a spacecraft with orbital inclination i, is given by the following

equation (Kessler, Reynolds, and Anz-Meador, 1989):

2 2
_ 2 _v—Av(, _v—DvO 2
fv) -[2va v {Gex{ By, ] +FeXp( Ev, J}+ HC(4 vy =V )

where v is the collision velocity in km/s, and

A=125
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0.5 i <60

B =40.5-0.01(i - 60) 60 <i<80
03 i>80
0.0125 i <100

~10.0125+0.00125(i - 100) i>100

D =13-0.01(i - 30)

E = 0.55+0.005(i - 30)

0.3+0.0008(; - 50)* i<50
F =10.3-0.01(i - 50) 50 <i<80
\0.0 i>80
187 i < 60
G =418.7+0.0289(i — 60)’ 60 <i <80
2500 i>80

H =1.0—0.0000757(i — 60)°

_ [7.25+0.015(i - 30) i <60
=77 i>60

When f{v) is less than zero, the function is to be reset to zero. It is convenient to normalize f{v) so that

) =2
_[0 Ffv)dv

When normalized in this manner, f{v) over any velocity interval in km/s becomes the fraction of debris
impacts within that velocity interval. This function is calculated for the Sun-synchronous orbit in Figure 5.
Frequency of impact from a given direction can be estimated by using this velocity distribution. It is assumed
that the direction of impact .is specified by the intersection of the spacecraft velocity vector and the debris velocity
vector in a circular orbit. Referring to Figure 6 and applying the law of cosines gives
Vdebz = V:paz + Vrezz -2V, V., coso.

Since the debris particle and the spacecraft must be at the same altitude for a collision to occur, the magnitudes of

their velocity vectors are equal, and so
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v, =2V, V. coso

spa’ rel

Although the orbital velocity of a spacecraft in low Earth orbit varies with its altitude, an average spacecraft velocity

of 7.7 km/s is used in the model , and so the direction of the relative velocity vector is given by

V

rel v

W 154

spa

COsOL =

where v is as used above, and the results are shown for the Sun-synchronous orbit in Figure 7. This distribution is
symmetric about the ram direction in two lobes as shown in polar format in Figure 8.

For historical reasons related to the measurement method, the orbital debris environment is specified as a
time-averaged flux, F,, against a single-sided, randomly tumbling surface. Flux is defined as the number of
intercepted objects per unit time per unit area. The cumulative flux of orbital debris of diameter d and larger is given

by the following equation (S.S.C.B., 1991): p;

E(d hi1.8) = H@)®(h )W) F(d)g (1) + F(d)g,(1)]

where F. = flux, impacts per square meter of surface per year,
= orbital debris diameter in cm,
t = date (year),
h = spacecraft orbital altitude in km (4 < 2000 km),

$§ = 13-month smoothed solar radio flux F,,; for year (¢ — 1) in 10* Jy,
i = spacecraft orbital inclination in degrees,
tog 1y d-078 Yo7 ) 1%
and H(d) =[1o“*’*(°g 1w 4078 )37 ) ]

®(h,S) = @,(h,S)/(®,(h,S)+1)
& (h,5) =10{H0 Hop1e0)13)
F(d)=122x 1054725

F,(d)=8.1x10"(d + 700)"°
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p =assumed annual growth rate of mass in orbit = 0.05

q = estimated growth rate of fragment mass; g =0.02, ¢’ = 0.04
g(n)=(1+g)""" for £ <2011
&) =(1+g)"(1+¢) ™ for 1 22011

& (t)=1+ p(r —1988)

The inclination-dependent function ‘¥(i) defines the relationship between the flux on a spacecraft in an orbit
of inclination ¢ and the flux incident on a spacecraft in the current population’s average inclination of 50° (Kessler,
Reynolds, and Anz-Meador, 1989), and is shown in Figure 9. The orbital debris flux for the Sun-synchronous orbit
during the year 2006 is shown in Figure 10. This year is selected to reflect the flux encountered, averaged over a ten-

year mission lifetime, beginning in the year 2001.

ORBITAL DEBRIS ENVIRONMENT UNCERTAINTIES

The debris model presented here has been recommended for most, if not all, NASA engineering applications
since mid-1990. Preliminary comparisons to data from the Long Duration Exposure Facility and the Haystack radar
appear to be consistent within the uncertainty of the model. Table 1 (after S.S.C.B., 1991) summarizes the

uncertainties and estimates of uncertainty for the various parameters which comprise the model.

ANALYSIS FOR FIXED-ORIENTATION SURFACES

For F,, the relevant area is the actual surface area of the satellite. One may also define a cross-sectional area
flux, F,, for a randomly tumbling satellite, where the relevant area is the time-averaged cross sectional area. A useful
theorem which is obvious for a tumbling sphere but which holds for objects of arbitrary shape, assuming no concave
surfaces, is that ¥, =4F,

For spacecraft which fly with a fixed orientation, the meteoroid and orbital debris fluxes, F, are treated
somewhat like a vector quantity and the effects of directionality must be carefully evaluated. Some effects of impact
will be direcfion—dependent. To evaluate the expected number of impacts, N, between times ¢, and ¢,, from

meteoroids, one may use a “k factor” method and the appropriate F,, such that
12
N=[ | Z‘k‘.FrAidt,

21-10




where the summation is over the i surfaces of the spacecraft, each of area A,.

The parameter k is defined as the ratio of the flux against an oriented surface to the flux against a randomly
tumbling surface. The value of k can theoretically range from 0 to 4; a value of 4 can only be achieved when a
surface normal is oriented in the direction of a monodirectional flux. If the surface is randomly oriented, then k = 1.

Referring again to Figure 6, let the flux from each lobe be

_ [ ov)-¢>-%
£(w8)= { 0 otherwise

_[f) o(v)+o<3
£(»8)= { 0 otherwise

where ¢ is the azimuth angle in the orbital plane, and 6 is the zenith angle measured out of the orbital plane, for each
oriented surface. However, since the surface may oriented in such a way as to block part of one or both lobes, the

flux contribution actually reaching the surface is different in each lobe, and is given by
154
F(9)=] " A(no)cos(a(v) - 0)av
154
E()=]," A()cos(o(v) +¢)dv.
The k value for each orientation (¢, 6) along the spacecraft is hence given below, and is shown in Figure 11.
k(6,6) = 2(F(9) + F(¢))sin8.

Since N can then be determined explicitly, the probability of exactly n impacts occurring on a surface in the

corresponding time interval is found from Poisson statistics, thus
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Caution: k factor analysis provides only the expected number of impacts on each surface. Since damage depends
strongly on the collision angle of the particle with the spacecraft surface, the angular distribution on each surface

must be considered separately.
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Plane A represents a surface of the spacecraft. o is the angle between V_, and V.

N, is the unit vector normal to the plane A. 0 is the zenith angle of N,, or (80 — degrees out of horizontal).
Vepa is the spacecraft velocity vector, or the ram direction. dis the azimuth of N,, or degrees off ram.

Vgep i the debris velocity vector (inertial). Z is the Earth’s and spacecraft's vertical.

Ve is the collision velocity relative to the spacecraft. O is the spacecraft’s local horizontal plane.

Figure 6. Directionality and k factor reference frame.
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Uncertainty in Current Environment

Treatment

90% confidence

Notes

Flux measurements
(d>10cm)

Best estimate

1.5 t0 0.5 X (1988 flux)

Flux measurements
(0.05cm < d < 10 cm)

Best estimate

310 0.33 X (1988 flux)

Due to statistical and measurement limi-
tations in portions of range, data missing
(interpolation used) in rest of range

Flux measurements

Best estimate

210 0.5 X (1988 flux)

(d < 0.05 cm)
Altitude distribution Best estimate 5 to 0.2 X (1988 flux) per Due to difficulty in determinig flux in
(d<10cm) 200 km past 500 km highly elfiptical orbits
Altitude distribution Smoothed Uncertainty is somewhat worse in 800
(d>10cm) best estimate 2100.5 X (1988 flux) and 1000 km regions

] : S Estimated typical “heavy” distribution.
Debris density Simplified 01@18,05@28, o
(d<1cm) bestestmate | 0.1 @ 4.5,03 @ 8.9 Insufficient data to develop a true un-

certainty limit estimate.

Debris density

Best estimate,

2 to 0.5 mean density

Mean values are fairly well defined, but

(d>1cm) non-conservative number vs. density distribution is broad.
. ! Spherical shape is assumed, actual

Debris shape Best estimate debris will be irregular.

Velocity distribution, Distribution of orbital inclinations could

fraction < 5 km/s

Best estimate

0.5 3 X (Slow fraction)

be in error and changes in time.

Uncertainty in Trend Projection

Launch rate and
orbit use profile

'{ Best estimate

p =0.04 to “comp p” = 0.1
q=0to2p

. e (t-1988)
‘comp p” implies gp = (1£p) .
Worst case assumes combined effect of
increased traffic and increased use of
LEO above 400 km.

Fragmentation rate,

Assuming no changes in projected launch

fragmentation Best estimate q=0100.10 : ’
mechanics rate and orbit use profile.
Statistical variation of )
fragmentations Best estimate 0.5 to 1.5 X (current flux)
Substitute “max” and Model tends to overestimate variation with
Solar activity Best estimate “‘min” S values from solar solar cycle, so these would be extreme

forecasts

limits.

“Local” fragmentation
events

Non-conservative

210 0.5 X (1988 flux)

Difficult to assess, depends strongly on
type of event and proximity to orbit.
Ignored in current model.

Table 1. Uncertainties and accuracy limits for the orbital debris environment.
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PICLL: A PORTABLE PARALLEL 3D PIC CODE
IMPLEMENTATION NOTES

Tony von Sadovszky
Graduate Research Associate
Department of Physics
University of Nevada, Reno

Abstract

PICLL (Particle In Cell Linked List) is a three dimensional relativistic PIC code for the
investigation of non-collisional plasmas and new PIC methodologies. PICLL is
implemented in portable ANSI C, and has been ported to a variety of serial and parallel
high performance computing systems. The overall goal of the PICLL development effort
has been the production of an efficient parallel code, which is easy to use and
maintain. One of the novel features of PICLL is its use of linked lists as the code's
primary data structures. This report details the overall structure of the code, and some

of the considerations that have gone into the early development of PICLL.
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PICLL: A PORTABLE PARALLEL 3D PIC CODE
IMPLEMENTATION NOTES

Tony von Sadovszky

Introduction

PICLL (Particle In Cell Linked List) is a three-dimensional relativistic particle in cell
code. The code is currently used to model non-collisional plasmas with several million
particles and spatial cells. It is portable to any MIMD architecture that supports ANSI
C and the functionality of the Message Passing Interface (MP]) standard. The code's
design takes advantage of linked list data structures. Grids used by the code are
composed of Cartesian cells, but the only restriction on the mesh is a one-to-one face
mapping of the spatial cells. PICLL's physics algorithm is designed with parallel
efficiency in mind. The amount of data sent between nodes is minimized. Also the time

interval between asynchronously sending data and its use is maximized.

The physics algorithm used by PICLL makes no assumptions about the method of
walking through the spatial grid, or the locality of specific particle and field data
values. All the necessary data to perform the required physics calculations are stored
and referenced through linked list data structures. Storing data values in this manner
allows complex problems to be solved with a minimum number of spatial cells. The
added overhead resulting from linked list structures is more than compensated for by
the smaller number of cell's required to model complex geometries, and the ease of
manipulating these data structures. Also, the data structures used for this Cartesian
cell case are an excellent starting point for further evolution to spatial meshes

composed of arbitrary geometry cells.
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Overview of PICLL Structure

In order to insure the portability and the maintainability of PICLL, the code was
designed to be highly modular. Currently, the PICLL code is composed of three

separate, standalone modules:

1. input preprocessor
2. PICLL engine
3. post processor

These three modules are isolated from each other via a series of interface routines. This

prevents alterations made to one routine from critically impacting the other modules.

The input preprocessor requires user input, defining the problem parameters, and a
geometry definition file. With these, it sets up the problem to be solved by the PICLL
engine. Currently, the preprocessor supports geometry input in the form of an IBM
CAEDS mesh definition file. Using this, the preprocessor constructs a computational
mesh composed of physical and ghost cell layers. The ghost cells mirror adjacent
physical cells. This computational mesh is then properly initialized with current, field
and particle data, according to the additional user inputs. The need for two additional
ghost cell layers arises from PICLL's paraliel implementation. These mirror layers
provide a buffer between computational nodes. This allows the problem to be
distributed across several nodes, while ensuring that communication between these
nodes can be performed asynchronously. Once the preprocessor has prepared the

problem file, the PICLL engine "solves" the problem.

The PICLL engine performs the physics calculations based upon the input files
prepared by the preprocessor. The engine advances particle positions within the cells
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defined by the mesh, and computes the current components (x, y, z,) across the mesh.
These are used to solve Maxwell's equations (Ampere's and Faraday's Laws) via a
second order center differencing scheme throughout the computational mesh. The
resulting fields are used to determine the forces on the particles and advance the
particles through the next time step. This process is iterated, until the requested
number of time steps is completed. The Courant condition provides a limit on the size
of the time step based upon the cell size and the particle velocity. No particle is allowed

to traverse more than one cell width in a single time step.

This simplified discussion of the PICLL computational process is complicated by the
need to minimize communication bottlenecks between processing nodes. The various
current, field and particle push calculations are performed at different times at various
places (groups) in the computational mesh. Only one asynchronous communication is
necessary to complete a time step. All other communications between nodes are not
required until the next time step. This is required to minimize the bottleneck
introduced in the calculations, by the need for data, not yet available from other parts
of the physical mesh. These computational mesh groupings are designed to allow the
maximum time between a calculation and the time that the result is needed at some
other point in the problem. This minimizes the bottleneck resulting from the need to
halt computations due to data still enroute from another node, and thus allows

maximization of the computation to communication ratio.

Additional parts of the PICLL engine provide particle injection and summary output
information for later analysis by the post processing module. The resulting 3D data
sets produced from these computations are huge. To analyze the data, a number of
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different graphical post processing tools are used. These include Interactive Data
Language (IDL) by Research Systems Inc., IBM's Visualization Data Explorer and

Mathematica by Wolfram Research Inc.

Field Data Structures

The use of linked lists as the primary data structure throughout the code is one of
PICLL's innovations. Cell information is divided into a series of lists containing, cell
properties, particle specie's properties (charge, mass, etc.), and particles (position,
velocity, etc.). Similarly, the current and field data is divided into a series of lists. A list
is maintained for each component (x, y, z) of each field, for each computational group.
Since the electric field and the current are collocated on the computational mesh, a
single list entry contains both electric field and current data. Magnetic field component

data is maintained on another similar series of lists.

Each list entry contains the magnitude of the current or field component, its position
in space, a series of pointers to associated fields, and a pointer to the next element in
the list. The associated fields are the corresponding neighboring fields. Elements of the
magnetic field list, corresponding to a field mesh location, point to electric field list
elements, corresponding to the physically surrounding points. This high degree of
interconnectivity via pointers, maintains a minimal overhead when sharing information
between cells, as well as computational nodes. Furthermore, the arbitrary structure of
the list gives PICLL great flexibility when dealing with problems of complex geometries.
As s0 often occurs when arrays are used, there is no structure imposed on the problem
by the form of the data structures employed in PICLL. The use of dynamic memory
allocation, in conjunction with the linked lists, and the power of pointers, provides an
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avenue for dynamic mesh alteration during the execution of the problem. The use of
linked lists as the primary data structure, however, raises certain performance issues

that will be discussed below.

Structure of E & M Routines

Contained within the PICLL engine is a module for manipulating the data in the field
and current lists. These routines, provide an interface between the data structures and
the physics routines. When a computation requires a piece of field data, the request is
serviced, and a copy of the data is returned. After a calculation, a call is made, and the
appropriate field data is updated. This isolation of the physics modules from the data,
makes it easy to maintain the code. This module also contains routines for the creation
and maintenance of the lists themselves. This task is simplified by the use of dynamic
memory allocation, and the ability to quickly and easily, insert and delete list elements

via pointer manipulation.

Linked List Efficiency

The use of linked lists as the primary data structures in PICLL, while providing novel
strengths to the PIC code, raises certain performance issues. Since PICLL, is intended
to be a production code as well as a research tool, it is important that these
performance issues be addressed. Unfortunately, much of the information relating to
the issue concerning the use of linked lists versus arrays is based more on folklore
than on anything else. In order to address these issues, a series of low level test were

performed.
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These tests consisted of benchmarks to determine the added cost in linked list usage
relative to the use of arrays. These test were performed on two separate platforms (IBM
RISC 6000 25 T and a SUN Microsystems SPARC 10) at all levels of optimization. Clock
cycles were measured for the traversal of linked lists and arrays. and the results of
several runs were averaged. These times did not include the time required to initialize

the data structures.

As expected there was a substantial degree of variation between different optimization
levels. At similar levels of optimization, on average, there was a consistent 20%
additional overhead associated with the use of linked lists. This was true for lists
created via calls to CALLOC, which allocates a contiguous block of memory. Lists
created via calls to MALLOC proved substantially less efficient in both speed and
memory usage. The lists created with CALLOC, displayed the same memory usage as
the array implementations. as expected, due to the nature of compiler memory
allocation methods. The ~20% cost was also maintained when the lists and arrays were
accessed randomly instead of sequentially. When compared with similar array based
routines implemented in FORTRAN, there was no difference in the results. Thus the

use of linked lists comes at a price: ~20% loss in performance.

There are, however, compensating factors. The manipulation of the list elements is
except_ionally more efficient than the manipulation of similar array based data. To
insert a new element into a list is trivial in comparison to the same task implemented
via arrays. Ultimately, one must consider whether the costs entailed in the use of lists
is justified by the resulting gains in convenience, simplicity, and generality. The
answer to the question depends on the problem to be solved. If a substantial portion of
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the code is spent manipulating the lists, as in dynamic load balancing, then the
answer favors a linked list implementation. However, if a more pedestrian problem,
with a simple geometry, is to be solved, then a more traditional array based approach
may be justified. As a platform for PIC code research, linked lists are the best data

structure to use due to their inherent generality.

One last issue, concerning the performance associated with the use of linked lists, is
vectorization. The code arising from the use of linked lists is not inherently
vectorizable. The vector pipelines cannot be easily filled, and as a result when running
on a vector machine, PICLL will take a substantial performance hit. The cost of this
overhead was not determined, however, various ways to overcome this problem should

be addressed in the future.

Code Implementation & Validation

Currently, the serial version of PICLL has been tested on a number of platforms:

. IBM RISC 6000 25T (PLK/WSP)

. SUN Microsystems SPARC 10 (PLK/WSP, both CC and GCC)

) IBM SP1 (MHPCC)

. INTEL PARAGON (WPAFB)

. T™C CM-5 (Minnesota Supercomputing Center)

. CRAY T3D (Arctic Region Supercomputing Center)

The code has been debugged using LINT on several of the above platforms, in order to
insure portability. PICLL breaks the ANSI C convention by supporting both old style

and new style functions declarations, through the use of C Preprocessor macros. From
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the list of systems above, it is apparent that the code is capable of running on a wide

range of high performance computing assets.

The physics of the code has been validated, thus far, via a set of

simple test cases:

stationary particle

two particle repulsion and attraction

particle in a static electric field

particle in a static magnetic field

particle in static combined fields

E x B drift at both classical and relativistic velocities

electric and magnetic fields resulting from a line of current

A combination of periodic and metallic boundary conditions were investigated.

Additionally, all permutations of velocity and field components were tested. The

resulting output was correct and consistent across all platforms.

Utility of PICLL & Future Work

PICLL was written to be a research tool as well as a production code. As a production

code. it is planned to combine the three main PICLL modules into a single code, linked

via a user friendly graphical interface. This interface would include both a simplified

problem definition path, as well as rudimentary post processing capabilities. Also, a

continued emphasis will be placed on increasing PICLL's computational efficiency

without sacrificing its flexibility. One direct avenue is the vectorization of the code.
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Currently, PICLL is used to model relativistic electron beams, beam extractors,
resonance cavities and RF generators. The code's flexible treatment of complex
geometries allows complex three-dimensional problems to be solved easily and
efficiently. The promise of parallel computing ensures that the solutions are arrived at
quickly. PICLL may find future use in modeling interplanetary astrophysical processes.
An example being, the recently observed infrared “foot” of the Io flux tube impinging on
the Jovian atmosphere (Connerney, John E. P., Science, November 12, 1994) While
predicted over a quarter of century ago by theorists Peter Goldreich and Donald

Lynden-Bell, the system has yet to be modeled adequately in its entirety.

PICLL is well suited as a tool for research into new PIC methodologies. Current codes,
based on non-cubic cells, rely upon a remapping of the cells to logical cubes, and back
again to cells. This methodology has its own inherent weaknesses, that have yet to be
fully explored. An adaptive non-Cartesian based code, similar to those used in
computational fluid dynamics and finite element analysis is currently beyond the state
of the art for PIC codes. The use of flexible data structures in PICLL makes it perfectly
suited for exploration and research in these areas. Additionally. this flexibility,
combined with PICLL's parallelism, provides an avenue for the investigation of novel
dynamic load balancing methodologies. In PICLL. the computational cell is the

fundamental unit. This allows for fine control of the problem distribution across nodes.
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