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PREFACE

Reports in this volume are numbered consecutively beginning with number 1. Each report 1s
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2,
2-3.

Due to its length, Volume 5 is bound in two parts, 5A and 5B. Volume 5A contains #1-33.
Volume 5B contains reports #34-66. The Table of Contents for Volume 2 is included in both parts.

This document is one of a set of 16 volumes describing the 1994 AFOSR Summer Research
Program. The following volumes comprise the set:

VOLUME TITLE

| Program Management Report

Summer Faculty Research Program (SFRP) Reports

2A & 2B Armstrong Laboratory

3 Phillips Laboratory

4 Rome Laboratory

5A & 5B Wright Laboratory

6 Amold Engineering Development Center, Frank J. Seiler Research Laboratory,

and Wilford Hall Medical Center
Graduate Student Research Program (GSRP) Reports

7 Armstrong Laboratory
8 Phillips Laboratory
9 Rome Laboratory
10 Wright Laboratory
- 11 Amold Engineering Development Center, Frank J. Seiler Research Laboratory,

and Wilford Hall Medical Center
High School Apprenticeship Program (HSAP) Reports

12A & 12B Armstrong Laboratory
13 Phillips Laboratory

14 Rome Laboratory
15A&15B Wright Laboratory

16 Amold Engineering Development Center
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1. INTRODUCTION

The Summer Research Program (SRP), sponsored by the Air Force Office of Scientific Research
(AFOSR), offers paid opportunities for university faculty, graduate students, and high school students
to conduct research in U.S. Air Force research laboratories nationwide during the summer.

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming academic
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment
not often available at associates' institutions.

AFOSR also offers its research associates an opportunity, under the Summer Research Extension
Program (SREP), to continue their AFOSR-sponsored research at their home institutions through the
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to
$25.000, and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual
report is compiled on the SREP.

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty
members with at least two years of teaching and/or research experience in accredited U.S. colleges,
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent
residents.

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate
students holding a bachelor's or a master's degree; GSRP associates must be U.S. citizens enrolled full
time at an accredited institution.

The High School Apprentice Program (HSAP) annually selects about 125 high school students located
within a twenty mile commuting distance of participating Air Force laboratories.

The numbers of projected summer research participants in each of the three categories are usually
increased through direct sponsorship by participating laboratories.

AFOSR's SRP has well served its objectives of building critical links between Air Force research
laboratories and the academic community, opening avenues of communications and forging new
research relationships between Air Force and academic technical experts in areas of national interest;
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the
1994 participants expressed in end-of-tour SRP evaluations (Appendix B).

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of
the 1990 contract, RDL won the recompetition for the basic year and four 1-year options.




2. PARTICIPATION IN THE SUMMER RESEARCH PROGRAM

The SRP began with faculty associates in 1979; graduate students were added in 1982 and high school
students in 1986. The following table shows the number of associates in the program each year.

Table 1: SRP Participation, by Year

YEAR Number of Participants TOTAL
SFRP GSRP ~ HSAP

1979 70 70
1980 87 87
1981 .87 87
1982 91 17 108
1983 101 : 53 154
1984 152 84 236
1985 154 92 246
1986 158 100 42 300
1987 159 101 73 333
1988 153 107 101 361
1989 168 102 103 373
1990 165 121 132 418
1991 170 142 132 444
1992 185 121 159 464
1993 187 117 136 440
1994 192 117 : 133 442

Beginning in 1993, due to budget cuts, some of the laboratories weren’t able to afford to fund as many
associates as in previous years; in one case a laboratory did not fund any additional associates.
However, the table shows that, overall, the number of participating associates increased this year
because two laboratories funded more associates than they had in previous years.



3. RECRUITING AND SELECTION

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for
faculty and graduate students consisted primarily of the mailing of 8.000 44-page SRP brochures to
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited
universities, colleges, and technical institutions. Historically Black Colleges and Universities (HBCUSs)
and Minority Institutions (MIs) were included. Brochures also went to all participating USAF
laboratories, the previous year's participants, and numerous (over 600 annually) individual requesters.

Due to a delay in awarding the new contract, RDL was not able to place advertisements in any of the
following publications in which the SRP is normally advertised: Black Issues in Higher Education,
Chemical & Engineering News, IEEE Spectrum and Physics Today.

High school applicants can participate only in laboratories located no more than 20 miles from their
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools in
the vicinity of participating laboratories, with instructions for publicizing the program in their schools.
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Air Force
Base, Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school
students at all other participating laboratories.

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school
students who have more than one laboratory or directorate near their homes are also given first,
second, and third choices.

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number
to be funded at each laboratory and approves laboratories' selections.

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure
results in some candidates being notified of their acceptance after scheduled deadlines. The total
applicants and participants for 1994 are shown in this table.

Table 2: 1994 Applicants and Participants

PARTICIPANT TOTAL SELECTEES DECLINING

CATEGORY APPLICANTS SELECTEES
SFRP 600 192 30
HEBCUMI) (90) (16) D
GSRP 322 117 11
HBCUMD (1D ©) ©)
HSAP 562 133 14
TOTAL 1484 342 55




4. SITE VISITS

During June and July of 1994, representatives of both AFOSR/NI and RDL visited each participating
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel
and participants. The objective was to ensure that the SRP would be as constructive as possible for all
participants. Both SRP participants and RDL representatives found these visits beneficial. At many of

the laboratories, this was the only opportunity for all participants to meet at one time to share their
experiences and exchange ideas.

S. HISTORICALLY BLACK COLLEGES AND UNIVERSITIES AND MINORITY
INSTITUTIONS (HBCU/MIs)

In previous years, an RDL program representative visited from seven to ten different HBCU/MIs to
promote interest in the SRP among the faculty and graduate students. Due to the late contract award
date (January 1994) no time was available to visit HBCU/MIs this past year.

In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, seven

HBCU/MI SFRPs declined after they were selected. The following table records HBCU/MI
participation in this program.

Table 3. SRP HBCU/M] Participation, by Year

YEAR SFRP GSRP
Applicants Participants Applicants Participants

1985 76 23 15 11
1986 70 18 20 10
1987 82 32 32 10
1988 53 17 23 14
1989 39 15 13 4

1990 43 14 17 3

1991 42 13 8 5

1992 70 13 9 5

1993 60 13 6 2

1994 90 16 11 6




6. SRP FUNDING SOURCES

Funding sources for the 1994 SRP were the AFOSR-provided slots for the basic contract and
laboratory funds. Funding sources by category for the 1994 SRP selected participants are shown here.

Table 4: 1994 SRP Associate Funding

FUNDING CATEGORY SFRP GSRP HSAP
AFOSR Basic Allocation Funds 150 98" 1217
USAF Laboratory Funds 37 19 12
HBCU/MI By AFOSR 5 0 0
(Using Procured Addn’l Funds)
TOTAL 192 117 133
*1 - 100 were selected, but two canceled too late to be replaced.
*2 - 125 were selected, but four canceled too late to be replaced.
7. COMPENSATION FOR PARTICIPANTS
Com;;ensation for SRP participants, per five-day work week, is shown in this table.
Table 5: 1994 SRP Associate Compensation
PARTICIPANT CATEGORY 1991 1992 1993 1994
Faculty Members $690 $718 $740 $740
Graduate Student $425 $442 $455 $455
(Master's Degree)
Graduate Student $365 $380 $391 $391
_(Bachelor's Degree)
High School Student $200 $200 $200 $200
(First Year)
High School Student $240 $240 $240 $240
(Subsequent Years)




The program also offered associates whose homes were more than 50 miles from the laboratory an
expense allowance (seven days per week) of $50/day for faculty and $37/day for graduate students.
Transportation to the laboratory at the beginning of their tour and back to their home destinations at
the end was also reimbursed for these participants. Of the combined SFRP and GSRP associates, 58%
(178 out of 309) claimed travel reimbursements at an average round-trip cost of $860.

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs
of these orientation visits were reimbursed. Forty-one percent (78 out of 192) of faculty associates
took orientation trips at an average cost of $498. Many faculty associates noted on their evaluation
forms that due to the late notice of acceptance into the 1994 SRP (caused by the late award in January
1994 of the contract) there wasn’t enough time to attend an orientation visit prior to their tour start
date. In 1993, 58 % of SFRP associates took orientation visits at an average cost of $685.

Program participants submitted biweekly vouchers countersigned by their laboratory research focal
point, and RDL issued paychecks so as to arrive in associates' hands two weeks later.

HSAP program participants were considered actual RDL employees. and their respective state and
federal income tax and Social Security were withheld from their paychecks. By the nature of their
independent research, SFRP and GSRP program participants were considered to be consultants or
independent contractors. As such, SFRP and GSRP associates were responsible for their own income
taxes, Social Security, and insurance.

8. CONTENTS OF THE 1994 REPORT

The complete set of reports for the 1994 SRP includes this program management repbrt augmented by
fifteen volumes of final research reports by the 1994 associates as indicated below:

Table 6: 1994 SRP Final Report Volume Assignments

VOLUME
LABORATORY SFRP GSRP  HSAP

Armstrong 2 7 12

Phillips 3 8 13

Rome 4 9 14

Wright 5A, 5B 10 15

AEDC, FJISRL, WHMC 6 11 16
AEDC = Amold Engineering Development Center
FISRL = Frank J. Seiler Research Laboratory
WHMC = Wilford Hall Medical Center




APPENDIX A — PROGRAM STATISTICAL SUMMARY

A. Colleges/Universities Represented

Selected SFRP and GSRP associates represent 158 different colleges, universities, and
institutions.
B. States Represented

SFRP -Applicants came from 46 states plus Washington D.C. and Puerto Rico. Selectees
represent 40 states.

GSRP - Applicants came from 46 states and Puerto Rico. Selectees represent 34 states.

HSAP - Applicants came from fifteen states. Selectees represent ten states.

C. Academic Disciplines Represented

The academic disciplines of the combined 192 SFRP associates are as follows:

Electrical Engineering 22.4%
Mechanical Engineering 14.0%
Physics: General, Nuclear & Plasma 12.2%
Chemistry & Chemical Engineering . 11.2%
Mathematics & Statistics ' 8.1%
Psychology 7.0%
Computer Science 6.4%
Aerospace & Aeronautical Engineering 4.8%
Engineering Science 2.7%
Biology & Inorganic Chemistry 22%
Physics: Electro-Optics & Photonics 2.2%
Communication 1.6%
Industrial & Civil Engineering 1.6%
Physiology 1.1%
Polymer Science 1.1%
Education 0.5%
Pharmaceutics ‘ 0.5%
Veterinary Medicine 0.5%
TOTAL 100%




Table A-1. Total Participants

Number of Participants
SFRP 192
GSRP 117
HSAP 133
TOTAL 442

Table A-2. Degrees Represented

Degrees Represented
SFRP GSRP TOTAL
Doctoral 189 0 189
Master's 3 47 50
Bachelor's 0 70 70
TOTAL 192 117 309

Table A-3. SFRP Academic Titles

Academic Titles

Assistant Professor 74
Associate Professor 63
Professor 44
Instructor 5
Chairman 1
Visiting Professor 1
Visiting Assoc. Prof, 1
Research Associate 3
TOTAL 192
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Table A-4. Source of Learning About SRP

SOURCE SFRP GSRP
Applicants | Selectees | Applicants | Selectees

Applied/participated in prior years 26% 37% 10% 13%
Colleague familiar with SRP 19% 17% 12% 12%
Brochure mailed to institution 32% 18% 19% 12%
Contact with Air Force laboratory 15% 24% 9% 12%
Faculty Advisor (GSRPs Only) -- -- 39% 43%
Other source 8% 4% 11% 8%

TOTAL 100% 100% 100% 100%

Table A-5S. Ethnic Background of Applicants and Selectees

SFRP GSRP HSAP
Applicants | Selectees Applicants | Selectees Applicants | Selectees

American Indian or 0.2% 0% 1% 0% 0.4% 0%
Native Alaskan
Asian/Pacific Islander 30% 20% 6% 8% 7% 10%
Black 1% 1.5% 3% 3% 7% 2%
Hispanic 3% 1.9% 4% 4.‘ 5% 11% 8%
Caucasian 31% 63% 77% 77% 70% 5%
Preferred not to answer 12% 14% 9% 7% 4% 5%

TOTAL 100% 100% 100% 100% 99% 100%

Table A-6. Percentages of Selectees receiving their 1st, 2nd, or 3rd Choices of Directorate

1st 2nd 3rd Other Than

Choice Choice Choice  Their Choice
SFRP 70% 7% " 3% 20%
GSRP 76% 2% 2% 20%
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APPENDIX B —- SRP EVALUATION RESPONSES

1. OVERVIEW

Evaluations were completed and returned to RDL by four groups at the completion of the SRP. The
number of respondents in each group is shown below.

Table B-1. Total SRP Evaluations Received

Evaluation Group Responses
SFRP & GSRPs 275
HSAPs 116
USAF Laboratory Focal Points 109
USAF Laboratory HSAP Mentors 54

All groups indicate near-unanimous enthusiasm for the SRP experience.

Typical comments from 1994 SRP associates are:

"[The SRP was an] excellent opportunity to work in state-of-the-art facility with top-notch
people.”

“[The SRP experience] enabled exposure to interesting scientific application problems;
enhancement of knowledge and insight into 'real-world' problems."

"[The SRP] was a great opportunity for resourceful and independent faculty [members] from
small colleges to obtain research credentials.”

"The laboratory personnel I worked with are tremendous, both personally and scientifically. I
cannot emphasize how wonderful they are.”

"The one-on-one relationship with my mentor and the hands on research experience improved

[my] understanding of physics in addition to improving my library research skills. Very
valuable for [both] college and career!"
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Typical comments from laboratory focal points and mentors are:

"This program [AFOSR - SFRP] has been a ‘God Send’ for us. Ties established with summer
faculty have proven invaluable.”

"Program was excellent from our perspective. So much was accomplished that new options
became viable "

"This program managed to get around most of the red tape and ‘BS’ associated with most Air
Force programs. Good Job!"

‘Great program for high school students to be introduced to the research environment. Highly
educational for others [at laboratory].”

“This is an excellent program to introduce students to technology and give them a feel for
[science/engineering] career fields. I view any return benefit to the government to be ‘icing on
the cake’ and have usually benefitted.”

The summarized recommendations for program improvement from both associates and laboratory
personnel are listed below (Note: basically the same as in previous years.)

A

Better preparation on the labs’ part prior to associates' arrival (i.e., office space,
computer assets, clearly defined scope of work).

Laboratory sponsor seminar presentations of work conducted by associates, and/or
organized social functions for associates to collectively meet and share SRP
experiences.

Laboratory focal points collectively suggest more AFOSR allocated associate
positions, so that more people may share in the experience.

Associates collectively suggest higher stipends for SRP associates.

Both HSAP Air Force laboratory mentors and associates would like the summer tour
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes
4-6 weeks just to get high school students up-to-speed on what’s going on at
laboratory. (Note: this same arguement was used to raise the faculty and graduate
student participation time a few years ago.)




2. 1994 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES

The summarized results listed below are from the 109 LFP evaluations received.
1. LFP evaluations received and associate preferences:

Table B-2. Air Force LFP Evaluation Responses (By Type)

How Many Associates Would You Prefer To Get ? (% Response)

SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor)

Lab Evals 0 1 2 3+ 0 1 2 3+ 0 1 2 3+
Recv’d

AEDC 10 30 50 0 20 350 40 0 10 40 60 0 0
AL 4 34 50 6 9 54 34 12 0 56 31 12 0
FJSRL 3 33 33 33 0 67 33 0 0 33 67 0 0
PL 4 28 43 28 0 57 21 21 0 71 28 0 0
RL 3 33 67 0 0 67 0 33 0 100 0 0 0
WHMC 1 0 0 100 0 0 100 0 0 0 100 0 0
WL 16 15 61 24 0 56 30 13 0 76 17 6 0
Total 121 25% 43% 27% 4% | 50% 37% 11% 1% [ 54% 43% 3% 0%

LFP Evaluation Summary. The summarized repsonses, by laboratory, are listed on the following
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above
average).

2. LFPs involved in SRP associate application evaluation process:

a. Time available for evaluation of applications:

b. Adequacy of applications for selection process:
3. Value of orientation trips:
4. Length of research tour:
5 Benefits of associate's work to laboratory:
Benefits of associate's work to Air Force:
Enhancement of research qualifications for LFP and staff:
Enhancement of research qualifications for SFRP associate:
Enhancement of research qualifications for GSRP associate:
Enhancement of knowledge for LFP and staff:
Enhancement of knowledge for SFRP associate:

c. Enhancement of knowledge for GSRP associate:
8. Value of Air Force and university links:
9. Potential for future collaboration:
10. a. Your working relationship with SFRP:

b. Your working relationship with GSRP:
11. Expenditure of your time worthwhile:

(Continued on next page)
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12. Quality of program literature for associate:
13, a Quality of RDL's communications with you:

b. Quality of RDL's communications with associates:
14. Overall assessment of SRP:

Laboratory Focal Point Reponses to above questions

AEDC AL  FJSRL  PL RL WHMC WL
# Evals Recv'd 10 32 3 14 3 1 46
Question # .
2 90% 62% 100% 64% 100% 100% 83%
2a 3.5 3.5 4.7 44 4.0 4.0 3.7
2b 4.0 38 4.0 43 43 4.0 3.9
3 42 3.6 43 3.8 47 4.0 4.0
4 38 39 4.0 42 43 NOENTRY 40
Sa 4.1 4.4 4.7 49 43 3.0 4.6
Sb 4.0 42 4.7 4.7 43 3.0 4.5
6a 3.6 4.1 3.7 4.5 43 3.0 4.1
6b 3.6 4.0 4.0 44 4.7 3.0 42
6¢ 33 42 4.0 4.5 45 3.0 42
Ta 39 43 4.0 4.6 40 3.0 42
7b 4.1 43 43 4.6 4.7 3.0 43
Tc 33 4.1 4.5 4.5 45 5.0 43
8 42 43 5.0 4.9 43 5.0 4.7
9 38 4.1 4.7 5.0 47 5.0 4.6
10a 4.6 45 5.0 49 47 5.0 4.7
10b 43 42 5.0 43 5.0 5.0 4.5
11 4.1 4.5 43 49 47 4.0 44
12 4.1 39 4.0 4.4 4.7 30 4.1
13a 3.8 2.9 4.0 4.0 47 3.0 3.6
13b 3.8 29 4.0 43 47 3.0 3.8
14 4.5 4.4 5.0 49 4.7 4.0 4.5
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3.

1994 SFRP & GSRP EVALUATION RESPONSES

The summarized results listed below are from the 275 SFRP/GSRP evaluations received.

o

8.

9.

Associates were asked to rate the following questions on a scale from

1 (below average) to 5 (above average)

. The match between the laboratories research and your field:

Your working relationship with your LFP:

. Enhancement of your academic qualifications:

Enhancement of your research qualifications:

. Lab readiness for you: LFP, task, plan:

. Lab readiness for you: equipment, supplies. facilities:

Lab resources:
Lab research and administrative support:

Adequacy of brochure and associate handbook:

10. RDL communications with you:

11. Overall payment procedures:

12. Overall assessment of the SRP:

13. a. Would you apply again? Yes:
' b. Will you continue this or related research? Yes:
14. Was length of your tour satisfactory? Yes:

15. Percentage of associates who engaged in:

[

. Seminar presentation:
. Technical meetings:
. Social functions:

. Other

a o o
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438

4.4

4.5

43

4.1

4.3

45

43

43

3.8

47

85%
95%

86%

52%
32%
03%
01%




16. Percentage of associates who experienced difficulties in-

a. Finding housing:
b. Check Cashing;

17. Where did you stay during your SRP tour?
a. At Home:
b. With Friend:

¢. On Local Economy:
d. Base Quarters:

THIS SECTION FACULTY ONLY:

I8. Were graduate students working with you? Yes:

19. Would you bring graduate students next year? Yes:

20. Value of orientation visit:
Essential:
Convenient:
Not Worth Cost:
Not Used:
THIS SECTION GRADUATE STUDENTS ONLY:
21. Who did you work with:

University Professor:
Laboratory Scientist:
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4. 1994 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES
The summarized results listed below are from the 54 mentor evaluations received.

1. Mentor apprentice preferences:

Table B-3. Air Force Mentor Responses

How Many Apprentices Would
You Prefer To Get ?
HSAP Apprentices Preferred
Laboratory # Evals 0 1 2 3+
- Recv’d
AEDC 6 0 100 0 0
AL 17 29 47 6 18
PL 9 22 78 0 0
RL 4 25 75 0 0
WL 18 22 55 17 6
Total 54 20% T71% 5% 5%

Mentors were asked to rate the following questions on a scale from
1 (below average) to 5 (above average)

2. Mentors involved in SRP apprentice application evaluation process:
a. Time available for evaluation of applications:
b. Adequacy of applications for selection process:
Laboratory's preparation for apprentice:
Mentor's preparation for apprentice:
Length of research tour:
Benefits of apprentice's work to U.S. Air force:
" Enhancement of academic qualifications for apprentice:
Enhancement of research skills for apprentice:
. Value of U.S. Air Force/high school links:
10 Mentor's working relationship with apprentice:
11. Expenditure of mentor's time worthwhile:
12. Quality of program literature for apprentice:
13. a. Quality of RDL's communications with mentors:
b. Quality of RDL's communication with apprentices:
14. Overall assessment of SRP:

00N oL AW




AEDC AL PL RL WL

# Evals Recv'd 6 17 9 4 18
Question #
2 100% 76% 56% 75 % 61 %
2a 42 40 3.1 3.7 3.5
2b 40 45 40 40 38
3 43 3.8 3.9 3.8 3.8

4 4.5 3.7 34 42 3.9
5 3.5 4.1 3.1 3.7 3.6
6 43 39 4.0 4.0 42
7 4.0 44 43 42 39
8 4.7 44 44 42 4.0

9 4.7 42 37 4.5 40
10 - 47 4.5 44 4.5 42
11 4.8 43 4.0 4.5 4.1
12 42 4.1 4.1 4.8 34
13a 3.5 3.9 3.7 40 3.1
13b 4.0 4.1 34 4.0 35
14 43 4.5 3.8 4.5 4.1
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S.

1994 HSAP EVALUATION RESPONSES

The summarized results listed below are from the 116 HSAP evaluations received.

8.

9.

HSAP apprentices were asked to rate the following questions on a scale from

1 (below average) to S (above average)

. Match of lab research to you interest:

. Apprentices working relationship with their mentor and other lab scientists:
. Enhancement of your academic qualifications:

. Enhancement of your rese;"trch qualifications:

. Lab readiness for you: mentor, task, work plan

Lab readiness for you: equipment supplies facilities
Lab resources: availability
Lab research and administrative support:

Adequacy of RDL’s apprentice handbook and administrative materials:

10. Responsiveness of RDL’s communications:

11. Overall payment procedures:

12. Overall assessment of SRP value to you:

13. Would you apply again next year? Yes:

14. Was length of SRP tour satisfactory? Yes:

15. Percentages of apprentices who engaged in:

a. Seminar presentation:
b. Technical meetings:
c. Social functions:

B-9

3.9

4.6

44

4.1

3.7

43

43

44

4.0

3.5

3.3

45

88%

78%

48%
23%
18%
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1 Abstract

Metal deformation is a complex phenomenon where externally applied forces on the boundary change the
external shape and internal material properties. Metal deformation processes such as forging and extrusion
are used very widely in industries to fabricate new and complex parts. From the point of view of design for
near-net shape manufacturing of parts, the following question becomes very important: What is the starting
metal shape and the time history of ezternally applied boundary forces/velocities that will transform a given
volume of metal to a desired final shape with desired material properties?

My study focuses on a subset of the above mentioned problem, which is to find out the starting shape of
the metal which for a given time history of the externally applied boundary forces/velocities will transform
the metal to a desired final shape. This problem is also refered to as the ‘Preform Design Problem’ by the
metal working community. Presently, this problem is addressed using a ‘trial and error’ approach. An initial
shape is assumed by an experienced designer. It is then either modeled within an FEM simulation code or
experimented upon in the laboratory to study the resulting final shape. This final shape is used to alter the
initial geometry and the process is repeated until the designer is satisfied with the outcome. The following
points about this ‘trial and error’ approach must be noted: (a) the process requires multiple iterations which
could cost the designer many man-hours, (b) substitution of the actual experiment by FEM simulation could
substantially reduce the design time, however, it is not uncommon for a single FEM run to take more than
an hour, (c) for every new part to be fabricated, the ‘trial and error’ approach must be repeated.

In this study, a new framework is being suggested to address the Preform Design Problem which has
the potential to reduce the design cycle time at least ten-fold when compared to FEM in the loop. In this
framework, Boundary Element Method (BEM) is used for analysis. This analysis technique is coupled to
a gradient based search algorithm for optimization. The BEM is naturally suited for studying the preform
design problem since in this method, the discretizations must be done primarily at the boundary while in
FEM, the entire domain must be discretized. Due to the need for fewer number of nodes in BEM as compared
to FEM, the author believes that BEM has the potential to be a very efficient numerical tool for solving
preform design problems.

A summary of my recommendations based on this study are as follows: (1) to develop BEM analysis
codes for simulation of planar and axisymmetric deformation processes, (2) to compare the results of BEM
code against the existing FEM codes, and (3) to develop a gradient based optimization module for studying
and testing preform designs.
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Figure 1: A metal forming process is a transformation on (D(t),T(t)) due to the inputs F(T1(¢),t) and
V(Fz(t),t).

2 Introduction

The organization of this report is as follows: Section 3 outlines the preform design problem. Section 4
describes the mathematical model of metal deformation processes and points out their salient features com-
pared to elastic deformation processes. Section 5 motivates the study of Boundary Element Method for
preform design problems. The details of the gradient based optimization scheme are listed in Section 6.
An overview of boundary element method is presented in Section 7. These are followed by conclusion and
recommendations for future work.

3 Preform Design Problem

Consider a piece of metal which is described by its internal domain D(t) and external boundary I'(¢) at a
time instance t. This piece of metal is subjected to prescribed external forces F(T'1(t),t) over a part of the
boundary T';(t) and prescribed velocities V(T'2(t),t) over the the boundary T's(t). As a result of the time
histories of these externally applied boundary forces and velocities, the metal changes shape and internal
properties. A graphical representation of this transformation is shown in Figure 1.

From the perspective of the quality of a finished product, the following points are important: (1) the final
shape of the metal must be very close to the desired final shape, i.e., ['(t;) = La(ts), where i is the final
time and T'g is the desired final shape, (ii) the internal material properties such as microstructural grain size
and volume fraction must be close to the desired final properties.

From the perspective of control or regulation of the metal deformation process, in principle, the following
quantities can be controlled: (1) the starting shape, i.e., I'(o), (2) the time history of the prescribed boundary
forces F(T';(t),t), and (3) the time history of the prescribed boundary velocities V(I's(t),t). However, in
reality, regulation of a process may become difficult due to the following reasons: (i) the boundary of the
metal at an instance of time can not be predicted apriori and is dependent on the time history of the applied
boundary conditions prior to that time, (ii) due to geometric limitations of the metal forming equipment
and the instantaneous shape of the metal undergoing deformation, arbitrary choices of I';1(2) and TI's(t) may
not be feasible for applying boundary force/velocity conditions, (iii) due to equipment limitations, it may
not be possible to apply force/velocity conditions which are varying over the lengths of ['1(t) and Ty(2).
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This study focuses on a subset of the above mentioned problem, i.e., to find out the starting shape of the
metal which for a given time history of the externally applied boundary forces/velocities will transform the
metal to a desired final shape. This problem is often refered to as the ‘Preform Design Problem’. Mathe-
matically, it can be stated as: ‘Find (D(to),'(to)) which on the application of F*(T1(t),t) and V*(T2(t),1)
transforms to (D(ts), I(;))’, where F*(T'y(t),t) and V*(I'y(t), t) are the given time histories of the externally
applied boundary forces and velocities.

4 Mathematical Model of Metal Deformation

Let the stress and strain rate tensors for a point in the domain at any time ¢ be respectively o;; and ¢;.
The velocity components of this point are v;. These three quantities satisfy the following relationships:
(i) equilibrium equations, (ii) stress/strain-rate equations, (iii) strain-rate velocity equations, and (iv) the
equations derived for the material constitutive models ([7],[8]). Mathematically, these are:

oijj +fi=0, i=1,.,3 (1)
25

T g (2)

N PP

€ij = 5(37; + 24y 3)

where f; are the components of the body forces, si; is the deviatoric stress, & is the flow stress, and € is the
flow strain rate defined as

Sij = Oi5 — §UPP6‘7 (4)
- /3

o= '2'SijSij (5)
: 2, .

€= gfijfij (6)

The above equations involve a total of nine unknowns: (1) the six independent components of oij (21, 2, 23)
because of its symmetry, and (ii) three independent components of velocity v;(z,, 2, 3). These nine variables
over the domain D(t) are obtained by solving a boundary value problem with the boundary conditions
prescribed over I'(t). As mentioned earlier, force boundary conditions are specified over I'i(¢) and velocity
boundary conditions over I'y(t). The material constitutive models are of the following general form:

o= f(¢€T) (M

where T' is the temperature and f( ) is a nonlinear function of its arguments.

Some salient features of the metal deformation model are: (i) éxx = 0, i.e., the flow is incompressible,
(ii) o5; can not be expressed as partial derivatives of velocity components, (iii) unlike elastic deformation
processes, it is not possible to obtain ‘Navier-like’ flow equation for the metal deformation systems. All these
features can be easily verified by simple manipulation of Egs. (1)-(3). It turns out that these features arise
due to the particular form of the governing stress, strain-rate relationship (2).

Once the boundary value problem is solved and the velocities are determined over the domain D(t), the
boundary I'(t + At) is found by solving an initial-value problem in time by well known integration schemes.

4.1 Comparison with Elastic Systems

The metal deformation models described in the last paragraph can be contrasted with elastic deformation
models to point out the similarities and differences. In elastic deformation, the variables describing the
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chacteristics of a point are the stress o;;, the strain ¢;;, and displacement u;. Egs. (1)- (3) for elastic systems
are:

oijj +fi=0 (8)

oij = /\ekké,»,- + QGC,'J' (9)
1, pe.  ous

& = 55k + = (10)

where ) and G are constants for the elastic material. On substituting, (10) in (9) and then later substituting
the result in (8), the resulting Navier’s equation is:

uijj + -1—_1-%-%,1“' = —g- (11)
The solution of u;(z1, 2, £3) over the domain D(t) is obtained by solving the boundary value problem with
force/velocity boundary conditions.specified over I'(t).

If one attempted to write a Navier-like flow equation for the metal deformation systems, one can show
that the resulting equation will involve not only the partial derivatives of the three flow velocities v; but also
another variable o = %o'pp, which is commonly refered to as the hydrostatic stress. In the boundary value
solution of this Navier-like flow equation for metal deformation problems, boundary conditions on o5 must
be used to find the solution of the variables inside the domain.

5 Boundary Value Problem: FEM vs. BEM

A single forward simulation of a metal flow problem over the time 2o to t; can be broken down into n
discrete time instances tq, to + Af, to + 2 At,..., tg + (n — 1) At = t;. At every time instance, e.g.,
to + (i — 1) At, the boundary value problem must first be solved to determine the velocity variables over
the domain D{te + (i — 1) A t}, followed by solution of an initial value problem to update the boundary
T{to + i At}. As a result of this discretization over time, a series of n boundary value problems followed
by intial value problems must be solved during a single forward simulation run of the metal deformation
process.

The boundary value problem can be solved by a number of different methods using weighted residual
schemes. The ‘Finite Element Method (FEM)’ is one of the more popular methods to solve this problem.
In the finite element method, the entire domain is discretized into nodes and the variables of interest are
computed at each one of the nodes. The force/velocity boundary conditions are imposed on the nodes that
fall on the boundary of the domain. Due to discretization of the entire domain, the solution becomes highly
computation intensive. As a result, the solution takes a large execution time.

Another method based on weighted residual scheme, though slightly less popular, is the Boundary El-
ement’ Method (BEM). In this method, the weighting solution is taken to be of a special form so that it
satisfies the governing equations exactly within the domain. As a result, discretizations are necessary pri-
marily at the boundary. In a typical run of the boundary element method, the variables are solved only at
the boundary. Once the boundary solutions are obtained, if desired, the variables within the domain could
also be computed.

With this relatively brief discussion of the FEM and BEM methods, it is evident that if one only requires
solution of the variables on the boundary, then BEM is a more computationally efficient tool compared to
FEM. This conclusion is based on the observation that the number of variables required in BEM is usually
of an order of magnitude lower than the number of variables required in FEM. Since the preform design
problem, as stated in Section 3, requires study of the evolution of the domain boundary T'(¢) during ¢ and
ty, it seems more natural to use BEM instead of FEM for the solution of the boundary value problem.
Since a single forward simulation of a metal deformation process requires n solutions of the boundary value
problem, the computational benefit of BEM over FEM could be tremendous in just a single simulation run.
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6 Preform Design Problem: A Solution Approach

As described in Section 3, the preform design problem is to find the initial shape of the metal, I'(¢,), that
will transform the metal to the desired final shape, I'(ty), for a given time history of force and velocity
boundary conditions. In order to pose this problem as an optimization problem, one possible approach is to
parametrize the initial and final shapes. The optimization procedure, then, finds the parametric description
of the initial shape which after simulation over to and t; results in a final shape parametrically close to
the desired description ([1], [6]). In principle, one can describe the initial and final shapes by the same
class of shape functions. However, starting shapes are often limited to generalized cylinders with circular
or rectangular cross sections. Hence, from a practical point of view, one can describe the initial shape by
restricting to circular or rectangular cylinders. For example, if circular cylinders are selected as starting
shapes, they can be described by only two parameters such as height h and radius r. A similar method can
be adopted for rectangular cylinders. In general, one can describe allowable starting shapes by a set of m
parameters (ay,ay, ...,an). The intermediate shapes and the final shape, in general, can be quite arbitrary.
Hence, these are represented as a linear sum of n basis functions fi(zy, z2), fa(z1, 22), ..., falz1, z2):

z5(t) = be(t)fi(l'bfcz) (12)
i=1

where b}(t) are the coefficients at a time ¢ of the kth simulation run, to < ¢t < ty. With this description
of input and output shapes, a simulation run S* can be looked upon as a mapping between the shape
parameters (a¥,a%...,a%,) and (b’f(tf),b’;(t;)...,b,’i(t;)).

(af,ak, ..., ak) S (b (ty), bE (). BE (1) (13)

As quite expected, when starting out from an arbitrary set of (ai,as, ..., an), there is a very remote
possibility that (b1(ts),bs(ty), ..., ba(t;)) = (63(tr), b5(ts), ..., b5 (ts)), where * denotes the desired values. As
a result, the starting parameters must be altered so that (b1(25),b2(ts), ..., bn(ts)) becomes closer to the
desired value. This alteration of the starting parameters at a step k can be done by computing the local
Jacobian matrix between the input parameters and the the output parameters defined as:

9bi(ty)  Bbi(ty) by (ty)
oty obily | ol (F)
2 2047 2
da, day Gm
Oba(is) ab,‘(t[i . Oba(ts)
Ja, az BT R %
where Ji is the (n x m) Jacobian matrix computed at the kth step. Once the Jacobian matrix is computed,
a perturbation in the (a¥,...,a%) can be easily found using the properties of this matrix that results in
a change of the parameters (b;(ty), b2(ty), -y bn(ty)) closest to (b}(2y),b3(ty), ..., b5(ts)). The metric for
describing ‘closeness’ can be taken as the two norm, | 2.

It must be noted that each computation of the Jacobian matrix requires m + 1 forward simulation runs
with a¥ ..., af, perturbed, one at a time. A flowchart of the optimization algorithm is shown in Figure 2.

JE = (14)

7 Boundary Element Method

Over the last two decades, the boundary element method has been used for solving a large number of
problems in elasticity, electromagnetics, and fluids ([5], (3], [2], [4]). In recent years, this method is being
applied to plasticity and metal deformation problems. One of the tricks [9] that has been applied in the
analysis of plasticity problems is to write its flow equations similar to the Navier elastic flow equation. This
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Figure 2: A flowchart of the gradient-based algorithm for solution of the preform design problem.

is achieved by writing the elastic strain as a difference between the total strain and the plastic strain:

. 1 5, | ov .
=5+ 3-8 (15)

The constitutive models for the plastic and elastic parts of the strain rate are then taken from Section 4 and
Section 4.1 respectively. These are: ‘

p  3E
G?j = 55_-3,7]‘ (16)
0ij = Mgy bi; + 2Gef; (17)

The expression for éf satisfies the incompressibility constraint, é;, = 0. On substituting the above expres-
sions in the equilibrium Eq. (1), the flow equation can be written as:

vij; + Tk =g + 2¢€;; ; (18)

which is similar to the Navier flow equation (11) except for an additional term €} ..

Once the plastic flow equation is written in this elastic-like form, the details of the boundary element
method are the same as those for elasticity problems. In the absence of the domain forces f;, the general
solution of the velocity at any point P on the boundary can be written as:

i (PYoi(P) = /P [Vis (P, Q)#(Q) - T (P, Qui(@)dsq + /D 26U 4 (P, )%, ()}dD (19)

where c;; depends on the local geometry at P, Q is a second point on the boundary, and ¢ is a point within
the domain. The two-point function V;;(P, Q) is the velocity at @ in the i direction due to a unit point load
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at P in the j direction. The function 7}; (P, @) has a similar physical meaning, but in terms of traction rates.
These functions are computed from Kelvin’s singular solution due to the point load in an infinite elastic solid

1
% = Tor—mer (O~ W+ rars)

1
T 8x(l- v)r?
where r(p, ¢) is the distance from a source point p to a field point ¢ and n; are the components of the unit
outward normal to I' at a point @ on it. The convention used here is that lowercase letters p and ¢ denote

points inside the domain D and the capital letters denote points on the boundary I'. A comma denotes a
derivative with respect to a field point, i.e.,

Tij = [{(1 - 21/)5,']' + 31°’,'T"J' g—; + (1 - 2V)(7",'nj - r’jn,-)] (20)

Loi — 2
o= =Tl (21)

where z and z¢ are the source and field points, respectively. The traction rate 7; at on the boundary I is
given by

i = on; = G(vij + vji)nj + VUIc,kni - Qéf‘)j n;] (22)

2v

1-2
One of the salient features that must be pointed out from this section is that if éfj = 0, Eq. (19) simplifies
to an integral on the boundary. However, due to the presence of plastic strain in metal deformation processes,
the boundary velocities are dependent not only on velocities of other points on the boundary but also on
plastic strain of points within the domain. The current research on the use of boundary element method to
metal deformation processes has shown that the solution of the metal deformation processes are reasonably
accurate if a very coarse discretization is carried out within the domain. As a result, the number of nodes
needed in the boundary element analysis can be substantially less than those needed in the finite element

analysis for a reasonably accurate solution.

8 Conclusions and Future Work

In order to run a single iteration of the gradient based optimization procedure, the boundary value problem
must be solved n(m + 1) times where n is the number of discretizations of the time duration to and t;
and m is the number of parameters that describe the initial shape of the preform. If it takes k iterations
for the optimizer to converge to the solution, the total number of boundary value problems that must be
solved is kn(m + 1). Then, it is quite clear that for solving preform design problems, boundary element
technique could be computationally several orders of magnitude faster than finite element technique in the
loop. Morover, the variables inside the domain are of no particular interest for the preform design problem.

My recommendations based on this study are: (1) to develop boundary element analysis codes for planar
and axisymmetric metal deformation problems based on the theory of Section 7, (2) to benchmark the results
of boundary element and finite element methods, (3) to develop a gradient based optimizer for the preform
design problem based on Section 6, (4) to use this optimizer as a benchmark to compare the results of
other optimizers built on approximate models of the plastic deformation process such as just with volume
conservation or with linearized constitutive models.

The author believes that this preform design module could be written for a PC 486 machine which
are relatively cheap and affordable to most companies involved in meta) forming work. The results of this
analysis could be interfaced with graphics for visual display.
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ABSTRACT

A finite element analysis of the transient thermal and electrical distributions in
electrically exploded thin copper foils to the point of melt is presented. The research
focuses on an analysis of a novel system that is currently under development for use in
future experiments. All simulations are based on the intrinsic characteristics of copper
and require only a two dimensional solution due to the planar nature of the foil’s
geometry. The simulated behavior shows trends observed in measurements of similar
configurations. Specifically, the thermal enhancement observed at abrupt changes in
the foils edge geometry.




CALCULATION OF HEATING AND TEMPERATURE
DISTRIBUTIONS IN ELECTRICALLY EXCITED FOILS

Michael E. Baginski
I. INTRODUCTION

The principle focus of this report is to present a method for the calculation of
temperature profiles in electrically thin foils to the point of melt. A major reason that
this topic is of importance to the military is that thin foils are often used as detonation
devices in explosives (i.e., slappers). After a literature survey was conducted, it was
found that if the pre-burst temperature profile in electrically thin foils is known, the
prediction of how the foil will expand during the explosion is highly prediétable [1].
This is of extreme importance in the application of electrically exploded foils used for
the purpose of device detonation.

Before discussing the code and methodology in depth, a brief history of the
previous work in this area most related to the topic will be discussed.

All of the models proposed in the unclassified literature so far have been limited
by the problems complexity. One of the more complete models is that of the Lawrence
Livermore National Laboratory (LLNL, EBF1) in which the simulated fireset is cast in
terms of simple RLC circuit and switch. This is used in conjunction with a finite
difference technique to simulate the thermodynamics of the bridge foil to the point of
burst. LLNL have also presented a model (FUSE) with a more simplified treatment of
the circuit and bridge, with special emphasis on post-burst behavior.

Sandia National Laboratory (SNL) has developed a model (CAPRES)
assuming a lumped resistance model of the entire bridge. They use an empirical formu-
lation of the exploding bridge in place of basing their model on the governing physics.
The rest of the circuit is described in a similar manner to that of LLNL in EBF1. SNL
researchers (Kennedy, Stanton, McGlaun, Tucker) used the concept of specific action
integrals in their formulation of the bridge resistance where A = cross-sectional area of
the bridge, I is total current flowing in the bridge as time t, and g is the specific action
integral defined to the time of burst as follows:

g = (/A)*dt (1)
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The use of the universality theorem was then applied to the specific action to
extrapolate to the bridge geometry of interest and desired current density. There is a
large amount of information contained in this type of data acquisition, but the models
developed from this data have serious limitations (the limits of applicability to many
data bases are not well defined).

All three DOE labs have used hydrodynamic simulation codes to model the
burst phenomenon in more detail. The major problem appears to be deriving equations
based on first principles that described the material’s transient behavior.

The research presented here will be based in part on some of the previous work
with the addition of several constraining equations derived from the material
parameters. Variables in the analysis are the geometric configuration of the slapper,
specifically the slope of the connecting pad to the explosive member of the slapper, and
the applied voltage. The thermal conductivity of the foil is included in the numerical
model and derived from catalogued data. Copper will be used as the metal foil in a
necked-down geometric configuration.

Although the research is targeted at understanding realizable device behavior,
an effort is made to investigate any interesting behavior that is unforeseen. The
research is also conducted with the assumption that the device modeled will be
fabricated and, in the future, experimentally analyzed.

II. DIFFERENTIAL EQUATIONS

The differential equations that govern the behavior of the exploding foil system
are formulated in terms of Maxwell’s equations and the heat equétion. Several first
order assumptions are made. The copper foils being studied are considered to be
approximately 1 micron in thickness and therefore it is assumed that the magnetic and
electric flux can diffuse through the foil fast enough to track any changes in current so
that skin effects can be ignored. Logan [1] has investigated exploding foils and found
this assumption to be true for much larger systems, reinforcing the validity of the
assumption. The governing thermodynamic equation is based on the assumption that
heat loss in the area surrounding the slapper is negligible and therefore can be ignored
as has been in previous studies [2]. This is reinforced by the fact that the results of

previous modeling studies show good agreement with measured data using this
assumption.
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The differential equations are solved in two dimensions using the finite element
method. They differ form work done by Logan et. al., in that they include the thermal
heat flow in the copper foil and use measured values of the electrical conductivity as a
function of temperature.

The temperature rise at a point on the foil is calculated from the equation

dT/dt = (G, (T)*Ez)/(CV(T)*p)+ V(KeVT) 2)

where T is temperature in degrees Kelvin, . (T) is the electrical conductivity, p is the
mass density, K is the thermal conductivity, E is the electric field and C,(T) is the
specific heat as a function of temperature.

The electrical behavior in the region is described by assuming the magnetic
field can be neglected and therefore E is defined as E = -VV where V is the voltage.
By using the previous assumptions made by Logan et.al., (localized charge
accumulation is set to 0) the electrical description of the slapper’s behavior is given as

Ve(c, (T)*E)=0 - 3)

1. GEOMETRY OF THE REGION

The region selected for the investigation is referred to as a "BOW-TIE" config-
uration and shown in Fig. 1. Three principal reasons were involved in the selection of
this foil layout as opposed to other possibilities geometries. Firstly, the geometry was
sufficiently large that the device could be patterned and realized without difficulty.
The second reason is that certain expected effects (e.g., edge effect current and thermal
enhancement) would most likely be observed in the finite element modeling of this
geometry, since no radius of curvature is assigned to the necked-down portion of the
circuit. This geometry may overestimate the non-linear behavior of the system. How-
ever, it allows the researcher to glean an understanding of the likely trends that will
appear when a device is fabricated and, in the future, monitor the experiment
appropriately. The final reason for the use of the "BOW-TIE" geometry is that it is in
the process of being fabricated and used in high explosive testing. This will allow the
simulated behavior to be compared against measured data for possible additional mod-
el refinement.




IV.  ELECTRICAL SOURCES

The electrical source that is used as the forcing function for the system is mod-
eled after a typical fireset. A fireset circuit allows a low inductance path for the
external electrical energy to be coupled to the exploding foil. After considering
Richardson’s report [2], a forced voltage described by V(t) = 1000(1-exp(-t/1)) volts
was selected as the electrical source for the circuit where T= 100 nanoseconds. A
voltage of V(t) = 100(1-exp(-t/t)) was initially used to ensure the code’s correct opera-
tion with negligible non-linear behavior observed. The empirical formulation of this
voltage was based on cataloged data from several different sources cited by
Richardson. This voltage is used to energize ARCS -1 (+V(t)) and ARCS -5 (-V(t)) in
the simulations (Fig. 1). The remainder of the boundary ARCS allow no electrical or
thermal flux to flow normal to their surfaces (i.e., they appear as perfect thermal and

electrical insulators).

V. THE CONDUCTIVITIES

The electrical conductivity used in the simulation was derived from experimen-
tal data [3] that was obtained for static conditions. This approach of describing the
electrical conductivity used in the modeling differs from much previous research that
investigated exploding foils [1]. In many reports cited by Richardson, the electrical
conductivity used for modeling purposes was obtained from an exploding foil
experiment. Data used to approximate constitutive parameters acquired by this method
may lead to a model that simulates the correct behavior, but, only by coincidence [2].

The electrical conductivity used in this model is shown in Fig. 2. It was
obtained by using a third order polynomial fit of 10 data points and given as

Oc (T) = 8.7589%10- 2.0711*10°*T + 23576*T? - 9.9964E-2*T> 4)

where T is the temperature in degrees Kelvin, and o, (T) is the electrical
conductivity in (ohm-meters)’,

The thermal conductivity K was derived in a similar manner with one important
exception. During the early stages of the model’s development, it was observed that
allowing the conductivity to assume its maximum value (value at room temperature)
had no effect on the solutions characteristics for the time frames of interest. It was
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therefore set to the largest value in the simulations discussed.

There was one major reason for not removing the thermal conductivity entirely
from the analysis. The inclusion of the thermal conductivity provided a small amount
of damping on the numerical solutions, making the code slightly more efficient.

VI.  FINITE ELEMENT CODE

The finite element code used is the standard six-node triangle with first order
elements (the element degree can vary from 1 to 4), with one edge curved when
adjacent to a curved boundary, according to the isoparametric method.

In the problem, the algebraic equations are solved by Newton’s method. The
linear system which must-be solved to do a Newton iteration is solved by Gaussian
elimination. The Reverse Cuthill-McKee algorithm and a special bandwidth reduction
algorithm are used to number the nodes and give this system a banded structure. In
some cases simulated, symmetry is also taken advantage of in the elimination process.
If the matrix is too large to keep in core, the frontal method is used to efficiently
organize its storage out of core. In the virtual memory environment, the in-core option
operates efficiently, with a minimum of page faults. the frequency of updating of the
Jacobian matrix is determined adaptively.

The research relies on several subroutines that allow an initial triangulations to
be input with a minimum number of triangles to define the region, and allows the user
the ability to specify where the largest number of triangles is to be located in the final
triangulation. This would be in a location where the solution is most likely to
experience the greatest change. Optimal convergence is is possible if the final triangle
density function is specified according to the criteria given by Sewell [4].

Each time a triangle is divided, it is divided by a line from the midpoint of its
longest side to the opposite vertex. If this side is not on the boundary, the triangle
which shares that side must also be divided to avoid nonconforming elements and
discontinuous basis functions. The initial triangulation is shown in Fig. 1 and the final
graded triangulations in Fig. 3 (2000 triangles). A time step of 0.1 nanoseconds was
used and the duration of the simulations allowed to progress until the copper foil’s
melting point was observed.

A complete discussion of the entire code is beyond the scope of this research
and may be found in references [4]. The finite element model has the additional benefit
of allowing for any scaling to be introduced without major code revisions.
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VII.  SIMULATIONS

Before describing the simulations, consider again the phenomenon of interest:
an electrically thin foil (slapper) is energized in order to cause a selected portion of the
surface to explode. Because of the complexity of the system, the results of the model-
ing should be comparable to future experimental work so, if required, a model
refinement could take place.

An additional trait in the device behavior observed in previous research is that
in order to achieve optimal device operation, the exploding region of the foil should be
uniformly heated to the point of melt. Therefore, the model constructed must meet
several criteria: i
D If not obviously constrained, the model will focus on device behavior that is
likely to be measured in future experiments.

2) As alluded to earlier, the simulations should clearly identify the device behavior
that is unexpected.

The simulations will be presented in sections that show the temporal
progression of the exploding member of the foil heating, the associated current density,
and the normalized power absorption of the device.

Due to the obvious limits on the amount of information that can be presented,
representative scheme will be shown that best depicts the device’s behavior. Since the
feature size of importance in many of the figures is small, it was necessary to allow full
size figures to be shown to best demonstrate the more important trends. The graphical
output will be extracted by interpolation from a 50x50 evenly spaced grid.

The first set of data (Fig. 4) illustrates how the material’s non-linear properties
effect the contours of equal potential (if this was a linear set of partial differential
equations no change would occur in the contour’s shape but only in magnitude). Fig.
5 shows the thermal heating that takes place with the most notable feature being signif-
icant temperature increases at the corners. The current density plots shown in Fig. 6
also indicate this same behavior. The plot of normalized power versus time (Fig.7)

indicates that the joule heating taking place is in no way proportional to the voltage
applied.
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VIIL. DISCUSSION OF RESULTS

There are a number of interesting phenomena occurring in the simulations that
imply that a type of optimization could be made in the exploding foil’s geometry and
that suggest further research in this area is necessary. Probably the two most obvious
traits in the foil’s simulated transient behavior are the thermal heating near a corner and
the decrease in the late time power absorption for the selected electrical source.

Richardson [2] was the first to note that the necked down portion of the foil has
a significant effect on the joule heating due predominantly to the radius of curvature
(the smaller the radius of curvature the more dominant the field fringing at the corner
becomes) . Since no radius of curvature was included in the modeling, we may assume
that this geometry overestimates the non-linear behavior of the system. This, however,

will be addressed in future studies.
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ANOMALOUS EFFECTS OF WATER IN FIRE FIGHTING: INTENSIFICATION OF
HYDROCARBON FIRES BY AZEOTROPIC DISTILLATION
AND FREE RADICAL EFFECTS

William W. Bannister, Professor, Department of Chemistry
Unioversity of Massachusetts/Lowell, Lowell, MA 01854

ABSTRACT

We have shown that water, when applied to burning fuels,
substantially increases fuel vaporization rates as a result of

azeotropic "steam distillation" effects. Water-induced hot fuel
volatility effects are particularly enormous for low volatility
(high boiling point) fuels such as JP-8, JP-5 and Jet A-1.

Correspondingly severe problems in fire fighting efforts could

thus result for fully developed fires involving JP-8 type fuels
being extinguished by water fog, AFFF, or other water based

extinguishing agents or systems. The effect is not
significant for fires involving fuel floating on significant

volumes of water. Since almost all large scale training and
research fires are conducted in fire pit facilities using tanks

of water on which the fuel is floated, this effect has not
heretofore been observed in such exercises. Evidence has been

found, however, in at least one large serious fire, for very
pronounced increases in fire intensities which rationally could

have been ascribed to azeotroping effects.

Other, chemical, effects may possibly be operational in

these instances. Since the only likely chemical candidates
would involve free radical intermediacies, spectroscopic

experiments were performed to examine possible free radical
pathways.
With increasing emphasis on use of low-volatility JP-8, an

importance exists for assessing magnititude of the effect for
large scale real-life fires, and for developing

countermeasures for obviating this effect; and for developing
realistic training exercises to demonstrate the effect and

appropriate countermeasures.
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ANOMALOUS EFFECTS OF WATER IN FIRE FIGHTING: INTENSIFICATION OF
HYDROCARBON FIRES BY AZEOTROPIC DISTILLATION
AND FREE RADICAL EFFECTS

William W. Bannister
I. INTRODUCTION

Water has always been used as a fire extinguishing agent,
either alone or as the main component of agent compositions

such as AFFF or other water based compositions. The greatest
single effect of the water in such applications is its great

cooling capacity, lowering the temperature of a burning fuel
below its flash point, thus removing one of the four essential

conditions for fire maintenance. (In addition to heat, the
other essential bases of the so-called fire tetrahedron are

oxygen, the fuel itself, and existance of propagating free
radical pathways in the flame system.)1

There are several well-known situations in which
application of water actually serves to intensify a fire:

1. Water applied to hot grease fires can flash into steam,

causing spattering which can greatly intensify the fire.
2. Water reacts violently with active metals such as sodium.

3. Direction of a vigorous jet of water from a fire hose into
burning liguid fuel can result in mechanical "digging",

scattering the burning liquid over a wider area and
increasing the size of the blaze.

4. Air entrained in water jets, sprays or mists can enhance
fires by feeding oxygen to the system.

5. "Boil over" can result from a heat wave moving down
through burning fuel floating on water. On reaching the

water this comes to a rapid boil with forcible ejection
of burning fuel upward from the surface. "Boil over"

occurs only with burning fuel mixtures comprised of both
high and low density components (the effect is not

observed for pure liquids); the fuel must be floating on
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water; and the effect requires several hours to build-up

before it is observed.2

6. Previous work by us3 (since confirmed by others4) has

shown that high humidity facilitates spontaneous ignition
by lowering fuel hotsurface ignition temperatures.

None of these are involved in any way with azeotroping or
free radical effects as will be described in this report.

The following is a discussion of azeotropic and possible
free radical effects which may result on application of water

to fires, and which appear to be much more important in fire
intensifications than items #1 - #6 above. This is a follow-on

of work previously accomplished on this project.

II. AZEOTROPIC AND FREE RADICAL EFFECTS OF WATER ON FIRES

A. AZEOTROPIC EFFECTS

Azeotropy is a well-known and phenomenon, sometimes called
"steam distillation", or immiscible phase azeotropy, whereby

distillations can be performed at relatively low temperatures
for what would ordinarily be very low volatility, high boiling

peint liquids. A brief description of steam distillation is
provided below. (See also reference [6].)

As shown in Figures 1 and 2 for benzene, Xxylene and water,
the boiling point of any liquid or mixture of liquide is that

temperature at which the vapor pressure of the liquid system
exactly equals the atmospheric pressure (the standard

atmospheric pressure being 760 mm Hg) . (Benzene and xylene
will be discussed in detail in this paper, since these have

boiling points which are analogous to the boiling points of
volatile JP-4 and less volatile JP-8 fuels, respectively.)

In Figure 1, benzene boils at 80° C at a vapor pressure
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of 760 mm (one atmosphere), and water has a vapor pressure of

one atmosphere at 108 c. The two liquids are insoluble in
each other, and each phase exerts its own vapor pressure at a

given temperature. The total pressure is then the sum of the
vapor pressures for each liquid at that temperature. Thus, at

o
69 C the vapor pressure of benzene is 533 mm Hg, and of water,
227 mm Hg. Since the total pressure is 760 mm, the mixture

will boil at this 1lower temperature, 11o C lower than the
boiling point of pure benzene.

The effect is more pronounced for higher boiling liquids,
as seen in Figure 2 for the insoluble mixture of water and

Xylene (xylene alone boils at 139°C at 760 mm pressure). At
94.5° C the vapor pressures of xylene and water total one

o
atmosphere -- some 45 C cooler than for Xylene alone.

These azeotropic effects have serious implications for the

flammability of hydrocarbon fuels in contact with water --
e.,d., when fuel fires are being extinguished by water or water

based extinguishing agents such as AFFF.

Fuel flammability, and intensity of fire for the fuel, is

typically regarded in terms of the fuel’s flash point -- i.e.,
temperature of the liquid at which its vapors are sufficiently

7
present over the fuel to sustain a fire. The more flammable
fuels are those with the lower flash points, and fuels with

higher flash points are typically regarded as being more safe
from the standpoint of such ignitions. Due to these

volatility considerations, aviation fuels have undergone
dramatic changes since World War II. 1In 1951 the US Air Force

‘and Army changed from a highly volatile blend of gasoline and
kerosene to the less volatile JP-4 formulation which had been

widely used by these services until very recently. 1In 1952 the
US Navy adopted a much less volatile blend (JP-5) as a result

of the extreme fire fighting constraints peculiar to Navy
carrier operations. In 1958 an intermediate blend (less
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volatile than JP-4, but more volatile than JP-5) was adopted as

Jet A-1 fuel for use in commercial aviation; and since 1968 a
slightly modified version of Jet A-1, designated as JP-8, has

been gradually implemented for general military use.

The matter of "azeotropic overpressures", referred to in

Figures 1 and 2, was early regarded in this work as being an
area of prime concern.

In a liquid fuel fire, the surface of the burning liquid
is at its boiling point. Although there will be a temperature

gradiant in the liquid fuel below the surface, there will be a
significant fraction of the liquid fuel beneath the burning

surface which will be at a considerably elevated temperature.

If a water-based extinguishing agent (e.g., fog, AFFF, or

even a solid stream) is applied to this fire, the incoming
water will also be significantly heated as it passes through

the flame and into the burning liquid.

If a low boiling point fuel such as benzene (Figure 1),

with a high volatility representative of JP-4, is heated to its
boiling point (80° ), and water is added at a rate such as to

allow it to be heated to about this same temperature, the vapor
pressures of the water (357 mm) and of benzene (760 mm) total

now to 1117 mm. This is an overpressure of 357 mm (about 0.5
atmosphere) in vapor pressure which has suddenly been installed

in what had been a gently boiling liquid. The effect will be
gsimilar to that which we would observe if we heated the benzene

to 92,C in a closed pressure cooker, which would now show a
pressure of about 7 psi or 0.5 atmosphere on its dial. TIf we

suddenly open the pressure cooker, the contents will erupt in
vigorous boiling. This same effect will be observed on

addition of water to boiling benzene (or JP-4 type of £fuel),
without a pressure cooker; and a somewhat increased intensity

in the fire will be observed.
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If xylene (a low volatility fuel repregsentative of JP-8

o
components) is heated to its boiling point (139 C) and water is
added at a rate to allow it to be heated to the same

temperature, the vapor pressures of water and of xylene total
now to 3,400 mm -- an overpressure of 2,640 mm (see Figure 2).

This is an overpressure of 3.5 atmospheres, again, suddenly
unleashed in what had been a gently boiling liquid. This is

what we would observe if we heated the Xylene to Zd% C in a
closed pressure cooker, which would now show a pressure of

52 psi or 3.5 atmosphere on its dial. If we suddenly open the
lid, the contents will erupt in very violent boiling. This

same effect will be observed on addition of water to burning
xylene (or JP-8 type of fuel); and an extremely greatly

pronounced increased intensity in the fire can be anticipated.
Thus, low volatility JP-8 type fuels might be subject to

hazardous, sudden and unexpected increases of vaporization of
burning fuel during extinguishing operations involving use of

AFFF, water fog, or other water based agents, with concomitant
increases in flash back, fireballing and similar unexpected

flame flare-ups. Such situations could be particularly
hazardous for large scale firefighting operations.)

Experiments described on the next two pages were performed

to verify the anticipated great increase in fire intensity for
non-volatile JP-8 fuel fires on application of water.

No previous attention appears to have been directed to

the possibility of increased flammability hazards arising from
azeotroping effects from application of water systems to

hydrocarbon fuel fires. Statements to the contrary have been
encountered in responsible fire manuals:
" ... water ... entrained in fuel ... is not

particularly significant from a fire hazard viewpoint
... .u8 This is valid for firefighting implications for
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Figure 3. Ignition Flask
A. 500-ml round bottom, with
B. Two-necked Claisen head;

C. Pot thermometer well; and

D. Side arm extending from
Claisen head.

E. Electric heating mantle.
F. Magnetic stirrer.

G. Addition funnel for
adding water.

H. Capillary extension tube
from side arm tube.

I. Head, pot temperature
thermometers.

J. Igniter

Not shown: Aluminum foil insulation around assembly; nitrogen
tank for purging air from assembly; heating tape
for side arm tube; emergency fire extinguishers.

Procedures:

1. Add 100 ml fuel to flask, with magnetic stirring bar.

2. Purge air from assembly with nitrogen tank.

3. Set controls for heating mantle and heating tape to
about 20° C above boiling point of fuel.

4. When fuel begins to distill from capillary extension,
light distillate with igniter.

5. Add 1 ml water from addition funnel; observe £flame growth
(if any) at capillary extension.
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RESULTS OF EXPERIMENTS WITH XYLENE, AND XYLENE AND WATER;
AND WITH BENZENE, AND BENZENE AND WATER

For both xylene and benzene experiments, distillation
rates were achieved (prior to adding water) which
provided just enough fuel at the capillary to sustain a
small flame at the capillary extension tube.

For distilling benzene, addition of water did not
materially increase the magnitude of the flame.

For distilling xylene, addition of water resulted in a
huge increase in flame size; see Figures 7 and 8 below.

Figure 4. Xylene flame . Xylene flame 1is
prior to greatly intensified
adding water. by adding of water.
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preexisting entrainments of water in fuels; for high
volatility fuels such as JP-4 or AVGAS; or any type of

fuel floating on water (except for boil-over effects as
previously described). Work accomplished in this

project demonstrates, however, that this is mnot wvalid

for water being applied to large scale fires involving

low volatility JP-8, JP-5 or Jet A-1 type fuels.

There is at least one instance in the fire fighting

literature which can now possibly be reinterpreted in the light
of a possible water/fuel azeotroping effect.

On 26 May 1981 an EA-6B crashed into several F-14’'s
while landing on the US Navy carrier NIMITZ (CVAN 68).

In the ensuing fire 14 men were killed and 42 injured,
with $60 million damages to the carrier and its planes.

Firefighting efforts commenced immediately, using water
hoses and AFFF washdown systems (although AFFF systems

were not deployed until well into the fire £fighting
effort). It was subsequently suggested that possibly

there had been contamination of JP-5 fuel in the Navy
aircraft by JP-4 fuel as a result of refuelling from an

Air Force tanker; and that there had been a reduction in
flash point of the Navy jet fuel as a result of the

possible admixture with the more volatile JP-4.

A possibility also exists, however, that greatly increased

volatilization occurred when the water based extinguishing
agents (fog or AFFF) contacted the hot fuel. It is now

suggested that this should be investigated from the standpoint
of future fire fighting technologies. It should be noted that

Halon extinguishing agents will be increasingly unavailable in
the future, with an increased reliance on water based

extinguishing systems. From the standpoint of Air Force
interests, with conversion from more volatile JP-4 to less
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volatile JP-8 fuel: since JP-8 is prone to increased
vaporization rates in the presence of water, due to azeotropic

effects, the need for an in depth evaluation of this effect
assumes even dJreater dimensions of importance. Moreover, the

Navy is now using low-volatility JP-5 fuel, and that commercial
aircraft are now exclusively fueled with low volatility Jet A-1

(essentially identical to JP-8). Thus, need can be established
for examination of the azeotroping effects from the standpoint

of Navy and commercial aviation interests, as well.

In summary, the following implications pertain for

azeotropic water effects in operational firefighting:

(1) Application of water onto burning fuels can result in

an increase rate of volatilization of the fuel, and a
correspondingly increased fire intensity will result.

(2) The effect is particularly pronounced for "fire-safe"
low volatility fuels such as JP-8, JP-5 and Jet A-1.

(3) Due to high increases in rates of volatilization which

can result with low volatility fuels on application of
AAAF, water fog or other water-based firefighting

agent, it may be best to use halon or alternative
halons for supplementary extinguishment.

(4) A need exists for increased firefighter awareness of
unanticipated high increases in rates of

volatilization for low volatility fuel fires, when
using water-based extinguishing agents.

(5) Water suspended in the fuel before the fire will
not materially affect the flash point.

In typical firefighting training exercises, a large fire
pit 1is partially filled with water to provide a flat surface

for fuel layered to a depth of an inch or less over the water.
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(The flat water surface minimizes fuel volume requirements, and

serves to cool the fire pit thus minimizing maintenance and pit
replacement costs). Until recently JP-4, then more available,

was used for training fires. Currently, almost all training
fires are conducted with JP-8, reflecting the operational

change-over to this less volatile fuel. A diagram of a typical
fire pit assembly, using JP-8 fuel, is shown in Figure 5.

As shown in this project, for high volatility fuel fires

such as JP-4, there is little effect on volatility when water
is added. We have also shown that if water is added to hot

non-volatile fuels (JP-8, JP-5 or Jet A-1), there is a serious
increase in volatilization rate and a corresponding serious

increase in fire intensity for burning fuel.

It is therefore not surprising that azeotroping effects

are not observed for the countless number of JP-4 Air Force
training fires conducted annually, since for such high

volatility fuels water has little impact on volatilization
rates. It needs to be emphasized here, however, that the

effect will not be observable for training fires involving the

low volatility JP-8, JP-5 and Jet A-1 fuel fires, either.

Thus, a8 shown in Figure 5, for high boiling point (low

volatility) fuel training fires there will be a very sharp
temperature gradiant in the very thin layer of burning fuel

floating on the fire pit’s pool of water. At the burning
surface, the fuel temperature will be at its boiling point

(226°C, or 440°F for JP-8); but an inch or less below this, at
the interface of the fuel layer with the underlying water, the

temperature drops to ambient water temperature (typically no
more than 30°C, or 80° or 90° F). Therefore, almost all of the

fuel will be at a temperature which is far below its azeotropic
boiling point (in the case of JP-8, about 94°C or 200° F).
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Thus, for even the most non-volatile hydrocarbon fuel

such as JP-5, there will be no observed increase in rate of

volatilization of the burning fuel when water-based

extinquishing agents are applied to the fire! The implications

of this fact are that current fire research and firefighting
facilities can provide no capabilities for:

(1) Demonstration of azeotroping effects which can promote
very serious increases in fire intensities when water-
based extinguishing agents are applied to low
volatility fuel fires.

(2) Investigation of azeotroping effects on a practical

real-life research scale, with a view to:
a. Evaluation of gituations which are most conducive

to development of the effect;
b. Development of technologies to miminize formation
of the effect in firefighting operations; and

c. Development of firefighting technologies to

minimize the effect after it has occurred.

(3) Demonstration of the azeotroping effect and of

appropriate firefighting techniques to prevent it, and
to minimize it if it established an important

component of the fire.

B. POSSIBLE ROLE OF FREE RADICAL EFFECTS IN ANOMALOUS
FLAME INTENSIFICATION BY APPLICATION OF WATER

Subsequent to the completion of this group’s preliminary
experimental work on azeotropic intensificaton of hydrocarbon

fires by application of water, another group reported its
preliminary findings on this same phenomenon.10 Although no

mechanistic details were discussed, mention was made in their
report of possible "chemical enhancement" of £lames by

interactions with water.
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The only likely candidates for chemical involvements would

be free radicals. A strong argument against free radicals
might exist in the fact that, as this group has shown, water is

a fire intensifying factor most significantly for high
molecular weight (high boiling point) fuels, although fuel

molecular weight is not usually considered important to ease of
formation of free radicals. However, we will be proposing

catalyzed production of hydroxyl free radicals when water 1is
applied to the flame, these radicals greatly facilitating flame

formation by attack on the fuel molecules. High molecular
weight fuel molecules are slower at given temperatures than low

molecular weight molecules; and high molecular weight molecules
obviously have greater profiles. Thus, slower and larger high

molecular weight molecules present better targets for free
radical attacks.

Another argument against free radical intermediacies can
be mounted in terms of overall energetic considerations. Thus,

much energy certainly has to be absorbed to cleave water
molecules into free radical components, and even though most of

this energy would be redelivered to the fire system, there
would be a considerable entropy diversion with which to

contend. However, as will be detailed in  the discussion to
follow, other workers have shown that transition element oxides

(found in appreciable abundance in all typical flames as a
result of oxidation of metallic objects in the flame

environment) can catalyze formation of hydroxyl and other
oxygen-containing radicals by ultraviolet radiation (produced

11
in great abundance in all flames).

Thus, there are cogent arguments for free radical
participation in the anomalous intensification of flames by

application of water, and it therefore it is urged that this
possibility should be included in this investigation.




The basis for dissociative processes into free radicals or

free radical negative ions was first presented in 1971 by one

of the investigators in this project, Dr. Alex Green.12

Of particular interest are the low lying dissociative states
[H + OH and O + H,], requiring about 5 eV excitation. It is

not likely that these can be excited directly in single photon
processes from light available in typical fires since the

wavelength required:

wavelength = 1240 ev/E = 1240/5 = 248 nm

is too short for radiation that provides most of the

light available in smoking fires.

However, as is also shown in Figure 6, possible processes

involving vaporized water negative ions may be more promising,
since dissociation of H,0 into hydroxide ion (OH") and hydrogen

radical (H) requires only 3.2 eV radiation, or wavelengths
shortward of 388 nm. Here the strong OH peak in hydrocarbon

flames at the 306 - 309 nm range,; can convert H20_ ions into
OH™ ion and H radical; and the electron can be photo-detached

from hydroxide to form the hydroxyl (HO) radical near the -peak
of the Planck spectrum.

We thus come to the question as to how the negative water

ion (Hzo_) might be formed. It is well known that fine sprays
of most liquids are frictiomally chargeda. Moreover, prominent

electrical field effects have been well demonstrated to be
important characteristics of flame chemistry. Thus, negatively

charged water molecules can certainly form and survive in mist
and vapor form in fire environments.

Moreover, other workers11 have noted that ultraviolet (UV)

light is capable of dissociating water containing catalytic
traces of ions of such transition elements as titanium into

hydroxyl and other free radical species. As noted above,
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hydrocarbon fuel flames are strong emitters of UV radiationm,

and typically many transition metal oxides are pPresent in most
fire environments, and are found in significant concentrations

in smoke particles. These metal oxide and other ionic species
can generate electron holes under exposure to the Planck

spectrum; as electrons tend to migrate to the surface in such
particulates, these can readily be captured by water molecules

which collide with semi-conducting species, thus forming the
negative water ions, which then proceed to form the oxygen and

oxygen containing radicals which are well known to facilitate
combusion processes. The heat of combustion could be also

considered to provide pronounced enhancement of such
dissociative processes.

Thus, although there is no overall gain in energy due to
the interaction of water, there can be very significant

conversion of ultraviolet energy within the flame, under the
catalytic effect of trace quantities of transition metal

species in interaction with water to form hydroxyl and other
oxygen containing free radicals, thereby facilitating the fire.

In effect, large amounts of ultraviolet energy which would
otherwise be radiated away from the fire zone can be converted

to thermal energy for enhanced propagation of the flame front.
As an important phase of this investigation, we propose to

investigate the possibility that water mists can thus enhance
the combustion process. '

Preliminary spectroscopic results recently observed at
the University of Florida tend to confirm that the hydroxyl

free radical population is substantially increased when steam
is gently introduced into a lab-scale heptane pool fire. Soot

formation was also substantially decreased, and the flame size
was substantially increased.
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RFSIG Target Model Integrated With the Joint Modeling and Simulation System (J-MASS) Environment

Larry A. Beardsley
Assistant Professor
Department of Mathematics
Athens State College
Athens, Alabama

Abstract

As attested to in last summer’s report, the J-MASS architecture is a relatively new modeling
system designed to support engineers, model developers, analysts and decision makers.  J-MASS is
written in the object-oriented DOD-standard Ada language. It is designed to be transportable between
different J-MASS compliant hardware configurations and to operate on workstations using a Posix-
compliant Unix operation system. The current beta test site 2.0 J-MASS release provides almost total
functionality through the system environment, allowing a user to log onto J-MASS and develop
components, assemble them into models, configure a simulation scenario and place players within the
scenario, execute the simulation, and analyze the results through post-processing. Currently, the
WL/MNSH and WL/MNMF branches have tested the 3DOF missile code under the J-MASS architecture,
and plans have begun for creation of the 6DOF code into the recommended architecture.

My tasks this summer were to rewrite the statistical target model currently written in Fortran into
Ada. Also, I worked on an Ada shell which allows for the passing of data from a fortran program to an
Ada program. This involved such considerations as reading the Ada boolean “True” or “False” and
converting it to the Fortran boolean “1” or “0” respectively. The reason for the writing of the shell was to
provide a means for an already fortran program to function in conjunction with other programs written in
Ada. If time permitted, I was to perform Monte Carlo analyses on data on a sun workstation. The
analyses had been performed on a VAX system, but had not been attempted on a SUN workstation.

The above tasks consisted of understanding of the statistical target model, programming in the
Ada language, and a fairly good understanding of J-MASS. The first few weeks I spent studying the
model, the next couple working on the shell, and the remaining weeks I devoted to writing, compiling,
and debugging of the newly written Ada version of the statistical target model. The last task was carried
out in two parts. First, the programs were written and compiled on a VAX system, and then the code was

transported to a Sun workstation for compilation.
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The Statistical Target Model in the J-Mass Environment

Larry A. Beardsley

INTRODUCTION

My primary tasks as a researcher this summer were to gain a through understanding of the
RF (radio frequency) statistical target model which will be referred hereafter as RFSTAT, and to create an
Ada wrap around shell so that RFSTAT can be used in the J-MASS environment, and to rewrite the
fortran target model into Ada. The purpose of a shell is to provide a means for programs currently written
in Fortran to be useable in the J-MASS architecture which is written in Ada, the DOD standard language,
without having to rewrite the Fortran program into Ada.

There is a trade-off in having a Fortran program interface in a J-MASS environment (for a
description of J-MASS see “The Integration of MOMS with MSTARS in the J-MASS Environment” by
Beardsley[1]) via a shell which allows data to be passed back and forth from the Fortran program to the
J-MASS environment. With the use of a shell, programs will usually run more slowly than they would if
written in Ada. However, with the processor speeds of today, the additional time for a program to run
using an shell interface may pale in comparison to the time it may take to reengineer a lengthy forrtran
program into Ada. Therefore, careful thought should be given before deciding to rewrite current
operational code into a new language.

RFSTAT that I was requested to rewrite is not a lengthy program. It contains seven subroutines,
which altogether rewritten will comprise about twenty pages of code, or about twice the length of the
Fortran written version. The main hurdle I crossed was that of fully understanding the earlier fortran
version and rewriting it with my minimal understanding of Ada. However, I am grateful to PhiPhi
McGrath, who after already having done a conversion from Fortran to Ada, was willing to help rewrite
the statistical target model into Ada. In reality, she did the majority of the writing on the Vax system, and

my subsequent task became making it run on the SUN/IBM RS/6000 was to make it run in a Unix
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1 What are the features of the model?

(1) It can be used as a generic target with a specified radar cross section (RCS).

(2) It can be used with measured data, suitably prepared, as an input.

(3) The output results are dependent on actual antennae size.

(4) The model correctly accounts for correlation between RCS and glint and also for correlation between
vertical and horizontal glint.

(4) The model accounts for signal time correlation based on target aspect angle rate.

(5) The model is based on a model developed by TSI, Inc for the AFATL RFT S facility and modified
Dynetics, Inc for a digital seeker simulation.

2 Functional Description of the Statistical Target Subprogram

The main driver of the statistical target subprogram determines the azimuth and elevation cross-
correlation terms, glint bandwidths, and a cholesky decomposed covariance matrix. Also, the systems and
control matrices for a second order butterworth filter are developed. The main routine initializes and
settles the filter at startup and whenever the transmit frequency is changed. The two glints, mean azimuth
and mean elevation, and the radar amplitude are calculated upon receipt of the filtered azimuth and
elevation signals.

(1) What is the function of the butterworth filter update subprogram?

This subroutine generates 3 independent, complex random variates with user specified mean
raleigh magnitude and uniform phase. The random variates are then modified by the elements of a
previously computed matrix which introduces the desired correlation between the variates. The resultant
complex variable represent the signals received from a far-field target by a 4 port-antenna interferometer.
The necessary fourth signal is synthesized from the other three. A 2nd-order low-pass butterworth filter
provides the spectral shaping of the correlated signal components. The glints and RCS bandwidths are
controlled by making the filter cutoff frequency a function of aspect angle rates. In order to minimize
filter drift this routine is called at the basic simulation update rate. When the cutoff frequency violates the
nyquist interval, the filter is bypassed. This program calls the program “GAUSS”, a gaussian random

number generator.

4-6




(2) How does Gauss work?

Except on the first call, “GAUSS” returns a pseudo random number having a gaussian (that is, a
normal) distribution with zero mean and “sig” standard deviation. Therefore, the density is:

F(x) = exp(-5.0*x**2)/sqrt(2.0*PI) if “sig” equals 1.0.

The first call initializes “GAUSS” and returns zero. “GAUSS”, in turn calls “RANU”. It is
assumed that successive calls to “RANU()” give independent pseudo random numbers distributed
uniformly on (0,1) , possibly including 0 but not 1. The method used was suggested by Von Neumannn,
and improved by Forsythe, Ahrens, Dieter, and Brent. On the average there 1.3777 calls of “RANU” for
each call of “GAUSS”. The original name of “GAUSS” was “GRAND” and it was published in
algorithm “488” in the collected algorithms from “CACM”.

(3) A description of RANU

This function generates a uniform distribution of random numbers between 0.0 and 1.0. Before
its use, the generator should be seeded. Any integer in the range from 1 to 2147483646 will serve as a
good seed. The function is portable to any system that has a maximum integer value of 2**31 - 1 or

greater.
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Conclusions

Several weeks of the summer were spent learning the basic theory of the statistical target model.
I devoted two weeks considering how to write a shell for the fortran statistical target subprogram that
would allow for the passing of data from an Ada routine to a Fortran routine. The remaining five to six
weeks of the summer, I channeled my efforts toward rewriting the fortran code, main driver and all
subroutines into Ada. This task was began by Ms. McGrath on a digital VAX system. Her prior
experience with the target model and Fortran to Ada reengineering gave me helpful support. As she
wrote the routines, with some input from me, I compiled and debugged the programs on 2 UNIX based
system. At the time of this v&;riting, all of the routines but one had compiled on the VAX system.
However, a supplementary report will be issued yielding the results of this task as well as the functionality
of the Ada shell.

A great deal has been leamned in the time that I devoted to both studying to understand the target
model, as well as understanding the Fortran version and time spent in its conversion.

As previously stated, a shell may be useful for interaction between Ada and lengthy Fortran
programs. However, for short programs reengineering Fortran to Ada is reasonable. Of course, all of this
is taking into account that the current DOD standard language is Ada; therefore, many of the newer

programs will be written in Ada from the start.
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MULTIGRID METHOD FOR LARGE SCALE
ELECTRONIC STRUCTURE OF MATERIALS

Thomas L. Beck
Associate Professor
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Abstract

A novel method for density functional theory calculations was developed. The Kohn-Sham
equations were solved entirely in coordinate space using a finite difference algorithm. The method
employed the recently developed multigrid algorithm for solving both the Poisson equation and the
electronic variational problem. Order of magnitude accelerations were obtained relative to solution
on the finest grid alone. Numerical examples are presented for atomic problems. If the orbitals
are localized, the method scales linearly with the number of electrons. Therefore, it holds promise

for large scale ab initio simulations of materials. Future applications to computation of nonlinear
optical properties are discussed.
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MULTIGRID METHOD FOR LARGE SCALE ELECTRONIC STRUCTURE OF MATERIALS

Thomas L. Beck

Introduction

Quantum chemical methc;ds have become tools of routine use in both theoretical and experi-
mental laboratories. One can now obtain software packages which perform accurate computations
on relatively large molecules, and the computations can be carried out on desktop workstations in
reasonable amounts of time. The methods and software required to carry out these calculations
have been developed with thousands of years of total human labor, and the codes are now relatively

efficient and user friendly.

Several questions can be asked. First, why develop more efficient methods? Traditional quantum
chemical methods are founded on basis set expansions of the electronic wavefunctions and solution
of the Schrodinger equation via matrix methods. A fundamental difﬁculty is that the computer
time required scales at least as severely as N3, and often (for the more accurate methods) as N* or
higher. Major advances have been made which allow computations for systems of 50 to 100 electrons
on supercomputers (vector or parallel), but the scaling problem will ultimately prevent calculations
on systems with thousands of electrons even accounting for any foreseeable advances in computer

technology.

Second, why do we need to do ab initio calculations on systems with thousands of electrons?

Many problems can be modeled quite accurately using effective potentials obtained from extensive

53




theoretical calculations and refinements based on experiment. However, there are a wide range
of phenomena which require explicit inclusion of the electrons. Notable examples are: chemical
reactions in liquids, electronic structure of disorderd solids, electron transfer reactions, and nonlinear
optical properties of polymers. Each example requires explicit inclusion of a large number of electrons
for an accurate treatment which transcends traditional use of model potentials. Even larger systems
which will be treated fully quantum mechanically one day are interactions of solvent and solute
molecules with segments of DNA strands and the fracture of metallic solids and alloys under stress.

These kinds of problems are hopeless with existing electronic structure methods.

My research this summer focused on the development of more efficient means of carrying out
large electronic structure calculations. In the last twenty years, applied mathemeticians (led by
Professor Achi Brandt of the Weizmann Institute) have developed a new approach to solving partial
differential equations called multigrid which dramatically increases the convergence properties of
iterative methods.:? I worked on the inclusion of multigrid for two aspects of the electronic structure
problem. The first is the solution of the Poisson equation for an arbitrary distribution of charges. The
second is for the solution of the quantum variational problem itself. I obtained preliminary promising
results in my lab at the University of Cincinnati for one dimensional N electron problems. During
my eight weeks at Wright Patterson Air Force Base, I wrote an extensive computer code to carry
out a multigrid calculation which located the ground state electron density for many electron atoms.
The results suggest that the multigrid method gives at least an order of magnitude acceleration of
the calculation in relation to iteration on the finest scale. My findings imply that the multigrid

approach holds promise for large scale ab initio simulations of materials.




The research was carried out in collaboration with Dr. Ruth Pachter. An interest of her research
group is to calculate nonlinear optical properties of polymeric materials. It is our hope that the
multigrid approach will lead to realistic calculations on large systems such as polymers in the presence

of strong electromagnetic fields.

Theory

The underlying theoretical foundation to the electronic structure calculations described here is
electron density functional theory(DFT).3~3 This theory has a long history dating back to the work
of Thomas and Fermi on the electron gas. The theory was formalized by Hohenberg and Kohn and
then turned into a viable computational method by Kohn and Sham. DFT has been the predominant
computational method in solid state physics, and recently has become more popular in quantum
chemical applications (in relation to say Hartree-Fock theory). One major advantage of DFT over
Hartree-Fock (HF) is that the effective potential operator is local, although approximate, whereas
in HF the exchange operator is nonlocal. Hence, the DFT calculations generally require much less
computational effort while giving comparable accuracies for many molecular properties. Several di-
rect comparisons have been made in recent years, and certainly there is room for large improvements
in the computation of the important exchange-correlation energies in DFT. The important theme
of DFT is that the ground state energy can in principle be computed from a knowledge of the one

electron density, p(r).

Kohn and Sham® developed a useful numerical method by introducing one electron orbitals into

the calculation; this procedure yields much more accurate kinetic energies than the relatively crude
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Thomas-Fermi theory. Then, by solving a set of self consistent one electron equations, one can
obtain the ground state electron density and hence the total electronic energy. A term in the one
electron effective potential was added which includes contributions of both electron exchange and
correlation, in an approximate way. Typically, it is assumed that this term of the potential is that
for a uniform electron gas at density p(r). Exact numerical Monte Carlo results have been obtained
for the uniform electron gas.® Surprisingly, this approximation works well for a wide range of solid

state and chemical applications.
The Kohn-Sham total electronic energy can be represented as (we consider only doubly occupied

states here):

Nf2

El{gi)] =23 / ” [-%w] Yedr + / Vesy (x)p(r)dr (1)

i=1

where the 1; are the Kohn-Sham orbitals, the effective potential is:

l.I
Vet ®) = vers®) + [ L+ v @
and the electron density is:
N/2
pr) =2 |%i(r) 2. 3
i=1

Typically, the external potential is that due to the nuclei and the exchange-correlation potential is
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computed at the LDA level.

Iterative minimization of the energy is carried out by solving the following steepest descent

equation:

TR LI

subject to the constraints of orbital orthonormality:

oij = /qb,-(r)’n/;,-(r)dr— 6;; = 0. 5)

These constraints are enforced iteratively at each propagation step using the SHAKE method devel-
oped for simulations of rigid molecules. (We are currently introducing more efficient and accurate
methods for the minimization and orthogonalization steps, namely conjugate gradients and Gram-

Schmidt, respectively.)

If one takes a functional derivative of Eqn. 1 with respect to %] (r) and sets it equal to zero,
the traditional self consistent one electron equations are obtained. These equations are typically
solved by matrix methods. In our work, we rather minimize the total energy directly as described
above. This procedure is the basis of the well known Car-Parrinello method,® which incorporates
plane wave basis states and uses repeated application of FFT methods to obtain rapid convergence.
The basic problem with their method is that it still suffers from the N3 scaling problem since they

represent the orbitals with completely delocalized basis functions. This causes the orthogonalization
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step to scale as the volume cubed.

The point of our work is to do all of the minimization directly in coordinate space, in which
case we can exploit any possible localization of the orbitals. If the orbitals are localized, then
we can surmount the N3 barrier. In addition, we can exploit the substantial efficiency gains and
scaling properties of multigrid methods. With the inclusion of multigrid, the method scales in
principle linearly with N. There have been several developments in recent years which essentially
lead to propagation in coordinate space.” To my knowledge, only two attempts have been made at a
multigrid process for electronic structure.®® The first employed multigrid for the Poisson equation
and the authors solved several one orbital problems.® In the second paper,® a multigrid approach
was mentioned at the end of a conference proceedings paper; no details of the method were given,
and results were presented for one orbital problems only. I believe the results presented below are

the first application to a multi-orbital problem (the Ne atom, 10 electrons).

Details

First, we must represent the relevant equations (Poisson and Schrddinger) in coordinate space.
The electrostatic potentials and electron orbitals are then represented simply by their numerical
values on the cartesian grid. Then, the multigrid method is utilized to accelerate solution of both
problems. The Poisson equation must be solved at each update of the orbitals to generate a new
effective potential. Once the global minimum has been reached to within some tolerance the mini-

mization process is terminated.

In our work, we have used a nine point finite difference formula (in one dimension) to represent
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the kinetic energy operator. Relatively high accuracy is required for this operator due to the strong

and singular potentials near an atomic nucleus.

The iterative process then proceeds as follows: 1) make initial guess at orbitals (orthogonal) 2)
solve Poisson equation and generate effective potential 3) compute orbital ‘forces’ by applying the
Hamiltonian in coordinate space 4) move the orbitals 5) reorthogonalize the orbitals 6) compute

total energy 7) return to step 2.

This process is solved first on a coarse scale. The solution is then passed to the next finer scale
(grid spacing halved) by interpolation. These interpolated functions are then used as the initial
state on the finer scale where a new set of iterations are begun. This whole sequence is called nested
iteration, and is not a full multigrid cycle. The full multigrid is well-described in Ref. 1. We have
written a full multigrid code for the Poisson equation and are currently adapting Brandt’s FAS
scheme for solving our minimization problem (with helpful advice from Prof. Brandt).2 We have
observed linear scaling and rapid convergence for solution of large Poisson problems in 3-d periodic
boundary conditions. The present results are nested interation results for atomic structure. Even
with this limited form of multigrid, dramatic accelerations are observed; the full multigrid cycle

‘should perform substantially faster.

Numerical Results

The majority of my research this summer was directed at writing a large-scale computer code to
do calculations on realistic atomic systems. Then, I spent several weeks testing the code on several

atomic problems which have been solved by other means in the literature. Here I will present only

5-9




numerical results which illustrate the method for the He and Ne atoms. The He atom is a one orbital
problem and the Ne atom is a five orbital problem with all the complexity of a general ab initio
calculation. The calculations were carried out on various Silicon Graphics workstations at Wright

Patterson Air Force Base in collaboration with Dr. Pachter.

Figure 1 presents the convergence behavior of nested iteration vs. iteration on the finest scale
alone for the He and Ne atoms. Clearly the nested iteration yields large scale speedups on the
convergence properties for both atoms. In addition, the grid method yields physically reasonable
results for the total energy, namely within a couple of percent of accepted literature values. The
absolute value of the total energy is likely off since we represent the nucleus as a slightly distributed
charge. The largest concentration of charge is at the nucleus of course so errors due to the grid
representation are largest there. However, for most quantities of interest (except perhaps NMR) the
exact behavior at the nucleus is not crucial. For example, with Ne the 2 1s electrons carry on the
order of at least 50% of the total atomic energy. The representation on a uniform grid is poorest in
the core where much electron density is localized. Therefore, small errors can be expected in that
region, while the second shell is accurately represented. Since this is where chemical interactions

take place, the numerical results can be deemed acceptable.

Figure 2 shows the radial density profile for electron density away from the Ne nucleus (47r2P(r)).
The grid method captures the shell effect as the 1s core is clearly visible. Visual inspection of in-
dividual orbitals shows that the 1s, 2s, and 2p orbitals are obtained (using Gram-Schmidt orthogo-

nalization).
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Future Plans

Currently we are improving the minimization procedures by employing Gram-Schmidt orthogo-
nalization and conjugate gradients minimization.? Both lead to subsfa.ntial improvements over the
current method. The next step is incorporation of the FAS scheme of Brandt et al..>2 We are now
adapting our method for this full multigrid cycle. This method will be similarly tested on atomic
many electron problems. Then a full scale simulation of a large system will be attempted. Our
current plans are to minimize the total electronic energy of bulk silicon with an all electron calcula-
tion. An advantage of our method is that it is very simple to adapt to periodic boundary conditions.
The wavefunctions and electrostatic potential must only match on the boundaries. Therefore it is
trivial to employ in one, two, or three dimensions. This circumvents the need for difficult Ewald

summation methods say for surface problems.

A second area concerns development of higher accuracy kinetic energy representations. To this
end we are examining a new method of functional representation called Distributed Approximating
Functionals(DAFs) developed in quantum dynamics.'® We are also exploring the use of adaptive grid
methods for electronic structure.? Since the electron density is often quite low in large regions of
configuration space (for example in silicon the packing density is low), the grid should be adaptable
to do work only where necessary. Multigrid is ideally suited for this problem, and corresponding

methods have been developed in computational fluid dynamics.

Our computational interests at this time are 1) nonlinear optical properties of large systems
such as polymers. DFT has been used with the derivative methods to compute polarizabilities

and hyperpolarizabilities of atoms and molecules.!! Our methods should extend the size range for
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which these calculations are possible. 2) metal-solution and metal-polymer interphases. We are
collaborating with Prof. F. James Boerio in our Materials Science and Engineering Department. His
group makes SERS and IR measurements on polymer and self assembled monolayer ordering at metal
surfaces. The metal-molecule interface is inherently quantum mechanical. To my knowledge, very
few fully quantum mechanical simulations have been performed on these highly complex systems.
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Figure Captions

Figure 1. Convergence behavior for computation of the total energies of the He and Ne atoms.
The energies are in atomic units and the ‘time’ merely gives the relative times for nested iteration
vs. fine scale iteration.

Figure 2. The radial distribution function for the Ne atom. Distance is in A.
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Diffusional C;'eep in Metals and Ceramics at High Temperatures
Victor L. Berdichevsky
1. Introduction.

Predictions of mechanical behavior of solids can be roughly classified as
short-term and long-term predictions. In short-term prediction, the behavior could
be elastic or plastic dependingly on the level of stresses. For sufficiently low stresses
solids behave elasticity. However, during a long time even for low stresses solids
develop irreversible deformations. This phenonenom is called creep. Actually, solids
creep even at zero external load. This is due to the fact that practically none of
polycrystallin bodies is in thermodynamical equilibrium.  Energy of a polycrystal
can be decreased, for example, moving grain boundaries. This occurs in reality, but
very slowly, by means of thermodynamical fluctuations. The rate of changes
magnifize significatly by elevating of temperature and applying an external load.

Two major mechanisms of creep are known: deformation created by motion of
dislocations and by diffusion of vacancies. The typical deformation mechanism map
is shown in stress-temperature plane on Fig. 1 [1]. Above the curve Y (high stresses)
the dominating mechanism is dislocation motion, below Y (low stresses)deformations
occur due to diffusion of vacancies. It is believed th-at for low temperatures,
vacancies move mostly over the grain boundaries (Cobble creep) while for high
temperature motion vacancies through the lattice dominates (Herring-Nabarro
creép). Diffusional creep is the leading phenomenom in many technical processes at
high temperatures.  Superplasticity, sintering, void formation, occur mostly due to
diffusional creep. The foundation of the theory of duffusional crepp was laid down
by Nabarro [2], Herring [3], Cobble [4], and Lifshitz [S]. Extensive reviews of various
aspects of the creep theory can be found in [1, 6-24]. At present, to the best of the
author knowledge, only a linear version of the theory of diffusional creep exists, and

even the linear theory has some gaps which does not allow one to attack such




problems as quantativ.e theory of superplasticity. The aim of this paper is to develop
a thermodynamically consistent theory of diffusional creep which incorporate
nonlinear phenomena such as grain rotation in the course of superplastic
deformation. The contents of the report is as follows. In Section 2 a logic scheme of
the theory is presented, in section 3 the basic kinematical relations are discussed, in
section 4 time derivative of free energy is calculated and it's negativeness is used to
obtain the closed system of equations. Closed system of equations is presented in
Section 5. Future developments are discussed in Section 6.
2. - Logical Skeleton of the Theory.
The closed system of equations of theory of elastic bodies consist of

equilibrium equations for the stress tensor Gij (Latin indices run values 1,2,3;

summation over repeated indices is implied)

J0;,
v _ 0
axi - (2.1)
relation between stress tensor Gii and tensor of elastic strains e(if)
— (e)
Gij - Ai]keeke (2.2)

relation between tensor of total strains €. and tensor of elastic strains 8(9)

i i and

tensor of elastic strains

_ (e
gy =& (2.3)

stating that all deformations in the body are pure elastic, and kinematical relations

between total strains and displacement veetor wj
ow, ow,
= ax, T ax, (2.4)

If some nonelastic deformation occurs, equation (2.3) is no longer valid. It should be

substituted by the equation

— o8, (P
g =&y +E (2.5)
(P)

(P)
ij

where € is tensor of plastic strains. Since six new unknown characterisitcs €

appear one needs six additional equations.
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In theory of plasticit'y and theory of creep these six additional equations usually have
the form

e =1,(%0,.) (2.6)
where dot denotes time derivative.
In diffusional creep, kinematics is quite special (it will be discussed in more details
below). In diffusional creep, tensor of plastic deformation is compatible, i.e. it can be

()

expressed in terms of some "plastic displacements” W

ow.  ow®
e(P) — i j

' 3x—i+ o, 2.7)

(p)

So, one needs in three additional equations for wi Kinematical reasonings lead to

. " . o e (P .
the relation between "plastic velocity W and flux of vacancies

. (p) oc
wi =Dg, (2.8)

where ¢ is volume fraction of vacancies and D is diffusion coefficient. So, the
number of additional unknowns is reduced now to one: concentration of vacancies c.
To close the system of equations one needs an equation for c¢. In the simplest

situation this is just classical diffusion equaion

9Cc _
T DAc (2.9)

where A is Laplace's operator. Equations (2.1), (2.2), (2.4), (2.5), (2.7), (2.8) and (2.9)
form a closed system of equations of diffusional creep.
3. Kinematics

Consider a monocrystal with a perfect lattice. Let it occupy some region V at

zero stresses and some temperature | 0 If external load is applied and temperature is

elevated then the crystal is deformed and occupy some region V. Region V, the actual

state of the crystals depends on time because, as we assume the crystal creeps. If the

crystal is unloaded, it occupies a region V'. Region V' does not coincide with V0
becasue the crystal gained some plastic deformation. Region V' can be defined at

each instant by the thought process of unloading. It is assumed that in the unloading
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process temperature is also returned to the initial value To' Region V' depends on

time t.

Three states, initial, VO, unloaded, V'(t), and actual, V(t), can be defined for
any deformation of the crystal. Deformation cuased by the diffusion of vacancies has
some specifics. In discussion of these specifics we assume that vacancies are not
created inside the crystal and can come into the crystal only from its boundary. In
reality, it is possilbe the bulk nucleation of vacancies by simultaneous production of
a vacancy and an intersticial atom or by dislocation climb, but these processes are
not considered here. They can be taken into account by a complication of the
presented theory.

Consider a bulk flux of vacancies (Fig. 3a), which goes from one piece of
boundary to anthter one. It corresponds to the flux of matter in opposite direction.
Therefore, after some time one observes a deformed state shown on Fig. 3b. If the

flux keeps going one would see after some time the deformed state of Fig. 3c. Fig. 3

.

suggests that the transition from initial state V0 to an unloaded state V can be

described by some displacement vector field: each point of initial state of the
material moves to some new position and there is one-to-one correspondence
between points of V0 and V'.

Quite different situation we have for boundary flux of vacancies (or, that is the
same, boundary flux of matter). In this case material from one piece of the boundary
moves to another one along the boundary. The motion occurs gradually:  first the
upper layer of V0 moves to the right side of the body, then the second one, and so on
(see Fig. 4). the major differences from the bulk diffusion is that material is highly
mixed and particles which were close at the initial state may be far away from each
other in the deformed state. If description of the bulk diffusion we may keep the
notion of Lagrangian particle, for boundary diffusion it seems impossible.  So, we

have to construct a theory which does not use the major assumption of continuum
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mechanics: existence of material (Lagrangian) particles. To this end we consider the
following kinematical scheme for a monocrystal.
Let all three region, Vo, V' and V are referred to some Cartesian coordinates

Xi Coordinates of points in \" v’ and are denoted by Xi, Y.

0’ ; and X,

correspondingly. If boundary diffusion does not occur, then plastic deformation can

be described as one-to-one map V0 <~ V . It is characterized by the functions
yi=y(x,1) (3.1)
We have a usual continuum law of motion. We may introduce plastic velocity, the

velocity of unloaded state,.

ayi(i 1)
v s (3.2)

Plastic velocity may be considered as a function of coordinates Y, of the unloaded

state due to the mapping (3.1).
(r) (o)
Vip =ViP (yk’t) (3.3)

Let now the boundary diffusion takes place. That means that the region Vs

deformed not only due to the bulk motion (3.1) but also by the mass transfer at the

vicinity of boundary. Such notion like velocity V(ip) of a "particle" )e(k, defined by

(3.2), no longer exists in the entire region Vo because some particles disappear in

the course of deformation. However, at each moment one can define velocity

v(ip)(y k,t) (3.3) in the region V.(t). This velocity becomes a primary kinematical

characteristics instead of the law of motion (3.1) of classics continuum mechanics.
To describe the evolution of the region V (t) due to the boundary diffusion we
introduced the velocity, u, which is the rate of migration of boundary in normal

direction. Note, that y=(Q for a rigid motion of the region V*. Therefore, to bind u

with the physical process of the boundary diffusion, we put the constraints on plastic
P)

velocity v, climinating rigid motion:

®__ 1 J (P) 3
vi>=E—— |V, y,,t)dy=0
Vi), Ny (3.4)




vP  ovP ’ av(ip’(yk,t) av(l.‘?)(yk,t)}’3 o
oy ' 3y, 9y, Y= aus)
In the process of boundary diffusion boundary velocity u is not arbitrary. It should
obey the law of conservation of mass
p.(1-qu=v_J° (3.6)

where p, is the mass density of the perfect crystal, ¢ is volume vacancy
concentration, and J* are the components of the surface mass flux. Although in
applications c<<1, we keep ¢ in all relations in order to underline the physical
origination of various terms.

It is assumed that boundary velocity u is the velocity of the boundary points
when no bulk diffusion occurs. Therefore, the total normal velocity of the boundary

poinst is:

— P
U, =V, n+u 3.7

Here nj are the components of the unit normal vector on the boundary oV’ of
V* directed outward of the region V*. In accordance with (3.7), u is positive at some
point A on 9V  if material arrives at A and negative in the opposite case.

Let us establish now the kinematical realtions between plastic velocity and the
flux of vacancies. We assume that he crystal is the "mixture" of two substances:

atoms and vacancies. Each one has its own velocity.  Velocity of matter (atoms) is
-, . () . . . . .

plastic velocity V., velocity of vacancies is denoted by U,. One might consider a
M : " . . " . (P)
piece of crystal lattice, a "representative volume of material," and think of V, as
average velocity of all atoms of this piece

(p) 1 2 o

V= —=) V"

i N, < (3.8)
Where Nj is the number of atoms, V? is the velocity of oi-th atom and summation is

taken over all of atoms of the picce. Similarly,

1% e
“5=N_§Ui (3.9)

v
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where Nj is the number of vacancies and U‘i" is the velocity of a-th vacancy.

Volume average velocity is, by definition,

v, =%(§4V?+ g,u‘i’) (3.10)

where N is the toal number of lattice sites
N =Na+ Ny (3.11)
It follows from (3.8) - (3.11) that
v.=(1-c)v? +cu, (3.12)
where the volume fraction of vacancie’:\T is
v

C=~N— (3.13)

Relation (3.12) holds for mixture of any two substances. Now we have to
express in some way that we deal with diffusion of vacancies. We may assume that in
the process of the position exchange of an atom and a vacancy the velocities of the

atom and the vacancy are equal in the magnitude and opposite in the sign.

Therefore, vV, = 0 and (3.12) links the velocities of atoms and vacancies. It is clear

that it is not necessary to put V. .=0; one might add the motion of the considered piece

of material as a rigid body. As it is known [25] this means that the corresponding

strain rate tensor is equal to zero

V(Yet) V(Yt) _

3y, Ty 0 (3.14)
for each yj and t. The general solution of (3.14) is the velocity field of rigid motion
vVi=a,+ by, (3.15)
where @, and bij are some constants, and bii = b,

i

The relation (3.12) can be rewritten in the form

V(.p)=v.—-1—J.
i i 1—¢c 1

—yv + 1
=Vited; (3.16)

where Ji is an arbitrary vector field. Finally, (3.15) and (3.16) yield




°) _ _ 1
2 _ai+b”yi 1_CJi

1
u=a,+ biiyi+1_-__cJ (3.17)

The constants a, and bij can be found in terms of vector Ji by means of the

constraints (3.4), (3.5). These constraints can be rewritten as

=1 4
ai+bij<y>— V.\;[1_CJidy

_ ot o1 9 1 e
b‘i_zv'j[axﬂ—ch axii1—cJ‘}dy

'

(3.18)

There is another way to fix rigid motion of the unload state. One might put Vi=0 in

(3.16). Then

(3.18")

In this case region V* will move in space. The motion of V* is determined by the

diffusion flux Ji. In particular, the translational velocity of this motion is equal to

=11 48
V'VJT _CJidy

We choose the second option, because it simplifies the following relations.

Since the vacancies can be generated only on. the boundary, vacancy

concentraion obeys the conservation law

ac . 9
-a—t+——aykcuk=0 (3.19)
Similarly, for the flux of matter
)
%(1—0) +a—y:(1—0)v(kp’=0 (3.20)

Equation (3.20) is a consequence of (3.19) because the sum of (3.19) and (3.20) is the

identity due to (3.12) and (3.15). In accordance with (3.17), equation (3.19) can be

rewritten as

oc  9Jy
a—t+§)‘,:=0 (3.21)

It is seen that Jk has the sense of the diffusion flux of vacancies.
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The deformed state ié obtained as a result of elastic displacement from unloaded state
V* to the actual state V(t). We have
X =y, +W, (3.22)
It is natural to consider the solution of all problems in the coordinates of the actual
state X.. Therefore, W, in (3.22) are assumed to be some functions of X, and t. From
(3.22) we obtain the relation between coordinates of the unloaded state Y, and the
actual state X,:
yi(xk,t)=xi—wi(xk,t) (3.23)
By assumption, functions (3.23) determine a one-to-one correspondence between
V*(t1) and V(t).
Kinematical relations have been written above in terms of y-coordinatees. We
need to have one of them, the diffusion equation for vacancies (3.15) also in terms of

x-coordinates. The transformation is based on the identity [25]

ay* oX,
PENCT R
Note that
d taxi 1
e -
Y ml = A
where
aYm m ow"™
A= d94 aXi =det 6! - —a‘)'("]‘ (324)
It is assumed that A # 0. Derivatives ayk will be denoted also by S'k. Matrix “S'k“ is
oy*
the inverse matrix to the matrix g because
ax! oy" i ifk ow ) _
ﬁ'é‘x_i—amﬁsk Sm—'a_'““xm _8m (3.25)
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Thus S'k are the certain functions of the displacement gradient which can be found

. ’ .
from (3.25). For small displacement gradients in the first approximation S'k - 5k, in

the second approximation

aw
sl =35, + W o (3.26)

Lagrangian elastic velocity of particles caused by elastic deformation is defined in

terms of displacement vector by the relations

ow’ ow’ i
3T+ Viey gk = Vo (3.27)

Equations (3.27) can be considered as the system of linear equations with respect of
Vi(e). Solution of this system has the form

i
COW'(x 1)
(e) k ot

Velocity vi(e) is well-defined in the internal points on region V(t) but at the

(3.28)

boundary the expression (3.28) it should be rectified because partial derivatives at
the boundary points do not make sense since if point x belongs to the boundary at
moment t, it might not be in V at moment t +At., We assume that for X = oV the

derivatives in (3.28) are understood as limit values on OV derivatives found inside V.

From (3.23) we have that for each vector J

k ,
aayJ 1ay aAJ

k

o) _ ‘ 92T
ay*  oy* ox’ A 9x' gy* A ax 329
where
. k y.: ;
X
or
J=siJ" (3.30)
Finally, we have for the diffusion equation of vacancies
g? + Xa_T[AJ =0 (3.31)

Now we proceed to dynamics.
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4. Free Energy Rate of Monocrystal
We assume that temperature T is kept constant. Therefore, the relevant
thermodynamical potential is free energy of the crystal F. We assume that free

energy has a volume density F per unit mass of the perfect lattice.

F= | p Fd'

4.1)
v(t)

Energy density F is supposed to be a function of the gradient of elastic

displacements, vacancy concentration and temperature
ow
= w o=—- 4.2)
F= F(W i,j’C’T) s ij aXl .

Let us find time derivative of free energy. We have

dF _ aF d oF oc (e) (Plai i 3
ar - ( Ow taxw t+poacat}jx+JpOF(v n.+vp s’ n+u)dx (4.3)

Here it is implied that the velocity of the boundary oV of the region V is the sum of

(3.7) and velocity caused by elastic motion. After plugging in (4.3) the expression for
ac

ot from (3.7) and integration by part we obtain
dF _ 2 aF Yow' .19 PodF
dt [( w, |t +A"aanac]dX

+ I{pOa nlagg Jnipo% + poF( vion, +v®s ' +u)}d2x

(4.4)

To consider the constraints put by thermodynamics we have also to describe the
power of external forces dA/dt. We assume that external forces act out on the
boundary 0V of body V and have the surface density fi. We accept allso the
assumption that noraml external surface forces works on the total displacement

while tangent surface forces work only on elastic displacement.

f{f v 1 fn (s v“”n"+u)}d X (4.5)

aVv

dt

The factors S': relates to the fact that plastic velocity is taken in y-space while

normal N _ is in X-space.
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It is known from statistical mechanics that

dF dA
dt~ar <0 4.6
dF dA
Inequality (4.6) applied to the expressions for dt and ‘gt vyields the equilibrium
equation
2 F g
axjpoawi,, = (4.7)

j
(otherwise, Wi,t can be chosen in such a way that (4.6) is violated).
To comply with (4.6) the diffusion flux can be chosen as

p
J=-D'a R 4.8)

ij
where D is a positive tensor of diffusivity.

The surface terms in the inequality (4.6) can be written in the form

Surface terms =

\

J_ PoaaF (s, - wi, Jn vk - npogg+poF(v‘e’n +s™vili+u) - ]

< X—

"ngi(v‘e’ +v“’)si )—fin u j

erOaaF (8 —wh n = f @y (PoaaF (8, —wh )nn +pF- fn)

3 d’x
(viEn* +smvPn “"+u)—poﬁi,i(8 ~wh )nn (sTv@n'+u) - J”-ac

(4.9)
To- warrant the inequality (4.6) one needs to put
on =f, (4.10)
where ()'ii is given by the constitutive equation
o-ik = pob%l-%f(aik - Wi’k) + poFSik (4.11)
i

It is seen from (4.10) that Sii play the role of the component of stress tensor. It can

be shown that equilibrium equations (4.7) are equivalent to the equations [25].
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acii 0
- = 4.12
) ( )

So, using (3.18') and (3.6) we obtain

o-nn_'pF F A Gnn"'pl: a
Surface terms = J{(_1':E‘O— _Po‘g‘C‘)Jni —"1__CLV¢:J }dzx (4.13)

aVv

After integration by parts the second term the surface integral takes the form

Cmm— P F mn ~ P F 2
Surface terms = i{(ﬁ:;o——f)oac):]n +V,J (——1_-0—0')}d X (4.14)

To provide the negativeness of the surface integral we may accept the following

boundary conditions

nn_poF oF i i
—:l—j"‘—poac —kJni—kaJni (4.15)

where 7»20,7»045 is a positive tensor, and Ay obey the inequalities following from the

positiveness of the quadratic form

AX2 + 2h  XX* + xoﬁx“xa

for all x, X.

Equations (3.6), (3.18), (3.30), (3.31), (4.10), (4.11), (4.12), (4.15) form a closed system
of equations determining the evolution of the stress state and plastic deformation in
case of diffusional creep of a loaded monocrystal.
5. Linearization
Usually, elastic deformation 3(;) and vacancy concetraion c¢ are of order 10 -4
and can be neglected compared to the unity, while for free energy density one can

use the quadratic expression

1 e) (e
pF—ZA (l)()+ A(C C)+funct10n ofT (5.1)

ijkI
where A are the Young moduli and C, is the equilibrium value of vacancy

concentration. The material constant A can be found from elementary statistical

considerations [1]
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PoT

A= Mo, (5.2)
where m is the mass of one atom of the crystal.
Kinematical relations (3.6) and (3.18) take the form
poU= v,J°
V(ip)= -J (5.3)

Matrix ”s'ku may be taken equal to the unit matrix if rotation from loaded state to

unloaded state is small. We write the following equations under this assumption.

Since Sik= 5'k, we have Ji =Ji.

% + %J(—I =0 (5.4)
Besides
j
% =0, i Aijkle(::)’ el = %(% + 3—:’,(—')(5.5)
In accordance with (4.8), diffusion flux is given by
J'=—p'A%C (5.6)

ox'

In the boundary conditions (4.15) F may be neglected compared to o,.
Coefficient KD“ has the dimension of length. The only parameter with this
dimension in (almost) perfect lattice is the interatomic.distance d. Since the
characteristic length of diffusion process is supposed to be much larger then d, the

term lJini in (4.15) can be neglected compared to Pojc- Note that at the singular

points like the points of high curvature of the boundary surface this term might be
essential.

Coefficients A, describe the appearance of surface diffusion due to bulk

diffusion and the inversed effect. In first approximation this effect, probably, can

be neglected. We obtain
Om=A(C-C,)

S =-D"Vo, (5.7)
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@ . .
where D is the tensor inversed to 7»(,5.

If Daﬂ=0 and Dii = D5“ we come to the system of equaitons which has been written
down and studied for the first time by I. Lifshitz [5].

6. Diffusional Creep in Polycrystals.
In case of polycrystals the differential equations remain the same, and one needs to

establish the boundary conditions on the grain boundaries.

We assume that the surfa—ce forces are continuous on the grain boundaries

[Gja]“; =0 (6.1)
Here and in the following [A] means the difference of A on two sides of the surface.
Denoting the values of A on each side by indices + and - correspondingly, one can
write

[A]=A,-A.
The normal vector njis directed, by condition, from the side + to the side -.

We assume that the total normal velocity on both sides of the grain boundary
conicide :
[v‘e’ + v“’)]ni +[u] =0 (6.2)

As to tangent velocity, it can be sliding along grain boundaries, and tangent
velocities may have a jump.

In accordance with (4.9) surface terms on the grain boundary 2 have the
form
Surface terms =

[(oji— p°F5§) +niv‘f‘)i— (cii—poFSii) _Niv‘e)i—( +poacl Jpo % ‘ )
n' + [Poﬂ( vini+viPsmni 1 y) (6.3)

This expression can be rewritten in the form
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Surface terms =
J (o [v T o [ ]-[o v )-[30,8E) .
+[PoF(vE +vP 4 y)]
f{c n [v‘e’“] S V® +u] - [ "poac] [ V(p)+U }dX (6.4)

Different boundary conditions can be consistent with the negativeness of (6.4). For
the law of grain sliding one may assume that

=— [ V¥] (6.5)
Boundary conditions for the bulk diffusion depends significantly on the properties

of the boundary. If diffusion occurs "indepently” on each side of the boundary, one

may put
nr'_pOF 8F 6.6
1—c Pogc =0 (-
a off Gnn_poF)
__ —m” Fo 7
J=-D vﬁ( — 6.7)

If vacancy flux J, is continuous on the grain boundary then (6.7) should be replaced

by one condition

O = PoF aF:l
[_T—T Poac]=0 (6.8)
7. Future Developments

The constructed equations seem describe adequately the diffusional creep in
polycrystals. Using these equations one may attack such problems like study of
superplastic deformation, void formation, constitutive equations of primary and
secondary creep, etc. These problems are supposed to be considered during the

Summer Extension Program.
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Abstract

A new method for quantitation of dissolved molecular oxygen in aviation
fuels is described. The approach is based on determination of the fluorescence
lifetime of pyrene doped in the fuel at the ppm level. Oxygen quenches the
pyrene fluorescence lifetime permitting the generation of linear calibration
curves based on Stern-Volmer kinetics. The method is rapid, sensitive, less
expensive than current methods, insensitive to thermal stressing of the fuel, and
capable of on-line analysis and spatial profiling of oxygen concentration in fuel
lines. Application to flowing fuel oxygen consumption tests demonstrates the

technique.




Quantitation of Dissolved O, in Aviation Fuels by

Fluorescence Lifetime Quenching.

Steven W. Buckner

Introduction

Advanced aircraft use on-board fuel as a coolant. This induces reaction
between the fuel and dissolved oxygen. Oxidation leads to formation of insoluble
products and deposits within the aircraft fuel system. In order to develop
rational solutions to.the problem of deposit formation, an understanding of the
oxidation of these fuels under conditions of high temperature and low oxygen
concentration is necessary{l]. One of the difficulties in this area is the
determination of oxygen concentration in the aviation fuel. The concentration
of oxygen in air saturated fuels (the starting point for the oxidation reactions)
is on the order of 70 parts per million(2}. Thus, limit of detection is an
issue. The techniques of choice currently employ gas chromatography (GC), with
gas chromatography/mass spectrometry (GC/MS) often used due to its combination
of selectivity and sensitivity{2,3}. However, there are drawbacks to this
approach. First, the oxygen must be separated from the fuel prior to its
introduction to the column. Any fuel reaching the column destroys its
efficiency. Second, GC is slow and does not allow study of rapidly time=-varying
signals. Third, GC is necessarily performed off-line which prevents in-situ and
spatially resolved experiments. Finally, GC methods, and GC/MS in particular,
are relatively high cost techniques. It would be most desirable to supplement
the GC technique with an optical spectroscopic probe of molecular oxygen{l].

Spectroscopically, molecular oxygen is difficult to study in solution(4].
It does not absorb in the infrared and its electronic transitions are far in the
UV where organic solutions absorb strongly. O, has a Raman allowed transition,
but this is not typically the technique of choice for trace analysis. O, also
has a unique ESR signature, but the expense and low sensitivity of this technique

7-3




prohibit its use for this application. An alternative optical approach is to
use the oxygen concentration dependence of the fluorescence of pyrene.

Oxygen efficiently quenches the fluorescence of pyrene due to the enerqgy
match between the sir}glet-triplet gap in 0, and the energy of the first excited
singlet state of pyrene(5]. Variations in oxygen concentration result in
variations in the oxygen-pyrene collision frequency which change the total
fluorescence quantum yield and the lifetime of the excited state. Thus, both the
quantum yield and the lifetime exhibit an inverse oxygen concentration
dependence. Instrumentally, it is a simpler task to measure the total
fluorescence intensity, which may be converted to a quantum yield. Previous work
has shown this approach to oxygen determination to be intractable in fuels. The
amount of pyrene added to the solution must be precisely controlled. Also, if
pyrene is consumed (or produced) during the oxidation of the fuel, the total
fluorescence intensity will show variations which are not related to oxygen
concentration. However, the lifetime of the excited state of pyrene (within
certain limits) is independent of the amount of pyrene present, circumventing the
above problems. Here we present a summary of the application of pyrene
fluorescence lifetime quenching to the determination of oxygen concentration in
aviation fuel.

Experimental

All fluorescence measurements were made on a home-built fluorimeter
described below. A block diagram of the instrument is shown in Figure 1.
Excitation of samples was accomplished using a N, laser (Laser Sciences VSL-
337ND) with an output power of 3004 J/pulse, a pulsewidth of 3 nsec, and a
maximum pulse rate of 20 Hz. A small portion (4%) of the pump beam is split off
with a glass flat into a photodiode (Texas Instruments TIED-56) which is fast-
wired to yield a 200 psec risetime(6). The output from the photodiode initiates
data acquisition by a LeCroy 9354 digital storage oscilloscope. Typical
fluorescence decays have time constants of 20 to 300 nsec. After the glass flat
the pump beam is focussed into a sample cuvette. The fluorescence emission from
the sample is collected and passed through an ND=3 neutral density filter due to
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the intense fluorescence from the pyrene. A glass filter is used to reject
direct scatter of the laser beam. The fluorescent photons are directed onto an
RCA 931A photomultiplier tube which has been fast-wired to yield a rise~time of
“1.3 nsec(7]. One huydred fluorescence decay curves were averaged for each point
on the calibration curves shown in this work.

The fuels used in this work include POSF-2827, POSF-2980, and POSF-2926
(all Jet A aviation fuels) and 2818 (a JP-7 fuel). 1Iscoctane and cyclohexane
were obtained from Fisher Scientific and Mallinckrodt, respectively, and used
without further purification. The pure hydrocarbons did not produce any
detectable fluorescence. The fuels and hydrocarbons were doped with 10 to 23 ppm
(w/w) pyrene, which was purchased from Kodak and also used without further
purification. Fuels and hydrocarbons with varying amounts of dissolved oxygen
were prepared by sparging the solution with mixtures of air and nitrogen. The
oxygen concentrations in these solutions were determined using GC/MS (Hewlett-
Packard Model 5988 with a Model 5980 GC) with selected ion monitoring of the m/z
=32 ion. The determination of 0O, in fuel by GC/Ms has previously been described
in detail[3].

The on-line studies were performed with the near-isothermal flowing test
rig (NIFTR) in which air-saturated fuel is pumped through a fuel line maintained
at or near the Jet operating temperature and pressure (185 C for this study).
The fuel lines in this study included both stainless steel and coated stainless
steel. After the heated section, the fuel flows through one meter of stainless
steel tubing in which it rapidly returns to room temperature. No further oxygen
is consumed in this region. The oxygen concentration is then obtained by gas
cﬁromatography (Hewlitt Packard 5980) using a previously described technique(3].
For the fluorescence lifetime determination, the fuel then passes through a
quartz flow cell with flat faces. The output from the nitrogen laser is focussed
into this cell for excitation. The fluorescence intensity decay is monitored as

described above in the static flow cell experiments.




Results
kinetic model

Before discussing the results it will be illustrative to consider the O,
quenching kinetics. After photoexcitation of a molecule A (A = pyrene in this

study), the excited state A" may decay by fluorescence with a rate constant k, or

be quenched by oxygen with a rate constant k,(Q] (where Q = O, in this

A + photon ---> A - (k) =——> A + photon
= (k,(Q])——> A+Q (1)
study). The overall first order rate constant k, for reaction (1) is given in
equation (2). The integrated rate expression for the decay of excited states

k, = ke + Kk [Q] (2)

[(A]. = [A)eexp(-kt) (3)
of A is given in equation (3). A single excited state will show a simple
exponential decay. From equation (2) it is clear that determination of the rate
constant for the decay of the excited state at a series of oxygen concentrations
should yield a straight line. In all of the work presented here we will use the
lifetime (T ) for the decay of the excited state (¥ =1/k). Equation (2) can be
expressed using the lifetime of the unquenched excited state ('C,) and the
lifetime of the excited state at a concentration [Q]) of quencher (4,) as:

(Q1 (T /(T + 1 = (Ta)/ (T (4)

where

1/(T,) =k, (5)
Equation (4) is termed the Stern-Volmer equation(5]. All calibration curves will
be presented as in equation (4) with (To)/(T.) plotted versus [O,].
model systems

Cyclohexane and isooctane were studied first as model systems. Figure 2(a)

shows the decay of fluorescence intensity as a function of time for a 9 ppm
solution of pyrene in cyclohexane after sparging with nitrogen. Figure 2(b)
shows a linearized version in which the natural logarithm of the fluorescence
intensity is plotted. The lifetime may be obtained by directly fitting the
exponential decays; however, we found it most useful to linearize the data and
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Pyrene Fluorescence Decay in Cyclohexane
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Oxygen Quenching of Pyrene
Fluorescence in Isooctane
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use a least squares approach to determine the lifetime. Figure 2(b) clearly
yields a single exponential over at least two orders of magnitude in fluorescence
intensity. This was typical for all of the pyrene decays we observed. The
effect of oxygen quepching is shown in Figure 3(a). The lifetime of pyrene in
isooctane clearly decreases with increasing [0,). Figure 3(b) is a Stern-Volmer
plot for oxygen quenching in the pyrene-isooctane system. Good linear behavior
is observed. Figure 3 can function as a calibration curve for the determination
of [0,] in isooctane.

pure aviation fuel

Before considering the lifetime quenching of pyrene in aviation fuel, it
is useful to consider the intrinsic fluorescence of the fuel. There are many
native fluorophores in the fuel, some of which will be quenched by the presence
of oxygen. Using the native fluorescence of the fuel would circumvent the need
for pyrene addition to the fuel.

The time-resolved fluorescence of pure nitrogen sparged POSF-2827 appears
in Figure 4(a). The decay is a logarithmic plot of the fluorescence intensity.
This sharply contrasts with the results in Figure 2(b) for the pyrene-cyclohexane
system. The POSF-2827 "linearized" decay is clearly not linear. In fact, there
appears to be a virtual continuum of fluorescence lifetimes (each linear portion
of the decay corresponds to a different lifetime). This arises from the large
number of fluorescent species in the native fuel. - Each fluorophore has a
different lifetime. Thus, it is impossible to assign a single lifetime to the
decay, and it is extremely difficult to fit the data even qualitatively with less
than three lifetimes. A second difficulty with the fluorescence properties of
tﬁe pure fuel is illustrated in the oxygen quenching plot of the fluorescence of
pure POSF-2827 shown in Figure 4(b). Note the very short lifetimes of the
unquenched system. This results in a compression of the range of lifetimes and
a correspondingly narrow dynamic range. With the variance associated with data
for each decay, this would result in a large uncertainty for determination of the
oxygen concentration (assuming a meaningful set of lifetimes could be obtained).

7-10




Oxygen Quenching of POSF-2827

—O0ppm —5ppm — 10 ppm— 17 ppm— 46 ppm— 72 ppm

In(Intensity)

-Normalized Intensity

Intrins

ic Fluorescence

1.0

o
ol

o o
RS »

©
no

o
o

100

(&)

200 300 400 500
Time (ns)

10.5
\¥
8.5
MMMW '
"~ iy |
ik
R L i i
0 100 200 300 400 500

Time (ns)
Figures 4 (a) and (b)

7-11




From this it is apparent that the intrinsic time-resolved fluorescence of the
fuels is not useful for oxygen quantitation.
pyrene-doped fuels

Now we return to pyrene addition to the fuel. The pyrene fluorescence
intensity at a level‘of 10 - 20 ppm in cyclohexane and isooctane is greater than
the intensity of the native fuel fluorescence. This, coupled with the much
longer fluorescence lifetime of pyrene relative to the pure fuel, should result
in pyrene dominated fluorescence at long lifetimes. This is born out in the
results in Figures 5(a) and 5(b) for the time-resolved fluorescence of the POSF-

2827 fuel containing 20 ppm pyrene. The natural logarithm of the decay of
fluorescence intensity with time is clearly linear. The lifetimes show a broad
range from air saturated to fully unquenched giving good precision to the
results. It is also visible to the eye that fluorescence of the pyrene
containing fuel is more intense. The pyrene could probably be decreased in
concentration to the 2-3 ppm level without diminishing the quality of results
significantly. All these data were collected with a neutral density filter which
reflects “99% of the fluorescence intensity away from the detector. The pyrene
addition solves both problems associated with the lifetime behavior of the native
fuels: the narrow dynamic range and the multi-exponential behavior.

A series of Stern-Volmer plots for the oxygen lifetime quenching of pyrene-
doped fuels (all doped at 17-23 ppm pyrene) is shown in Figure 6. Good linear
behavior is observed for all four fuels. These calibration curves were used in
the on-line flowing fuel studies discussed below.

A final consideration is the effect of thermal stressing on the lifetime
behavior of the pyrene-doped fuel. As discussed in the introduction, thermal
stressing of fuel results in oxidation and consumption of some of the pyrene so
that steady-state fluorescence intensity measurements cannot be employed for
oxygen quantitation. From equation (3) it is apparent that the rate constant for

decay of the excited state is independent of the initial concentration of the

excited state. (At much higher concentrations self-quenching and exciplex
formation complicate the simple model shown in reaction 1.) This
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Oxygen Quenchihg of Pyrene
Fluorescence in POSF-2827
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Pyrene in Aviation Fuel Stern-Volmer Plots
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Effect of Thermal Stressing on Pyrene
Fluorescence in POSF-2827
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is demonstrated by'the data in Figure 7. The stressed fuel has been doped with
20 ppm pyrene and has passed through the NIFTR consuming of all the oxygen for
the initially air-saturated fuel. The stressed and unstressed systems show
identical oxygen quepching behavior when reoxygenated.
flowing rig studies

After demonstration of the viability of this approach to oxygen
concentration measurements we applied this method to flowing fuel simulations.
In the flowing fuel studies the fuel is pumped through a heated tube which
simulates a jet fuel- line. The pyrene is added to the fuel prior to the
reaction. The fuel reacts with the initially dissolved oxygen. There are no
headspaces in the system so further absorption of oxygen cannot occur. By
varying the flowrate of the fuel through the tube it is possible to vary the
residence time of the fuel in the tube and, hence, the reaction time at high
temperature. The concentration of oxygen as a function of flowrate is measured
to yield an oxygen consumption plot. The current method of oxygen measurement
is gas chromatography (GC). The difficulties associated with this technique were
discussed earlier. In order to test the validity of the fluorescence method we
placed an optical cell in-line with the GC. It is important to emphasize that
the fuel has returned to room temperature prior to the fluorescence and GC
measurements. The fluorescence lifetime is dependent on temperature, which must
be controlled.

The results of the oxygen consumption experiment are shown in Figure 8.
The agreement between the fluorescence and GC results is excellent. Even the
structure on the decay curves (which reflects passivation effects of the reactor
tube surfaces) is accurately reproduced. Also, the addition of pyrene does not
appear to affect the rate of oxygen consumption. This suggests that the addition
of pyrene to the fuel in trace amounts for diagnostic purposes does not affect
the oxidation characteristics of the fuel. This point deserves further study.

One final point concerns the need for an external calibration curve. The
Stern-Volmer plots of (1?3)/(qu) shown earlier were used as calibration curves
for the data in Figure 8. However, a two point on-the-fly calibration curve can
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Absolute Oxygen Consumption Curve:
POSF-2980 with MDA in SS Tube
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be generated. All the Stern-Volmer plots we obtained are linear, and accurate
measurement of the air-saturated and fully unquenched lifetimes would be
sufficient to define the calibration curves. By measuring the fluorescence
lifetime of the fuel at the slowest flowrate, at which all oxygen is consumed,
and then measuring' the 1lifetime of the air-saturated fuel, a two-point
calibration curve may be obtained. A comparison of the two-point fluorescence
calibration method with GC is shown in Figure 9. The agreement between the gc
and fluorescence data, though not as good as for the full calibration curve, is
still good. Thus, under conditions in which an external calibration curve cannot
be generated, this technique is still extremely useful. It is important to note
that the GC technique  also relies on a one-point calibration curve and the
uncertainty in each of the data points in Figures 8 and 9 are *+ 5 % absolute.
Summary

Fluorescence lifetime quenching of pyrene by oxygen has been demonstrated
as a viable technique for determination of oxygen concentration in aviation fuel.
Though the intrinsic fluorescence of the fuel shows oxygen quenching effects, the
time-resolved behavior of the pure fuel fluorescence is sufficiently poor to
prevent its use as a diagnostic. Addition of trace amounts of pyrene overcomes
this problem, and a Stern-Volmer kinetic approach gives good results in both
static and flowing rig studies. The advantages of lower cost, non-destructive
in-situ monitoring, shorter measurement time (by a factor of 100), and
capabilities for spatially resolved and rapidly time-varying measurements make
this new technique a very attractive alternative to current chromatographic

approaches.




Relative Oxygen Consumption Curve:
POSF-2980 with MDA in SS Tube

" Relative [Oxygen]

o 1 2 3 4 5 6
Residence Time (min)

= Fluorescence-= GC

Figure 9

7-19




References

1) (a) Roquemore, W.M.; Pearce, J.A.; Harrison, W.E.; Krazinski, J.L.; Vanka,

S.P.; Prepr.-Am. chgm. Soc. Div. Pet. Chem., 1989, 34, 841. (b) Parker, T.E.;

Foutter, R.R.; Rawlins, W.T.; Ind. Eng. Chem. Res., 1992, 31, 2243. (c)

Zabarnick, S.; Ind. Eng. Chem. Reg., 1994, 33, 1348.

2) (a) Battino, R.; Rettich, T.R.; Tominaga, T.; J. Phys. Chem. Ref. Data, 1983,

12, 163. (b) "Oxygen and Ozone", IUPAC Solubility Data Series, Battino, R., Ed.;

Pergammon:Oxford, 1981, Vol. 7.

3) Striebich, R.C.; Rubey, W.A.; Prepr.-Am. Chem. Soc. Div. Pet. Chem., 1994, 47-

50.

4) Herzberg, G.; "Infrared and Raman Spectra of Polyatomic Molecules", Van

Nostrand:New York, 1945.

5) Lakowicz, J.R.; "Principles of Fluorescencce Spectroscopy"”, Plenum:New York,

1983.

6) Harris, J.M.; Lytle, F.E.; McCain, T.C.; Anal. Chem., 1976, 48, 2095.

7) Harris, J.M.; Barnes, Jr., W.T.; Gustafson, T.L.; Bushaw, T.H.; Lytle, F.E.;

Rev. Sci. Ingtrum., 1980, 51, 988.




DEVELOPMENT OF AN ACTIVE DYNAMOMETER SYSTEM

James J. Carroll
Assistant Professor
Department of Electrical and Computer Engineering

Clarkson University
Box 5720
Potsdam, NY 13676

Final Report for:
Summer Faculty Research Program
Vright Laboratory

Sponsored by:
Air Force 0ffice of Scientific Research
Bolling Air Force Base, DC

and

Vright Laboratory

August 1994

8-1




DEVELOPMENT OF AN ACTIVE DYNAMOMETER SYSTEM

James J. Carroll
Assistant Professor
Department of Electrical and Computer Engineering
Clarkson University

Abstract

In this paper, we describe the experimental development of a
prototype computer controlled dynamometer system (i.e., an active load)
which can produce arbitrary desired load torques for machines and drives
testing. The dynamometer system consists of an arbitrary motor under
test which is rigidly coupled to a load dynamometer motor. An advanced
motion controller is then designed for the dynamometer motor such that
it presents desired load dynamics to the motor under test. The control
algorithm is implemented using a digital signal processor based data
acquisition and control system. The nonlinear control approach is based
on an integrator backstepping technique and facilitates the application

of a broad class of high-performance dynamometer motion controllers.
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DEVELOPMENT OF AN ACTIVE DYNAMOMETER SYSTEM

James J. Carroll

I. Introduction

The More Electric Aircraft (MEA) concept emphasizes the utilization
of electrical power as opposed to hydraulic, pneumatic, and mechanical
power for optimizing aircraft performance and life cycle cost [}.
Studies have shown that the MEA concept, with its long term goal of
producing an All Electric Aircraft, yields a significant increase in
aircraft reliability, maintainability, and supportability. A
significant challenge to the MEA concept is its increased dependence on
electric motors for servo and variable speed drive applications. MEA
applications, such as (i) flight control and utility actuation, (ii)
compressors for cooling aircraft subsystems, and (iii) pumping fuel and
lubrication, require reliable high power density machines and drives
with ratings from a few horsepower to a few hundred horsepower. For
example, hydraulically driven flight control actuators could be replaced
by electric motor driven actuators, gearbox driven lubrication and fuel
pumps could be replaced by electric driven pumps, and pneumatically
driven compressors for environmental control systems could be replaced
by electric driven compressors. These MEA applications motivate the
development of high performance motor drive systems with advanced motor
controls for induction, permanent magnet, and switched reluctance
machines. In addition, it motivates the development of sophisticated
test equipment which can be used to verify the performance of proposed

MEA systems. One such piece of equipment is an active dynamometer.
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An active dynamometer (i.e., a computer controlled user-definable
load), is an attractive concept for many reasons. Such a device could
be used by motor drive manufacturers for the rapid design and
implementation of motor controllers for a wide variety of machines and
drive applications, such as MEA. The computer controlled dynamometer
would eliminate the need to connect the motor/drive under test (MUT) to
an actual load for performance test purposes. This would greatly reduce
the motor drive manufacturer’s expense and allow the motor drive to be
tested under a wide variety of anticipated conditions. The potential
"dual use" market for this type of device is clearly indicated by a
recent Small Motors Manufacturers Association report of over one billion
dollars in annual motor sales [2], a figure which represents only 20% of
the North American fractional horsepower motor market.

Although the concept of a user defined load is not nev, the type of
dynamometers currently available on the market are only capable of
simulating desired steady-state load torques. These devices typically
consist of simple pony brakes, generators, or eddy current/magnetic
particle brakes; therefore, they are not .capable of accurately
simulating some of the most commonly encountered industrial loads.
Excluding the inertial components, typical dynamic loads can be divided
into three main categories: (1) torques which are a function of time,
(2) torques which are a function of load position, and (3) torques which
are a function of load speed. The first class of torque profile is
commonly produced by devices such as mixers, rolling mills, flying
shears, and conveyors. The second class of torque profile is produced

by piston based devices such as compressors or pumps. The latter class
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of torque pr.ofile is commonly produced by devices such as fans, blowers,
and centrifugal type compressors and pumps. MEA applications encompass
all of the categories noted above.

The proposed active dynamometer consists of two rigidly coupled
machines: a motor under test (MUT) and a dynamometer motor, which
combine to form a common inertial load. In general, the MUT is driven
by some form of servo control algorithm which is designed to meet
specific performance objectives given an anticipated (i.e. desired) load
torque, and is- completely independent of the proposed dynamometer
control system. As such, the dynamometer control algorithm must
actively servo the dynamometer motor in such a way that it presents a
desired load torque to the MUT without affecting its servo performance.
This implies that the closed-loop response (i.e., position, velocity,
acceleration, and current), of the MUT-dynamometer system will be the
same as the response obtained when MUT drives the actual desired load.
The proposed device would facilitate accurate performance testing of
even complex mechanical loads and load profiles, such as those
encountered in MEA applications. |

This paper describes the experimental development of a prototype
active dynamometer system which was constructed at the Wright
Laboratory. The prototype construction uses a permanent magnet brush dc
motor for the dynamometer actuator which is controlled by a
state- of-the-art digital signal processor (DSP) based data acquisition
and control (DAC) system, as shown in the block diagram of Figure 1.
The completed dynamometer system will facilitate two levels of motor

drive testing: (1) accurate computer simulation of the proposed MUT
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controllers ﬁnder desired load torques and (2) the real-time control of
the MUT servo control algorithm under a simulated desired load which is
provided by the dynamometer system. The word simulated is used to
stress that for all intents and purposes, the MUT is experiencing the
desired load torque profile, but that this load torque is being provided
by the dynamometer actuator under some form of advanced computer

control.

II. The Prototype Dynamometer System

The dynamometer system consists of two individual machines (i.e., a
MUT and the dynamometer motor), which are rigidly coupled together as
shown in the upper portion of the dynamometer system block diagram of
Figure 2. 1In order to simplify the analytical controller development
for this prototype system, two machines with linear electrical dynamics
[3] were selected. The machine on the left-hand side of Figure 2 is a
separately excited brush direct-current (SEBDC) motor, and it serves as
the MUT. The machine on the right-hand side of Figure 2 is a permanent
magnet brush dc (BDC) motor, and it serves as fhe dynamometer actuator.
For notational convenience, we shall subscript all references to the MUT
with a 1, and all references to the dynamometer motor (DYNA) with a 2.
For modeling purposes, the MUT is assumed to be excited with a constant
field current. Given this, the dynamic model of the dynamometer system

can be written as shown [4]

Jg + Bq = Ty + To» (2.1)




r, = K I, (2.2)

Ty = - Kplys (2:3)

L,i, + BT, + K=V, (2.4)

Loly + Roly + Kod = Vo, (2.5)
with the auxiliary parameter definitions

J = [ + Jals and B = [By + B,], (2.6)
vhere J., B., K., L, and R, represent the coefficients of rotor

inertia, viscous damping, electromechanical torque coupling, winding
inductance, and winding resistance associated with each motor,

respectively. The variables q, Tis I., and Vi refer to the positionm,

i’
torque, current, and voltage associated with each motor, respectively.
Note, a "dot" is used throughout the development to designate a

differentiation with respect to time.

ITI. Problem Definition

To be a practical device, a computer controlled dynamometer must
present a desired load torque Td(q,q,d) to the MUT in such a way that it
ensures an accurate servo response (i.e., position, velocity,
acceleration, and current), given an arbitrary class of MUT controllers

(i.e., voltages V,). The MUT should therefore reproduce the servo
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response obfained when driving an actual load torque rd(q,q,q). This
implies that the control action taken by the dynamometer motor to
produce rd(q,q,q) should not affect the servo performance of the MUT.A
It also implies that the MUT does not require any information about the
dynamometer system in order to drive the desired load torque rd(q,q,q).
Given these criteria, the comtrol objectives can be stated as follows:
(1) design a voltage level controller V2 such that the dynamometer motor
presents a desired load torque rd(q,q,q) to the MUT, and (2) structure
the control design such that the MUT comtroller (i.e., voltage Vl), is

independent of the dynamometer dynamics and controller.

IV. Dynamometer Controller Development

To develop the dynamometer control algorithm, we use an integrator
backstepping technique [5,6] which allows us to directly specify the
dynamometer motor voltage. The approach facilitates the development of
a vide variety of dynamometer controllers, such as embedded computed
torque, robust, or adaptive controllers, depending on the amount of
information available on the dynamometer éystem (i.e., MUT and
dynamometer motor). For purposes of this discussion, we assume exact
knowledge of the entire dynamometer system and construct embedded
computed torque controllers for both the dynamometer motor and the MUT.
These controllers will theoretically yield a globally uniform asymptotic
stability result for the MUT trajectory tracking error and the
dynamometer load torque tracking error given full-state measurements.

If ve select desired load torque dynamics to simulate windage as shown
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in [4], then we can specify an embedded voltage controller V, of the

form

Vy = RyIy + Kog (4.1)

[L2K1[ f11 RyLy - Ky o+ V] - LyLgiiy + Tomy + Ty ”2]/(L1K2¢)
where all terms are explained fully in [4].

V. MUT Controller Development

The control design is structured such that the MUT control voltage
V1, can be specified independently of the dynamometer comtroller. In
fact, we are free to design V, as. if we were actually driving the
desired load torque rd(q,q,t), in this case simulated windage. Assuming
exact knowledge of the entire dynamometer system as noted above, we can
specify an embedded computed torque controller (i.e., trajectory

tracking) for the MUT, as shown

V1 = R I + Klq + I‘1171 + K1r (5.1)
+ Ll[']l(af{qd} + aﬁd) + [2qu + E1 - jla]q + I‘O[(qd + ae) - Q]]/Kla

where all terms are explained fully in [4].
Remark 5.1

Since the proposed MUT controller requires knowledge of the system
acceleration {, the signal must be generated on-line by the dynamometer
controller (see the lower block of Figure 2), using the procedure

described in [4].




VI. System Simulation

The proposed prototype controllers of (4.1) and (5.1) were
simulated using the measured motor parameters values given in Appendix B
of [8], and a commercially available numerical integration software
package for PC compatible computers called Simnon [7]. Since these
results were qualitatively similar to those obtained in [4], they are

not repeated here for brevity.

VII. The Experimental Setup

The prototype dynamometer system consists of the following key
components: (1) an IBM AT compatible 33MHz 386PC, (2) a digital signal
processor (DSP) board, (3) an analog to digital input board, (4) an
encoder interface board, (5) a digital to analog output board, (6) two
Hall-effect current semsors, (7) a pulse width modulated (PWM) power
amplifier, (8) a linear power amplifier, (9) a separately excited (SE)
brush dc motor (which serves as the MUT), (10) a permanent magnet (PH)
brush dc motor (which serves as the dynamometer actuator), and (11)
assorted electronics interfacing and hardware.

As noted in Section I, the prototype dynamometer system can be
broken up into two distinct parts: (i) the dynamometer teststand, which
consists of a MUT and a dynamometer actuator rigidly coupled together,
and (ii) the digital signal processor (DSP) based data acquisition and
control (DAC) system. A close-up photograph of +the prototype
dynamometer teststand is shown in Figure 3(a), and the complete
prototype dynamometer systenm, including the PI, is pictured in

Figure 3(b).

8-10




The MUT, pictured on the left-hand side of Figure 3(a), is a
salvaged SE dc motor with ratings of 24 Vdc at 9.0 A. The dynamometer
actuator, pictured on the right-hand side of Figure 3(a), is a PM Baldor
Model M4070 dc motor with ratings of 100 Vdc at 9.2 A. The dynamometer
actuator is also equipped with an encoder and a tachometer for position
and velocity measurements, respectively. The encoder has 500 counts per
revolution and the tachometer outputs 7 Vdc per 1 KRPM. Both the MUT
and the dynamometer motor were fully parameterized for control purposes
using a standard Magtrol Absorption Dynamometer. The results of these
tests are summarized in Appendix B of [8].

Power is supplied to the dynamometer actuator (i.e., the PM motor),
by a Copley Control Model 26iV PWM power amplifier. This sophisticated
device has an 81 KHz PWM carrier frequency and is capable of true four
quadrant operation (i.e., #50 A at 2350 Vdc). The effects of PWM
switching noise are minimized using a 13 KHz low pass LC filter at the
amplifier output. As a result, the device looks for all practical
purposes, as if it were a linear amplifier. The amplifier was adjusted
to provide a noninverting voltage gain of 4 V/V with 0.0 Vdc offset, and
an output voltage limit of %32 Vdc. The amplifier is supplied via a
Hewlett Packard HP6477C adjustable dc supply with the bus voltage set at
100 Vdc, the crowbar overvoltage protection set at 150 Vdc, and the
current over limit set at 20 Adc. The bus is fused with a 20 A solid
state fuse. For user safety, the bus has an analog volt meter for
visual inspection of the bus voltage and a user selectable dump network.
The dump network consists of a 16 1 resistive load which can be switched

across the PWM supply while simultaneously opening the supply bus. This
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insures that all energy is completely drained from the PWM amplifier’s
internal 3,000 uF capacitor bank. Power is supplied to the MUT (i.e.,
the SE motor), by a Kepco linear power amplifier (model number not
available), which is capable of supplying +6 A at +40 Vdc at bandwidth
of approximately 2 KHz. The amplifier was adjusted to provide an
inverting voltage gain of -4 V/V with 0.0 Vdc offset. The amplifier
input/output cabling and comnections are completely described in
Appendix B of [8]

The motor currents are measured indirectly using Microswitch Model
CSSLB1AH Hall-effect semsors. These devices output a voltage which is
linear with respect to the measured current, at frequencies from DC to
125 KHz. The current and tachometer signals must be properly
conditioned so that they can be interfaced with the DAC hardware. The
signal conditioning circuitry was built using an internally supplied %12
Vdc protoboard with added screw terminal comnectors for input and output
connections. The control signal inputs are via cabling described in
Appendix B of [8]. These circuits were designed to scale, offset, and
when necessary clip, the control measurements (i.e., MUT current, DYNA
velocity, and DYNA current), to the *2.5 Vdc signal level required by
the Analog Input Board. This is accomplished for each channel using the
opamp based circuit shown in Figure 4 (see Appendix B of [8] for a
component listing). Note, the solid state devices in the opamp feedback
path are precision adjustable shunt regulators which function as zener
diodes.  These diodes act to protect the Analog Input Board from
possible overvoltage by clipping the opamp output at +3 Vdc.

The DAC’s central nervous system is a DSP Processor Board (Spectrum
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Signal Procéssing, Inc.), which also serves its computational engine.
This board consists of the following key components: a central
processing unit (CPU), local memory, a PC interface, and a parallel
expansion bus. The processor is a TMS320C30 DSP chip which contains
both integer and floating-point arithmetic units, 2048 x 32 bit words
(8K bytes) of on-chip RAM, 4096 x 32 bit words of on-chip ROM, a control
unit and parallel/serial interfaces. The CPU operates from a 33.3 MHz
clock and can achieve 16.7 million instructions per second (MIPS) with a
peak arithmetic -performance of 33.3 million floating-point operations
per second (FLOPS). Two memory areas are provided off-chip two
supplement the 2K word RAM on-chip. These memory areas are divided up
into 64K words of zero wait state memory and 64K words of one wait state
memory. The board is compatible with IBM AT class computers using a
full 16-bit ISA interface. Access to memory passes through dual porting
hardware on the TM$S320C30, and interface throughput is limited only by
the speed of the PC and its software. The TMS320C30 dual port interface
includes an address counter for block transfers and hardware to tramsfer
between the 16-bit AT bus and the 32-bit DSP bﬁs. Interrupts from the
PC to the TMS320C30, and vice-versa, are also supported. A parallel
expansion system is provided as a memory-mapped peripheral area via a
50-pin connector. It has a 16-bit width and follows a standard DSPLINK
arrangement. All of the DAC boards communicate with each other via this
high speed, parallel link which is independent of the PC’s ISA bus.
Transfers over this link use 2 wait-states to achieve a 180 nsec
transfer cycle which is suitable for ribbon-cable connection to the

peripheral DAC boards described below.
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A 32 Chénnel Analog Input Board (Spectrum Signal Processing, Inc.),
provides the DAC system with 32 analog input channels multiplexed to a
fast (3 usec), 12-bit analog to digital converter (ADC). A1l 32
channels have input buffering and a first order loss pass filter to
reduce unvanted high frequency noise. The channels are arranged in four
groups, with all channels in a group being sampled simultaneously. Each
channel has an input voltage range of 2.5 Vdc. A 16-bit counter can be
programmed to provide a regular sampling rates up to a maximum of 100
KHz per channel. All control and data transfer is via the 50-pin
DSPLINK connector to/from the DSP Processor Board. External connections
to the 32 channels of ADC input are made via a 37-pin Type D connector.

A DS-2 I/0 Board (Integrated Motions Inc.), is a two axis data
acquisition and control module consisting of 2 channels of DACs, 2
channels of ADCs, four bits of digital input and output, and two
channels of quadrature decoding (i.e., shaft encoder interface). The
quadrature decoders are based on the Hewlett Packard HCTL-2016 chip.
The Phase A and Phase B encoder inputs are at TTIL logic levels. The
maximum frequency on either channel is 2 MHz (i;e., if both channels are
switching at 2 MHz then the position is changing at 8 MHz, giving a
maximum axis velocity of 8,000,000 encoder counts per second). Since
the HCTL-2016 has a 16-bit internal counter, a maximum of #£32,767
encoder counts can be stored before over/under flow occurs (note, this
determines the minimum required sampling period for position updates).
All control and data transfer is via the 50-pin DSPLINK connector
to/from the DSP Processor Board. External commections to the two

channels of quadrature decoding are made via a 37-pin Type D comnector.
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A 16 Channel Analog Output Board (Spectrum Signal Processing,
Inc.), provides 16 digital to analog chamnmels (DAC), each consisting of
a double buffered 12-bit DAC, a 2nd order programmable analog output
filter, and a buffer amplifier. The output voltage range for each
channel is +8.188 to -8.192 volts using an internal reference voltage.
A1l control and data transfer is via the 50-pin DSPLINK connector
to/from the DSP Processor Board. External connections to the 16
channels of DAC are made via a 37-pin Type D connector. See Appendix B
of [8] for a -complete listing of all DAC hardware settings and
connections.

The software used to implement the proposed DAC system consists of
the following key componments: (i) Matlab, a windows based analysis
environment from MathWorks, Inc., (ii) user developed C-code which
executes the desired control algorithms on the DSP board, and (iii) a
user developed C++-code PC control environment which provides an
interface between Matlab and the DSP board. The control environment
allows the user to write, load, and run the C-code programs on the DAC

system, as well as, perform data analysis within Matlab.

VIII. Experimental Results/Conclusions

We have initiated the development of a prototype active dynamometer
system at Wright Laboratory. The prototype system will be capable of
producing arbitrary desired loads for machines and drives testing. A
control algorithm has been designed for the prototype dynamometer system
which can presents desired load dynamics to MUTs. A test servo control

algofithm has been implemented on the prototype teststand, to
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demonstrate basic DAC functionality. Once software development for the

DAC system is completed, we will be able to implement the proposed

dynamometer controller and verify the simulation results experimentally.

(1]

2]

[3]
[4]

[5]

[7]

(8]
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Figure 1: A Functional Block Diagram
of the Prototype Dynamometer System.
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Least-Squares Finite Element Methods for Incompressible Flow
with Zero Residual for Mass Conservative Law

Ching Lung Chang
Associate Professor
Department of Mathematics
Cleveland State University

Abstract

This report contains two parts. In part one, a numerical method for least-squares finite element method
(LSFEM) which enforces mass conservation, and the corresponding mathematical analysis is presented. In
part two, a LSFEM for Stokes flows with multiple fluids is developed.

During the last few years, people have tried to find a new method for simulating incompressible flow
without being subjected to the inf-sup condition, to which end LSFEM has been developed. In this work it
was found that in simulating the flow about a cylinder moving along the axis of a narrow channel using the
LSFEM in the vorticity-velocity-pressure form, the mass conservation law was not satisfied everywhere in
the domain. During the Summer of 1994, Captain John Nelson and I developed a restricted LSFEM using
the Lagrange multiplier which insure that the mass is conserved everywhere.

In the second part, a LSFEM is developed to simulate flows involving multiple fluids. For multiple
fluid flows, not only the body equations governing the flow, but also conditions of continuity of velocity
and stress across the interface separating the two fluids must be satisfied. Unlike the Galerkin method, the
conditions for continuity of stress must be explicitly added to the LSFEM. In the mutiple fluid LSFEM, the
coﬁdjtion for continuity of stress are viewed as restrictions and are added to the standard LSFEM in the

stress-velocity-pressure form by using Lagrange multiplers. We present the results of using this method for

a test case simulation.

This work was performed with Captain John J. Nelson in the Wright Laboratory WP AFB, 1994
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PART ONE

Least—Squares Finite Element Method for the Stokes
Equations
with Zero Residual of Mass Conservation

Ching Lung Chang

In this research the simulation of incompressible flow in 2 dimensions by the least-squares finite element
method (LSFEM) in the voticity-velocity-pressure version is studied. In the LSFEM, the equation for
continuity of mass, equations of momentum and a vorticity equation are minimized on a descritization of
the domain of interest. A problem is these equations are minimized in a global sense. Thus this method
may not enforce that divu = 0 at every point of the discretization. In this research a modified LSFEM
is developed which insures near zero residual of mass conservation, i.e. divu®, is nearly zero at everywhere
of this discretization. This is accomplished by adding an extra restriction in the divergence free equation
through the Lagrange multiplier strategy. In this numerical method the inf-sup, or say Babuska-Brezzi,
condition is no longer neccesary and the matrix resulting from applying the method on a discretization is
symmetric. The uniqueness of the solution and the application of the conjugate gradient method is also
valid. Numerical experience is given by simulating the flow of a cylinder with diameter 1 moving in a narrow
channel of width 1.5. Results obtained by the LSFEM show that mass is created or destroyed at different
points in the interior of discretization. The results obtained by the modified LSFEM show the mass is nearly

conserved everywhere.
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1 Introduction

During the last decade , many mathematicians and engineers have studied the least-squares finite
element methods (LSFEM) for the incompressible Navier-Stokes equations, e.g. [2], [4], [6], [7], [10],
[13], [14], [16], [17]. In these methods, a functional is defined which measures the error between any
solution which may exist in the defined space, and the continuous solution to governing equations
of motion. For example, the functional defined for the general LSFEM in the vorticity-velocity-
pressure formulation for Stokes flow is

TMU) =l @y + o= fi I3 + | ~we + 2y = fo |3 + || curle — w 116 + I dive I3, (1.1)

where w is the vorticity and is defined in §2. The member of the space which minimizes this
functional in the space gives the approximated solution to the governing equations. These methods
release the divergence free restriction. Therefore equal order finite element spaces can be applied for
the test and trial function spaces. The advantages of the LSFEM are that the continuous piecewise
polynomials can be used for test and trial functions without being subjected to the saddle point
condition; and the corresponding matrix of the linear systems is symmetric and positive definite.
This allows the use of efficient schemes to solve large systems.

In many cases the application of velocity boundary conditions plays the crucial role in the
successful simulation of incompressible flows. Recently Pavel Bochev and Max Gunzburger [6]
presented a mesh-dependent least-squares finite element method. In this method they formulate a
weighted least squares functional:

THY) =l @y +pe = o + 1| —we +py = fo I} +572(]) curlu — w |3 + Idiva [f).  (12)

A theoretical analysis by the theory of ADN [1] shows the mesh dependent LSFEM is optimal
for the simulation of flows with velocity boundary conditions. For example, after one defines a
finite element space of piecewise quadratic polynomial functions for the velocity u, and Piecewise
linear polynomial functions for w and p, the approximated solution U* which minimizes (1.2) is
the approximated solution of the Stokes problem which is of optimal order.

In order to test the practical applicability of the LSFEM , several authors have used this method
to simulate the flow in a driven cavity [3], [5], [13], [14]. All calculations present reasonably good
results. In this research, we are going to test the general and mesh dependent LSFEM in the
velocity-vorticity-pressure formulation [6], [10], [14], [17] by simulating a cylinder of diameter 1
moving along the centerline of a narrow channel of width 1.5. The centerline of the channel is along
the z coordinate axis. If the cylinder is moving with speed 1, by mass conservation the average
value of u; (z-component of velocity) along a vertical (z = constant) line connecting the top of
the cylinder and the nearest wall should be 3. Our calculations using the above methods give an
average value of about 0.8, i.e. neither of the above methods ensures that mass is conserved in
each element in our calculation. The cause of this problem is felt to be in the LSFEM the error is
minimized on a global scale, allowing errors of significant size to remain on a local scale, especially
in areas which the gradients of the variables are of significant size. These areas are the places of
most interest. In this paper we modify the general LSFEM for the Stokes problem so that the
method nearly conserves mass at every point. This is done by adding an extra restriction to this

method (a restricted LSFEM) which ensures that the equation for conservation of mass is satisfied
in every element.




2 The Least-Squares Method in the Vorticity-Velocity-Pressure
Formulation

In this section we present an overview of the LSFEM in the vorticity-velocity-pressure formulation.
We assume  is a bounded and connected domain in 2-D with a polygon boundary I'. Let f €
[L%(9)]? be a given function of body force. The Navier-Stokes problem can be presented as:

—vAu+u-gradu + gradp= f in Q
divu =0 in Q (2.1)
U= YU onl,

where u, p with 5 p = 0 are velocity and pressure, all of which are assumed to be nondimension-
alized, and ug is a given function on I'. The parameter v is the inverse of the Reynolds number
R. The velocity-vorticity-pressure version has the following form if we introduce the vorticity, w =
curl u, .
veurlw + u - gradu 4+ gradp=f i Q

curlu —w =0 in
divu =0 in @ (22)
U= Uy onT.

In this paper we restrict our attention to the Stokes problem with velocity boundary conditions.
Without loss of generality we assume we have a homogeneous boundary condition as:

curlw + gradp=f inQ
curlu —w =20 in Q

divy = 0 in 0 (2:3)
=20 on I'.
This system can be written in a matrix form as
LU =AU, +BU,+CU=F, (2.4)
where U = (w,w,p)T,F = (f1,/2,0,0)T and
00 0 1 0 010 00 0 O
100 -1 0 {1 0 001 {00 0 O
4= 01 0 o}’ B= -1 0 0 0}’ C= 00 -1 0 (2.5)
10 0 0 0 100 00 0 O

We calculate det(£4 + nB) = (£2 + 7?)%, which is always positive for any non-vanished pair
(&,7m), so that the linear system is elliptic. In [6] the authors prove that if we apply piecewise
quadratic polynomials for u, and piecewise linear polynomials for p and w the mesh dependent,
weighted LSFEM achieves optimal rates of convergence for all of the 4 unknowns in H; and L
norms.

We require some spaces on § and I'. The standard notations of the Sobolev spaces and their
associated norms will be employed throughout this paper. We let H™(2) denote the Sobolev space
of functions having square integrable derivatives of order up to m over . We define the norms by
[lu}l3, = (%, u)m. and the inner product in H™(Q) is defined as

(0= 3 /Q 0u- 9% . (2.6)

lad<m
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We also define the space for our problem,
S={Ve[HMY wu,uz=0 onT and /ﬂp =0}, (2.7)

where V = (ul,uz,w,p)T = (u1, Uz, u3,u4)T. We will use finite dimensional subspace §* C § of
functions to approximate our solutions. The parameter h, which represents a mesh spacing, is
used to indicate the approximation property of S*. For example, if we define $" to be the space

consisting of continuous piecewise quadratic functions in 2, the approximation property shows: For
every V.€ S N[H%(Q)}4, there exists V* € §% such that

RV = Vi + 1V~ YAlo < CR|¥], (2.8)

where the positive constant C is independent of V and h.
We construct the least-squares quadratic functional:

IW)= [(IX-B)- (1Y~ F) for V. e S. 2.9)
Q
The least-squares method reads: Find U € S, such that

J(U) L J(V) for any V € S. (2.10)

If there is U € § which minimizes J(V) for any V € S, or say J(U +€V) > J(U) forany V. € §
we can easily to have:

/ﬂL_Q-LK:/Q_F_-LY_ for any V € 5. (2.11)

Similar to (2.11), if ¥U* minimizes (2.9) in the space S*, we have the corresponding finite
algebraic equations

/ﬂ LUt Ly = /9 F-LV*  for any V* € k. (2.12)

If the basis for S* is chosen to be the piecewise quadratic polynomial, we can see that (2.12) is
equivalent to a symmetric and positive definite linear algebraic system.

3 Numerical Test Case for General LSFEM

In order to test the practical applicability of the LSFEM, we ran a numerical test case using the
functional (1.1) with piecewise quadratic elements. The same test case was run using the mesh
dependent weighted LSFEM of the functional (1.2) using piecewise quadratic elements for u; and
2, and piecewise linear elements for w and p. For our test case we chose the phenomenon of a solid
cylinder with diameter 1 moving with constant speed 1 parallel to the wall of a channel with width
1.5. (Fig.1) The domain is defined as a rectangle with corners (3, 0.75),(-1.5,0.75),(-1.5,-0.75) and
(3,-0.75). The center of the cylinder is on the origin.




\

—
T.Y U=1

b 4

7

Figure 1. Problem setup.

We chose triangles as our elements. The triangle vertices and the midpoints of the triangle
faces were chosen as the nodes for the quadratic basis functions. In our test case the domain was
subdivided into 2,262 triangles with 3,485 faces and 4,708 nodes. There are four unknowns at each
point except at the boundary points and the points on the cylinder where there are 2 unknowns
since u; and uy are given. Instead of setting [, = 0, we set p = 0 at the point (3,0). Figure 2
shows the grid which was used for the test case.

Figure 2. Grid used in test case simulation.

3.1 Test case simulation using general LSFEM

We set u; = 1 and ug = 0 at each point on the outer boundary, and set u; = ug = 0 on the surface
of the cylinder. We also set p = 0 at the point (3,0) to ensure there is a unique solution for the
pressure (equivalent to fop = 0). Piecewise quadratic functions were applied for all 4 unknowns
at each node. Equation (1.1) was minimized in the finite element space Sh, which had 18,095
elements.

We assembled the linear system by the formulation (2.11). A sparse square matrix with dimen-
sion 18,095 x 18,095 was generated. Only the non-trivial entries of this matrix (with tolerance of
107%) were stored using upper storage by row. A double precision, smoothly converging variant of
the conjugate gradient squared method was used to solve the system. Figures 3 and 4 show velocity
vectors and level contours of u; for the calculated solution using the LSFEM.
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Figure 3. Velocity vectors for solution of test case using LSFEM.

outer boundary (u=1)

Figure 4. Level curves of u; for solution of test case using LSFEM.

3.2 Test case simulation using mesh dependent LSFEM

In our test case simulation with the mesh dependent LSFEM of [6], we used the space defined in [6],
i.e. 5" was defined to be uy,u; € H! with piecewise quadratic polynomials in each element, and
w,p € H! were represented by piecewise linear polynomials is each element. The same boundary
conditions and grid that were used in the simulation using the general LSFEM were used for this
simulation. There were a total of 11,125 elements in the finite element space S5.

After minimizing (1.2) with A = 0.1 in the space S*, the resulting linear system was solved
using the conjugate gradient method. After 4,000 iterations, the relative error || Az - bllo / || z llo
was less that 1073, Figures 5 and 6 show velocity vectors and level contours of u; for the calculated
solution for our test case using the mesh dependent LSFEM.




J
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i
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Figure 5. Velocity vectors for solution of test case using the mesh dependent LSFEM.

outer boundary (u=1)

Figure 6. Level curves of u; for solution of test case using the mesh dependent LSFEM.

Upon inspection the numerical results for both simulations look fine. All of the dynamic equa-
tions, the vorticity relation equation and the mass conservative equation are minimized globally.
But if one pays attention at some special points, for example, at the points between the solid wall
and the top point of the cylinder, one finds that the value of u; is 1 at the solid wall and reduces
steadily to 0 at the cylinder. Since the flow at the entrance, z = —1.5, and the outlet, z = 3.0 has
speed 1, the average speed between (0, 0.5) and (0, 0.75) should be 3, but the numerical results
from both simulations show that the maximum value of u; is 1.0, and the average value of u; along
the above mentioned line is about 0.8 (see figure 9). At this region the mass conservative law has
broken down totally and this region could be the very interesting part of our application. The
result shows that the simple LSFEM can not be applied to similar problem directly.

4 Zero Residual for Mass Conservative Law

In [3] and [4], boundary conditions were considered as constraints and Lagrange multipliers were
used to introduce the boundary conditions into the formulation of the problems they were studying.

For the LSFEM, the mass conservation property is critical, so that we wish to enforce fn;(%t% +

%‘-‘yl) = 0 in each triangle. We will view the mass continuity equation as a constraint [3], and
use the Lagrange multiplier method as a natural means of incorporating the constraint within the
LSFEM statement of the problem without any special weighting. The restricted LSFEM is then:
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Find U* € Sj, such that

JWUM < J(V"  for any V* € Sh, (4.1)
subject to the condition:
oub  oub. .
<(W+W)_O fOI‘Z-—-l,'- ,f, (4.2)

where £ is the total number of elements and for our test case ¢ = 2,262 (the number of triangles).
Here S, is defined the same as was in §3.2, i.e. uj,ug,w,p € H 1(Q)) with piecewise quadratic
polynomial representations for u; and u; and piecewise linear polynomial representations for w and
-

An equivalent formulation of this problem is: find the vector function U* € §* which minimizes
the expression

TV g =5 [(LVF~ ) (v~ B) + o7 AV (4.3)

for all V* € S* and g. Here p = (py,pig,+ -, ;zn)T, and AV" is a linear vector functional defined in

Sh with £ elements, the ith element of which represents the numerical integration of fﬂ'_(%'L + d—;yg
in the ith triangle. _

Taking the first order variation of J, with respect to V* and 4 respectively, and setting §J, = 0
leads to the weak statment: Find U? € % and ) such that

/ LUM - LY+ AT . AVP 4 4T AUP = / LV*.FE  forany V'€ S"and any p,  (4.4)
Q - Q Lk

where A = (Ay,Ag, -+, /\[)T. The restricted LSFEM then has n more unknowns than the standard
LSFEM for the same discretization, which for our test case means there are 11,125 + 2,262 = 13,387
unknowns using the restricted method if we let Qi‘ and V" be represented by piecewise quadratic
polynomials for 4; and u; and piecewise linear polynomials for w and p.

One can check that the linear algebraic system resulting from the restricted method is symmet-
Tic, as is the case when the standard LSFEM method is used. Furthermore we can prove that this
linear algebraic system is so-called pseudo-positive definite, which we explain in the following. The
restricted LSFEM generates an extended linear algebraic system as: .

“[3] = 0][5]-[a] “

where A is a symmetric positive definite matrix with dimension of n X n, B is a matrix with
dimension of n X ¢, b, A, b, are vectors with dimensions of n, £ and £ respectively, and b, is

formed by the velocity boundary conditions u; = 1 at the outer boundary when the matrix BT is
assembled.

From the first n equations in (4.5) we have

so that
z= A_I(Q— B)). (4.7)
Also from the last £ equations we have
BTz =b,. (4.8)
Combining the above two expressions, we obtain
BTA'BA = BTA 1p -}, (4.9)

We can prove the matrix of BT A~1 B is also symmetric and positive definite.
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Lemma 1: If A is positive definite of dimension n X n and B is a matrix with dimension
of n x £, and if By is non-trivial for any non-trivial vector y with dimension {; then
BT A-1B is positive definite.

[Proof] For any equation Az = b, if b is a non-trivial vector, then z is also non-trivial, and
vice versa. Since A is positive definite, 2T Az = zTb > 0 for any non-trivial z. We then have
A1 = ¥z > 0, so that A~! is also positive definite.

For any given non-trivial vector y with dimension £,

y'(BTAT'B)yy = (By)TA™(By) > 0. (4.10)

Therefore the linear algebraic system of (4.5) has a unique solution if the matrix A is positive
definite and if B is defined as in (4.2). O

Theorem 1: The linear algebraic system (4.5) in which A and B are defined by (4.4)
and (4.2) has a unique solution.

[Proof] From the definition of matrix B in (4.4), each column represents the numerical integra-
tion of fQ‘. div(u) in each triangle €, so the column vectors are linearly independent. Therefore,
the rank of B is £, since £ < n. Then for any non-trivial vector y, By is non-trivial. Combining
the above lemma, the proof follows. O

It is easy to check that the extended matrix A, defined by (4.5) is still symmetric, but no longer
positive definite. Since A is symmetric and positive definite, the solution of (4.5) is equivalent to
locating the minimum of the quadratic problem

1 lT _];TT lT _T_T>
f?ﬁ(zé AL+ BT E+ 8 Bu—b-pbe), (4.11)

where £ and y are vectors of dimension n X £. The above equation is equivalent to

w (35T [5]- (5] [4]):

Therefore the common conjugate gradient method can still be used to solve the system (4.5).
Figures 7 and 8 show the solution of our test case simulation using the restricted LSFEM.

LR EMEEEM IR

Figure 7. Velocity vectors for solution of test case using restricted LSFEM.
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Figure 8. Level curves of u; fr solutio of test case using the restricted LSFEM.

The numerical results after solving this linear system show that the divergence of the velocity
fﬂ‘.(%‘—} + %‘—3) is less than 10~* in each triangle. In checking the mass conservation in the region
we examined earlier, we draw a line from (0, 0.5) and (0, 0.75). The average velocity normal to
the line is 2.96. Figure 9 shows profiles of u; calculated along the above mentioned line using the
mesh dependent weighted LSFEM and the restricted LSFEM.

0.78,

0.70}

restricted LSFEM

—

00 08 10 18 20 25 a0 35 40 4%
U,

Figure 9. Profile of u; along a vertical line connecting the top of the cylinder and the nearest wall
using the mesh dependent weighted LSFEM and the restricted LSFEM.

The equation fﬂ‘_(%‘—;l + 3—5-"3}) =0, for i = 1,--,{ does not mean the flow is divergence free at
each point but at the center of each triangle. As we mentioned in §3.1, there are 11,125 degrees of
freedom totally for the general LSFEM. After adding the divergence free restriction at each center
of each triangle, the number of degrees of freedom will reduce, but the reduced freedom will not
influence the global results since a divergence free solution at each point is the result as h — 0.
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Part 2: Least—Squares Finite Element Method for the Stokes
Problem with Multiple Fluids

In this part of the report, the simulation of incompressible flow with multiple fluids in 2-D by
the least-squares finite element method (LSFEM) in the stress-velocity-pressure version is studied.
Unlike the Galerkin finite element method, all the conditions for continuity of stress must be
explicitly added to the method. This is accomplished by viewing the equations for continuity of
stress as restrictions to the standard LSFEM. These restrictions are added to the standard method
by use of the Lagrange multiplier strategy. In this numerical method the inf-sup (LBB) condition is
not necessary and the matrix resulting from applying the method on a discretization is symmetric,

the uniqueness of the solution and the application of the conjugate gradient method is also valid.
The method is used to simulate a test case flows.

1 Restricted LSFEM for Flows with Multiple Fluids

In part 1, it was found that the LSFEM in the vorticity-velocity-pressure formulation did not
conserve mass at all points of the domain in a test case simulation. In order to make the method
conservative, extra conditions were explicitly added to the linear system using Lagrange multipliers
which ensured the flow was divergence free in each element of the domain. In part 2 a restricted
LSFEM for flows with multiple fluids is developed by viewing the conditions for continuity of stress
as constraints and using Lagrange multipliers as a natural means of incorporating these constraints
into the LSFEM statement of the problem.

In the ensuing discussion, we assume the computational domain { is comprised of two subdo-
mains {1y and Q; which have a common boundary I';. In physical terms, one fluid is contained in
41, a second fluid is contained in Q5 and T'; represents the interface. The equations for continuity
of stress are

2(t1n1 - tz’nz) [/t¢1] + (tl’nz + t2n1) [jt (¢2 + ¢3)] =0 onT; (1.1)
7] - 200 = n) [u) — 2m1ra (62 + g)] = = on T, (12)

where T is a nondimensional surface tension parameter (Webber number), R is the radius of
curvature, ¢; = -g—;i, Py = %;—;, ¢3 = % and p is the pressure. Here n; and n, are the z and y
components of n, where n is the unit normal on the interface between two fluids contained in the
discretized domain Q. Also ¢, and t; are the z and y components of the tangent vector to the
interface, which is oriented so that ¢, n, t X n forms a right handed system.

Equations (1.1) and (1.2) are considered as constraints which are applied at all points in the
discretized domain in S* which lie on the interface. These constraints are applied to the standard
LSFEM in the stress-velocity-pressure formulation [1]. Four variables are allowed to be discontin-
uous across the interface, but the conditions for continuity of stress only provide two restrictions.
Thus kinematical conditions are used to provide two more restrictions which are applied at the
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same points the stress condition restrictions are applied. Since the velocities are continuous across
the interface, it can be written that

t1[p1] +t2[d2] = 0 (1.3)

t1 (@3] — t2[¢:] = 0. (1.4)

The Lagrange multiplier method is used to add the above restrictions to the linear system which
results from the standard LSFEM. The restricted LSFEM statement of the problem then is: find
the vector function U_g‘ € S* which minimizes the expression

1
Je(Khvﬁpﬁzvﬁy E4) = EA ((LKh - _F_) : (Ly_h - E-)) + E{ ' Azh + Eg ) AKh (15)
+ pT AVR T AV

for all V* € S*, and ysligopts and p,. Here the p. = (piy, pigy*- -, i, )T, where n is the number
of nodes in Q. The AV’ are linear vector functional defined in Sk with £ elements, £ being the
number of nodes for each of the restricted variables with lie on I'; in each domain Q; and Q. These
vector functionals represents the application of the restrictions (1.1), (1.2), (1.3) and (1.4) to all
points in the descretized domain which lie on I';.

Taking the first order variation of Je with respect to vh, By g g and p, respectively, and

setting 6J. = 0 leads to the weak statement: find Uh € §h and Ay, Ay, A3, Aq such that
/ﬂ (LUt Ly*) + 2T - AV 4+ T - AUL + X - AVP + 4] - AUC + X5 - AV (16)
T T h o ch
+pg - AUS + X - AV* + - AUL =/QLK"-E VY € 5%V s by oy

where A; = (Aig, Aigy e ~,/\,~,‘)T. The restricted LSFEM has 4¢ more unknowns that the standard
LSFEM for the same discretization.

The linear system resulting from the restricted method is symmetric. Furthermore we can
prove that this linear algebraic system is so-called pseudo-positive definite, which we explain in the
following. The restricted LSFEM generates an extended linear algebraic system as

SHEERHE &

where A = (A1, A2, A3, M) Here A is a symmetric positive definite matrix with dimension 7 X n,
B is a matrix with dimension of n x 4¢, and b, A, b, are vectors with dimensions of n, 4¢ and 44
respectively. The vector b, is formed by the velocity boundary conditions when the matrix BT is
assembled.

From (1.7) it can be stated that

g=AY(b- B)), Blz=b. (1.8)
Combining the these two expressions leads to the following;:
BTA™'B)A=BTA 1h -}, (1.9)

In part 1 is was proved that the matrix BT A~!B is symmetric and positive definite.
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Theorem 1: The linear algebraic system (1.7) in which A and B are defined by (1.6)
has a unique solution.

[Proof] From the definition of matrix B in (1.6), the columns of B represent the application of
four linearly independent restrictions ( (1.1), (1.2), (1.3) and (1.4) ) at the points of the discretized
domain which lie on I';. Since each restriction is applied at each point only once, the column vectors
of B are linearly independent. Therefore, the rank of B is 4/. Then for any non-trivial vector y,
By is nontrivial. Combine this with the fact that BTA-1B is symmetric and positive definite and
the proof follows. O

Since A is symmetric and positive definite, the solution of (1.7) is equivalent to locating the
minimum of the quadratic problem

in (2¢T Lrgre, ler _T__T)
@?3(2§A§+2EB§+2§BE &b - 7o), (1.10)

where £ and p are vectors of dimension n x 4¢. The above equation is equivalent to

=(a[&] +[¢]- (5] 18])

Therefore the common conjugate gradient method can still be used to solve the system (1.7).

2 Numerical Example

The restricted LSFEM developed above was used to simulate the Hele-Shaw flow of a two-dimensional
bubble of fluid falling in a slightly less dense fluid under the action of gravity. In this flow the flow in
the lighter fluid should resemble the potential flow around a sphere, while the flow inside the bubble

should consist of two counter-rotating vorticies. The discretized domain used in this simulation is
shown in figure 1.
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Figure 1. Plots of discretized domain used in simulation of two fluid Hele-Shaw flow. (a) Plot of
whole domain. (b) Detailed plot showing €y, ; and T;. :

The domain Q; is assumed to be a circular shape with diameter of 1 and center at the point
z =0,y = 0. The domain Q; is also assumed to be a circular shape with diameter of 10 and center
at the point z = 0, y = 0 with an annulus of diameter 1 cut out of the middle. The viscosity and
density of the fluid in Q; are both assumed to be twice as large as the viscosity and density of the
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fluid in Q;. The simulated solution exhibits the flow characteristics stated above as shown in figure

)

a " b
Figure 2. Plots of simulated solution of two fluid Hele-Shaw flow. (a) Velocity vector plot. (b)
Streamline plot.
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A NEW SUPERPOSITION

David Choate
Associate Professor
Department of Mathematics
Transylvania University

Mzgt;rgc;

A channel's fading can be modeled as the product of a
slowly varying component and the transmitted signal. An
amplitude-modulated signal is also represented by a product of a
carrier signal and envelope function. In these systems
homomorphic signal processing for multiplication can be used to
give impressive results. Superposition is a generalized principle
of homomorphic signal processing.

The logarithmic function will transform a system modeled on
a product to a conventional linear system that will yield to a
classical attack. It is shown here that the logarithm, as a
generalized superposition, will also transform a conventional
linear system into another linear system and therefore nothing
need be known about the original system before applying a

logarithmic transformation.
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I. Subaddition

Definition 1. Let S = {z = x + yj| -® <y < =}
or equivalently, after an appropriate adjustment of the residue
of y, S ={z =x + y(mod 2x)j| x and y real}, a horizontal

strip.

Definition 2. Let C* = S U {-o}

Definition 3. Let z = x, + y,J and w = x, + y,J € C*.

z & w = (x + %) + [(yp+ y)mod(2%)]]

Definition 4. If z = re® , then define

In(z) = 1ln|r| + [0(mod(2%x)]j as usual.

Definition 5. Let z,w € C* . Then we define new
operation called subaddition , denoted by r , the southeast
corner of addition, by

z  w = In(e® + e")

Note 1. Clearly Iln(z + w) = 1lnz  lnw .

We intend to show that (C*,e,r) 1is a field that is

isomorphic to (C, =, +) , the complex field under multiplication

and addition.
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IT. The Field (C*,@, )

Lemma 1. C* is closed under & and .

Proof. If z, w € S, then the Lemma is immediate from definitions

3,4 & 5. If z = -wand w € C*, then - @ w = -o and

-® W = w

Lemma 2. The operations @ and [ are commutative.

Proof. Let z = x; + y;j and w = %, + y,j be elements of C*. Then

zew = (x+ x) + (y;+ Y2) (mod 2%:) j
= (Xt %) + (y;+ vy (mod 2m) ]
= W ez
z rw = 1In(e®* +e¥) = 1In(e" + e?) = yw rz
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Lemma 3. The operations @ and [ are associative.

Proof. It is clear that the operation @ is associative since both

ordinary addition and modular addition are associative.

To show that [ is associative let u, v and w € C*. Then

u r (v r w) = u r [ln(e" + e"]

= 1ln(e®) r ln(e" + &)

{since u € C* and by p.76 [1]}

In[e* + (¥ + e¥)]

In{(e* + e¥) + e¥]

[In(e* + eY)] r 1ln(e")

[In(e’) r In(eV)] r 1ln(e") Note 1

= (u r V) r w since u,v,w € C*
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Lemma 4. The operation @ distributes over r.

Proof. Let u, v, w € Cx*.
Then u @ (v r w) = 1ln(e') e ln(ev + ev)
= In[e“(e" + e%)]

= 1n (eu+v + eu+W)

Il

(uev) r (uew

Lemma 5. The [ identity is -o ,

Proof. z [ -o = In(e®* + e™) = z

Lemma 6. If z € S, then the inverse of z under ris z e nj

Il

Proof. z  (z e =) In(e? + e%'%)

= 1nfe*(1 + e%)]
= 1n(0)

Lemma 7. C*/{-®} = S is a group under & .

Proof. Lemmas 1, 2, 3 and 6
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Note 2. Clearly -« has no & inverse in C* . This 1s analogous to
0's having no multiplicative inverse in C. And the equation
- @ z = - is the "*" equivalent to (0)z = 0 in C .

All of the above proves

Theorem 1. (C*, ®, ) is a field.

We can now prove that this field is isomorphic to the field

of complex numbers.

Theorem 2. (C,o,+) = (C*,@&,r)

Proof. Define ¢@: C -> C* by ¢(z) = 1n(z).

®(z,2,) In(z,z,)

In{z,) e 1ln(z,)

P(z)) & @(z,)

9(z, + z,) = 1n(z;, + z,)

In(z,) r 1n(z,) Note 1

= 9(z,) r 9(z,)
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We now show ¢ is onto.
If wecC* thenw €S or w = -, If w € S, then ev

is the preimage of ¢ . If w = -», then 0 is the preimage of w.

We now show ¢ is one-to-one.

If In(z) = @(z) = 0n = -® ;, then =z

I
o

ITTI. The Complex Cvlinder

A simple geometrical interpretation of Theorem 2 can be

given as follows. Map the complex plane

onto the horizontal strip




tx

by f(z = re¥®) =ln|r| + [0(mod 2%)]]

The three circles in the complex plane with radii
e!, 1 and e are mapped into the three vertical lines in the
figure above. Since the top and lower line of the horizontal
strip have been identified in the congruence class, we really

have a cylinder.
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If we look down the right end of the cylinder, then the
circle with center at +1 = ln(e*!) appears largest, the circle
with center at -1 = ln(e™) appears smallest, and the end of the

cylinder, -e , is a dot.

This is exactly what we saw in the original complex

plane.

IV. Linear to linear superposition

On p. 481 of [2] we have a definition of generalized

Superposition:
H[x,(n) O x,(n)] = H[x,(n)] 0 H[x,(n)] (10.2a)
Hlc : x(n)] = ¢ ]| H[x(n) (10.2b)
Define H: C -> C* by H(z) = 1ln(z)

If we let O be + , ordinary addition in C
O be r, or subaddition in C*
: be scalar multiplication in C
and 1 be a scalar operation in C*
defined by ¢ | H[x] = 1ln(c) @ H(x)
+ then we have a generalized superposition H (where H stands for

homomorphism.)
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But we have more than that. We know that the homomorphic
system can be written as a cascade of three systems

by p.482 of [2].
We have this since | satisfies the conditions he gives:

(i.) r is commutative and associative by Lemma 3. {See

(10.3) and (10.4) on p. 482 of [2].}

(ii.) The C* under  is a vector space over the field C with
scalar multiplication | as we will see.

To establish (ii) we must show that C* under  1s a vector
space over the field C. We will have done so if we establish the

following four properties for every « € C and every v, w € C*

1. ¢ (v rw = (&lv) r («]w)

Proof. &« | (v rw) = 1ln(a) e (v r w) | def. of |
= [ln(a) @ v] r [ln(&x) & w] Lemma 4
= (@1v) r (a] W) def. of ]
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2. (@ef)lv = («lv) e (P1W

Proof. (¢ @f) v = In(ea +P) e v def. of ]

= [In(&) r 1n(f)] e v Note 1

[In(e) e v]  [In(B) @ v] Lemma 4

@ 1v) r (B1lw def. of |

3.alBlv) = (ap) | v

Proof. a 1(B 1 v)

In(e) @ [1n(B) e v] def. of |

= 1ln(af) e v

Il

(f) | v

Proof. 1 1 v = 1ln(l) e v def. of ]
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By p. 482 of [2] we know that since the system imputs
constitute a vector space of complex numbers under addition and
ordinary scalar multiplication and the system outputs constitute
a vector space under r , the subaddition, and 1, the scalar
multiplication, then all systems of this class can be represented

as a cascade of three systems

D4 L D@
i) xin] yin) yin)

The effect of system D, is to transform the combination of
signals x;(n) + X,(n) into another convention linear system under

subaddition of corresponding signals D,[x;(n)] and D,[x,(n)].
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4., The Complex Pencil

We will briefly mention that the complex cylinder is by no

means the end of it.

Definition 6. Attach a new element ln(-®) to C* = C*=C U {—o0}
toget C¥ = CY U {ln(-»)}
Definition 7. Let a, b € C» . Then define a new operation O on

C* by a Ob = 1n{lnfexp(e?) + exp(e®)]}

Note 3. Closure of the operation 0O on C?* can be guaranteed
by a proper suturing of the logarithm of the strip S at the

top of page 10-9. See chapter 6 below.

Lemma 8. i. a O b = 1ln(e* [ €*) and

ii. 1ln(e* r e’) = 1n(a) O 1n(b)

Proof. Equation (8i) follows directly from the definition of re
Equation (8ii) is obtained by replacing a and b with

In(a) and 1ln(b).

Lemma 9. The operation [ is commutative.

Proof. alb = 1ln(e* r eb) Lemma 8i
= 1n(ePr e?) Lemma 2
= b0Oa Lemma 81
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Lemma 10. The operation [l is associative.

Proof. a0 (b Oc) = alln(e® e Lemma 8i
= 1n[e® r (e’  e%)] Lemma 8i
= In[(e* r e®) r e°] Lemma 3
= [ln(e* re?)] Oc Lemma 8ii
= (alb) Oc Lemma 8i

Lemma 11. The operation [ dis distributive over a.

1n(e® + ek) Definition 5

Proof. a r (b 0O ¢)

In[e?+ (e”r e°)] Lemma 8i

In{(e* + e®)  (e* + e)] Lemma 4

I

In{[e®@r®]  [etre]} Note 2

(a rb) O0(ar c) Lemma 8ii
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Theorem 3. (C**,, L)) is a field that is isomorphic to (C,°,+).

Sketch of proof. The map ¢:C -> C** defined by

$(z) = In[ln(z)] is an isomorphism.

Even without attending the equivalence classes too closely,
we can still get a good intuitive idea of the C** surface by Jjust

examining the strip S first shown on the top of p. 10-9.

+x

After adjusting the residues we can obtain a slightly

altered strip S°'.

e 4
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The strip S' represents the logarithm of the complex plane.
The logarithm of S' is then image of the isomorphism defined in
Theorem 3.

A circle lying in the strip S' and having center at the
origin may have a radius no greater than =x. And the logarithm
will conformally map a solid circle of radius = into an half
infinite strip extending from -« to 1n(=®)

But a circle with center at the origin and radius =n/2 will
not be completely contained in the strip if its central angle
lies in (®=/4, 3n/4] or in (-3®=/4, -n/4]1 . It clear

now that the image of our isomorphism has the form

In order to insure the closure of the new operation O we
must identify equivalence classes and fold up the figure above to

obtain the Complex Pencil.
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0 In(x) In[v2(*)]

5. Aftermath

If we continue this process, then we will have generated
an infinite number of superpositions formed by a repeated
application of the logarithm. As we have seen, a second
application of the log will shred the strip Sf A third will shred
the shredded strip S.

In order to insure the closure of the necessarily new
"addition" operation, we must, after an adjustment of residues,
suture the shredded S back into a new surface that is, after

attaching an identity, isomorphic to the complex plane.
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SYNTHESIS OF NOVEL SECOND AND THIRD ORDER NONLINEAR
OPTICAL MATERIALS

Stephen J. Clarson & Lawrence L. Brott
Department of Materials Science and Engineering

University of Cincinnati

ABSTRACT

Polyparaphenylene based systems have interesting electrooptical properties but major
solubility problems and hence require side chains to assist in subsequent characterization or use.
In this work, we have developed both second and third order nonlinear optical materials based on
incorporating fluorene FL groups into the backbone of the desired materials along with
paraphenyl groups. Here the bridging carbon was alkylated to ensure the solubility of the
resulting materials in common organic solvents. The symmetric A-FL-A type systems were
designed to have novel third order properties, whereas the non-symmetrically substituted systems
A-FL-B (in this case A being a thiophene group and B being a pyridine group) have interesting

second order properties.
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SYNTHESIS OF NOVEL SECOND AND THIRD ORDER NONLINEAR
OPTICAL MATERIALS

Stephen J. Clarson & Lawrence L. Brott
Department of Materials Science and Engineering

University of Cincinnati

INTRODUCTION

Third order nonlinear optical materials typically are compounds consisting of extended

Tt-electron conjugation and multiple aromatic rings [1]. Likewise, second order NLO compounds
have multiple double bonds between electron donor and acceptor groups. This research involves
the design and synthesis of new fluorene-containing para-polyphenylene compounds for a

monomer (1) and chromophore (2).

Ho1C19” "CyoH21 Ho1C1g” "CqoH21

X =Br, CO2H

1 Fluorene-containing Monomer

O Q.Q (O~
H21C10” "C1oH21

2 Fluorene-containing Chromophore

EXPERIMENTAL DETAILS
COMMON SYNTHESES FOR THE MONOMER AND CHROMOPHORE

Both substances are similar and their syntheses share several steps. The central building

block of each product is the fluorene molecule. To make it more soluble and easier to handle,
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two long alkyl chains were added to the C-9 position of the fluorene. This approach allowed the
C-2 and C-7 carbons to still be sterically unhindered and reactive. As seen in Scheme I, fluorene
was first treated with BulLi, complexed with TMEDA [2,3], and then treated with bromodecane
to obtain monoalkylated fluorene. The monoalkylated fluorene, without isolation and
purification, was further reacted with a second equivalent of BuLi and bromodecane to obtain
dialkyl compound 4. The product was purified by column chromatography followed by

distillation under reduced pressure to remove any residual bromodecane.

SCHEME I

1) BuLiTMEDA

o L

3) BuLi
4) CqoH21Br H21C10” "CyoHo4
avg. yield 87%
3 4
Bro, cat I
Br O Br
_—
4 dark, 24 hr
avg. yield 85% H21C10” ~CigHoq
5

The next key step was to synthesize 2,7-dibromofluorene 5. Compound 4 was reacted with
bromine in the presence of a small amount of iodine and the complete absence of light. The
dibromofluorene § was then purified by column chromatography.

The dibromofluorene was further reacted with ethylacrylate in the presence of Pd(OAc)y
as a catalyst to produce a diacrylate as shown in Scheme II. Compound 7 was purified by
recrystallization in ethanol. The diacrylate was then selectively reduced to the bis(allyl alcohol)
8 by using diisobutylaluminum hydride (DIBAL-H) and BuLi in an inert atmosphere [4]. The
alcohol was purified by column chromatography with a yield of 63%. Finally, the diol 8 was
converted to the corresponding dibromo compound 9 by treatment with PBr3 at 0°C [5].
Unfortunately, the oil product was found to be too reactive to purify by chromatography and

therefore was used without further purification.
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SCHEME 11

e} Pd(OAc)2
5 . Ve S
H)LOE‘ P(o-tolyl)3 (=" +
EtsN H21C10” "C1oHa1 O
6
w0 D g
o H21C10” "C1oHz1 o

7, optimized yield 80%

7 DIBAL-H HO OH

Buli
O - 25°C Hz21C10” "CroHz

8

8 Ers_’ BrBr

Et-O
2 Hp1C1g” "CioH21

9

ADDITION OF PHENYL GROUPS THROUGH RING CLOSURE

The synthesis of polyphenylene compounds 1 and 2 was completed by Stevens

'rearrangement / thermal cyclization reactions as shown in Scheme IIL Ar2 represents the
dialkylfluorene 4 in both cases of the monomer 1 and chromophore 2, while the Ar!l and Ar3 can
portray one of three different compounds. When making the monomer, the aromatic groups Arl
and Ar3 are brominated dialkylfluorenes, but when making a chromophore, one uses a thiophene

ring as Arl and a pyridine as Ar3 (see Table 1).
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Compound
Number Arl Ar2 Ar3
OO | QO | QD
1 (> P
H21C1g" CioHzs Ha1C1g" C1oHa1 H21Cqg" CioHaq
S J
2 S
H21C1g" CioHar
Table 1. Aromatic groups used in Stevens rearrangement.
SCHEME III

Art——=—\ + Br \_/—Arz—MBr + —=—As3

NMeo Me2N
10
Arl—= =—Ar3
Br *MesN L/—Ar2MNMe2+ Br
1

1 > . An@-Arzz—QAﬁ

Stevens Rearrangement
Thermal Cyclization
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MONOMER PREPARATION

It is now necessary to synthesize a monopropargyl amine used for the preparation of the
monomer. The amine is derived from the dibromo compound 5 using PdCl»(PPh3)p and Cul as
catalysts (see Scheme IV). Due to the difficulty in suppressing the reaction to form the
bis(propargyl amine) 13, only moderate yields of the desired product were obtained. In addition,

purification was difficult since the amine tends to "smear" along the whole chromatography

column.
SCHEME IV
’ PdClx(PPH3)2
5 + H—=—\ ————— 3 Br O Q = +
NMez  Cul/ PPhg (> NMe;
EtsN / EtoNH H21C1g” "C1oHa21

12, avg. yield 40%

H21C10” "CqoH21

13, avg. yield 20%

Once completed, all that is needed to complete the monomer synthesis is to combine the
bis(allyl bromide) 9 with amine 12, as shown in Scheme V. After dissolving compound 9 in
chloroform, the solution was cooled to 0°C with an ice bath. Compound 12 was then slowly
added. The solution was allowed to stir for 24 hours and then rotavaped. The salt 14 was
recovered by precipitating in hexane.

The product 14 was then reacted with t-BuOK at room temperature for one day in
toluene. Once completed, the solvent was removed, and without further purification, the
resulting dark viscous oil was heated to 190°C for an hour. The final product 1 was then purified

by chromatography.
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SCHEME V

H21C10” ~CyoHa1 H21C16” "CioHpy

12 9

H21C10” "CqoHa “MezNNMe2+ H21C110H21

Br Hz1C10” "CqgHp4 Br

14

t-BuOK
Stevens Rearrangement

15 + Other Isomers

190-200°C
Thermal
Cyclization




CHROMOPHORE PREPARATION

The chromophore uses two different propargyl amine compounds to surround the
brominated fluorene 9 - one for the electron donor group, and one as the acceptor. In this
research, a pyridine ring will act as the acceptor while a thiophene ring will be the donor.
Consequently, two new products must be synthesized. Scheme VI describes the preparation of

the pyridine compound.

SCHEME VI
Br—-‘</:\\/N-HCI + H—= \Mes
PdCIlo(PPhg)2
Cul
NaOH
EtsN / EtoNH
67°C
Y
7N
N — + + -
_ Mo (Et)sNH* Br

Although the 4-bromopyridine hydrochloride did not dissolve well in the solvent, once
the catalyst and amine were added, the solution turned green and everything appeared to dissolve
well as the reaction progressed. Upon heating, the mixture turned black. The product was
purified by distillation under high vacuum.

A model reaction of the proposed Stevens rearrangement was carried out next using
cinnamyl bromide (instead of compound 9) and compound 17. Originally the two materials were
added at room temperature; enough heat was released to boil some of the chloroform and the
solution quickly turned black. It is thought that the heat liberated was enough to activate the
formation of the undesired product 19.

Since the procedure results in a black viscous oil, the product could not be recrystallized
in any solvent. Therefore the Stevens rearrangement was carried out with the impure salt in
toluene. The desired product 20 was purified by column chromatography. The final step
involved the thermal cyclization in which 20 was heated in a sand bath at 280°C for an hour.

The product 22 was purified by recrystallization in hexane.
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SCHEME VII
D
O =
MesN =

CHCl3
24 hrs.

+ Br
Br = = NMe>
18 19

t-BuOK
Toluene
24 hrs.

280-300°C
1 hr.

The thiophene / amine (23) preparation is nearly identical to the pyridine work-up except

that NaOH is no longer necessary to neutralize the acid. The product can be purified either by

chromatography, or more simply, distillation under high vacuum.
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SCHEME VIII

S H——=
T—\
e - NMes

PdClx(PPhg)2

Cul

PPhg

EtsN / EtoNH
67°C

\ | — + (Et)sNH" Br

The work-up for the model thiophene ring-closure reaction is similar to the pyridine,
although it was found to be cleaner. The reaction is described in Scheme IX. This time only one
salt formed 24 which was recrystallizable in THF. The product of the Stevens rearrangement 25
was purified by chromatography. Once the ring-closure reaction was completed, the product 26

was recrystallized in hexane.
SCHEME IX

Q_\_/Br * MeoN =

CHCl3
24 hrs.

Br =\
24

t-BuOK
Toluene
24 hrs.
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280-300°C
1 hr.

Salay

26

Compounds 23, 9, and 17 have been combined as shown in Scheme X. As the end
groups were slowly dripped into a chilled brominated-fluorene solution 9, the mixture turned a
clear yellow-orange color. However once the ice bath was removed, the solution turned black. It
is proposed that the reaction should be kept at 0°C for the entire 24 hours. Since the mixture
became a black tar once the solvent was removed, the salt could not be isolated. Therefore the
viscous oil was dissolved in toluene and t-BuOK directly added. To be sure the reaction had
gone to completion, the solution was allowed to stir for 48 hours. The toluene was removed, and
the resulting tar was heated to 180°C for 10 minutes. The products were then separated by

column chromatography.
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SCHEME X

\S/ — +NM ,—l wi :s—\*_N, \ . NMe»>
B2 H21C1¢” "CioHa1 gy :_> =

28

t-BuOK
Toluene

+ Other Isomers
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180-200°C
Thermal Cyclization

O~ 0-O-Cr
H21C10” "CioHlpy
2

CONCLUDING REMARKS

The synthetic methods to yield both novel second and third order NLO materials
containing fluorene based groups have been successfully developed. Under a University of
Cincinnati / WL/WPAFB educational partnership agreement, the synthesis, purification and
characterization of these compounds will be carried out. Dr. Steve Clarson, Mr. Lawrence Brott
and Ms. Lora Cintavey (RDL graduate student 94-0402) [6] will continue these successful
investigations on NLO materials both at the University and WL/WPAFB under this joint
agreement. Second and third order NLO measurements of the materials will be carried out in the

coming months.
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THE SENSOR MANAGER PUZZLE

Milton L. Cone
Assistant Professor
Department of Computer Science/Electrical Engineering
Embry-Riddle Aeronautical University

Abstract
The task of a sensor manager is to improve the performance of the individual avionics sensors by
coordinating their activities based on the sensor manager's best estimate of the future. This paper reviews
planning and scheduling literature to identify developments that might apply to the design of a sensor
manager. Applications examined primarily come from the planning and scheduling of manufacturing

plants. An interpretation of the sensor manager as a manufacturing plant is included. Most of the reviewed

work is from the artificial intelligence community.
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THE SENSOR MANAGER PUZZLE

Milton L. Cone
Introduction
There is a myth of a superhuman pilot, one that can fly a complex fighter airplane the first day like a
veteran, drop bombs on a dime, fly mach 1 at 50 feet through mountains, manage the electronic surveillance
measure, radar and infrared sensors and not forget to pick up milk on the way home. Such a pilot never
existed and probably never will. In a modern fighter aircraft that is engaged in air combat there are too
many demands, many of them conflicting, on the pilot's time. A sensor manager is one way of reducing the

workload.

What is a sensor manager? Literally the sensor manager manages the sensors on board the aircraft. The
Data Fusion Group of the Joint Directors of Laboratories (Waltz and Llinas (20)) describe the sensor
manager as one part of a data fusion subsystem in the avionics system of a modern fighter aircraft. By
combining data from many sensors, a data fusion subsystem tries to derive more information about the

environment than can be gathered from the individual sensor's outputs. Figure 1 from Musick and

Mission
Pilot | Manager

externally-generated

__________ tasks
I I
I G
] enerate | state H
S - St2&____ Fusion
I Options | identity,
target/sensor P
I pairings | situation : r'y
1 \ i | detections
: Prioritize : N 1
long-term tasks H 1
: Options : ! Sensors !
! | |
1 1
: Schedule ! status,requests | [ Sensor i
1
| prioritized options Sensor Tasks ; i ':; Handlers | |
: : commands L ______________ _i
N e e e e ——— J

Figure 1. Sensor manager task flow
Malhotra (12) shows a diagram of a typical sensor manager system embedded in an avionics system
composed of a mission manager and a fusion subsystem. Musick and Malhotra list several functions that a
sensor manager should have. These include:
¢  Generate options (sensor/task pairings) for action
e  Prioritize options

e Formulate sensor schedule to execute desired actions
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¢ Communicate desired actions to sensor handlers
®  Monitor sensor health and performance, respond to sensor feedback, account for sensor

availability

The design of a sensor manager is similar to putting a puzzle together, see Figure 2. In this puzzle there are

Planning
Decision Analysis

Control Theory ~ Game Theory
Manufacturing ~ Computer Science

Operations Research Al

Real-time Computing

Scheduling

Figure 2. The sensor manager puzzle

many pieces. There is a puzzle piece called planning. Sycara (18) defines planning as the selection and
sequencing of a set of actions (or plans) that can be expected to allow a system to reach one or more desired
goals. Planning is a long term decision process. The planning subsystem of the sensor manager looks
ahead to see if there are any combinations of sensor modes or target configurations that it can take

advantage of to increase data throughput.

The next piece is scheduling. Scheduling deals with the allocation of resources to planning actions and the
assignment of time intervals during which actions could be executed (Sycara (18)). Scheduling refers to the
short term response of the sensors and includes the detailed temporal sensor sequencing assignments.
Architecture is another puzzle piece. An architecture explains how components interact to solve complex
problems. There are many architectures proposed that would be applicable to the sensor manager. Several

will be explored in this paper.

The last puzzle piece lists the approaches that might help put the sensor manager puzzle together. It turns
out that many disciplines have something to offer. Developing long range plans and short term schedules is
a ubiquitous problem. Operations research looks at the problem as a dynamic programming program or a
queuing problem. Control theory would like to recast the problem in terms that allow the body of classical
and optimal control theory to be applied to solve the problem. Game theory brings a sense of one's action
influencing the reaction of the opponent which in turn influences one's next action. Real-time computing

tries to guarantee that tasks are completed on time so that a schedule can be made. Generally real-time
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systems analysts come from a computer science background. Planning and scheduling is just one of many
problems artificial intelligence (AI) has tried to solve. Manufacturing has spent many years of research
trying to solve the planning and scheduling problem. Decision analysis can bring its power to bear on the
planning problem, for example, using influence diagrams. The robotics literature has many examples which

could guide the design of the sensor manager.

The problem for the sensor manager design is to put all of the pieces together. This paper examines four
areas of research that might be important to the design of a sensor manager. These four areas are:
manufacturing technology, real-time systems theory, control theory and Al/planning. In some cases the

examples show considerable overlap between areas.

Manufacturing

Manufacturing has always been concerned with scheduling operations in a factory. As factories have
become more automated and competition has demanded more efficient operation, computer programs were
written to help develop schedules. This section starts with an overview of scheduling terminology for the
manufacturing sector. Graves (7) developed a classification to help discuss models for production
scheduling. He lists three classification categories which are requirements generation, processing

complexity and scheduling criteria.

The first category, requirements generation, refers to the way customer orders are generated and filled. In
an open shop all production orders are generated by customers. No inventory is held. In a closed shop all

customer requests are filled from inventory. Here production tasks are based on inventory levels.

The second aspect of scheduling classification is processing complexity. Processing complexity refers to
the number of steps involved with a production task. Graves differentiates four types of shops. They are:
¢ One stage, one-processor

» One stage, parallel processors

Multistage, flow shop

Multistage, job shop.

The one stage, one processor facility has one machine. The one machine is capable of several different
operations but only one can be performed at a time. All tasks are completed on this one machine and only
require one step to complete. An example is a plant with one machine that slits steel bands into narrower
widths. Scheduling is a matter of prioritizing tasks and minimizing setup time to improve throughput. The
one stage, parallel processors facility is like the one stage, one processor except that there are now several
identical machines on which a task can be completed. The steel processing plant now has grown to include

several slitters capable of producing the desired output. Multistage means that there are several machines
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that must sequentially process the task before it is completed. Generally the order of processing is fixed and
is called a process routing or precedence. In a flow shop all of the tasks go through the same sequence of
processors. A steel processing plant operating under the flow shop model might have several slitters. The
first cuts the big rolls into smaller rolls for subsequent slitters to process. A flow shop might also include
other machines to complete the processing of the product. The important characteristic of the flow shop is
that there is only one process routing leading to a finished product. A job shop is the most general category
of manufacturing plant. There are no restrictions on processing steps and alternate process routings are
allowed. A job shop steel processing plant will have many machines capable of performing different tasks.
The scheduling problem is to assign the machines to get the most product through the plant subject to

scheduling constraints created by customer demand.

The third way of classifying production scheduling problems is by the scheduling criteria. There are many
ways to judge the success of a schedule but most either reduce product cost or improve schedule
performance. Typical items that increase product costs are machine setup times, overtime costs and
inventory holding cost while schedule performance measures include percentage of late tasks, time to move

a task through all of the processing steps (flow time) and the number of tardy jobs.

Graves introduces two other ways that distinguish production scheduling problems although he didn't use
them in the cited article. In addition to regarding requirements generation as occurring in a closed or open
shop, requirements can be generated by a deterministic or stochastic process. Another way to distinguish
scheduling models is to determine whether the environment in which they operate is static or dynamic.
Graves groups these into two basic models, deterministic or stochastic requirements generation, and static

or dynamic environment.

What type of model is most appropriate for the sensor manager? The answer to this question can simplify
the literature search. In terms of open or closed shop the sensor manager is more like an open shop. While
a detailed interpretation of the sensor manager in terms of a manufacturing example is given in the next
section for this discussion the sensor manager can be viewed as a facility serving a number of customers.
These customers include the pilot, mission manager, and fusion process. While some products can be
viewed as coming from inventory, i.e. data that is stored in a data base, most requests result in new sensor

assignments.

The multiple sensors, each of which possess multiple modes, compose the plant. Many of these modes can
provide similar information for a job such as tracking or identifying a target. This allows a task to take
multiple routes through the array of avionics sensors and implies that the plant can best be modeled as a

multistage, job shop (usually just called a job shop). There are some cases in which a flow shop might be
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appropriate as well as either single stage categories but generally the job shop classification will be most

useful. Thus the sensor manager is analogous to the most complex form of production scheduler.

For scheduling criteria cost is not as important as schedule performance. In a manufacturing plant it takes
some time to set up a machine for a new operation but in modern sensors, reconfiguration is comparatively
efficient. What is important is that the sensor taskings be completed on time and that the sensors be

effectively used.

The two categories that Graves does not use are important to the sensor manager. Generally the
requirements generation process is stochastic. New job generation is a random process. The environment
is very dynamic. Hence stochastic and dynamic scheduling process models are more appropriate than

deterministic and static ones.
The next section develops the sensor manager/manufacturing analogy in more detail.

The Manufacturing Plant Analogy
This section develops the sensor manager as a type of manufacturing plant in order to apply the results of
the planning and scheduling literature for manufacturing to the sensor manager. The sensors are the
machines of the manufacturing plant. They convert raw material into finished products. The input is the
environment detected by the sensors while the primary finished products are the data on targets or emitters

which are tracked, IDed or subjected to other information gathering activities.

Marketing, whose function is to bring in jobs, is at the highest organizational level. It, in consultation with
the customer, sets a job's priority and due-date. The pilot, the mission and fusion managers, as well as the
sensor manager itself are typical customers. Other customers such as displays and navigation are certainly
possible. The marketing arm of the sensor manager maintains a menu of products that the plant produces.
The customer selects a job from this menu. Typical menu items (products) include track, ID, target, search,
align, etc. These could be modified depending on the type of customer. For instance, if the customer is the
mission manager and the mission is defensive counter-air, then the sensor manager's menu would be

different than if the mission is air-to-ground.

Each item on the menu is a product that the plant produces. For each product a process routing is prepared
that describes how the product is to be produced. A process routing is the sequence of operations that
describes the path through the plant that leads to a finished product. The knowledge-base is contained in

the routing. A routing associates sensors with items ordered from the menu. It lists the sensors, alternate

sensors, sequencing and any special information necessary to produce the product. Process routings can be
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prepared off-line during the development of the sensor manager, on-line with a mission planning system that
modifies the routings in the field or in real-time with an onboard planning system. In manufacturing
terminology, preparing the process routing is called planning. Here planning is used in a broader context
that also includes the prioritization of the tasks to be accomplished. Planning is a long range activity that

tries to make the scheduling algorithm more efficient over the long run.

The sensor manager's scheduler assigns sensors and times in order to fill the jobs that marketing has
identified. This is sometimes called timetabling in manufacturing terminology. Timetabling is generally
made so as to minimize some cost function. Typical cost functions include tardiness (the amount by which
a job is completed late), sensor idleness, and makespan. The scheduler has to resolve any bottlenecks that
might occur for the limited sensor resources. It also must resolve conflicts between sensors by relaxing
constraints associated with each job. Relaxation may include changing sensor modes, changing sensors or

moving the collection times.

In any plant, pop-up (new orders) and pop-out (canceled) orders can create havoc with a plan and with a
schedule. Real plants can handle pop-up orders either in the planning system where marketing in
conjunction with the customer works the job into the existing plan or in the scheduling system where a total
or partial rescheduling effort includes the new job. Pop-out jobs can be handled similarly. The intervals
assigned to the removed operation can be left unused or a complete new schedule can be completed.
Presently the preferred method is to minimize the impact to the current schedule for both pop-up and pop-
out jobs. This allows a seamless integration into the existing schedule and is accomplished at the planning
level for pop-up jobs by inserting the new job into the prioritized list. All lower priority jobs move down
one position. At the scheduling interval the new job can be integrated into the job flow. With electronically
steerable arrays and interruptable processors, inserting a new task is made easier (at least is not difficult).
Still there is some overhead that slows throughput even for these devices. Mechanically slewed arrays and
non-interruptable processors present more of a problem. The solution is to select a scheduling technique
that supports rescheduling with a minimum change in the schedule. Another requirement is that timetabling
occur frequently enough to keep the schedule current. A goal is to reschedule at least every 0.2 seconds.
Most events change on the order of seconds rather than tenths of seconds. This procedure makes sure that

pop-ups and pop-outs are quickly integrated into the schedule.

The next section examines one popular approach to planning and scheduling in job shops.




ISIS

ISIS is the Intelligent Scheduling and Information System (Fox and Smith (6)). It has been described by
Smith, et al. (16) (not the same Smith) as the most popular intelligent scheduling system and by Turksen, et

al (19) as one of the first successful applications of artificial intelligence to a production planning problem.

ISIS is a program that constructs schedules for production of orders in a job shop. In a job shop several
jobs may exist at once. These jobs have different levels of importance and different due dates. They
generally require a sequence of operations for completion with each operation requiring a specific type of
machine for a specified length of time. The next operation in the sequence only begins when all of its

preceding operations have been completed.

Fox and Smith view schedule construction as a constraint-directed activity that should be influenced by all
relevant scheduling knowledge. The goal is to produce a schedule that reflects the current state of the
factory and external environment. The problem-solving strategy is to find a solution that best satisfies the
constraints. Fox and Smith use constraints to discriminate between alternative schedules as well as to
reduce the number of potential schedules generated. Because constraints can conflict with each other, some
constraints may have to be relaxed. This requires that detailed knowledge of all aspects of the job shop

scheduling domain must be available to the scheduling system.

ISIS constructs a schedule by conducting a hierarchical, constraint directed search over a subset of all
possible schedules. Its architecture consists of four levels of abstraction of the scheduling problem. Each
level is characterized by the types of constraints considered at that level. Communication between levels is
accomplished by constraint propagation. Control generally flows down but may go up in order to resolve
conflicts. Processing at any one level consists of a pre-analysis, search and post-analysis. The pre-analysis
bounds the level's search space; the search phase performs the actual search; and the post-analysis evaluates
‘the quality of the partial schedules produced. If post analysis determines that the partial schedules are valid,
then the results are passed as constraints to the next level. If there are no valid partial schedules at this
level, then one or more constraints are relaxed in order to expand the search space. If no valid schedules

can be generated, then control will be passed to a higher level where new constraints can be relaxed.
ISIS Architecture

The four levels of the ISIS architecture are order selection, capacity-based scheduling, resource scheduling

and reservation selection.
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At the highest level, order selection (level 1), ISIS prioritizes the orders based on the category of the order
(forced outage, critical replacement, etc.) and its due date. This establishes the system's global strategy for
integrating unscheduled orders into the existing job shop schedule. There are two types of orders: new
orders received since the last planning and those whose schedules have been invalidated. Invalidation may
occur because of a change in the plant status, changes to the order's description, or decisions imposed by the

user. Once prioritized, orders are scheduled one at a time.

At the next level, capacity-based scheduling, ISIS determines the availability of the machines required by
the selected order of the tasks. For the highest priority order ISIS will list all of the machines available to
process the order. The purpose of level two is to detect bottlenecks in the plant. These bottlenecks become

constraints which are passed onto level three to resolve.

Level three, resource scheduling, performs the detailed scheduling of all the resources necessary to produce
an order. It extends the level two scheduling by considering more detailed information about operation
resource requirements (in addition to the machines considered in level two) and by considering additional
constraints. Level three's output is a list of possible schedules which are examined to see if one is
acceptable. If there are no acceptable schedules, then a diagnostic program is invoked to determine the
source of the problem and to fix it. This may require backtracking to a previous level and relaxing some of

the assumptions there.

Once level three is finished the schedule is nearly complete. In level three a specific process routing has
been selected for the order under consideration, resources (generally machines) have been selected for each
operation in the routing and resource time bound constraints (e. g. this resource is reserved for a portion of
this time period) have been associated with each selected resource. Level four uses the resource time bound
constraints determined in level three to try to minimize the order's work-in-process time. The resulting
specific resource reservations are added to the existing shop schedule and act as additional constraints for

use in scheduling subsequent orders.

ISIS Design and the Sensor Manager
Can Fox and Smith's techniques be applied to the sensor manager design? Yes. The strength of their
technique is its ability to model virtually any kind of constraint imaginable. It is easy to see how the sensor
manager is a constrained process. In an air-to-ground scenario the sensor manager may have to resolve
conflicting requests. For example, during weapons delivery the sensor manager may have to respond to
requests from the fire control system for sensor time to acquire accurate coordinates of a target and from the
pilot to determine if a surface to air missile or antiaircraft artillery is about to engage ownship. Constraint

propagation is an ideal way to model such an environment. An ISIS style sensor manager takes tasks of
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different levels of importance and time sensitivity (due dates) and develops a schedule that assigns various
sensors to various tasks in a way that maximizes the amount of information available to other systems on the
aircraft and other cooperative systems outside the aircraft. Constraint propagation is a way of

synergistically tying the sensor systems together.

Many details of the sensor manager have duals in the manufacturing plant modeled by ISIS. The sensors
are the machines that ISIS scheduled. Products on the sensor manager menu might include: associate,
identify, track, target, search area, alignment, etc.

e associate—try to tie objects in the data base together by collecting more information on one or

the other objects

e identify—determine whether an object in the data file is a friend, foe or neutral

o track—continue to track or develop a track on an object in the data file

e locate object—develop coordinates on an object in the data base sufficient to support targeting

® search area—scan an area for potential targets

o alignment—test alignment between sensors or develop an estimate of sensor misalignment
A process routing is a description of the steps that a product goes through in the manufacturing process.
For the sensor manager it is a list of the sensors that must acquire data and the order in which they must
operate. This scheme is a natural for handling all queuing operations. Assume the following sensors are
available on the avionics suite: a radar with NCTR (noncooperative target recognizer), an omnidirectional
ESM (electronic support measure), a directional ESM, an IFF (identification friend foe) interrogator and an
IR (infrared) search and track. For these sensors a process routing for identify might be:

- task omnidirectional ESM to search frequency spectrum for object

- task directional ESM to look at object ‘

- task IFF interrogator to challenge object

- task NCTR to examine object.
Cone (3) described in more detail how ISIS could be applied to a scenario taken from Waltz and Llinas
.(20). Following are some of the observations from that memo. There are sensor manager tasks such as
identify that don't have clear completion times. ISIS does not have an easy way of handling nonending
jobs. In order to schedule sensors the sensor manager has to know how long a task takes at the mode level.
Scheduling at a higher level may force so much padding into the schedule that the sensor manager actually
hurts the performance. Thus the routings have to be made at the lower, mode level where the sensor
manager can handle sequential processes whose start and stop times are better defined. Another problem is
that some products may age. For example a track’s error generally increases over time. It may be necessary

to warranty a product which means bringing it back into the plant and updating the information.
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The hierarchical structure of ISIS does not support quick reaction by the sensors to a pop-up target. The
information has to flow down through the hierarchy to affect the sensor activity. This is a problem shared
by all vertical architectures (Dean and Wellman (4), page 463). This may prohibit an ISIS like system from

operating in real-time at least for the time scales of the sensor manager.

ISIS does not provide a method of generating the optimal schedule. It only tries to generate an acceptable
schedule. The first schedule it finds that works is the one it uses. ISIS also does not provide a way of
estimating how far from the optimal schedule the schedule it suggests might be. These drawbacks led some

researchers to look for more quantitative techniques. One such technique is Lagrangian Relaxation.

Lagrangian Relaxation Techniques
Fisher (5) used Lagrangian multipliers to find a lower bound on the cost of an optimal solution to a resource
constrained network scheduling problem of which the job shop is a special case. He then used a branch and
bound algorithm to find a solution to the scheduling problem. While a branch and bound solution provides
an optimal solution to the scheduling problem, it is impracticable to use for realistically sized problems.
References (9), (10) and (11) present a series of results that extend Fisher's work by using an augmented
Lagrangian relaxation technique to find approximately optimal solutions to realistically sized scheduling
problems. Luh and his coworkers break the problem into three paths. Each path addresses an increasingly
difficult problem. The three paths are: (1) single operation (SO) or multiple operation (MO) jobs; (2) no
precedence (NP) constraints, simple fork/join (SP) precedence constraints, or generic precedence (GP)
constraints; and (3) identical machines (IM) or nonidentical machines(NM). The solution to the general job
shop problem (MO/GP/NM) is given by Hoitomt, et al. (9). Assumptions made in this article are that the
precedence constraints (precedence means assigning a particular type of machine to each operation of a job)
can be represented as a directed acyclic graph and that each job ends with a single operation. Other
assumptions include:

® job processing is nonpreemptive

* time horizon is long enough to complete all jobs

o the number of jobs, their weights, the processing time requirements, due dates, number of

machine types, machine capacity, operation to machine mapping and required time-outs are

known.

The result of the scheduling process determines the beginning times of all operations (a job is made up of a

series of operations) and the machine types to process a particular operation.

What does the Lagrangian relaxation technique offer for the sensor manager puzzle? It provides an

algorithm that can be executed to provide a schedule that is near optimal and it provides an estimate of how

12-12




near optimal the schedule is. There are shortfalls. Lagrangian relaxation does not address how the jobs
should be prioritized but does provide a mechanism for including prioritization as weights on jobs. It was
not designed to run on a real-time system such as the sensor manager. The Lagrangian relaxation technique
may not be able to converge to a schedule within the planning cycle. In a related work Chang and Liao (2)
show that a combination of Lagrangian relaxation with a rolling horizon scheme can be used to speed
convergence to a near optimal schedule for a flexible flow shop. (A flexible flow shop is an extension of a
traditional flow shop that allows multiple identical machines to be assigned at each operation in the process
routing.) Since the sensor manager does not fit the flexible flow shop model this work needs to be extended
to apply to the general job shop considered by Hoitomt, et al. (9). Finally, it is not clear that the scheduling
workload is large enough to require such a sophisticated scheduler. The simple scheduler proposed by

Popoli (14) may be sufficient. .

Both of the techniques for scheduling examined so far suffer from not being designed to operate in real-
time. The next section discusses real-time system problems and a real-time technique that might fit into the

sensor manager puzzle.

Real-Time Systems

Stankovic (17) defines real-time systems as ones that depend on the time at which the results are produced
as well as on the correctness of the result. He then lists the following misconceptions that people who are
outside of the real-time community have about real-time systems:

o There is no science in real-time system design.

e Advances in supercomputer hardware will take care of real-time requirements.

» Real-time computing is equivalent to fast computing. '

e Real-time programming is assembly coding, priority interrupt programming, and

device driver writing.

e Real-time systems research is performance engineering.

o The problems in real-time system design have all been solved in other areas of

computer science or operations research.

o It is not meaningful to talk about guaranteeing real-time performance because we cannot

guarantee that the hardware will not fail and the software is bug free or that the actual operating

conditions will not violate the specified design limits.

¢ Real-time systems function in a static environment.
This list could also be titled misconceptions about the sensor manager. Stankovic's main points are that (1)
the time dimension must be elevated to a central principle of the system, (2) a new, more deterministic
paradigm is needed that possesses well understood, bounded and predictable operating systems and

application tasks and (3) a highly integrated and time-constrained resource allocation approach is necessary
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to adequately address timing constraints, predictability, adaptability, and fault tolerance. The sensor
manager, which is really like an operating system for a group of distributed processors, must also posses

these same characteristics and operate in the same deterministic environment.

It is as important for an algorithm to execute on time as it is for the result to be correct. An algorithm has to
do both to be useful. Many AI techniques and heuristics are not suited to analysis that provide guaranteed
response times (Shin and Ramanathan (15)). Even when Al techniques can be shown to have predictable
response times, the variance in those times is so large that providing timeliness guarantees based on the
worst case performance result in severe under utilization of the computational resources during normal
operations. Musliner et al. (13) proposed a Cooperative Intelligent Real-time Control Architecture
(CIRCA) that uses an Al subsystem to reason about task-level problems that can afford to have
unpredictable response times while a separate real-time subsystem deals with control-level problems that

require predictable response times. This architecture may be appropriate for the sensor manager.

Rate Monotonic Scheduling
Rate-Monotonic Scheduling (RMS) is a theory for managing system concurrency and timing constraints at
the level of tasking and message passing. It ensures that as long as the system utilization of all tasks lies
below a certain bound and appropriate scheduling algorithms are used, all tasks meet their deadlines.
RMS was developed to schedule tasks that are periodic but of differing periods. Originally the results
required all tasks to be periodic, perfectly preemptable and independent. Under these conditions the tasks
could be scheduled by assigning the task with the highest rate first and then assigning the remaining tasks
monotonically in order of decreasing rates if they meet the requirements of the Liu and Layland theorem
(Liu and Layland (10)). RMS has been extended to handle aperiodic tasks by fnaking them appear to be
periodic. It might be able to handle the sensor manager scheduling problem but most of the tasks the sensor

manager handles are aperiodic. This does not play to the strength of RMS.

Real-time issues are a piece of the sensor manager puzzle. Another piece may be discrete event dynamic

systems (DEDS). The next section looks at this possibility.

Control Theory

Classical control theory consists of a controller, a plant to be controlled and a feedback path. It has two
main branches, analog or digital, depending on whether the controller is implemented with analog (resistors,
capacitors and op amps) or discrete (generally a digital computer) components. In a DEDS both the
controller and plant are discrete systems. The notion of time in classical control theory is replaced by an
event sequence in a DEDS. [EEE Control Systems Magazine ran a special issue on DEDS in 1990 while
the Proceedings of the IEEE did one in 1989. Applications for DEDS analysis include software
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verification, database management, performance evaluation of manufacturing systems and optimization of
distributed processing systems. DEDS's theorists hope to be able to apply the large body of control theory
to the discrete event problem. There is some promise that a mathematical basis for the design of a sensor
manager system could be developed based on the DEDS's work. The problem is that not all of the theory

exists to be applied to such a large problem.

The next section reviews an article by Bonissone, Dutta and Wood (1). Their approach specifically

includes planning as well as scheduling and does so in dynamic and uncertain environments.

Al/Planning

Bonissone, Dutta and Wood (1) (hereafter referred to as BDW) present a new approach to planning in
dynamic and uncertain environments. Planning is defined as a sequence of actions designed to achieve
certain goals. Because the environment can change while a plan is being executed it is by no means certain
that the goals can be reached. BDW call planners that cannot react to a changing environment, static
planners. Static planners often develop plans that will not execute in the real world. In response, many
approaches have been developed that plan in uncertain and dynamic environments. Hendler, Tate and
Drummond (8) summarize many of these ways. Generally the approaches either replan when the
environment changes, expect the environment to change and plan ahead for it, interleave planning and
execution by developing and executing partial plans sequentially, or develop highly reactive planners that
minimize the look ahead. BDW approach the problem by trying to balance long term strategic planning and
short term tactical planning. They introduce the concepts of goals, plans, and strategies. A goal is defined
as an objective that an agent tries to achieve. Goals can be long or short term. A plan is a sequence of
actions that when executed achieve the agent's goals, at least partially. Long rénge plans are called strategic
while short range plans are called tactical. Tactical plans react quickly to changes in the environment while
strategic plans change when required by a drastic change in the environment or modified long term goals.
Strategies are general principles that help the planner generate and select goals and plans. Strategies as

-used by BDW are similar to military strategies guiding the development of a plan to attack the enemy.

BDW create a strategy hierarchy to direct planning. Planning means deciding which path to traverse down
the strategy tree. Goals and plan scripts (plan scripts are lists of actions to be taken) are associated with
each node in the strategy tree. Executing the plan is to execute each of the scripts at each node. Moving
down the strategy tree one finds scripts dealing with shorter term events and new goals to which the planner
must react. At each node decisions have to be made. In the real world, decisions have to be made under
conditions of uncertainty. BDW use the uncertainty calculi of RUM/PRIMO (explained in the next
paragraph) to aggregate the uncertainties associated with the multiple proof paths contributing to each

decision. They also introduce the role of prior experience in the context of planning. Prior cases are treated
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as additional sources of information influencing the decision process. RUM/PRIMO is used to combine

multiple cases into the planning process.

RUM is a software program for reasoning with uncertainty. Its approach consists of decomposing the
problem into three layers: representation, inference and control. The representation layer is the interface
used to capture information for the inference and control layers. The inference layer provides the
uncertainty calculi with which conclusions can be drawn. Five uncertainty calculi are provided. The third

layer, control, selects which calculus is right for the context of the problem.

The architecture proposed by BDW has many strengths. It works in a constantly changing dynamic world.
The strategic and tactical planning modes allow for a coherent combination of long range goals and overall
objectives with short range responses to dynamic changes. It admits uncertainty and allows experience to
be included into the reasoning process. The drawback is that there is no experience with this architecture in

real-time control systems.

Putting the Puzzle Together

Each piece of the puzzle has something to offer to completing the picture. ISIS introduces constraints into
the scheduling of jobs. Its model is very flexible and can include most every constraint conceivable.
Lagrange relaxation provides a computational vehicle that provides an estimate of how close its schedule is
to an optimal schedule. Real-time systems point out the problems associated with operating any embedded
controller in real time. Any sensor manager design will have to tackle and solve those problems. DEDS
has the potential to apply the whole body of literature developed for control systems to the scheduling
problem. Al planning techniques merge strategic and tactical planning in dynémic and uncertain

environments. These are the pieces. The challenge is fitting the pieces together.
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Abstract

A specialized light gas gun firing cycle, developed by Thomas Dahm of Astron Research and Engineering and
named by him the Wave Gun, is investigated as a candidate for launching models in a ballistic range to high speed
with relatively low model loading. The Wave Gun firing cycle features a very light piston which oscillates during
the shot and produces a series of shock impulses on the model. A light gas gun interior ballistics code that
simulates the Wave Gun firing cycle was used to evaluate launcher performance for a matrix of launcher geometric
and launch parameters. A Wave Gun test facility, designed and constructed by Astron, was used to provide data
with which to verify the fidelity of the simulation code. Pressure histories were recorded in the combustion
chamber, the pump tube exit, the nozzle exit and at three axial stations along the launch tube. In addition the first-
pass piston velocity and the model muzzle velocity were determined. Two test shbts were fired. During the second
shot a nozzle structural failure occurred and further testing was suspended pending fabrication of a new nozzle.
The data acquired from the tests were not sufficient to verify the numerical model. However, the tests did provide
expericnce in operation of the gun and data acquisition, and they provided insight into the status of the numerical
model and the direction that future testing should take. A plan is presented for numerical and experimental studies
to identify parameter sets that produce high velocity with moderate model loading. Initial testing and analysis will
be devoted to validation of the gun cycle simulation code. Then parametric studies, supported by appropriate tests,
will be carried out. Six parameters identified for consideration in these studies are propellant type and weight,
helium charge pressure, pump tube volume, piston start pressure and model start pressure. Launch tube and model

configurations will be held constant.
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FOR HIGH SPEED AEROBALLISTIC TESTS

Robert W. Courter

Jason J. Hugenroth
Introduction
In 1981 Thomas Dahm of Astron Research and Engineering invented a unique firing cycle that provided the
potential for weaponization of the light-gas gun. He called the device Wave Gun'. Essentially, it employed a very
light piston in conjunction with a long propellant burning time and a high light-gas charge pressure to produce an
oscillatory piston motion that, in turn, caused propellant burning rate fluctuations and multiple pressure pulses on
the projectile. Analytical studies in conjunction with some crude experiments led to the suggestion that with
appropriate tailoring of the gun and shot parameters, a high muzzle velocity could be achieved within the bounds
imposed by weapon design. An interesting by-product of that study was the possibility of designing a cycle that
could achieve a high muzzle velocity with a relatively low loading on the projectile’. It is advantageous in free-
flight aeroballistic testing to have the capability of launching fragile models to high speeds without imposing
destructive loads on the model. It is this prospect that Wave Gun might be used as a low-loading model launcher

that motivates the present study.

In 1992 the Astron Wave Gun test apparatus was acquired by the Ballistics Branch of the Armament Directorate of
Wright Laboratory, Eglin AFB, Florida. This facility has been activated for experiments to support the present
study. The experimental results achieved will aid in validating a numerical simulation of the Wave Gun firing
cycle. The objectives of the present study are to develop a simulation code, initiate the validating experimental
program and provide a plan for future research that will produce an evaluation of Wave Gun as a “soft launch”

aeroballistic model accelerator,

The Wave Gun Concept

A conventional gun uses an explosive propellant to accelerate a projectile in a launch tube. For a given
configuration the muzzle velocity of such a gun is limited because some of the energy from the propellant must be
expended to accelerate the heavy propelling gas. This difficulty is circumvented in the two-stage light gas gun.
This gun features a chamber of light gas (the pump tube) between the propellant chamber and the projectile, sealed

from the propellant gas by a moveable piston and from the projectile by a frangible diaphragm. Here the
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propellant gas drives the piston which, in turn, compresses the light gas. Ultimately, the frangible diaphragm
ruptures, and the compressed light gas accelerates the projectile through the launch tube. The high velocities
attainable by this type of launcher make it attractive for use in free flight aeroballistic testing. It is standard
practice in aeroballistic testing to use an “isentropic compression” firing cycle for the light gas gun. This cycle
employs a heavy piston to produce a continuous, almost isentropic, pressure rise which eventually propels the
model smoothly without large pressure spikes (Figure 1). The Wave Gun cycle, on the other hand, uses a very
light piston that simply acts as a barrier separating the propellant gas from the light gas. This firing cycle
routinely features an oscillating piston which alternately compresses and expands the propellant gas, producing
fluctuations in burning rate and driving pressure. Some characteristics of a typical Wave Gun cycle are shown in
Figure 1. It has been shown that this type of cycle can be optimized to produce very high muzzle velocities within
the constraints of gun design®. It is also believed that high velocity shots with low model loading are possible

through judicious selection of launcher geometric and shot parameters.

Firing Cycle Simulation
To investigate the capabilities of Wave Gun as a low-loading launcher a firing cycle simulation program has been

constructed. The light gas gun code currently used at the Arnold Engineering Development Center (the “AEDC
code™) is used as the basic simulation engine. The code was originally developed by Piacesi, Gates and Seigel®,
and it has been extensively modified by DeWit®. The code uses a von Neumann-Richtmyer time-stepping
procedure with artificial viscosity for integration of the fundamental equations of motion, a power law relationship
for propellant burning rate and a virial-type real gas model for the light gas (in this case, helium). The present
authors have modified the code to be compatible with the requirements of the experimental program. In addition
provisions are made to alter treatment of propellant conservation laws, piston and model release and friction and

pump tube heat transfer . These adjustments will be guided by the results of the éxperimemal program.

Experimental Facility Description

The Astron Wave Gun 30mm test facility was assembled at Eglin AFB to provide experimental support for the
presént research program. The gun was originally designed to investigate potential firing cycles for light gas gun
weaponization, a program requiring flexibility of configuration. This flexibility was achieved by using a massive
steel tube to contain the internal parts of the launcher where very high pressures are generated. A schematic of the
gun is shown in Figure 2. The main components of the gun are the internal breech plug and ignition system, the
propellant chamber, the polypropylux piston, the pump tube liner, the nozzle, the éluminum model and the launch
tube. The parts subjected to high pressure are contained under compression in the outer tube by a breech plug at
one and and a barrel nut at the other. A spacer is used to permit adequate compression of the internal parts. The

original facility had three different sets of components so that the internal volume relationships could be
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parametrically investigated. However, only the configuration shown in the figure is possible at the present time.

Detail drawings of the gun components are shown in the Appendix.

Helium gas is supplied to the pump tube through a fill valve which is not shown in the figure. A black powder
primer is used in the spit tube, and the main propellant is bagged and wrapped around the spit tube. Ignition is
with a 50 volt electrical pulse. The piston is actually screwed into the pump tube end of the propellant chamber.
Piston motion begins when the combustion pressure is sufficient to shear the polypropylux piston threads. Thus,
the number of piston threads engaged determines the piston start pressure. The model is simply an aluminum
cylinder with integral flange. Model motion begins when the driving pressure is sufficient to shear the flange.

The shot start pressure is therefore determined by the flange thickness and material.

There are thirteen instrumentation ports in the gun, nine in the high pressure tube and four in the launch tube. It
is important to note that the positioning of the internal parts must be precise so that these ports are open. In this
regard it is essential that when the gun is being sealed prior to firing, the breech plug and barrel nut must be
tightened simultaneously so as not to disturb this instrumentatin port alignment. The position of the ports and the
designation of those used for the tests of this program are indicated in Figure 3. Transducers 3, 8 and 9 provide,
respectively, the propellant chamber pressure, the nozzle entrance pressure and the nozzle exit pressure.
Transducers LT1, LT2 and LT3 provide pressures at the repective launch tube locations. Ports 4,5 and 7 are used

for breakwires that signal passage of the piston during its first travel down the pump tube.

Figure 4 is a schematic of the overall setup for the Wave Gun tests. Each quartz pressure transducer was
connected through a charge amplifier to a digital oscilloscope. The transducers were set to trigger simultaneously
from the signal of the first transducer. The breakwires were connected across fwo gated digital timers to provide
the elapsed time for piston passage between the breakwire stations. Two infrared sky screens were used in the
same way to determine the approximate muzzle velocity of the projectile. Finally, a Doppler radar unit was used to
determine the projectile trajectory from launch tube exit to the model-catching bunker. It is intended that this unit
be ﬁsed for downbore velocity measurements in later tests. In addition a VISAR unit (Velocity Interferometer

System for Any Reflector) will also be available for down-bore measurements in later tests.

Experimental Results

The Astron Wave Gun was assembled and commissioned at Eglin AFB during the present summer research
program. In Reference 2 some data from previous firings of the gun are provided. Since the gun had not been
fired in about seven years, it was deemed adviseable to initiate the new firing program by duplicating a low

performance shot from the previous program. However, even this was not exactly possible because a supply of the
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same propellant and a supply of high pressure helium were not available. The propellant deficiency was not of
major importance for the first shot, and M30/19 MP propellant was used. The helium deficiency was important.
The Wave Gun uses a low volume pump tube and light piston. The low volume necessitates using helium at
unusually high pressure in the pump tube. Standard light gas guns use helium pressures of about 200 psi. The
Wave Gun pressures are between 2500 and 4000 psi. This high pressure plays an important role in the piston
behavior, particularly with regard to piston speed during the cycle. The parameters for the two shots that made up

the present experimental program are shown in the table below.

Shot number Propellant Primer Model  Pistonstart  Model start Helium
weight (gm) weight (gm) weight (gm) pressure pressure charge

{psi) (psi) pressure

. (psi)

1 1304 18.2 111.6 3100 34800 900

2 1304 18.2 111.6 3100 34800 1600

The radar was not available for Shot 1 so the muzzle velocity was estimated from sky screen measurements (see

Figure 4). The radar was used instead of the sky screens for Shot 2.

The results of the two shots were disappointing. No data were acquired from Shot 1. The instrumentation trigger
was activated by the firing switch. One possible cause for the failure was a delayed ignition which caused the
scope to sweep prior to the main part of the firing cycle. Another was a possible short in the trigger circuit. The
transducer traces indicated negligible activity, so it is not possible to determine the exact cause. The sky screens
did not give an indication of projectile passage, so it seems likely that their circuit suffered a short during the early
stages of the shot. The piston, the model and the sheared model flange were all recovered. The piston was
partially deformed and wedged in the nozzle throat. The model separated cleaniy from the flange in a pure shear
failure, indicating failure at a pressure that was near the design value. There was no damage to the steel backing
washer or to any of the gun components. Some very mild erosion, probably from blow-by, was detected on the
upstream nozzle face. The physical evidence after the shot and the relatively low helium charge pressure suggest
thatA the Wave Gun operated in a fashion close to that of a standard light gas gun. The numerical simulation of this
shot indicates something else. A discussion of the numerical simulations and the experimental results for both

shots is given in the next section.

The second shot was triggered with the propellant chamber pressure transducer, so ignition delay was removed as a
factor in data acquisition. Some experimental data were acquired for this shot. Pressure traces from the nozzle
entrance, the nozzle exit and the first launch tube station were recorded. Also, the elapsed time for piston travel

between ports 4 and 5 and the radar track of the projectile (including the muzzle velocity) were acquired. The
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other sensors failed to provide any data. The data acquired are shown in Figure 5. The radar track, which is very
reliable, indicates a muzzle velocity of 5800 fps. The pressure traces, however, are suspect. Since the
instrumentation was to have been triggered from the pressure sensor in port 3 (at the propellant chamber), it would
be expected that the transducers at the pump tube and nozzle exits would initially indicate a low pressure followed
by a sudden rise in pressure as the pump tube gas is compressed by the advancing piston. Each of the actual traces
shows a high value at the triggering time and an uncharacteristic trace. These traces do provide an indication of
the pressure levels in the gun, but it is surmised from the previous arguments that these are probably not maximum
values. The pressure trace from the launch tube transducer has the appropriate characteristics. However, it is
impossible to assess the timing of the pulse in light of the triggering difficulties with the other transducers. It is
obvious that this shot experienced at least a double compression by the piston. The piston was extruded through
the nozzle and launch tube and propelled down range. The model was not recovered, but the model flange had a
jagged edge indicating a combined stress failure. This would seem to indicate that the pressure was high enough to
disturb the seal between nozzle and launch tube. The steel backing washer was also eroded. Most importantly,
however, the upstream nozzle face was found to be severely eroded by blow-by and several stress cracks, one quite
severe, were in evidence. In addition, the inside surface of the steel gun shell was eroded at the location of the
pump tube-nozzle joint. All of this evidence points to a very powerful shot that was particularly hard on the nozzle
structure, probably because the charge pressure of the helium was below that used by Astron in their initial tests
with this gun.

Simulation Results

The results of the two simulations are summarized in the following table. In addition the behavior of piston and

model for the two cases is show in Figures 6 and 7.

Shot Number Muzzle Maximum Maximum Total Cycle  Model Release
Velocity ~ Base Pressure System Time Time

(fps) (psi) Pressure (psi) (ms) (ms)

1 4916 50000 170000 7.27 4.39

2 5805 46000 92000 8.26 592

Comparison of these simulations with the experimental results prompts some interesting observations. The
simulated results for Shot 2 compare very favorably with the experimental data. The system pressure indicated by
the simulations is not consistent with what can be gleaned from the experimental results in that it would be
expected for the higher pressures to occur for Shot 2 where some structural damage and complete piston extrusion

occurred. Having made these observations, it is now appropriate to consider each simulation separately.
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The plots of Figure 6 indicate that the model in Shot 1 was released at the second compression by the piston. The
relatively large amplitude of the piston oscillation would suggest a pressure fluctuation that would yield a lower
average driving pressure than would occur with smaller piston oscillations. Thus, the muzzle velocity would
suffer accordingly. This would also indicate that the release load would be softer. It is apparent from the model

trajectory that a third compression reaches the model before it leaves the launch tube.

The simulated results of the second shot tell a different story. The mode! is launched just at the third compression
by the piston. Note that the piston osicillates at a lower amplitude than occurs for the first shot. Thus, a larger
load is imposed on the gun structure and the model. The calculated muzzle velocity and maximum base pressure
are surprisingly close to the experimental results for this shot. At this point of the investigation the descrepancy
that occurs in the maximum base and system pressure for the two shots cannot be adequately explained. It is
obvious that we have a long way to go to have a validated simulation code. However, we have made a beginning,

and the results achieved so far are not drastically unreasonable.

Future Research

The present research effort has been disappointing in that no measurements have been made that can be used
directly in verifying the simulation code. However, the experience gained in assembling and firing the Wave Gun
has been valuable, and the lessons learned regarding data acquisition have considerably raised the probability of
success with future tests. It is important, then, to plan carefully for the next series of tests so that the maximum

benefit can be gained. The following general observations are important:

1. All instrumentation mounted on the gun should be activated with a common trigger. The propellant chamber
pressure transducer is a good choice for this trigger. |

2. It would be advantageous to connect the breakwires into the system such that the elapsed time from trigger to
wire disconnect can be determined for each wire.

3. All sensors should be recorded on a unit with a common time base. It is also advantageous for the data to be

| easily transferable to a computer. Consideration should be given to activating the 12-channel Soltec recording

unit.

4. High pressure helium (over 3000 psi) should be available for the tests

5. If possible, in-bore measurements of velocity with a VISAR or Doppler radar should be made.

At least the first three tests in the new series should be aimed at duplicating results reported by Astron in Reference
2 for three different test conditions. These tests will provide definitive information on the piston and model start

conditions, the performance of the propellant and the behavior of the piston. Also, careful attention to the wave
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timing and pressure levels should provide some insight into the heat transfer and friction models in the code. Prior
to the initiation of new tests the simulation code will be modified to account for spatial property changes in the
propellant chamber and mass transfer from the gun liner into the surrounding space. Guidance for these revisions
will be provided by the experimental results reported by Astron. Since the objectives of our program are somewhat
different from those reported by Astron, it is not possible to specify the testing matrix for the additional tests
required to validate the simulation code. As with any investigative effort, the direction taken will depend on the
results of the most recent tests and analysis. However, six parameters will be considered initially.during the
program. These are propellant type and weight, helium charge pressure, pump tube volume, piston start pressure

and model start pressure
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Low charge pressure. High charge pressure.
Large pump tube volume. Small pump tube volume.

Figure 1. Comparison of Wave Gun and Conventional Light Gas Gun firing cycles.
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22.91 13.29 10 Projectiles  5.715 3.00
3 Breech plug (inner) 12.07 13.29 6.033 3.00
4 Igniter - T 6.350 3.00
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Figure 2. Astron Wave Gun Test Apparatus
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1 2 3 4 5 8 7 89 LT1 LT3
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1 45.72 Not active LT 45,72 Pressure transducer
2 6096 Prassurs transducer LT2 76.20 Prassure transducer
3 7112 Not active LT3 137.16 Pressure transducer
4 81.28 Break wirs LT4 198.12 Not active
5 91.44 Break wire
8 101.60 Not active
7 11176 Break wire .
8 121.92 Prassure transducer * Measured from A
9 128.11% Pressure transducer ** Measured from B

Figure 3. Instrumentation ports on Astron Wave Gun
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1 Piezeoelectric pressure transducers Kistler 60704
2 Breakwires -
3 Universal counters HP 5315B
4  Charge amplifiers {1-4) Kistier 504E4
Charge amplifiers (5-6) PCB 463A
5 Digital oscilloscopes Nicolet 4094B
Hi Techniques HT-600
6 Flashers Hadland Photonics
7 Flash control unit Hadland Photonics CU-2
8 Camera Hadland Photontics SV-553BR
9 Radar Opos Electronics
10 Sacrificial mirror -
11 Radar analyser Terma DR-5000

Figure 4. Experimental test setup
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Figure 5. Experimental Results
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Figure 5. Experimental Results (Concluded)
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Figure 6. Numerical Results for Shot 1
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Figure 7. Numerical Results for Shot 2
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LONGITUDINAL WAVES IN FLUID LOADED COMPOSITE FIBERS AND FIBERS
EMBEDDED IN A SOLID MATRIX

VINAY DAYAL

Assistant Professor
Aerospace Eng. and Eng. Mechanics Dept.
304 Town Eng. Bidg.
lowa State University
Ames, 1A 50011

Abstract

The theoretical model for longitudinal waves traveling in a transversely isotropic fiber in a transversely
isotropic matrix has been developed. The fiberfirst is studied in a fluid and then inthe solid matrix. Dispersion
curves for various modes of wave propagation'in fiber, a hollow tunnel and then, the fiber in a matrix, have
beenobtained. The governing equations for a damage zone around the fiber have been derived. The damage
is modelled as a thin layer of material as well as a massless spring.
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LONGITUDINAL WAVES IN FLUID LOADED COMPOSITE FIBERS AND FIBERS
EMBEDDED IN A SOLID MATRIX

VINAY DAYAL

INTRODUCTION

A major damage mode in reinforced composite is the inability of the fiber to form a good bond with the
matrix. This results in the damage accumulation on the surface of the fiber, which on subsequent loading
can lead to major failure. During my work at the Wright—Patterson AFB | have been involved in the develop-
ment of a theoretical model for the characterization of the fiber—-matrix debonding inthe continuous fiber com-
posites. The major focus of this work has been to study the ultrasonic wave propagation in fibers embedded
in a matrix. The waves will be travelling in the axial direction of the fiber and as they progress, they will leak
energy into the surrounding medium (or matrix). Now, if the bonding between the fiber and matrix is good
then we will observe good bonding and if not, then the bonding will be weak. Matikas and Karpur{1] have stu-
died the phenomenon of the interface debonding by the use of reflected shear waves. Here they produce
shear waves in the matrix which are reflected from the fiber matrix interface and the interface characteristics
can be measured. They have modelled the interface as a massless spring of stiffness which characterizes
theinterface. One disadvantage of the method is that if there are fibers very close togetherthen experimental-
ly it is difficult to focus on a single fiber. If the waves can be propagated along the fibers then this limitation
can be resoived. The disadvantage will be that the fiber ends have to be accessible. Also, as will be shown
later both the normal stiffness and shear stiffness of the interface can be modelled in this mode.

DETAILS OF THE WORK DONE

The first task during this work was to start with a fiber in a fluid and then introduce the constraining effect
of the fluid on the fiber. This is analogous to the pressure due to the residual stresses on the fiber. Dayal(2)
has analyzed the effect of fluid on the wave propagatioh in a fiber and the derivation could be applied here.
These equations were modified to include the pressure effects and an analytical analysis shows that the fluid
pressure will not produce any effect on the wave propagation in the fiber. This can be explained easily as
the wave propagation is a transient phenomenon while the static loads will not effect the transient phenome-
non. A more mathematical explanation is in order and is as follows.

The coordinate system used here is as shown in Fig. 1
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lv(z)

Z(3)
X(1)

Fig. 1 The coordinate system

The waves in the fiber can be represented by,

U = [— AyJ,(yr) — BJ,(nr)ik] expli(kz — wt)]
WY = [AikyJo(yr) + BnJ )ik} explitkz — wt)]
where U is the radial displacement, W is the axial displacement, A and B are arbitrary magnitudes, r is the

radius of the fiber, kis the wave number, w the circular frequency, t is time, Jo and J1 are the Bessel's functions
of first kind and zero and first order, y and n depend on the elastic constants of the materials and are defined

as
y = + sz - k2(C13 + 2C55) n = + Q(Dz —_ C55
Cn Ci1 — Ci3 — Css

From elasticity we can write the relation between stress and strain,

)

Ex = Suax + Slzay + 51302
= §150x + S0y + S530; )
&, = S13Ux + S23Uy + S33O'z

M
)
|

For the case of hydrostatic pressure on the fiber the stresses will all be equal to the applied pressure, po
Ox =0y = —po; 0; =0 @)

Thus, the strains now can be written in terms of the external pressure,

Ex= — (81 + S1o; &y = — (S1245220P0 5 €= — (S;3 + Sp3)Po )

or in terms of displacement,
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au? '
=L = = (Sy + SpPo W2 = — (Sy3+ SPo ©)

Integrating this equation we obtain the displacement field given by,

U2 = —(Sy +Spor +C ; C=0asU°=0atr=90 (6)
The constant of integration vanishes due to the boundary condition. Going back to the wave equation infibers,
the boundary condition for the fiber under fluid loading denoted by p (this is the inertial loading in the form
of pressure) and a static pressure po are given by,

Op = —D Do
U, = Uy + Uy 7)
W =W+ W°

Here superscript w denotes the water loading and 0 denotes the static pressure. Now the boundary conditions
can be written in terms of the displacement,

CuaaU +CpE+ C13%—‘2’ = =P —DPo ®
auy uy au? Ue
Cu—p + Co7+ Ci375~ ng“'cu -+ Cp7 rr"‘claa—w———P—Po

Inthe above equation we take just the static pressure terms and write them in terms of the compliance coeffi-

cients, S,as
Ciil— Sy + S12Pol + Ci3l— (Sy1 + S12)PolCr3l = (S13 + S23)P0l ©)

The compliance terms can be replaced by the stiffness terms,C, using the following relations

g = CyCs3 — C2, Sy = C1oCp = C13Co

n=—c C

g.. = C13Ca = C1pCas g.. = C1€is — CnCuy
12 C 23 C

Finally, for a transversely isotropic case ( C11 = C22) the static pressure on the right hand side is equal
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to the stresses developed due to the pressure and cancels on the two sides of Eq.8

]

= — Ppol

— Do

C — C,C35(Cy; — Cp))
C

It is readily seen that this analysis is valid under the following conditions,
1. Principal of superposition holds

2. Small displacement,

3. within elastic range,

4. Transversely isotropic.

Another effect of the fluid pressure is the change in the density of fluid. The pressure and fluid density
are related by the relation where Ev is the Bulk Modulus of the fluid, defined by the relation.

E, = _dp_ (10)

The change in density of water ( Ey = 2.15 GPa. ) to the applied pressure is presented in Table I. This
shows that very little change in fluid pressure takes place under the hydrostatic loads applied in the experiments.
Now if the effect of fluid on the governing relation of wave propagation is studied it is observed that the fluid density
and the longitudinal and shear wave speeds in the fiber are parts of the fluid loading terms. Hence theoretically it is
possible to measure the attenuation and from it deduct the changes in the wave speed in the fiber. But experimentally

this is a formidable task as the attenuation measurement is difficult and the accuracy of measurement is generally low.

o] % change
1 MPa 0.05%
100MPa 4.65%
500MPa 23.26%

Table | Effect of Pressure on the density of water.

Now, Dr. Renee Kent has made measurement of the wave speed in a SiSc—6 fibers with the application
of pressure and she has observed a reduction in wave speed. The reason for the observation is not clear.
The analysis of my work shows that if we treat the material linear and transversely isotropic then there should
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be no change in wave speed. The observed change can be conjectured due to the fact that the fiber is not
an isotropic material but comprises of many layers. If the outer layers are not uniformly bonded to the inner
core and as the pressure is applied the debonding is reduced, even though the contact if mechanical the re-
duction in the wave speed can be real. Another reason for this change in wave speed could be the closing
of the micro—cracks in the fiber and thus increasing the apparent density of the material. Third reason for
the observed change could be due to the fact that we assume that the fiber material is linearly elastic and
we use the principle of superposition. Any nonlinearity in the fiber properties, or the second order nonlinear
material properties could be picked up which show up as the change in velocity. The observations should
be further investigated. Some suggested experiments are: 1. Change the frequency of experiments, 2. use
different lengths of fiber under compression, 3. Polish the ends of the fiber so that the speckle effect of trans-
verse displacement can be removed and pure longitudinal modes can be observed.

FIBER IN A SOLID MATRIX

We will now study the wave propagation in a fiber in a solid matrix. Wave propagation in a cylindricalfiber
was first solved by Pochammer{3] and Chree [4,6]. Since then a significant work has been done in this field,
see Thruston[7]. The cladded fiber problem has been solved by a few researchers, the most recentone being
Simmons et al. [8]. They have all assumed that the fiber is an isotropic material. In reality the fiber is trans-
versely isotropic and hence | have modified these equation so that the anisotropy of the fiber, and of the ma-
trix, if need arises, can be incorporated. A brief description of the derivation is is now presented.The stress
displacement relation for a transversely isotropic fiber is given by the relation,

Oxx p— . du
\ Cyy C2Ci3 0 0 0 ox
Oyy v
o Cig CpCy 0 0 0 ay
Gzz ) =] Ci3 C5C3 0 0 0 %%
¥ o o o C4 o0 o (1)
Oxz 0 0 0 0 Cs 0 %‘Zi+%—‘;’
Oxy } _ 0 0 0 0 0 Cood ou , dw
9z Tox
ou , 9v
dy + 5x

The Equation of motion, assuming no body forces is given by,
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3
> o= eU; (12)
j=1

Combining Eq.s (11) and (12) we can obtain the differential equations for the displacement field of the

motion. These equations are inthe form of Bessel's equations and their solutions are very wellknown interms
of Bessel’s functions.

The displacement equations for such a problem can be obtained from the potential theory. The displace-
ment and stresses in the fiber can be written in terms of the Bessel's function as,

Ur = [— Ayl \(yr) = BJ,(yn)ik] expli(kz — )]
W' = [Aikly(yr) + Byl ynr)] explitkz — wt)]
" = ACss[— 2ikyJ (yP] + BCss[(k — nDJ (1]

(13)
o' = AL(Cyy — Ci) ) — (Ciak? + CryHIoym)]
. J
+ Bik[(Cy; — Cqp) 1(r”r) = (Cy1 = CiamJomn)]
The displacement field and stresses in the matrix can be written as

Ur = [— CyK,(yr) — DK (qn)ik] expli(kz — )]

W¢ = [Ck Ky(yr) — DyKy(nr)] explikz — wt)]

¢ = CCss[ — 2ikyK,(yn)] + DCss[(k* + n?)K(7r)] (14)

0° = CEL(Cyy — CK r) + (= Cyak® + CryDKoyr)]
- K

here Ko and Ky are the modified Bessel's functions of the second kind.
The problem now has four boundary conditions,

O + 05 + 0, =0

0;2'*'0'?2:0
Uy = Us
W' = W¢
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When the boundary conditions are applied, a set of four equations are obtained. The terms of the 4X4 matrix
are;

1= L€y = Coya) — (Cpak? + Cyyiglyva)

J
r = MICyy - C 0D _ (¢, ~ Crmloma)]

T3 = %(Cu — CK1(a) + (= Cygk? + CyyyH)Ko(va)

K
TS, = #(Cy ~ CpX09 1 (¢, - CKona)]

71 = Cssl— 2ikyJ (ya)]
T2 = Cssl(k® — nDJ (a)]
T35 = Cssl— 2ikyK(ya)]

T3, = Cssl(k* + nHK (na)]

3 = — v
2 = — Ji(ma)ik
T3 = yK (ya)
T3, = K,(qa)ik
4 = iklylya)
% = Mok
T, = — ikKy(ya)
Ta = 1Ko(na)

and of course Det [T] =O is used to obtain the dispersion curves.

RESULTS AND DISCUSSION

The matrix [T] has been solved numerically. It will be noticed in these equations that the wave number
k can be complex, where the imaginary part provides us with the attenuation. The Bessel's functions J and
K can also be complex and this can be seen from Eq. 1. The value of the longitudinal and shear wave veloci-
ties will determine if y and 7 are real or imaginary. Hence the programming is done for all terms in complex
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plane.

To check the validity of the program the 4x4 matrix was used but smaller portions of it were actually used
in the calculations. First, it was assumed that the cladding did not exist and so the density of the cladding
was made zero and the dispersion curves were obtained for a fiber in vacuum. The results are shown in Fig.
2 by triangles. Next, it was assumed that the cladding had infinite stiffness, which simulates the condition
that the fiber has the Dirichlet type boundary conditions, ie, the outer surface had zero displacement and the
dispersion curves are shown as circles in Fig. 2. ltis interesting to note that the fiber mode of low frequency
has totally vanished in the Dirichlet fiber. Also, note that there can be no generalization made about the
change in wave velocity between the two modes. Depending on the location at the dispersion curve the velo-
cities may be higher or lower.

20.0 \
0 \ ]
3 L
£ 15.0 % .
£ \
g 10.0
- .
lu -
> X
w o
gt) 5.0 :
- [ ]
o ) ]
o.o : L 1 1 | L 1 L 1 L L s 1 1 2 L 1 L 2 L :
0.0 2.0 4.0 6.0 8.0 10.0

FREQUENCY*RADIUS (mm*MHz)

Fig.2 Dispersion curves for a free fiber ( zero traction on surface) shownby triangles, and fiber under Dirichlet
boundary condition (zero displacement on surface) shown by circles.

In the second set of tests it is assumed that the fiber does not exist and there is a tunnel in an infinite
block of aluminum. The wave propagation along the surface of the tunnels is shown by four different modes,
as shown in Fig. 3. These modes correspond to the + or — sign of the y and 7 as defined in Eq. 1.

14-10




10.0 %.,
9.0
8.0
7.0
6.0
5.0

4.0 5!%:

...................................................
-------------
.....
0000
.....

------------------

.......................

padaa s 193

3.0

2.0

1.0

0-0 2 ] L I N ] 1 | L I 2 ] 1 | 2 1 1

00 1.0 20 3.0 40 50 6.0 7.0 8.0 9.0 10.0
FREQUENCY*RADIUS (mm*MHz)

et Mode 1 o
Mode 2 o
Mode 3 a
Mode 4l X

PHASE VELOCITY( mm/us)

TS NI A

Fig.3 Dispersion curves for a tunnel in aluminum, model (y +ve and n +ve ), mode 2 (y —ve and yj +ve ),
mode3 ( y +ve and i —ve ), mode 4(y -ve andn —ve ).

Figure 4 shows the case where the surface of this tunnel is considered rigid, i.e. Dirichlet type boundary
condition. In this case the velocity has a cutoff point at the longitudinal wave velocity in aluminum and rises
slowly and becomes invariant with frequency. This is analogous to the Raleigh wave velocity on a plane sur-
face. Thus, it is seen that a various interesting modes of wave travel can be generated fromthese equations.
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Fig.4 Dirichlet mode dispersion curve for a tunnel in aluminum.

Finally, in Fig. 5 the dispersion curves for a free fiber and a fiber embedded in the matrix are presented.
it will be observed that at the low frequency range the data is scattered all overthe place. Careful observation
in this region shows that there are some lines emanating from the origin. It is not very difficult to show that
if we take the limit of frequency tending to zero then the roots converge to the origin. Hence we can confidently
state that all the dispersion curves for the embedded fiber will originate from the origin. The problem of obtain-
ing dispersion curves is complicated due to the fact that there are many modes present close together and
the convergence methods used in the software are not able to discern them. This tells us the need for some
sophisticated numerical techniques and very fine search for the modes. This is not impossible and will take
some hard work and careful search for the roots. At this stage of work | have not been able to obtain good
convergence of the complex part of the roots and hence the trends can not be shown for the attenuation
curves.

Now, as mentioned earlier, the wave propagation in the fiber enclosed in a matrix will leak energy into
the matrix. This is the attenuation part of the wave number. In reality there will be two components of the
attenuation, one which is due to the natural absorption of the energy by the material and the other due to the
leaky part. We assume that the natural absorption component is small in comparison to the leaky part and
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hence in any measurement the only the leaky part will be considered.

26,0 [
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Fig. 5 Dispersion curves for a free fiber, circles, and fiber in matrix triangles.

MODELLING OF THE FIBER-MATRIX INTERFACE DAMAGE ZONE

This problem can be attempted in two different ways.

DAMAGE AS CYLINDER MODEL In this model the interface layer is assumed to be a thin layer of material
whose propetties are known. In this case the governing equations for the fiber and the cladding remain same
as shown earlier but the interface displacement and stresses can be represented by

U = — [CyJ,(yr) + DyY,(yr) + EJ,(qn)ik + FY (qr)ik]
W4 = [Cikly(yr) + DikYo(yr) + Endonr) + FnYo(nn]
14 = Css5{CI — 2ikyJ,(y)] + D[— 2ikyY;(yr)]]

+ Css[BL — 72,09 + FIG = 7)Y ()]
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08 = Cle(eyy — ey () — (Cyak® + CrydI o]
+ DE(eyy — €Y1 (D) — (Cyak® + CrpdD¥ 9]

+ Eik[(Cu - CIZ)JI(;?") - (Cu - Clg)ﬂjo(ﬂr)]
+ Fik[(cu - C12) Yl(rnr) - (Cll — C13)77Y0(’7r)]

The set of boundary conditions can now be imposed to determine the unknown constants,
ol +0d =0 @r=a

r£z+t‘,’z =0 @r=a

; =b
u, = uf @r=a ,
w = wf @r=a

of =0 @r=0b

® NN AW
N
+ +

4+ 15 =0 @r=5>
u? = ut @r=0»b
wt = e @r=5>

Limitations of this model are,

1. The properties of the damage zone, ie its longitudinal and shear moduli should be known,
2. The thickness of the damage zone should be known, and

3. The governing equations are now 8X8 matrix and understanding the equations to get a good solution will
be even more difficult.

Eventhen itis notimpossible to obtain the dispersion curves and it will be very usefulto setup these equations
and study the effects of various elastic properties on the dispersion curves.

DAMAGE AS MASSLESS SPRING MODEL In this model the interface is considered as a massless spring.
This formulation is similar to the work of Matikas and Prasanna [1] for the modelling of the interface. ltis

assumed that the interface is a massless spring of stiffness Krand Ky Here Kr is the shear stiffness spring
and Ky is the linear stiffness spring.

We also assume the the interface is very thin layer and hence we can write the boundary conditions as
oy + 05 =0

o, +15 =0

or = Ky [U; - Uf]

T = K7 [wr — wi]
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The first two are mefely the equilibrium equations but the next two relate the stiffness of the interface
to the displacement jump across the layer. This formulation has an added advantage that the residual stress
are included in the boundary conditions. Residual stresses, will alter the stiffness coefficients and they are
also written as the displacement jump across the thin layer. The square brackets show the jump across the
interface.

Based on this governing set of equations and the resulting matrix looks like;

Ty Ty, Ty3 T4

Ty Ty Ty Ty
Ty —KnT3y Typ— KyT3p — KyT33 — KTy
Tyy—KqTy Ty —KiTyy —KiTyy — KTy

= {0}

T

This equation can be studied in some details now. Let Kt and Ky become very small which means that
the interface has no stiffness or the fiber is in the air. In this case last two equations will become the same
as the first two and give us the governing matrix for the fiber in air. Onthe other hand when Krand Ky are
very large then we can assume that Ty, T21, T12, and T2 are small and hence the equations reduce to,

Ty Ty T3 T4
Ty Ty Ty Ty
—KyT3; —KnT3; — KyI33 — KyT'sy
— KTy — KTy, —KrTy — KrTa

{0}

Tatx
il

As can now be seen that the last two equations have terms which cancel out and we are reduced to the

original set of equations.

CONCLUSIONS

The governing equations for a transversely isotropic fiberin a transversely isotropic matrix are derived.
The solutions of these equations is obtained and the dispersion curves can be drawn. The computer code
can obtain the complex wave number and hence the attenuation of the waves, or the leakage of the waves
from the fiber into the matrix can be estimated. The damage around the fiber is modelled by two methods.
First, it is assumed as a thin layer of finite width with elastic properties and the dispersion equations are ob-
tained. Second, the damage zone is modelled as a infinitesimal thin layer represented by massless longitudi-
nal and shear springs, and the goveming equations are obtained. Computational solutions ofthese equations
is being worked out.
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WORK FOR THE FUTURE

The numerical solution of these various formulations will be obtained and the complex parts of the wave
equations will be calculated. These values will help us understand the wave propagation in damaged zone
around the fibers and a quantitative measure of the stiffness reduction will be possible. The attenuation, or
the leakage of the waves into the surrounding will tell the experimentalist which modes are useful and measur-
able and which are not. Damage zone stiffness reduction will be calculated and measured by ultrasonic meth-
ods and will helpimprove the interface to produce better composites. The work will be done in close collabora-
tion with the researchers working at the base so that realistic values for the interface conditions can be put
into the model and then experimental check of the model could be performed.
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Abstract

This report describes the possible use of wavelet transforms for detection of communication
signals. An initial study was performed to assess the possible use of the discrete wavelet
transform for detection of LPI spread-spectrum communication signals. A set of MATLAB M-
files were developed for this purpose. They include a "fast wavelet transform” (FWT) and its
inverse, as well as a number of graphical display routines which serve to present the wavelet
transform in a number of different formats, as well as to be used as a tutorial by someone who is
unfamiliar with this area. The FWT is implemented in C code as a MEX file, and executes very
quickly on the Sparc 10 workstation. Timing tests show it to be faster than the MATLAB
implementation of the FFT for vector lengths greater than 2048. (Note that the FWT is a k N
algorithm, while the FFT is an N log N algorithm.) The results of this study indicate that the

discrete wavelet transform can potentially be effective in this application.
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DISCRETE WAVELET TRANSFORMS
FOR COMMUNICATION SIGNAL DETECTION

Jeffrey C. Dill

Introduction

This report describes the possible use of wavelet transforms for detection of communication
signals. An initial study was performed to assess the possible use of the discrete wavelet
transform for detection of LPI spread-spectrum communication signals. A set of MATLAB M-
files were developed for this purpose. They include a "fast wavelet transform" (FWT) and its
inverse, as well as a number of graphical display routines which serve to present the wavelet
transform in a number of different formats, as well as to be used as a tutorial by someone who is
unfamiliar with this area. The FWT is implemented in C code as a MEX file, and executes very
quickly on the Sparc 10 workstation. Timing tests show it to be faster than the MATLAB
implementation of the FFT for vector lengths greater than 2048. (Note that the FWT isak N
algorithm, while the FFT is an N log N algorithm.) .

Problem Statement

The purpose of this work is to evaluate the use of the discrete wavelet transform in the particular
application of LPI signal detection. Toward this end, the discrete wavelet transform and its
inverse were implemented using MATLAB. An additional purpose of this study was to develop
tutorial materials to present the concepts of wavelet analysis to individuals who are new to the
this field. The software which was developed is presented below, followed by examples of its
operation in detecting traditional communication signal formats, and recommendations for

further research.
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Software Operation

Several MATLARB routines have been developed to evaluate the performance of the discrete
wavelet transform in this signal detection application. This section provides the detailed
instructions for operation of this software. The source code of these routines is included in the

appendix.

To use the MATLAB implementation of the discrete wavelet transforms, perform the following
steps:

1. Initialize the wavelet filter banks.

The first step is to initialize the wavelet filter bank coefficients. There are a large number of
possible sets of wavelet basis functions which can be used for analysis, as described in the
literature. A major area of future research will be to evaluate different wavelet bases for their
appropriateness in particular applications, such as signal detection. All of the wavelet transform
programs described here operate by specifying the particular wavelet filter coefficients as an
input vector, in addition to the signal being analyzed. Thus the programs are general and can

easily accommodate any wavelet chosen.

There are four families of wavelets currently implemented in this package. Others can be easily
added by writing a small m-file to generate the filter coefficients. The four currently
implémented are: Haar, Daubechies, Lemarie, and Square-root Raised Cosine.

They are invoked by entering the command:

[h,g]=haar(n);

[h,g]=daub(n);

[h,g]=lemarie(n);
[h,gl=sqrtrc(n,a);

15-4




Input arguments;

n = the length (number of taps) in the filter. Note that the order of the filter is n-1.
The following restrictions apply for n:
haar: n is always 2, and the input argument is ignored.
daub: n must be even and >=4.
lemarie: n must be even

sqrtrc: n must be odd and >4
a is the roll-off parameter, and must be in the range O<a<=1/3. [Jones]

nggut arguments:

h = a row vector of length n, containing the coefficients of the "h" (i.e. lowpass) filter.

g = a row vector of length n, containing the coefficients of the "g" (i.e. highpass) filter.

2. Perform the Discrete Wavelet Transform.
Once the wavelet filters have been chosen and initialized, the wavelet transform is invoked using
the command:

y =fwt(x,h);

Input arguments:

x = the sampled data signal you wish to transform. x must be a row vector whose length is an
integer power of 2.

h = the filter coefficients initialized in step 1.

Ougplut arguments:

y = the discrete wavelet transform of x. y is returned as a row vector, of the same length as x.
The components of y represent the coefficients of the wavelet basis functions, and must be

interpreted dyadically, as follows:
y(1) = the coefficient of the scaling function
y(2) = the coefficient of the mother wavelet function
y(3)-y(4) = the coefficients of the half-scale wavelet functions
y(5)-y(8) = the coefficients of the quarter-scale wavelet functions
y(9)-y(16) = the coefficients of the 1/8th-scale wavelet functions
etc.
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3. Plot the DWT on a tfme-scale plane.

One of the major advantages of the DWT is its time-scale representation, which is not obvious
from the vector output obtained from step 2 above. In order to plot the wavelet transform for
visual analysis, the routine waveplot has been implemented with several useful outputs.
Waveplot is invoked using the command:

y=waveplot(x,h,sf,p1,p2,p3,p4,'title")

Input arguments:

x = the input signal.

h = the h filter coefficients.

sf = the sampling frequency of x in Hz. This is used to set the time scale in the plots.
pl =turn plot 1 on or off (p=0 turns plot off; p>=1 turns plot on)

p2 =turn plot 2 on or off (p=0 turns plot off; p>=1 turns plot on)

p3 = turn plot 3 on or off (p=0 turns plot off; p>=1 turns plot on)

p4 = turn plot 4 on or off (p=0 turns plot off; p>=1 turns plot on)

'title’ = a title for marking plots (quotes included in input command)

Qutput arguments;
y = the DWT of x, identical to that in step 2.

Plots:

plot 1 - this plots the coefficients at each scale, with dyadic spacing so that time alignment with
the input signal is achieved. It is equivalent to a series of cross-sections of the time-scale plane,

one taken at each scale. This plot is the most useful, and is produced quickly.

plot 2 - this plots the actual basis functions, scaled by their coefficients, which sum to produce
the input, x. It is instructive initially, to develop a basic understanding of wavelet transforms, but
has limited value as an analysis tool. It is also slow, since it must compute numerous inverse
transforms to produce the basis functions.
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plot 3 - this plots the basis functions summed by channel. Again, it is initially instructive, but is

of limited use in actual analysis, and slows down the computation significantly.

plot 4 - this is a 3-dimensional surface plot of the discrete Wavelet transform, as a function of

time and scale. The curves in plot 1 represent cross sections of this surface.
4. Perform the Inverse Discrete Wavelet Transform.

Once the wavelet filters have been chosen and initialized, the inverse wavelet transform can be

invoked using the command:
x=ifwt(y,h);

Input arguments:

y = the wavelet coefficients which represent the discrete wavelet transform of the signal. This
representation of y is input as a row vector, of the same length as x (the sampled time signal).
The components of y represent the coefficients of the wavelet basis functions, and must be
interpreted dyadically, as follows:

y(1) = the coefficient of the scaling function

y(2) = the coefficient of the mother wavelet function

y(3)-y(4) = the coefficients of the half-scale wavelet functions

y(5)-y(8) = the coefficients of the quarter-scale wavelet functions

y(9)-y(16) = the coefficients of the 1/8th-scale wavelet functions

ete.

h = the filter coefficients initialized in step 1.

Qutput arguments:

x = the sampled time signal resulting from the inverse transform of y.
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Results

The following figures show the results of performing the FWT on various test signals. The
routine waveplot produces a sequence of wavelet plots, one for each scale of the transform.
These represent the wavelet coefficients for each scale, which are presented on a common time
axis so that time alignment can readily be determined, as shown in figure 1. The wavelet
transform is also shown in two dimensions as a time-scale plot, as in figure 2. Figures 1 and 2
present a simple sine wave; figures 3 and 4 present an impulsive signal; figures 5 and 6 present a
chirp signal; and figures 7 and 8 present a direct sequence binary phase shift keying (BPSK)
communication signal. Note in all cases that the discrete wavelet transform performs a "time-
frequency” analysis, and thus preserves both time and frequency information (with the necessary
compromises in resolution required by the uncertainty principle). In particular, note in figure 7
that the DWT tracks both the carrier signal (at scale 1/64) and the bit transitions (at scale 1/128)
of the BPSK signal.

Conclusions

The discrete wavelet transform can be implemented such that its speed compares favorably with
the fast Fourier transform. In addition, the DWT performs a time-frequency analysis, so that the
time varying nature of the input signal is preserved. Thus, it is the authors belief that the DWT
has potential as an LPI signal detection tool. Unanswered questions remain, however, as to the
appropriate choice of the wavelet basis functions to be used for this application, and also as to the
sensivity which can be achieved by this transform in a noisy environment, since the signals in
question typically operate at a very low signal to noise ratio. Further research in this area is

required.
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Appendix

#inciude <math.h>
#include "mex.h*

#define X_INPUT prhs{0]
#define H_FILTER prhsi1]
#define Y_OQUTPUT plhs([0]
mexFunction (nlhs, plhs, nrhs, prhs)

int nlhs;

Matrix *plhs|[];

int nrhs;

Matrix *prhs{];

double *h, *g, *a, *wksp, *xin, *yout, junk;
int ncof, nn, n, ioff, joff, nmod, nl, nh;
int j, ii, i, ni, nj, jf, jr, sig, k;

h = mxGetPr (H_FILTER);

Xin = mxGetPr (X_INPUT);

ncof = mxGetN(H_FILTER) ;

g = mxCalloc(ncof,sizeof (junk));
nn = mxGetN(X_INPUT);
wksp=mxCalloc (nn, sizeof (junk));
a=mxCalloc(nn,sizeof (junk));

Y_OUTPUT = mxCreateFull(l,nn,0);

yout=mxGetPr (Y_OUTPUT) ;

sig=(2* (ncof%2))-1;

for(j=0; Jj<=ncof-1; j++) {
glncof-j-1l=sig*h(j];
sig=-sig;

}

for(j=0; j<=nn-1; j++) aljl=xin(jl;

ioff=-2;

joff=-ncof+2;

for (n=nn; n>=2; n>>=1) {
nmod=ncof*n;
nl=n-1;
nh=n>>1;
for(j=0; j<=n-1; j++) wksp[jl1=0.0;
for(ii=1,i=1; i<=n; i+=2,ii++) {
ni=zi+nmod+ioff;
nj=i+nmod+joff;
for (k=1; k<=ncof; k++) {
jf=nl & (ni+k);
jr=nl & (nj+k);
wkspl[ii-1] += hlk-1]1*a(jf];
wksplii+nh-1] += g(k-1]*aljrl;
/*printf("%d %d %4 %f %f 3%d 3d \n*,n,ii,i, h(k-1]1,9[k-11,3E,3x);*/
}

}
for (3=0; j<=n-1; j++) aljl=wkspljl;
for (j=n>>1; j<=n-1; j++) yout[jl=wksp(jl;
}
yout[0]=wksp[0];

}
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#include <math.h>
#include “mex.h"

#define X_INPUT
#define H_FILTER

#define Y_OUTPUT

prhs{0]
prhsil]

plhs[0]

mexFunction(nlhs, plhs, nrhs, prhs)

int nlhs;
Matrix *plhs[];
int nrhs;
Matrix *prhsf(];
{
double *h, *g, *a, *wksp, *xin, *yout, junk, ai,
int ncof, nn, n, ioff, joff, nmod, nl, nh;
int j, ii, i, ni, nj, jf, jr, sig, k;

h = mxGetPr (H_FILTER);

xin = mxGetPr (X_INPUT);

ncof = mxGetN(H_FILTER) ;

g = mxCalloc (ncof, sizeof (junk));

nn = mxGetN (X_INPUT);

wksp=mxCalloc (nn, sizeof (junk));

a=mxCalloc(nn,sizeof (junk)};

Y_OUTPUT = mxCreateFull(l,nn,0);

yout=mxGetPr (Y OUTPUT) ;

sig=(2* (ncof%2))-1;

for(j=0; j<=ncof-1; j++) {
glncof-j-1l=sig*h(jl;
sig=-sig;

}

for(j=0;

ioff=-2;

joff=-ncof+2;

j<=nn-1; j++) aljl=xin(j];

for (n=2; n<=nn; n<<=1l) {
nmod=ncof *n;
ni=n-1;
nh=n>>1;
for(j=0; j<=n-1; j++) wksp[j1=0.0;
fOI(ii:l,i:l; i<=1’1; i+=2,ii++) {
ai=afii-1];
ail=a{ii+nh-13;
ni=i+nmod+ioff;
nj=i+nmod+joff;
for (k=1; k<=ncof; k++)
jf=nl & (ni+k);
jr=nl & (nj+k):
wksp{jf]l += hlk-1]1*ai;
wkspljr] += glk-1]*ail;
}

{ R

}

for (j=0;
}
for(j=0; j<=nn-1;
mxFree(g) ;
mxFree(a);
mxFree (wksp) ;
}

J<=n-1; J++) aljl=wkspl3jl;

j++) yout{jl=aljl;
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Abstract

We investigated methods for measuring the electro-optic activity of poled-polymer films. In
particular, we scrutinized the well-known reflection technique of Teng and Man! and corrected the
expressions for the electro-optic coefficient as determined by that method. We show that the original
expressions in ref. [1] overestimate the effective coefficient r; by a factor of at least 1.32. Because of
limitations in the technique of Teng and Man!, we pursued independent electro-optic activity
measurements using an interferometer. To achieve this goal, we developed a computer algorithm that
utilizes a controllable, motorized Babinet-Soleil compensator in one arm of an interferometer to stabilize
the fringe pattern. With a Michelson interferometer we measured the r;; electro-optic coefficient as well
as a resonant piezoelectric and electrostrictive effect. We show that in general the ratio r;/r; # 3, and
we discuss how the piezoelectric effect might pollute electro-optic measurements made with the

reflection technique.
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ELECTRO-OPTIC CHARACTERIZATION
OF POLED-POLYMER FILMS

Vincent G. Dominic

Introduction

Poled-polymers are quite promising materials for applications requiring high-speed electro-optic
switching or modulation. Recently, Lockheed demonstrated switches with 3 dB bandwidths of at least 20
GHz using Mach-Zender electro-optic polymer waveguides.2 In addition to their speed, poled-polymer
systems are much less expensive than lithium niobate (LiNbO3) which is the current electro-optic
material-of-choice. Poled-polymers are also compatible with integrated circuit processing and
manufacturing technology. The great promise of this technology has spurred tremendous interest in the

recent pastl'8 and active support of this research by the Air Force.

To create a poled-polymer system, we first mix a chromophore molecule (one that possesses a
permanent dipole moment and whose electrons respond in a strongly nonlinear manner to an applied
optical field) into a polymeric material. This mixture is heated to the glass transition temperature Tg and
subjected to a large dc electric field of ~100 V/pum or more. Near the glass transition temperature the
chromophore molecules acquire some freedom to rotate and consequently move into alignment with the
applied electric field to relieve the torque that they experience in the non-aligned orientation. Upon
cooling the sample in the presence of the field the polar alignment of the chromophore molecules is
retained. Such an alignment has only one unique direction - the direction of the applied field (along
which the chromophores try to align). The result is an optically uniaxial system with point group
symmetry comm that is electro-optic, displaying the well-known Pockels effect. This process of

transforming the isotropic chromophore/polymer mixture into an aligned system is called poling.

~ After poling a polymer waveguide or bulk sample we wish to determine the amount of electro-
optic activity that poling has imposed by measuring the electro-optic coefficients. Before the poling
regimen, applying an electric field to the sample makes no linear change in the refractive index.

However, the polar-aligned chromophores display Pockels effect:’
1 3
An = - 5 nr Eapplied (1)

where An is the change in the refractive index caused by the applied field E,,,;, and r denotes the

appropriate electro-optic coefficient, which determines the activity of the sample. In general the electro-
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optic coefficients form a third-rank tensor with three independent elements in an comm symmetry

material: oz = and Tagx = Tugy =T

yzy ZXX = rZyy
the standard contracted notation form® we say that 713 = T'pas 33 and rg; = ry,. If Kleinman symmetry

Tove Tazz , where z denotes the direction of the unique axis. In
holds!?, then additionally r13 = I's;- When the chromophore molecules are considered to be solely one-

dimensional and completely free to rotate then the ratio*”8 ri3/fis = 3 and r;, is the largest coefficient.

We need to accurately measure the r; coefficient for a poled-polymer system. With an efficient
and reliable measurement technique we may vary the parameters of sample preparation and determine
the resultant effect on the electro-optic activity. Some of the important issues to address involve
monitoring the magnitude of r; versus: 1) poling temperature, 2) poling field, 3) readout wavelength, 4)
chromophore concentration, 5) polymer/chromophore structure and 6) time (after poling) at elevated
temperature. These questions must be addressed for several reasons. Answering questions 1 & 2 will
determine the optimum poling conditions for a given sample. Question 5 indicates that there is still much
room for clever and innovative chemistry; new system designs are emerging rapidly. Question 6
addresses the crucial requirement that the electro-optic system have sufficient thermal and temporal
stability for reasonable device lifetime. Unfortunately, nature seems to impose a trade-off between the
strength and the thermal stability of the nonlinearity in poled polymer systems. Stringent Air Force
requirements for thermal stability of electro-optic materials imply that researchers must strive to
accurately characterize the electro-optic lifetime of these materials at various temperatures. For this
reason, we designed!! a temperature-controlled environment for determining thermal stability. We
conducted an initial test of the electro-optic signal decay at elevated temperatures with this apparatus and

we will utilize this setup in the future for in situ monitoring during poling as well.
Experimental Arrangement

Our electro-optic thin film samples are not designed for waveguiding, but rather for bulk
measurements of the induced activity. We start with a glass microscope slide that is coated on one side
with ITO (indium tin oxide) to form a transparent conducting electrode. The ITO is masked and
patterned so that it extends only about two-thirds the total length of the slide. The
polymer/chromophore layer is then spin-coated onto the slide to a thickness of ~1 um. After the
polymer layer has dried gold electrodes are evaporated on top. The gold serves the dual role of both
electrode and mirror. The ITO and gold electrodes overlap in a small 25 mm? rectangular region and the

polymer is only poled in this region between the electrodes.
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Figure 1. Reflection technique for measuring the electro-optic coefficient of a poled-polymer sample. After
reflection from the sample, the Babinet-Soleil compensator changes the polarization to circular (in the
absence of an applied field). The signal generator applies a sinusoidal voltage to the sample that produces
small polarization changes so that the light power passing through the analyzer and detected by the
photodiode/lockin is modulated.

After poling the samples, we measure the strength of the electro-optic activity by monitoring the
change in the reflected polarization state caused by an applied modulation field.! We perform this
measurement as shown schematically in Fig. 1. The Hewlett-Packard signal generator (HP8116) supplies
a sinusoidal voltage (0-16V peak-to-peak) across the poled region of the electro-optic sample. We monitor
the change in polarization with an analyzer/photodetector combination that feeds its signal into a
Stanford Research dual channel lockin (SR530). This vector lockin amplifier expedites the measurement
process since we may simultaneously determine the magnitude and phase of the modulation signal. We
can use the phase of the signal to determine several important aspects of the measured effect. The digital
voltmeter (monitoring the photodetector in Fig. 1) allows us to set the appropriate retardance on the
compensator and also to measure the average optical power. The entire experiment is computer
controlled so that after initial optical alignment of the system, we simply insert new samples into the

holder to rapidly determine their EO activity.

The input polarization is initially at 45° with respect vertical and horizontal so that we have equal §
and p input components. The angle of incidence is also set at ~45° and the ITO/polymer/ gold layer is
on the back surface of the microscope slide sample. Application of a modulating electric field causes the
reflected polarization state to vary slightly about its 45°-linear steady state value. We align the analyzer

by first omitting the Babinet-Soleil compensator, turning off the modulation voltage, and rotating the
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analyzer to null the detector signal. We then insert the compensator and adjust its retardance to give
circularly polarized light exiting the compensator. At this setting the signal measured by the
photodetector should be the average of the minimum and maximum photodiode readings observed as
the compensator is adjusted over a range greater than one wave of retardance. Variation of the

compensator retardance I" causes the photodiode signal I to trace out:
IT) = (Max - Min)sin*(T/2) + Min @)

We set the bias retardance T, of the compensator to give I(T,,,.) = 0.5*(Max+ Min). This should not
be confused with I;,, = 0.5*(Max - Min) used in the calculations below, although I,,, = I(T},;,) in the
ideal case where Min = 0. Notice that we may choose T}, so that we are either on the upslope of the sin?

curve in Eqn. (2) where dI/dl" > 0 or on the downslope where dI/dl" < 0.

Let us now carefully consider the beam paths followed inside the polymer sample. Because the
poled polymer is optically uniaxial, the § (ordinary) and p (extraordinary) components separate slightly
inside the sample. To determine the polarization state of the light that exits the sample we must keep
track of the phase accumulation of each eigenpolarization component (§ and p ) as it traverses the
sample. The exiting polarization state depends on the applied voltage signal because the § and p
components experience different changes in their respective refractive indices. The details of the
calculation of the phase accumulation in the presence of the electro-optic effect are shown in the
Appendix. Here we briefly note that the results presented in the original paper by Teng and Man! are
erroneous. Their result was:

3] (n2 — sin? 6)3/2 Al
Am n? Vapplied (n2 —2sin? 0) sin? @ —1_1.;

®3)

B3 =

where A is the wavelength, n is the average refractive index, 8is the external angle of incidence, and Al is
the peak change in the power incident on the photodetector (peak lockin signal). This answer, however,
is not quite correct. Teng and Man! missed a portion of the path over which the optical

eigenpolarizations accumulate a phase difference. We show in the Appendix that the correct

_ 32 w/n2 —sin’ @ AL 1 @

Bz = 2 . 2
47l'n v;zpplied sSin 0 11/2 %‘(1"‘7‘13/7'33)

determination of r; is:

where in addition to the correction discussed above we show how deviation of the ratio Iiz/r; from the
ideal value 1/3 alters the derived value for r;. Of course, one must conduct a separate experiment to

determine the r;/n; ratio.
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Figure 2. Correction factor that must be applied to the literature expression (ref. [1]) for r33 at 45° incidence.

Figure 2 shows how these two corrections affect the reported value of 73, where the correction
factor is defined as the ratio of the correct value {Eqn. (4)} to the literature value {Eqn. (3) and ref. [1]}. We
see that in the range of typical refractive indices for doped-polymer systems (1.5 < n < 1.7) the correction
factor lies between 0.55 and 0.8 depending on the ratio 75 /r;; . Herminghaus et al.7 showed that for a one
dimensional chromophore molecule the ratio r;;/r; lies anywhere in the range 3 < ;3 /3 <6. The ratio
r3/hs = 3 indicates that the molecule is completely free to rotate into alignment with the electric field at
the poling temperature. A ratio greater than three occurs if the molecules are constrained so that they can
only rotate about one easy axis (which points in a different direction for each molecule) and if there is a
minimum torque required before rotation proceeds. The ratio r3/r; = 6 indicates that only those

molecules whose easy rotation axis is perpendicular to the applied poling field direction can rotate.

An example of the measurement of r; using the reflection technique is shown in Fig. 3, where we
show the results for two different samples: #1 was made at WPAFB by doping the Lockheed
chromophore DADC into 12F-PBO and #2 is a Dow Corp. sample. The Dow sample (labeled TP83A) is a
thermoplastic polymer heavily doped with chromophore to give a dark red appearance. The sample
shows a rather strong electro-optic effect, but unfortunately possesses too much absorption in the near
infrared region to be useful. As shown in Fig. 3, we take many measurements of the electro-optic signal
at different applied voltages. This provides a measure of the accuracy of our determinations and also
confirms the linear dependence of Pockels effect on the applied field. The lockin signal is in phase with
the applied modulation voltage if we choose to bias the Babinet compensator so that dI/dl" > 0 and out

of phase by 180° if we bias at dI/dT' < 0. The fact that the phase flips by = depending on the
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compensator bias is an important verification that the applied field is altering the refractive index (and 7ot
the absorption) of the polymer layer. Electroabsorption!314 also yields a signal that varies linearly with
the applied field. However, the electroabsorption signal will not depend on the bias setting of the Babinet
compensator. Indeed, we observed electroabsorption when we probed the Dow TP83A sample with a
visible (Ar*, A = 5145 A) laser source.

400uv T 1T T T T 3 L e e e S B s
o} " Q
g D_A]l)fG ::1012211=-PBOV E 2ol Dow TPS3A 4
2 300 |7 =146£021 pm/ £ : r,=128+13 pm/V
[=1e]
= S LS| -
Té 200 - <
20 & 1ok -
45} wn
£ 100 _ g
% ) 4 05}k _
Q o
— |

0 I I I I I I 0.0 | I PR R R N

2 4 6 8 10 12 14 16V 0 2 4 6 8 10 12 14 16V

Applied Voltage (V) Applied Voltage (V)

Figure 3. Electro-ogtic reflection technique measurement in two samgles. 1) Lockheed DADC chromophore doped
into 12F-PBO. This sample was prepared and poled at WPAFB. 2) Dow sample TP83A.

Interferometric Measurements

The reflection technique of Teng and Man! cannot independently determine the two important
electro-optic coefficients 7; and r;. As we saw above, deviations of the ratio r33 /13 from the frequently
assumed value of 3 leads to significant error in the reported value of r,;. A separate means of measuring
these coefficients is then very useful. The standard technique involves constructing an interferometric
arrangement and placing the electro-optic sample in one arm of the interferometer. Typically, a Mach-
Zender configuration is utilized because one may then switch from measuring r;; to measuring 7,
simply by rotating the probing polarization. We chose a Michelson interferometric setup to simplify
additional measurements, described below, of the piezoelectric and electrostrictive effects. The bane of
interferometric measurement setups is the problem of maintaining fringe stability for the duration of the
experiment. We took all the standard precautions: the number of degrees of freedom (translation stages,
rotation stages, efc.) were kept to a minimum, the optics were mounted low to the table with rigid
mounts, the entire apparatus was enclosed, and the optical table was vibration isolated. In spite of our
precautions, the interferometric fringes still tended to drift over the course of our measurements (1/2-1
hrs.). To combat this problem we utilized a motorized, computer-controlled Babinet-Soleil compensator

in one arm of our interferometer and we developed a computer algorithm to stabilize the long term drift
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in the output of the interferometer. Our algorithm works as follows: First we vary the retardance of the
Babinet-Soleil compensator so that the photodiode voltage measured by the computer covers several

cycles of the fringe visibility function. We then fit the variation of the photodiode voltage to the function:

Vep(x) = %(Vmax +Voin) + -%—(Vmax - Vnﬁn)sin{Zn—i— + ¢} ®)

where x is the position of the compensator actuator, A is the spatial periodicity of the visibility function,
Vinax and V,,;,, are the maximum and minimum photodiode voltages, and ¢ is an arbitrary phase factor.
Once we have fit the data to Eqn. (5) we can easily determine the compensator actuator position x,,,, that
yields Vpp(%pas) = 1/2 (Viay + Vigin)- This is the optimum bias location for measuring fringe shifts due to
the electro-optic effect because the slope of the visibility function is a maximum here. We want to insure
that the interferometer remains at this half-visibility bias point throughout the duration of the
experimental measurement. To do this we constantly monitor the average voltage on the photodiode and

when it wanders away from 1/2 (Vi + V) we adjust the compensator retardance by moving the

actuator a distance:
AVpp A

Ax = ——FD—
”(Vmax _Vmin)

6)

By making small, continual adjustments to the compensator retardance we can insure that the
interferometer remains biased at the half-visibility point. We assume, of course, that the laser power
incident on the interferometer is relatively unchanging over the course of the measurement. This
requirement is reasonably well satisfied so long as the laser is warmed up before starting our drift
compensation algorithm. We tested our program over several hour-long periods and found that we
could completely eliminate drift in the interferometer and that the average deviation of the photodiode

signal from the desired bias point was less than +4%.

If we utilize the stabilized Michelson interferometer to measure the electro-optic coefficient, a
normally incident optical beam experiences a perturbation due to 7, alone, with no contribution from ;.
When we apply a modulating voltage with a peak of V4 to the sample, the optical phase accumulation
through the polymer layer changes thus causing the fringes to shift. The shifting fringes consequently
produce a signal variation on the apertured photodiode monitoring the fringes. (We modulate the
applied voltage at a high enough rate (typically 1-10 kHz) so that the fringe stabilization algorithm
ignores this perturbation.) The peak (not RMS) lockin signal AV is related to 13 according to:

o AV A
13 — 3 ‘
7 (Vmax - Vmin) n Vapplied

@)
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Figure 4. Electro-optic measurement using a Michelson interferometer to measure r;3 the Dow sample TP31D.

Figure 4 shows the lockin signal variation with the peak amplitude of the modulation voltage. As
in the reflection measurement, we take several readings of the electro-optic signal so that we can verify
the linear dependence and accurately determine the 7, coefficient. The sample used for the data in Fig. 4
was a Dow sample, labeled TP31D, in which we previously measured 7, = 4.37 pm/V with the reflection
technique assuming 7;/r; = 3. Thus, the assumption used to determine the original value for r; was

wrong since ry; /13 = 5.38. The correct value for r, is:
rs(correct) = 2rgy(assuming ratio=3) + r €)]

which gives r; = 3.73 pm/V and r,/r; = 4.59. Our results are in accordance with the recent
observations by Norwood et al.8 that the assumption ry; /r, =3 frequently encountered in the literature is

not necessarily well founded.
Piezoelectricity and Electrostriction

- One other nice feature of our setup is that we can readily measure the piezoelectric displacement of
the poled polymer layer, as well as any electrode attraction or electrostrictive effects that may be
present.1415 We accomplish this by simply reversing the orientation of the sample so that the light
impinges on the gold reflector/electrode first and thus does not traverse the polymer layer itself. The
interferometric fringe shifts are then only sensitive to changes in the thickness of the sample and not the
refractive index of the poled polymer. The piezoelectric effect causes the thickness of the polymer layer to
vary linearly with the applied electric field. Thus the application of a modulating electric field at

frequency  gives rise to a lockin signal also at . The electrode attraction or electrostrictive effect is
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independent of the absolute sign of the applied field, and thus scales quadratically with the applied
voltage. This signal appears at 2 under the same excitation conditions and is thus readily separated on

the lockin amplifier.
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Figure 5. Piezoelectric (top row) and electrostrictive measurement in Dow TP83A using a stabilized Michelson

interferometer. For the piezoelectric measurement, the lockin detects signal variations at the same

frequency as the applied voltage modulation. For the electrostrictive measurements we set the lockin to

monitor signals at twice the modulation frequency.

We show in Fig. 5 a measurement of the piezoelectric and electrostrictive signals from the Dow
sample labeled TP83A. The sample was placed in an actively stabilized Michelson interferometer and
probed with a A = 5145 A beam. We show both the variation of the signal as the modulation frequency is
changed (from 1-10 kHz) at a fixed modulation amplitude as well as the signal variation with applied
voltage for an excitation frequency at the maximum of the resonance behavior (~5.5 kHz and ~2.75 kHz
for the piezoelectric and electrostrictive measurements, respectively). As expected the piezoelectric signal
varies linearly with the applied field while the electrostrictive signal varies quadratically. It is important
to monitor these effects, especially the piezoelectric effect, since in the normal reflection measurement
geometry the reflected polarization state will be altered not only by the electro-optic effect, but also by the
retardance change produced by the altered sample thickness in collaboration with the birefringence of the

poled polymer. Fortunately, the piezoelectric contribution for this sample is readily avoided simply by
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choosing to operate the reflection measurement at frequencies away from the resonance shown in Fig. 5.
This data shows that it is prudent to make measurements at several different frequencies in order to avoid

any possible contribution from resonant piezoelectric effects.

In the presence of a piezoelectric effect, how will the electro-optic measurements be affected? One

can show, following the strategy discussed in the Appendix, that the piezoelectric effect will introduce a

phase shift between the §-and p-polarized reflected component:

2

on
Ay, = Ay, -Ay; = —2 75“129 2‘9)3/2 d33 Vapplied 9

where 6n = n, —n, is the birefringence, d; is the piezoelectric coefficient (such that I - ds3 Eqppriea)s

and the remainder of the symbols have the same significance as those in the Appendix. This means that
the presence of a piezoelectric effect alone will give the appearance of an electro-optic effect and the
apparent EO coefficient ry; will be:

" &n (n* —2sin”6)
ry = “3n—3m 33

(10)

under the assumption that r;/r; = 3. Typical numbers? for poling-induced birefringences fall in the
range on = 0.01 to 0.1. If én = 0.1, the refractive index is n = 1.67, and the angle of incidence is 45°, then a
piezoelectric coefficient of ds; = 20 pm/V will give a signal that might be misinterpreted as an electro-
optic signal with 5 =1 pm/V. If the birefingence is 10 times smaller then the piezoelectric coefficient
must be 10 times larger to give the same effective signal. In the Dow sample TP83A the piezoelectric
coefficient measured with the stabilized Michelson interferometer was d33l= 8.52 pm/V at 5.5 kHz. The
reflection measurement of r; gave the same value r,, = 12.9 pm/V to within 0.5 pm/V at all frequencies

between 500 Hz and 10 kHz. We conclude that the poled sample birefringence &n is less than 0.12.

Conclusion

We carefully investigated different techniques to measure the electro-optic activity of a poled
polymer layer. The reflection technique originally proposed by Teng and Man! is simple to implement
and allows one to quickly process many samples. However, two warnings must be kept in mind. First,
the derivation in the original paper contains a minor flaw that we have corrected here. If one uses the
original equations then the derived value of r; is an overestimate by ~25% (for n = 1.6). Second, the usual
assumption that r;/r; = 3 is frequently violated in practice and one should independently measure

both pertinent electro-optic coefficients. A Mach-Zender interferometer readily lends itself to such an
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independent measurement: we simply flip the polarization from p (measures a combination of r;; and
ns) to § (measures r; only). Unfortunately, interferometric measurements are susceptible to drift and
noise from the interferometer itself. To this end, we built a system to stabilize an interferometer using a
motorized Babinet-Soleil compensator and a personal computer to run the computer algorithm. We
made use of our interferometer stabilizer to measure the r; electro-optic coefficient, and the piezoelectric
and electrostrictive effects in the polymer film. We found that piezoelectric and electrostrictive pollutions

of the electro-optic signal are of minor importance unless the poling-induced birefringence is quite large.

Our efforts have resulted in a well defined set of procedures in place at WPAFB to investigate poled
polymer samples. The system is essentially turn-key so that one may simply insert a poled-polymer
sample into the sample holder and start a computer package to measure r;;. Measurement of the 7,
electro-optic coefficient, and the piezoelectric and electrostrictive effects, requires alignment of an
interferometer and two computers, one to stabilize the interferometer and one to acquire the appropriate
signals. We have also developed an apparatus to measure the thermal stability of the aligned state and
also to perform in situ monitoring of the poling process using second-harmonic generation. We are now
in a strong position to provide most of the optical measurement capabilities necessary to advance the

development of poled-polymer films with higher nonlinearities and better thermal stability.
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Appendix: Derivation of r3; in the Teng & Man! experimental setup.

Poling a polymer film that has been doped with chromophore molecules transforms the once
isotropic layer into an optically uniaxial structure. The chromophore molecules are spatially asymmetric,
and the long-axis direction of the molecules tends to align with the applied electric field. The electric field
is usually applied across the thin dimension of the film so that the uniaxial ¢ -axis direction is also across
the thin dimension. Because the chromophores are aligned with their most polarizable direction along
the é-axis, we expect that n, > n,. The imposed anisotropic nature of the poled polymer film means
that the extraordinary and ordinary polarization components travel different paths through the polymer
layer. We show in the Fig. 6 below how the two components propagate through the sample. Note that
the optical phase accumulation is:

2r 2L

—n
A cosa

(i)

where £ is the refractive index, L is the layer thickness, and o is the angle of propagation in the layer.
Applying an electric field to the polymer causes a small change in the refractive index of the layer. This
perturbation to the refractive index changes the direction of propagation in the polymer layer, as required

by Snell’s law:
sin@ = nsino

o _ . (i)
. sin(@+A8) = (n+An)sin(x+Ax)
