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ABSTRACT

One of the trends involving the design of materials is the use of pattern-directed computational methods in the prediction of new materials from known compounds having the same or similar property values. One such computational method for discovering and predicting the properties of new materials, referred to as 'pyramidal networks', is to be discussed in this report. Pyramidal networks allow us to overcome difficulties connected with processing large data sets and extend previous classification methods by automating: 1) the formulation of generalized classes, 2) characterizing them by logical expressions, and 3) enabling continuous incremental updating of the classes and expressions. Methods of knowledge discovery and prediction involving the use of pyramidal networks are realized in a software application called CONFOR, which is further described in the appendix.
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1. INTRODUCTION

1.1. Goals and Significance

The process of determining, \textit{a priori}, the properties of new material compounds is divided into two steps:

1. Formation of concepts corresponding to classes of materials;
2. Use of the created concepts for prediction of new materials.

The first step is accomplished by forming a concept via the processing and generalizing over the attributes of a large set of examples; while the second step involves the application of a learned classification rule to predict the membership of a new material. Careful and rigorous exercise of the first step enables more accurate predictions. In general, this step involves the analysis of data containing descriptions of various compounds and/or processing parameters.

When designing new materials from patterns formed from knowledge of constituent elements or similar materials, at least two different situations are possible: 1) many similar materials having a complete set of predefined properties are known and available; 2) materials for which the complete set of predefined properties are unknown or there are only a few \textit{instances} to establish any concepts.

Formulations of the problem and the methods of concept formation in these situations are quite different. In the first case, the problem of concept formation is transformed into the problem of inductive learning; \textit{[generating some generalization from a specific set of instances]}. In the second case, the prediction is an inference on the basis of analogy \textit{[some interpolation or extrapolation from available data is required]}. The research objective is to focus on the first case, and, more specifically, to enhance computational methods for new material prediction where there exist similar materials with a given set of properties.

1.2. Terminology and Problem

Prediction of new materials is based on knowledge \textit{characterizing} conditions when similar materials were actually synthesized as well as cases when attempts to create such materials were unsuccessful.

\textit{[It is important to note that the authors are carefully establishing that both types of instances (i.e., successes and failures) are very useful and, in fact, his method referred to below as pyramidal networks makes specific use of each type of instance.]}

Knowledge is generalized information reflecting experience of observations and problem solving. By its nature \textit{knowledge} is implicit information, in contrast to \textit{data} which represents explicit information. Available methodology of knowledge formation is developed in the limits of such scientific trends as machine learning, inductive inference,
dependencies discovery, concept formation, inference on the basis of analogy [1-9]. Lately some new terms have appeared such as "knowledge discovery", and "knowledge mining" that usually designate methods of revealing dependencies among data in data bases [10].

Knowledge is formed by revealing regularities that are inherent in data. There exist three types of regularities, namely:

- characterizing dependencies between objects;
- characterizing sequences of objects;
- characterizing sets (classes) of objects.

[Note that the authors use the word ‘characterizing’ to preface each type of regularity (dependency, sequence, and set). The inference here is to be expanded upon further below. The significance of their use of the word ‘characterizing’ is to establish that a regularity may be represented by a subset of the attribute description of the objects.]

Revealing regularities of various types is accomplished by quite different methods. Having as a goal new materials prediction, we face the problem of revealing knowledge characterizing sets or classes of objects. In this case the word "object" designates any element and/or compound of the material world that can be represented by a set of attributes. In particular an object can be a situation as well as a realization of some process or phenomenon. The word "attribute" means everything that characterizes the object and that can be used in such operations as selection, recognition, comparison, and so on. Knowledge about a class of objects has a form of a concept.

A concept is a generalized model of some class of objects that is used for recognizing and generating models of specific elements of this class. Relative to a word, a concept is its sense, i.e., information about realities (denotates) that are designated by the word. The set of denotates is the volume of the concept. A concept is a lexical rule defining application of a word.

A concept is an important tool for problem solving and formation of new knowledge. Concepts are necessary in processes of classification, generalization, and organization. In these processes two main functions of a concept are realized, namely: recognition and generation of models of its denotates. Process of recognition has become an object of research and automation long ago, while the generation of models is still an unresearched problem. Models generation takes an important place in creative activity. It lies at the heart of engineering design.

[Note that the authors appear to be stating that class recognition via characterizing set of attributes is distinguished from models of relationships between attributes in the class.]

Attributes characterizing a concept are divided into separating and unifying ones. Separating attributes are those attributes that do not occur or
occur seldom outside the concept volume. These attributes are the most useful for implementation of the recognition function. Unifying attributes belong to all denotates or to most of them, but they can be found outside the concept volume as well. Unifying attributes are necessary for generation of object models.

[It is important to note that the authors are careful to establish that, given the application of some method to characterize a class, a concept is effectively a set of separating attributes which the user has a priori determined to be those attributes which constitute the class. For example, assume for the moment that the universe of all attributes is the twenty-six (26) letters of the alphabet: A, B, C, . . . X, Y, and Z. Now also assume based on my experiences that I have recognized a pattern, a set of occurrences (object instances), defined as class (I), of material to be represented by “unifying” attributes A, C, and E, and a second class (II) of material to be represented by “unifying” attributes C, D and F. Now among these classes of materials, a subset called “separating” attributes A and E constitutes a model distinguishing the class I from II.]

Volumes of concepts that were not defined artificially as a rule do not have precise boundaries.

[The authors are simply acknowledging that separating attributes are based upon human judgement.]

Any system of concepts does not reflect the variety of the real world. So accurate identification of objects sometimes becomes quite difficult or even impossible. Therefore, volumes of many concepts can be considered as fuzzy sets, i.e., as those sets that have a membership function indicating the degree of belonging of objects to the set. The membership function has, of course, a subjective nature. Concepts corresponding to fuzzy sets are referred to as fuzzy concepts.

The problem of inductive concept formation for n disjoint sets (classes) V₁, V₂,...,Vₙ is defined as follows. Let L be a set of objects used as a training set. Relationships L ∩ Vᵢ = ∅ and Vᵢ ≠ L (i=1,2,...,n) are assumed. All elements of set L are represented by attributive descriptions. Each object l ∈ L has an indication of a class it belongs to. It is necessary by analyzing L to form n concepts Q₁, Q₂,...Qₙ with volumes V₁, V₂... Vₙ providing correct recognition of all objects l ∈ L.

[The following is provided by Dr LeClair to further detail the above discussion by the authors on the forming of a concept. It should be noted that the disjoint sets, i.e., classes, are assumed to be defined by the user in all cases.]

[Using the depiction below, let L be a set of training objects l such that L (intersected with) Vᵢ is not equal to empty set (L contains objects from each class Vᵢ) and Vᵢ are not wholly included in L, where (i = 1, 2,..., n).]
All elements of set $L$ are represented by attributive descriptions. Each object $l$ (an element of) $L$ is also a candidate object $l$ (element of) $V_i$ ($i = 1, 2, ..., n$). $V_i$ is an object set (class) that we want to investigate, yet we know only some of the objects $l$ of the set $V_i$ are within $L$, i.e., $L_i$ represents the subset of training objects $V_i$ which are contained in $L$. When forming a concept we analyze $L_i$ (and all other objects in training set), but in analyzing $L_i$, we build a concept for $V_i$. The concept resulting from analysis may not recognize correctly all remaining objects of a set $V_i$ (not included in $L_i$) but the goal is to build a concept which is as accurate as is possible in predicting new objects of the universe set $V_i$.

The formed concepts afterwards are used for classification of new objects, diagnosis, and prediction. The concept formed on the basis of a training set in the general case is some approximation of the real concept. Closeness of these concepts depends on representativeness of the training set (how completely it reflects peculiarities of the corresponding class).

[It is again important to note what the authors are saying in their reference to ‘peculiarities’. In effect, a concept is a conjunction of attributes and those attributes are, in fact, exemplar attributes of the
class. If one or more of the exemplar attributes are missing, because the training set was not representative enough of the class, then the attributes which comprise the concept will lack the ability to predict new class members.]

The problem of inductive concept formation is quite similar to the problem of pattern recognition learning. In both cases, learning results in the forming of a model of some class of objects. For concept formation, this model (concept) must satisfy additional strong requirements: it must provide not only recognition but also generation of object models. Therefore, it must reflect attributive, structural, and logical characteristics of objects. For example, when forming a concept corresponding to class \( V_i \), objects of the training set belonging to \( V_i \) are considered examples of class \( V_i \) (positive objects); other objects are referred to as negative objects.

Central to the methods of concept formation is the process of selection of attribute combinations characterizing classes of positive and negative objects. In this process it is quite important to minimize examinations of large volumes of data.

[
Two points of importance to note here: 1) concepts may be characterized by both positive and negative objects, 2) given a manual method of concept formation - when establishing a training set it is important to limit the size of the training set. The reason becomes apparent in practice, but to be succinct here - a large training set will confound the method, making it difficult to separate the "signal from the noise".]

2. CONCEPT FORMATION AND PREDICTION IN PYRAMIDAL NETWORK

2.1. Pyramidal Networks

2.1.1. Definitions

Let $K$ be a combination of attributes selected at some stage of concept formation; $l$ be attributive description of object $l \in L$.

Set $E = \{K : |K \cap l| > 1\}$ is called encirclement of object $l$.

A method of knowledge discovery is referred to as a 'local statistical method' if all search operations, when object analyzing, are realized in the limits of this object encirclement. With such methods, the selection of new attribute combinations is dependent on previous combinations.

[This simply means that more than one (1) receptor is necessary to associate an object with a concept, and concepts evolve via the incremental (with the evaluation of each new object of the class) construction of attribute conjunctions.]

A typical example of local statistical methods is the method of concept formation in pyramidal networks [4-6,11-16,18-20]. Application of pyramidal networks overcomes [reduces] difficulties connected with examination of large data volumes. Another advantage of the method consists in the formation of concepts with exclusive attributes, i.e., with attributes that do not belong to positive objects. Such type of knowledge usually provides a more accurate prediction or diagnosis. Numerous applications of the method, in particular for predicting new materials [17], demonstrate its efficiency.

A pyramidal network is an acyclic graph having no vertices with a single entering arc. Examples of pyramidal networks are given in Figures 1-3. Vertices having no entering arcs are referred to as conceptors. Other vertices are referred to as receptors. As depicted in Figure 1, receptors are used to form conceptors. The generation of conceptors is incremental with one object at a time, wherein, if the existing conceptors do not satisfy the attribute description of the new object, a new conceptor is formed, either from receptors or the combination of conceptors and receptors.

[Figure 1 illustrates the evolving nature of the PN and begins to capture the essence of concept formation referred to as encirclement of an object. As each new positive object (object of the class of interest) is considered for representation by the PN, if no existing conceptor is appropriate, two (2) or more receptors of the object are used to form a new conceptor to characterize the object. The new conceptor may also contain one of the existing conceptors together with one or more of the receptors.
Figure 1. Creating a Pyramidal Network

A subgraph of the pyramidal network including vertex a and all vertices from which there are paths to the vertex a is the pyramid of vertex a. The set of vertices contained in the pyramid of vertex a is referred to as subset of vertex a. The superset of vertex a is defined as a set of vertices towards which there are paths from vertex a. For example, the O-subset [1, 2, 3, & Fa] and O-superset [not defined in Figure 1] of vertex a consist of vertices that are connected with vertex a directly.

2.1.2. Algorithm of Network Formation
Depending on the applications, receptors of a pyramidal network correspond to attribute values and, therein, can be numbers, numerical intervals, as well as names of relations, properties, states, actions, objects, and classes of objects.

New information [objects] entered into the network is represented as a set of attributes values. Corresponding receptors [i.e., receptors which correspond to attributes describing the object] switch to a state of excitation. The process of excitation is propagated in the network. A conceptor switches into the state of excitation if all vertices of its O-subset are excited. Receptors and conceptors retain their state of excitation during execution of all operations connected with network building.

Assume a new object [with attributes 2, 3, 4, 5, 6, & 7] enters the network of Figure 1. Let $F_a$ be a subset of excited vertices of the O-subset of vertex a, and let $G$ be a complete set of excited vertices such that no other excited vertices exist in their supersets. New vertices are added to a network according to the following two (2) rules:

**A1.** If vertex a is not excited and $|F_a| > 1$, the arcs connecting vertices of set $F_a$ with vertex a are eliminated and a new conceptor is added to the network that is connected with vertices of set $F_a$ by entering arcs and with vertex a by outgoing arcs. The new vertex is in the state of excitation.

Rule A1 is illustrated in Figure 1 (Networks I and II). Network II appears after excitation of receptors 2, 3, 4, and 5 in situation I.

After introducing new vertices into all sections of the network where the condition of rule A1 is satisfied, rule A2 is performed.

**A2.** If $|G| > 1$, a new conceptor is added to a network, which is connected with all vertices of set $G$ by entering arcs. The new vertex is in the state of excitation. Rule A2 is illustrated in Figure 1 (Networks II and III). Network III appears after excitation in situation II of receptors 2, 3, 4, 5, 6, and 7.

In the case when sets of attribute values are descriptions of some objects (e.g., materials) conceptors formed by rule A1 represent intersections of some of these descriptions and conceptors formed by rule A2 correspond to complete descriptions.

### 2.1.3. Properties of Pyramidal

Pyramidal networks are convenient for execution of various operations of associative search. For example, it is possible to select all objects that include some combination of attribute values by tracing outgoing paths from the network vertex that corresponds to this combination. To select all objects having common attribute values with given objects it is necessary to trace outgoing paths from vertices of its pyramid. The algorithm of network
formation automatically identifies associative proximity of objects having common combinations of attribute values. All processes connected with the processing of an object description are localized in a relatively small part of a network - in the object pyramid.

An important property of pyramidal networks is their hierarchical nature which makes it possible to represent the structure of compound objects in a natural way. For example, conceptors of a network correspond to conjunctive combinations of attributes [receptors] which describe objects. If an object pyramid includes an excited vertex, then this object is connected with the class represented by this vertex. Thus, during network construction classification of objects is carried out.

Information about objects and classes of objects is represented by groups of memory elements distributed over the whole network. Certainly, the advantages of pyramidal networks can be seen best in their physical realization which permits parallel propagation of signals through the network. An important property of the network as a means for information storage is the fact that the possibility of parallel propagation of signals is combined in the network with the possibility of parallel reception of signals from sensors of a system.

Pyramidal networks in combination with methods of their construction has become a convenient tool for mass data representation in different applications.

2.2. Algorithm of Concept Formation

Let there be a growing semantic network representing a training set L. Such a network can be built by application of the algorithms of network formation for each l ∈ L. To form concepts Q_1, Q_2, ..., Q_i it is necessary to examine sequentially pyramids of all objects of the training set. In the process of this examination special vertices are chosen that should be used for recognition [note, not model generation] of objects from concept volumes. They are referred to as check vertices.

To choose check vertices two characteristics of the network vertices are used: m and k, where m is the number of objects from the volume of concept Q_i whose pyramids include the given vertex [assume a class of objects; for each conceptor in the network, m establishes the number of objects it represents in that class], and k is the number of receptors in the pyramid of this vertex [again assume a class of objects, k establishes the number of receptors it represents]. For all receptors, k = 1. When examining a pyramid the transformations described by the rules given below are performed.
Figure 2. Determining Check Vertices in a Pyramidal Network

B1. If in the pyramid of some object belonging to the volume of concept Qi the vertex having the largest kᵢ [receptors] among all vertices with the largest mᵢ [objects] is not a check vertex of concept Qi, then it is marked as a check vertex of the concept Qi.

The action of rule B1 is illustrated in Figure 2 as follows: the excitation of the pyramid of vertex 2 will result in choosing vertex 6 as a check vertex, because it has the largest k [it has two receptors, whereas vertices 12 and 13 are receptors, i.e., they have only one receptor] of all vertices having the largest mᵢ [they each have 20 objects].

B2. If the pyramid of some object from the volume of concept Qi has check vertices of other concepts which do not contain in their supersets the excited check vertices of concept Qi, for each of these supersets the vertex having the largest k among all excited vertices with the largest mᵢ is marked as a check vertex of the concept Qi.

[The check vertex for each object of a class (I) must not have a check vertex for some other class (II) in its superset; if it does, then the check vertex for the class (I) must be changed.]
According to this rule, the excitation of the pyramid of vertex 2 (Figure 3.1) results in choosing vertex 5 [instead of vertex 6] as a check vertex of concept Q (Figure 3.1).

With the help of check vertices the most typical (having the largest $m_j$) [associated with the largest number of objects in the class] combination of attributes are established as concepts. [for recognition of the class] For example, choosing vertex 8 (Figure 3.1) as a check vertex means receptors 16, 17, and 18 constitute the most typical combination of attributes associated with a particular class of objects. If at least one new check vertex appears when examining new objects of the training set, a new examination of the complete training set is carried out. The algorithm operation is completed if during the examination of the training set no new [additional] check vertex appears. [as a consequence of rule B2] A concept that arises as a result of algorithm execution is represented by some collection of check vertices.

[a concept is a collection of vertices because a concept may be comprised of multiple positive and/or negative check nodes.]

By analyzing the network it is possible to construct a description of the concept in the form of a logical expression [12-16].

2.3. Prediction of New Materials

To predict if a new material will have the desired property, its attribute description should be classified on the basis of knowledge (a concept) of [contained in] a class of materials with the same properties. After learning [training] of pyramidal networks [has been accomplished] the following classification rule is used.

An object enters into the volume of concept Q if in its pyramid there are check vertices of concept Q and there are no check vertices of any other concepts in its superset. Thus, new material with predefined properties can be classified by calculating the value of the logical expression [i.e., a collection of check vertices] that represents the corresponding concept.
Figure 3. A Pyramidal Network
Figure 4. A pyramidal net for a data set of chalcopryte compounds. The red represent check vertices of one class, the blue those of the second.

[An example of a pyramidal net with check vertices indicated for two classes is given in Figure 4. This set of 26 chalcopryte compounds contained five variables, each of whose values was arbitrarily binned to produce a small set of attribute values associated with each variable. The algorithm was applied to the data and the resulting net is that shown in the figure. By considering the check vertices, compounds that are characteristic of a class are easily identified. A new chalcopryte compound can be quickly classified by comparison with these check nodes and their contents. As described, the check vertices represent logical conjunctions and disjunctions of attributes for the classes considered, and, therefore, are representative of these chalcoprytes. We note that the net will change considerably vis a vis the check vertices when the class definitions are changed.]

2.4. Some Fundamental Characteristics of the Method

It has been proved [5,12,15,16] that the algorithm of concept formation in pyramidal networks is convergent and provides formation of the concepts dividing a training set of any complexity.

Concepts are represented by collections of check vertices or by logical expressions. It is important that the algorithm provides the possibility to include in the concept exclusive [negative] attributes that do not belong to positive objects. As a result concepts formed by the algorithm have more perfect logical structure. It simulates a more accurate prediction or diagnosis. In logical expressions exclusive attributes are represented by variables with negation.
All search operations are limited to a comparatively small section of the network that includes the pyramid of the object and vertices directly connected with it.

To understand algorithms of such sort, sometimes geometric interpretation is useful. Geometric interpretation of concept formation in pyramidal networks is given in [5,12,15,16].

A vertex having in its pyramid k receptors is represented in an n dimensional space of attributes by an (n-k) dimensional plane. Multi-dimensional planes corresponding to check vertices of concept Q are called zones of concept Q. Each concept is represented in the attribute space by an area consisting of zones of this concept. This area approximates the area of positive objects distribution.

[The reference to 'n-k' dimensional plane is intended to convey that a concept will typically be comprised of a subset of receptors. The totality of receptors is 'n', and the subset representing a vertex is always 'n-k', where 'k' represents all receptors not connected to the vertex of interest. Thus, a zone of concept Q is the collection of receptors connected to a vertex. Border zones represent receptors which are connected to multiple vertices and thus multiple concepts.]

Building an approximating area for concept Q consists of two processes:

1) a rough covering area of positive objects distribution in the attribute space by zones of concept Q (rule B1);

2) a division of so-called "border" zones, i.e., zones that contain points representing objects of different classes (rule B2).

Mathematical models of pyramidal networks are published in [15,19].
3. SPECIFICS OF KNOWLEDGE DISCOVERY PROCESS

Quality of knowledge depends on:

1) effectiveness of an algorithm of knowledge discovery;
2) representativeness of a training set (first of all, how completely does it represent "border" objects, i.e., those objects that in an attribute space are represented by points near the surface separating positive and negative areas;
3) chosen attributes.

3.1. Choice of an Attribute Set

Taking into account the dual purpose of a concept (for classification and model generation) it is necessary to include both separative and unifying attributes.

Numerous applications of the system CONFORT [20] involving concept formation using pyramidal networks have resulted in methodologies for attribute set formation. The methodologies are based on an understanding of knowledge discovery as an interactive process, each step of which focuses on the perfection [refinement] of an attribute set, as well as the knowledge that has already been revealed. If the discovered knowledge for some reason is not satisfactory (for example, ineffective for classification, diagnostics, or prediction) a researcher changes the attribute set and repeats the process. It is important that the form of knowledge representation at the system output should be convenient for the formation of decisions relative to the necessary corrections of the attribute set.

For concept formation in pyramidal networks, discovered knowledge is represented with a logical expression containing the same designations of attributes that were used in descriptions of the training set. Each conjunction contained in the logical expression is followed by a number indicating how many times it occurs in object descriptions. Similarities in output and input representations are simplified using comparisons of discovered knowledge with object descriptions, and furthermore, result in the formation of ideas concerning improvements in the attribute set.

Changes [refinements] in the attribute set involve application of the following operations:

- excluding attributes belonging to both positive and negative objects,
- unifying correlating attributes, and
- introduction of new attributes.

Appropriate choice of the attribute set allows formation of concepts of the most simple, logical structure.
3.2. Discretization of Analog Values

Methods of knowledge discovery are usually applied to attributive descriptions in which each attribute has a finite number of values. Therefore, at the stage of description formation ranges of numerical values are divided into nonintersecting subintervals, each of which corresponds to one discrete value of an attribute. An operation of discretization (binning) is fulfilled on the basis of comparison of distributions of training set objects in scales of numerical values of attributes. Subintervals with the biggest density of object distribution, as well as subintervals containing separating values of the same class, are chosen as discrete values of attributes.

[The subject of discretization is treated very briefly here. Discretization is simply the converting of a continuous, piecewise continuous range of attribute values to intervals which can be represented as discrete ranges which greatly assist in pattern association.

It is important to note that discretization may be the single most important contributant to the formation of concepts of "simple, logical structure" as referenced above.]

3.3. Processing of Uncertainty in a Training Set

A training set may contain uncertainty of the following types:

1) absence of information about a value of an object attribute;
2) vagueness of information about a value of an object attribute;
3) coincidence of object descriptions belonging to different classes.

These uncertainties are usually encountered in using a priori estimations of trustworthiness of an attribute value of an object. For example, such estimation can be the probability of belonging of an attribute value to an object. When applying this approach the main difficulty is connected with the definition of initial probabilities.

In practice, initial probabilities are often given only on the basis of voluntary, subjective opinions. Therefore, it is better to omit doubtful attributes, believing that, for a representative training set, completeness of some object descriptions should not be allowed to unduly influence the quality of some discovered knowledge.

Coincidence of object descriptions of different classes can be caused by imperfection of the attribute set. It takes place also in the case of fuzzy concepts.

[Knowing, a priori the best, most descriptive, set of unifying and separating attributes which establish, via training of pyramidal network, a class is clearly a limitation of concept formation.]
In particular, coincidence of object descriptions can be a result of excessive generalization of an attribute. If coincidence of descriptions cannot be removed by changing of an attribute set, it is necessary to exclude coincident descriptions from the training set or to use a non-deterministic method of concept formation in pyramidal networks [12]. In this non-deterministic method, objects belonging to the area of intersection of concept volumes are classified on the basis of Bayes rule.

3.4. Non-uniqueness of Representation of Discovered Regularities

Knowledge revealed on the basis of training set analysis can be represented by logical expressions. Usually a set of attribute descriptions can be represented by more than one logical expression. Methods of knowledge discovery may be compared on the basis of the formed logical expressions reflecting the quality of the revealed knowledge. [ - but the - ] Desire to form the best logical expression should be balanced by the understanding that the main factor influencing concept quality is representiveness of the training set.

The method of concept formation in pyramidal networks belongs to a class of methods where the formed logical expressions depend on the order in which training set objects are examined. In methods of this type, it is very important to conserve the quality of discovered knowledge when changing the order of a training set examination. Differences in logical expressions are not so important if the expressions are equally effective in application, i.e., classification, diagnostics, and prognostication.

Pyramidal networks, to a large degree, conserve knowledge quality, in spite of changes in the order of object examination, because at each step of concept formation the prior concept is corrected to provide accuracy of classification of the object under consideration. The effect of knowledge quality conservation in spite of changes in the order of training set object examination is a consequence of the algorithms used for adaptation or corrective actions to situations that appear at intermediate stages of training set processing.
4. CONCLUSION AND PROPOSALS

The merits of pyramidal networks for discovery of complicated regularities in large scale datasets are as follows:

- use of a special data structure (pyramidal network) providing simplification of search operations;
- knowledge representation using attributes of negative objects that provides discovery of more general regularities.

Success of knowledge discovery and prognostication depends on the selected attribute set, in particular, on the selection of interval attributes in numerical scales [discretization]. It is important to address the problem of discretization. In the process of further development of the CONFOR system it is necessary:

- to replace existing data input facilities with an inter-application tabular (spreadsheet) input;
- to add in the program "Search for combinations" the possibilities: 1) to output revealed combinations of attribute values in the order according to the number of their occurrence in the training set; and 2) to output names of objects that contain the revealed combination;
- to print the network picture;
- to supply the system [CONFOR] with a mode of learning on the basis of additional data;
- to organize an 'interrupt' capability in learning and recognition modes;
- to output the logical expression together with the dictionary (for convenience in testing correspondence between bins and their names in a logical expression);
- to form object descriptions using [more natural language] descriptions of their compounds.

It is quite important to create methods and program tools for designing technologies of new materials synthesis methods in cases where a training set is not sufficient. This is a very promising trend in the development of computer technologies of new materials design. It is also expedient [of entrepreneurial interest] to organize an international service for supplying scientific and industrial organizations with predictions of new materials synthesis.
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