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1. Introduction

The family of exponential distributions has fundamental meaning in reliability theory, survival analysis and general in the area of life time distributions. For an overview and more details we refer to Johnson, Kotz and Balakrishnan (1994) and Balakrishnan and Basu (1995). We consider \( k \) independent exponential populations \( \pi_1, \ldots, \pi_k \) with expectations \( \theta_1, \ldots, \theta_k \) which are unknown. Let there be a control value \( \theta_0 \). Each population \( \pi_i \) is called good if \( \theta_i \geq \theta_0 \) and bad otherwise. We study the problem of finding all good populations. This is a typical subset selection problem, see Gupta and Panchapakesan (1985). We assume that the \( \theta_i \) are random and distributed according to the unknown distribution \( G_i \). Then for a given loss function the best selection rule, being the Bayes selection rule, depends on the unknown \( G_i \). We suppose that historical data are available and can be included in the decision rule. This is the empirical Bayes approach due to Robbins (1956). Empirical Bayes methods have been applied in different areas of statistics. Deely (1965) constructed empirical Bayes subset selection procedures. In a series of papers Gupta and Liang (1988, 1994) and Gupta, Liang and Rau (1994a, 1994b) have studied different selection procedures using empirical Bayes approach.

Assume \( Y \) are the actual data based on which we wish to make a decision. Then the optimal decision \( d_G \) depends on the unknown joint distribution \( G = \prod \limits_{i=1}^{k} G_i \) of \( \theta = (\theta_1, \ldots, \theta_k) \). The central idea of the empirical Bayes approach is the construction of a good decision rule \( d_n^* \) on the basis of historical data \( Y_n \). The quality of \( d_n^* \) is then characterized by the non-negative random regret risk \( R_n^* = R(d_n^*, G) - R(d_G, G) \). The aim of the above mentioned papers dealing with empirical Bayes methods was to construct suitable decision rules \( d_n^* \) and to evaluate the non-random regret risk \( \mathbb{E}R_n^* \). The main goal of these papers was to prove the convergence of \( \mathbb{E}R_n^* \) to zero with a certain rate. Gupta and Liang (1996) constructed for the problem of selecting good exponential populations a selection rule \( d_n^* \) and proved \( \mathbb{E}R_n^* = O(n^{-\lambda/2}) \) with same \( 0 < \lambda \leq 2 \).

The natural question is whether there exist other selection procedures which are possibly better in asymptotic sense. But if \( \mathbb{E}R_n^* = O(n^{-1}) \) then a comparison with another
sequence $d_n$ of selection rules would lead to the constants
\[
\lim_{n \to \infty} n \mathbb{E}[R(d_n^*, G) - R(d_G, G)]
\]
\[
\lim_{n \to \infty} n \mathbb{E}[R(d_n, G) - R(d_G, G)]
\]
which have to be calculated and compared. At least two reasons are against this argument. Even if the stochastic order of $R_n^*$ is $O_P(\frac{1}{n})$, the regret risk $\mathbb{E}R_n^*$ may not have the order $O(\frac{1}{n})$ as the values of $R_n^*$ can be large on some events with probability tending to zero. As these events do not occur in most cases, the random regret risk better reflects the situation in which the empirical Bayes methods are applied. These methods behave better than indicated by the order of the regret risk $\mathbb{E}R_n^*$. The situation is comparable with the asymptotic theory of parameter estimation where different types of estimators are compared by the limit distribution of $\sqrt{n}(\hat{\theta}_n - \theta_0)$ and in general not by a direct evaluation of the variance of $\hat{\theta}_n$. A second more technical argument is that \( \lim_{n \to \infty} n \mathbb{E}[R(d_n^*, G) - R(d_G, G)] \) can be calculated only in very special situations. So, in this paper we study distributions instead of expectations. A new selection rule $\hat{d}_n$ for the problem of selecting a good exponential distribution is introduced by a modification of the Gupta, Liang rule (1996). We show
\[
n[R(\hat{d}_n, G) - R(d_G, G)]
\]
converges in distributions to a linear combination of independent $\chi^2$—distributed random variables each with one degree of freedom. The coefficients in the linear combination are explicitly calculated. The main idea for the new selection rule is the fact that the construction of the optimal selection rule $d_G$ needs only the value of a unique zero $\eta_{i0}$ of some function $H_i$ which depends on $G_i$. The main part of this paper is the construction of a suitable estimator $\hat{\eta}_{in}$ for $\eta_{i0}$ and the proof of a limit theorem for $\sqrt{n}(\hat{\eta}_{in} - \eta_{i0})$.

2. Formulation of the Selection Problem

Consider $k$ independent exponential populations $\pi_1, \ldots, \pi_k$ which we assumed to have the density functions $h(x_i|\theta_i) = I(x_i \geq 0) \frac{1}{\theta_i} \exp\{-\frac{x_i}{\theta_i}\}$, $i = 1, \ldots, k$, where $\theta = (\theta_1, \ldots, \theta_k) \in \Omega = (0, \infty)^k$ and $I(A)$ is the indicator function of the set $A$. Given a standard value $\theta_0 > 0$ we call a population $\pi_j$ good if $\theta_j \geq \theta_0$. Our aim is to select all good populations. Therefore the decision space is $D = \{0, 1\}^k = \{(a_1, \ldots, a_k) : a_i \in \{0, 1\}\}$ and $\pi_i$ is
selected if and only if \( a_i = 1 \). Similar as in Gupta, Liang (1996), Gupta, Liang (1994) we use the loss function
\[
L(\theta, a) = \sum_{i=1}^{k} \ell(\theta_i, a_i)
\]
where
\[
\ell(\theta_i, a_i) = a_i \theta_i (\theta_0 - \theta_i) I(0 < \theta_i < \theta_0) + (1 - a_i) \theta_i (\theta_i - \theta_0) I(\theta_0 \leq \theta_i)
\]
By a selection rule \( d = (a_1, \ldots, a_k) \) we shall mean a measurable mapping of the sample space \( \mathcal{Y} = (0, \infty)^k \) into the decision space \( D \). If we have a measurement \( Y_i \) from each population \( \pi_i \) then the risk of the selection rule \( d \) is given by
\[
R(\theta, d) = \mathbb{E}L(\theta, d(Y))
\]
where \( Y = (Y_1, \ldots, Y_k) \). In terms of densities the risk \( R(\theta, d) \) is also given by
\[
R(\theta, d) = \int L(\theta, d(y)) h(y, \theta) dy
\]
where \( h(y|\theta) = \prod_{i=1}^{k} h(y_i|\theta_i) \) and \( dy = dy_1, \ldots dy_k \).

Using the loss function (2.1) we get
\[
(2.1) \quad R(\theta, d) = \sum_{i=1}^{k} \mathbb{E} \ell(\theta_i, q_i(Y_i))
\]
where
\[
(2.2) \quad q_i(y_i) = \mathbb{E} a_i (Y_1, \ldots, Y_{i-1}, y_i, Y_{i+1}, \ldots, Y_k)
\]
The formula (2.1) shows that due to the special structure of the loss function we may restrict ourselves to randomized decisions \( q_i \) which depend on the data of \( \pi_i \) only. Further
\[
(2.3) \quad \mathbb{E} \ell(\theta_i, q_i(Y_i)) = \int_{0}^{\infty} q_i(y_i)(\theta_0 - \theta_i) e^{-\frac{y_i}{\theta_i}} dy_i + C_i(\theta_i)
\]
where \( C_i(\theta_i) = \theta_i (\theta_i - \theta_0) I(\theta_i \geq \theta_0) \). As we will apply the Bayes and the empirical Bayes approach to the selection problem we assume that the \( \theta_i \) are realizations of independent random variables \( \Theta_i \). The \( \Theta_i \) are assumed to take values in \((0, \infty)\) and have distribution
$G_{i}$. The distribution $G$ of the random vector $\Theta = (\Theta_1, \ldots, \Theta_k)$ is then the product of the $G_{i}$. Furthermore $h(y|\Theta)$ is the conditional density of $Y$ given $\Theta = \theta$.

We suppose

\[ (2.4) \quad \int_0^\infty \theta_i^2 \, dG_i(\theta_i) < \infty, \ i = 1, \ldots, k \]

Then the Bayes risk is finite and given by

\[ R(G, d) = \mathbb{E}L(\Theta), d(Y) \]

Using (2.3) we get

\[ R(G, d) = \sum_{i=1}^{k} \int_0^\infty \int_0^\infty q_i(y_i)(\theta_0 - \theta_i)e^{-\frac{y_i}{\theta_i}} \, dG_i(\theta_i) dy_i + \gamma_i \]

where

\[ \gamma_i = \int_0^\infty \theta_i(\theta_i - \theta_0)dG_i(\theta_i). \]

As in Gupta, Liang (1996) one obtains by integration by parts

\[ (\theta_0 - \theta_i)e^{-\frac{y_i}{\theta_i}} = \int_{y_i}^{\infty} (\theta_0 + y_i - t_i) \frac{1}{\theta_i}e^{-\frac{t_i}{\theta_i}} dt_i \]

and

\[ \int_0^\infty (\theta_0 - \theta_i)e^{-\frac{y_i}{\theta_i}} dG_i(\theta_i) = \theta_0 \psi_1(y_i) - \psi_2(y_i) \]

where

\[ (2.5) \quad \psi_1(y_i) = \int_0^\infty e^{-\frac{y_i}{\theta_i}} dG_i(\theta_i), \]

\[ = \int_0^\infty \int_{y_i}^{\infty} \frac{1}{\theta_i}e^{-\frac{t_i}{\theta_i}} dt_i \, dG_i(\theta_i) = \mathbb{E}(Y_i > y_i) \]

and

\[ (2.6) \quad \psi_2(y_i) = \int_0^\infty \theta_i e^{-\frac{y_i}{\theta_i}} dG_i(\theta_i), \]

\[ = \int_0^\infty \int_{y_i}^{\infty} (t_i - y_i) \frac{1}{\theta_i}e^{-\frac{t_i}{\theta_i}} dt_i dG_i(\theta_i) \]

\[ = \mathbb{E}(Y_i - y_i) I(Y_i > y_i) \]
Using these relations we obtain
\[ R(G, d) = \sum_{i=1}^{k} \int_{0}^{\infty} (\theta_0 \psi_{i1}(y_i) - \psi_{i2}(y_i)) q_i(y_i) dy_i + \gamma_i \]
where \( \gamma_i \) is independent of the selection procedure. This shows that \( \inf_d R(G, d) \) is attained by the selection rule \( d^0 = (d^0_1, \ldots, d^0_k) \) where
\[
(2.7) \quad d^0_i(y_i) = \begin{cases} 
1 & \text{if } \theta_0 \psi_{i1}(y_i) \leq \psi_{i2}(y_i) \\
0 & \text{otherwise}
\end{cases}
\]
If \( G_i \) is nondegenerate then \( \frac{\psi_{i2}}{\psi_{i1}} \) is strictly increasing. This means that the zero \( \eta_{i0} \) of \( \theta_0 \psi_{i1} - \psi_{i2} \), if there is any, is uniquely determined. To apply the selection rule \( d^0 \) we have to know the \( \eta_{i0} \). But the \( \psi_{i1}, \psi_{i2} \) as well as \( \eta_{i0} \) include the unknown prior distribution. Otherwise the unknown \( \psi_{i1}, \psi_{i2} \) are the expectation of some functions of the observable data \( Y_i \). This is the key to apply empirical Bayes methods. Assume we have data from the past which can be taken into consideration. More precisely let \( Y_{i1}, \ldots, Y_{in}, i = 1, \ldots, k \) be \( n \) i.i.d. random variables with density
\[
(2.8) \quad f_i(y_i) = \int_{0}^{\infty} \frac{1}{\theta_i} e^{-\frac{y_i}{\theta_i}} dG_i(\theta_i)
\]
The relations (2.5) and (2.6) show that
\[
(2.8) \quad \hat{H}_{in}(y) = \frac{1}{n} \sum_{\ell=1}^{n}(\theta_0 + y - Y_{i\ell})I(Y_{i\ell} > y)
\]
is an unbiased and consistent estimator for the unknown function \( H_i(y) = \theta_0 \psi_{i1}(y) - \psi_{i2}(y) \). Using this fact Gupta and Liang (1996) introduced an empirical Bayes selection procedure \( d^* \) by setting
\[
(2.9) \quad d^*_i(y_i) = \begin{cases} 
1 & \text{if } \hat{H}_{in}(y_i) \leq 0 \\
0 & \text{otherwise}
\end{cases}
\]
3. Results

The Bayes risk of the empirical Bayes selection procedure \( d^*_n \) is
\[
R(G, d^*_n) = \mathbb{E} \sum_{i=1}^{k} \int_{0}^{\infty} d^*_i(y_i)[\theta_0 \psi_{i1}(y_i) - \psi_{i2}(y_i)] dy_i + \gamma_i
\]
The regret risk of the selection procedure is then given by

\[ R(G, d_n^*) - R(G, d_0^0) = \mathbb{E} \sum_{i=1}^{k} \int_{0}^{\infty} [I(\hat{H}_{in}(y_i) \leq 0) - I(H_i(y_i) \leq 0)] H_i(y_i) dy_i \]

Gupta and Liang (1996) studied the rate of convergence to zero of the above nonnegative difference and proved

\[ R(G, d_n^*) - R(G, d_0^0) = O(n^{-\frac{3}{5}}) \text{ for some } 0 < \lambda \leq 2. \]

In this paper we will study the random part of the regret risk. We will not directly deal with the decision rule \( d_n^* \). According to (2.7) the essential part of the optimal selection rule \( d_i^0 \) is the zero \( \eta_{i0} \) of the function \( H_i(y) = \theta_0 \psi_{i1}(y) - \psi_{i2}(y) \). The function \( \frac{\psi_{i2}}{\psi_{i1}} \) is strictly increasing if \( G_i \) is non-degenerated. To guarantee that \( H_i \) has a zero we use the following Assumption A which was already introduced in Gupta, Liang (1996).

**Assumption A:** It holds \( \lim_{y \to 0} \frac{\psi_{i2}(y)}{\psi_{i1}(y)} < \theta_0 < \lim_{y \to \infty} \frac{\psi_{i2}(y)}{\psi_{i1}(y)} \).

If Assumption A is fulfilled and \( \eta_{i0} \) is the uniquely determined zero of \( H_i \) then

\[ H_i(y) > 0 \text{ for } y < \eta_{i0} \text{ and } H_i(y) < 0 \text{ for } y > \eta_{i0}. \]

We will construct a consistent estimator \( \hat{\eta}_{in} \) for \( \eta_{i0} \) and set

\[ \hat{d}_{in}(y_i) = \begin{cases} 1 & y_i \geq \hat{\eta}_{in} \\ 0 & \text{otherwise} \end{cases} \]

Put

\[ M_i(y) = \int_{0}^{y} H_i(t) dt \]

Then the regret risk of \( \hat{d}_n = (\hat{d}_{n1}, \ldots, \hat{d}_{nk}) \) is

\[ \mathbb{E} \sum_{i=1}^{k} [M_i(\eta_{i0}) - M_i(\hat{\eta}_{in})] = \mathbb{E} R_n \]

where \( R_n = \sum_{i=1}^{k} [M_i(\eta_{in} - M_i(\hat{\eta}_{i0})) \text{ is the random regret risk}. \) To prove a limit theorem for the random regret risk \( R_n \) we need at first a \( \sqrt{n} \)-consistent estimator \( \hat{\eta}_{in} \) for \( \eta_{i0} \).

As the functions \( \hat{H}_{in}(y_i) \) are discontinuous the estimator for the zero of \( H_i \) can not be
directly introduced as a zero of $\hat{H}_{in}(y_i)$ as the existence of such zeroes is unclear. To get a continuous function we integrate $\hat{H}_{in}$ and set

$$M_{in}(y_i) = \int_0^{y_i} \hat{H}_{in}(s) ds$$

As $\hat{H}_{in}(s)$ vanishes for all sufficiently large $s$ we see that $M_{in}(y_i)$ is constant for all sufficiently large $y_i$. Taking into account the continuity of $M_{in}$ we get the existence of at least one maximum point, say $\hat{\eta}_{in}$. From the law of large numbers we get that $\hat{H}_{in}(s) \xrightarrow{P} H_i(s)$ and $\hat{M}_{in}(y) \xrightarrow{P} M_i(y)$, where $\xrightarrow{P}$ denotes stochastic convergence. From the inclusion

$$\{ | \hat{\eta}_{in} - \eta_{i0} | \geq \epsilon \} \subseteq \{ \sup_{|y-\eta_{i0}| \geq \epsilon} M_{in}(y) \geq \hat{M}_{in}(\eta_{i0}) \}$$

one can see that in case of a unique maximum of $M_i$ at $\eta_{i0}$ and a uniform law of large numbers, i.e.

$$\sup_y | \hat{M}_{in}(y) - M_i(y) | \xrightarrow{P} 0$$

the $\hat{\eta}_{in}$ will converge to $\eta_{i0}$. Starting with Wald (1949) this concept to prove consistency of estimators defined by minimization or maximization procedures have been used by many authors (see Pfanzagl (1969), Liese, Vajda (1994), van der Vaart, Wellner (1996) and the references there).

**Theorem 1:** Suppose $G_i$ is nondegenerate and (2.4) holds. Suppose Assumption A is fulfilled and $\hat{\eta}_{in} \in \text{argmax } \hat{M}_{in}$, where $\hat{M}_{in}$ and $\hat{H}_{in}$ are defined in (3.3) and (2.8), respectively. Then

$$\hat{\eta}_{in} \xrightarrow{P} \eta_{i0}$$

where $\eta_{i0}$ is the uniquely determined zero of $H_i(y) = \theta_0 \psi_{i1}(y) - \psi_{i2}(y)$.

The traditional way to prove asymptotic normality of estimators defined by a minimization procedure is to get an equation for this estimator by taking the derivative. The next step is a linearization of the obtained equation by Taylor expansion. This approach fails in our situation as the function $M_{in}$ is not differentiable. But the one sided derivatives exist. The derivative from the right $D^+ \hat{M}_{in}(y_i)$ exists for every $y_i \geq 0$ and the derivative from the left $D^- \hat{M}_{in}(y_i)$ exists for every $y_i > 0$. If $\hat{\eta}_{in}$ is a maximum point of $\hat{M}_{in}$ we get

$$D^+ \hat{M}_{in}(\hat{\eta}_{in}) = \frac{1}{n} \sum_{\ell=1}^n (\theta_0 + \hat{\eta}_{i1} - Y_{i\ell}) I(Y_{i\ell} > \hat{\eta}_{in})$$

$$= \hat{H}_{in}(\hat{\eta}_{in}) \leq 0$$
and for $\hat{\eta}_{in} > 0$

$$D^-M_{in}(\hat{\eta}_{in}) = \frac{1}{n} \sum_{t=1}^{n}(\theta + (\hat{\eta}_{in} - Y_{it})I(Y_{it} \geq \hat{\eta}_{in})$$

$$= \hat{H}_{in}(\hat{\eta}_{in} - 0) \geq 0$$

Note that

$$D^+M_{in}(\hat{\eta}_{in}) = \frac{1}{n} \sum_{t=1}^{n} I(Y_{it} = \hat{\eta}_{in})$$

(3.5)

If the $Y_{it}$ have continuous distributions then with probability one at most one term in the sum of the right hand side of (3.5) is nonzero. Denote by $Y_{i(1)} < Y_{i(2)} < \ldots < Y_{i(n)}$ the order statistics. If $\hat{\eta}_{in} = Y_{i(r-1)}$ then for $Y_{i(r-1)} < y < Y_{i(r)}$

$$D^+M_{in}(y) = \frac{1}{n} \sum_{t=1}^{n}(\theta + y - Y_{it})I(Y_{it} > y)$$

$$= \frac{1}{n} \sum_{t=r}^{n}(\theta + y - Y_{i(t)})$$

$$> \frac{1}{n} \sum_{t=r}^{n}(\theta + Y_{i(r-1)} - Y_{i(t)})$$

$$\geq D^+M_{in}(Y_{i(r-1)}) \geq 0$$

which contradicts the maximum property of $\hat{\eta}_{in}$. Hence on the event $\{\hat{\eta}_{in} > 0\}$ the right hand term in (3.5) is a.s. zero. Consequently

(3.6)

$$\hat{H}_{in}(\hat{\eta}_{in})I(\hat{\eta}_{in} > 0) = 0 \text{ a.s.}$$

The function $\hat{H}_{in}(y)$ is discontinuous. This excludes a linearization of (3.6) by Taylor expansion. But for large $n$ we have $\hat{H}_{in}(y) \approx \mathbb{E}\hat{H}_{i1} = \theta_0 \psi_{i1}(y) - \psi_{i2}(y)$. As $\theta_0 \psi_{i1}(y) - \psi_{i2}(y)$ is smooth we will be able to derive an asymptotic linearization. The idea of an asymptotic linearization goes back to Pollard (1990) and was systematically used in Jurečkova and Sen (1996) to deal with regression models.

Denote by the variance of the r.v. $X$ by $V(X)$. Using integration by parts one can show that (2.4) implies $EY_i^2 < \infty$. We set

(3.7)

$$\sigma_{i0}^2 = V((\theta_0 + \eta_{i0} - Y_{it})I(Y_{it} \geq \eta_{i0}))$$
Denote by \( N(\mu, \sigma^2) \) the distribution with expectation \( \mu \) and variance \( \sigma^2 \).

**Theorem 2:** Assume the conditions in Theorem 1 are fulfilled and it holds

\[
(3.8) \quad b_i = -[\theta_0 \psi_{i1}(\eta_{i0}) - \psi_{i2}(\eta_{i0})] > 0
\]

then

\[
\sqrt{n}(\hat{\eta}_{in} - \eta_{i0}) \xrightarrow{d} N(0, \sigma_{i0}^2/b_i^2)
\]

where \( \xrightarrow{d} \) denotes convergence in distributions.

Now we apply Theorem 2 to evaluate the random part \( R_n \) in the regret risk \( ER_n \). It holds

\[
R_n = \sum_{i=1}^{k} [M_i(\eta_{i0}) - M_i(\hat{\eta}_{in})]
\]

Note that \( M'_i(\eta_{i0}) = 0 \) and by assumption (3.8) \( -M''_i(\eta_{i0}) = -H'_1(\eta_{i0}) = b_i > 0 \). Hence by Theorem 2

\[
(3.9) \quad nR_n = \sum_{i=1}^{k} \frac{n}{2} (\hat{\eta}_{in} - \eta_{i0})^2 [b_i + o_P(1)]
\]

Let \( \mathcal{L}(X) \) denote the distribution of the random variables \( X \). We denote by \( \chi_1^2, \ldots, \chi_k^2 \) i.i.d. random variables whose common distribution is a \( \chi^2 \) distribution with one degree of freedom. Then we get from (3.9) Theorem 2 and the Slutzky theorem the following result.

**Theorem 3:** If the assumptions in Theorem 2 are fulfilled, \( \hat{a}_{in} \) is defined in (3.1) and

\[
R_n = \sum_{i=1}^{k} \int_{0}^{\infty} \hat{a}_{in}(y_i) H_i(y_i) dy_i - \sum_{i=1}^{k} \int_{0}^{\infty} a'_i(y_i) H_i(y_i) dy_i
\]

is the random part in the regret risk (3.2), then

\[
nR_n \xrightarrow{n \to \infty} \mathcal{L}\left( \sum_{i=1}^{k} \frac{\sigma_{i0}^2}{2b_i} \chi_i^2 \right)
\]
4. Proofs:

As \( G_i \) is nondegenerate, the function \( \frac{\psi_{i2}}{\psi_{i1}} \) continuous and is strictly increasing. Hence by Assumption A the function \( H_i(y) \) has a uniquely determined zero \( \eta_{i0} \) and the following holds
\[
H_i(y) > 0 \text{ for } y < \eta_{i0} \text{ and } H_i(y) < 0 \text{ for } y > \eta_{i0}
\]
Consequently
\[
M_i(y) = \int_0^y H_i(s)ds
\]
has a uniquely determined maximum of \( y = \eta_{i0} \). If we know that \( \hat{M}_{in} \) converges uniformly to \( M_i \) then we will expect that the maximum points of \( \hat{M}_{in} \) being the \( \hat{\eta}_{in} \) will tend to the minimum point \( \eta_{i0} \) of \( M_i \). More precisely
\[
\{|\hat{\eta}_{in} - \eta_{i0}| > \epsilon\} \subseteq \{\sup_{y:|y-\eta_{i0}|>\epsilon} \hat{M}_{in}(y) \geq \hat{M}_{in}(\eta_{i0})\}
\]
(4.1)
\[
\subseteq \{\sup_{y:|y-\eta_{i0}|>\epsilon} (\hat{M}_{in}(y) - \hat{M}_{in}(\eta_{i0})) \geq 0\}
\]
Also
\[
\sup_{y:|y-\eta_{i0}|>\epsilon} (\hat{M}_{in}(y) - \hat{M}_{in}(\eta_{i0})) \leq \sup_{y:|y-\eta_{i0}|>\epsilon} (M_i(y) - M_i(\eta_{i0})) + 2 \sup_{0 \leq y < \infty} |\hat{M}_{in}(y) - M_i(y)|
\]
We set
\[
\delta_{\epsilon} = \sup_{y:|y-\eta_{i0}|>\epsilon} (M_i(\eta_{i0}) - M_i(y))
\]
and note that \( \delta_{\epsilon} > 0 \) as \( M_i \) is strictly increasing for \( y < \eta_{i0} \) and strictly decreasing for \( y > \eta_{i0} \). The inclusion (4.1) implies
\[
\{|\hat{\eta}_{in} - \eta_{i0}| > \epsilon\} \subseteq \{\sup_{0 \leq y < \infty} |\hat{M}_{in}(y) - M_i(y)| > \frac{1}{2}\delta_{\epsilon}\}
\]
which shows that a uniform law of large numbers implies the consistency of \( \hat{\eta}_{in} \).

**Lemma 1.** Assume \( G_i \) is nondegenerate and it holds (2.4) and Assumption A. If \( \hat{M}_{in} \) is defined by (3.3) and \( \hat{\eta}_{in} = \arg\max \hat{M}_{in} \) then
\[
\hat{\eta}_{in} \xrightarrow{d} \eta_{i0} \quad \text{as } n \to \infty
\]
Proof: Note that

$$\widehat{M}_{in}(y) = \int_{0}^{y} \widehat{M}_{in}(s)ds$$

(4.4)

$$= \int_{0}^{y} \frac{1}{n} \sum_{\ell=1}^{n} (\theta_0 + s - Y_{i\ell}) I(Y_{i\ell} > s)ds$$

$$= \frac{1}{n} \sum_{\ell=1}^{n} (Y_{i\ell} \wedge y)(\theta_0 - Y_{i\ell} + \frac{1}{2}(Y_{i\ell} \wedge y))$$

where $Y_{i\ell} \wedge y = \min(Y_{i\ell}, y)$. Consequently

$$\widehat{M}_{in}(\infty) = \lim_{y \to \infty} \widehat{M}_{in}(y)$$

$$= \frac{1}{n} \sum_{\ell=1}^{n} Y_{i\ell}(\theta_0 - \frac{1}{2}Y_{i\ell})$$

and

$$\mathbb{E} \sup_{T \leq y < \infty} |\widehat{M}_{in}(y) - \widehat{M}_{in}(\infty)| \leq$$

$$\frac{1}{n} \sum_{\ell=1}^{n} \left[ \mathbb{E} \sup_{T \leq y < \infty} \theta_0|Y_{i\ell} \wedge y - Y_{i\ell}| + \mathbb{E} \sup_{T \leq y < \infty} Y_{i\ell}|(Y_{i\ell} \wedge y) - Y_{i\ell}| + \mathbb{E} \sup_{T \leq y < \infty} \frac{1}{2} |(Y_{i\ell} \wedge y)^2 - Y_{i\ell}^2| \right]$$

$$\leq \frac{1}{n} \sum_{\ell=1}^{n} \left[ \mathbb{E} \theta_0(Y_{i\ell} - T)I(Y_{i\ell} \geq T) + \mathbb{E} Y_{i\ell}(Y_{i\ell} - T)I(Y_{i\ell} \geq T) + \frac{1}{2} \mathbb{E}(Y_{i\ell}^2 - T^2)I(Y_{i\ell} \geq T) \right]$$

(4.5)

$$= \theta_0 \mathbb{E}(Y_{i1} - T)I(Y_{i1} \geq T) + \mathbb{E}Y_{i1}(Y_{i1} - T)I(Y_{i1} \geq T)$$

$$+ \frac{1}{2} \mathbb{E}(Y_{i1}^2 - T^2)I(Y_{i1} \geq T)$$

The assumption (2.4) implies $\mathbb{E}Y_{in}^2 < \infty$ and the theorem of Lebesgue yields that

(4.6) $$\lim_{T \to \infty} \mathbb{E} \sup_{T \leq y < \infty} |\widehat{M}_{in}(y) - \widehat{M}_{in}(\infty)| = \lim_{T \to \infty} \Delta_T = 0$$
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Now we study $\hat{M}_{in}(y)$ for $0 \leq y \leq T$ where $T > 0$ is fixed. It holds

$$|\hat{M}_{in}(y + h) - \hat{M}_{in}(y)| = |\int_{y}^{y+h} \hat{M}_{in}(s)ds|$$

$$\leq \int_{y}^{y+h} \frac{1}{n} \sum_{\ell=1}^{n} |\theta_{0} + s - Y_{i\ell}|I(Y_{i\ell} \geq s)ds$$

$$\leq h \frac{1}{n} \sum_{\ell=1}^{n} (\theta_{0} + (Y_{i\ell} + h) + Y_{i\ell})$$

Hence

$$(4.7) \quad \mathbb{E} \sup_{y,h:0 \leq y \leq y+h \leq T} |\hat{M}_{in}(y + h) - \hat{M}_{in}(y)| \leq h(\theta_{0} + h) + h\mathbb{E}Y_{in}$$

For any function $f : [0,T] \rightarrow (-\infty, +\infty)$ we denote by $\omega_{f}(h)$ the modul of continuity defined by

$$\omega_{f,T}(h) = \sup_{y,h:0 \leq y \leq y+h \leq T} |f(y + h) - f(y)|$$

Then for every $n = 1, 2, \ldots$

$$\sup_{0 \leq y \leq T} |\hat{M}_{in}(y) - M(y)| \leq \max_{0 \leq k \leq m} |\hat{M}_{in}(\frac{T_{k}}{m}) - M_{i}(\frac{T_{k}}{m})|$$

$$+ \omega_{\hat{M}_{in},T}(\frac{T}{m}) + \omega_{M_{i},T}(\frac{T}{m})$$

Hence

$$(4.8) \quad \mathbb{E} \sup_{0 \leq y \leq T} |\hat{M}_{in}(y) - M_{i}(y)| \leq \sum_{k=0}^{m} \mathbb{E} |\hat{M}_{in}(\frac{T_{k}}{w}) - M_{i}(\frac{T_{k}}{w})|$$

$$+ \mathbb{E} \omega_{\hat{M}_{in},T}(\frac{T}{m}) + \mathbb{E} \omega_{M_{i},T}(\frac{T}{m})$$
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and by (4.7), (4.8)

$$
\mathbb{E} \sup_{0 \leq y \leq \infty} | \overline{M}_{in}(y) - M_i(y) | \leq \mathbb{E} \sup_{0 \leq y \leq T} | \overline{M}_{in}(y) - M_i(y) | \\
+ \mathbb{E} \sup_{T \leq y < \infty} | \overline{M}_{in}(y) - \overline{M}_{in}(\infty) | \\
+ \mathbb{E} | \overline{M}_{in}(\infty) - M_i(\infty) | \\
+ \sup_{T \leq y < \infty} |M_i(y) - M_i(\infty)) | \\
\leq \sum_{k=0}^{m} \mathbb{E} | \overline{M}_{in}(\frac{T_k}{m}) - M_i(\frac{T_k}{m}) | \\
+ \frac{T}{m} (\theta_0 + \frac{T}{m}) + \frac{T}{m} \mathbb{E} Y_{in} \\
\omega_{M_i,T}(\frac{T}{m}) + \Delta T + \mathbb{E} | \overline{M}_{in}(\infty) - M_i(\infty) |
$$

Given $\alpha > 0$ we may choose $T_0$ such that by (4.6)

$$(4.9) \quad \Delta T_0 < \frac{\alpha}{3}$$

Then we fix $m_0$ such that

$$(4.10) \quad \frac{T_0}{m_0} (\theta_0 + \frac{T_0}{m_0}) + \frac{T_0}{m_0} \mathbb{E} Y_{in} + \omega_{M_i,T_0}(\frac{T_0}{m_0}) < \frac{\alpha}{3}$$

Here we have used that $M_i$ is uniformly continuous on $[0, T_0]$. By the law of large numbers we find $n_0$ such that for every $n > n_0$

$$(4.11) \quad \sum_{k=0}^{m_0} \mathbb{E} | \overline{M}_{in}(\frac{T_0 k}{m_0}) - M_i(\frac{T_0 k}{m_0}) | + \mathbb{E} | \overline{M}_{in}(\infty) - M_i(\infty) | < \frac{\alpha}{3}$$

The combination of (4.9), (4.10), (4.11) yields

$$\mathbb{E} \sup_{0 \leq y < \infty} | \overline{M}_{in}(y) - M_i(y) | < \alpha$$

for every $n > n_0$. This yields

$$P(\{ \sup_{0 \leq y < \infty} | \overline{M}_{in}(y) - M_i(y) | > \frac{1}{2} \delta \}) \xrightarrow{n \to \infty} 0$$
which implies the consistency of $\hat{\eta}_{in}$ in view of (4.3).

The classical method to deal with consistent estimators which fulfill an equation is the linearization of the equation by Taylor expansion. However this technique is not applicable to (3.6) as the corresponding functions are not differentiable. They are even not continuous. We will use another approach and derive a more implicit representation by a stochastic process. To prepare this representation of $\hat{\eta}_{in}$ we need some technical lemmas. The first is the result of straightforward calculations.

**Lemma 2:** Let $(U_i, V_i), i = 1, \ldots, n$ be i.i.d. random vectors with $EU_i^2 < \infty, EV_i^2 < \infty$ and $EU_i = EV_i = 0$. Then

\[
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} U_k)^2 \left( \frac{1}{\sqrt{n}} \sum_{\ell=1}^{n} V_{\ell} \right)^2 = \frac{1}{n^2} \sum_{k \neq \ell} (EU_{k}^2)(EV_{\ell}^2) \\
+ 2 \sum_{k \neq \ell} (E(U_k V_k)(EU_{\ell} V_{\ell})) + \frac{1}{n^2} \sum_{\ell=1}^{n} EU_{\ell}^2 V_{\ell}^2 \\
\leq \frac{3(n-1)}{n} (EU_1^2)(EV_1^2) + \frac{1}{n} EU_1^2 V_1^2
\]

Set

\[
A_{ij}(s) = (\theta_0 + s - Y_{ij})I(Y_{ij} > s)
\]

We fix $0 < a < b < \infty$ and consider the stochastic processes $A_{ij}(s)$ in $[a, b]$. It holds for $a < s < t < b$

\[
A_{ij}(t) - A_{ij}(s) = (Y_{ij} - \theta_0 - s)I(s < Y_{ij} \leq t) + (t - s)I(Y_{ij} > t)
\]

Hence by $(\alpha + \beta)^2 \leq 2(\alpha^2 + \beta^2)$

\[
E[(A_{ij}(t) - EA_{ij}(t)) - (A_{ij}(s) - EA_{ij}(s))]^2 \leq E(A_{ij}(t) - A_{ij}(s))^2 \\
\leq 2[\theta_0 + 2b]^2(F_i(t) - F_i(s)) + (t - s)]
\]

where $F_i$ is the c.d.f. of $Y_{ij}, j = 1, \ldots, n$. 
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Furthermore for \( a \leq s < t < u < b \)

\[
(A_{ij}(t) - A_{ij}(s))(A_{ij}(u) - A_{ij}(t))
\]

\[
= [(Y_{ij} - \theta_0 - s)1(s < Y_{ij} \leq t) + (t - s)1(Y_{ij} > t)].
\]

\[
[(Y_{ij} - \theta_0 - t)1(t < Y_{ij} \leq u) + (u - t)1(Y_{ij} > u)]]
\]

\[
= (t - s)(Y_{ij} - \theta_0 - t)1(t < Y_{ij} \leq u)
\]

\[
+ (t - s)(u - t)1(Y_{ij} > u)
\]

Using again \((\alpha + \beta)^2 \leq 2(\alpha^2 + \beta^2)\) we obtain for any r.v \( X, Y \) with finite fourth moment

\[
\mathbb{E}(X - \mathbb{E}X)^2(Y - \mathbb{E}Y)^2 \leq 4\mathbb{E}X^2 + (\mathbb{E}X)^2)(Y^2 + (\mathbb{E}Y)^2)
\]

\[
\leq 4(\mathbb{E}X^2Y^2 + (\mathbb{E}X)^2\mathbb{E}Y^2 + (\mathbb{E}Y)^2\mathbb{E}X^2 + (\mathbb{E}X)^2(\mathbb{E}Y)^2) \leq 16\mathbb{E}X^2\mathbb{E}Y^2
\]

Putting

\[
X = (t - s)(Y_{ij} - \theta_0 - t)1(t < Y_{ij} < u)
\]

\[
Y = (t - s)(u - t)1(Y_{ij} > u)
\]

we arrive at

\[
\mathbb{E}[(A_{ij}(t) - \mathbb{E}A_{ij}(t)) - (A_{ij}(s) - \mathbb{E}A_{ij}(s))][((A_{ij}(u) - \mathbb{E}A_{ij}(u)) - (A_{ij}(t) - \mathbb{E}A_{ij}(t))]^2
\]

\[
\leq 16 \mathbb{E}(t - s)^2[(Y_{ij} - \theta_0 - t)1(t < Y_{ij} < u) + (u - t)1(Y_{ij} > u)]^2
\]

\[
\leq 16(t - s)^22\mathbb{E}((Y_{ij} - \theta_0 - t)^21(t < Y_{ij} < u) + (u - t)^2)
\]

\[
(4.16)
\]

\[
\leq 16(t - s)^22((\theta_0 + 2b)^2 + b^2)
\]

Recall that \( Y_{ij} \) has the density

\[
f_i(y_i) = \int_0^\infty \frac{1}{\theta_i} e^{-\frac{y_i}{\theta_i}} dG_i(\theta_i)
\]

We introduce the continuous nondecreasing function \( K_i(t), a \leq t \leq b, \) by

\[
K_i(t) = \int_a^t D(f_i(s) + 1)ds
\]

where \( D = 32(\theta_0 + 2b)^2 + b^2 + 2 \) Then by (4.15) and (4.16)

\[
(4.18) \quad \mathbb{E}[(A_{ij}(t) - \mathbb{E}A_{ij}(t)) - (A_{ij}(s) - \mathbb{E}A_{ij}(s))]^2 \leq K_i(t) - K_i(s)
\]
\[
\mathbb{E}[(A_{ij}(t) - \mathbb{E}A_{ij}(t)) - (A_{ij}(s) - \mathbb{E}A_{ij}(s))]^2[(A_{ij}(u) - \mathbb{E}A_{ij}(u))(A_{ij}(t) - \mathbb{E}A_{ij}(t))]^2 \leq (K_i(t) - K_i(s))^2.
\]

(4.19)

Introduce \( W_{in}(t), a \leq t \leq b, \) by

\[
W_{in}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (A_{ij}(t) - \mathbb{E}A_{ij}(t))
\]

Then by the definition of \( \tilde{H}_{in}(t) \) and \( H_i(t) \), we have

\[
(4.20) \quad W_{in}(t) = \sqrt{n} (\tilde{H}_{in}(t) - H_i(t))
\]

For fixed \( a \leq s < t < u \leq b \) we apply Lemma 2 to

\[
U_j = (A_{ij}(t) - \mathbb{E}A_{ij}(t)) - (A_{ij}(s) - \mathbb{E}A_{ij}(s))
\]

\[
V_j = (A_{ij}(u) - \mathbb{E}A_{ij}(u)) - (A_{ij}(t) - \mathbb{E}A_{ij}(t))
\]

to get

\[
\mathbb{E}[(W_{in}(t) - W_{in}(s))(W_{in}(u) - W_{in}(t))]^2 \leq \frac{3(n-1)}{n} \mathbb{E}U_1^2V_1^2 + \frac{1}{n} \mathbb{E}U_1^2V_1^2
\]

The application of the inequalities (4.18), (4.19) to right hand terms yields

\[
(4.21) \quad \mathbb{E}[(W_{in}(t) - W_{in}(s))(W_{in}(u) - W_{in}(t))]^2 \leq 3(K_i(u) - K_i(s))^2
\]

We have also to deal with the fourth moments of the process \( W_{in}. \) To this end we use the following well known formula for the fourth moment of a sum of i.i.d. random variables.

**Lemma 3:** Let \( Z_1, \ldots, Z_n \) be i.i.d. random variables with \( \mathbb{E}Z_i = 0, \sigma^2 = \mathbb{E}Z_i^2 \) and \( \mu_4 = \mathbb{E}Z_i^4 < \infty. \) Then

\[
\mathbb{E}\left(\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Z_i\right)^4 = 3 \frac{n-1}{u} \sigma^4 + \frac{1}{n} \mu_4.
\]

Now we set

\[
Z_{ij} = (A_{ij}(t) - \mathbb{E}A_{ij}(t)) - (A_{ij}(s) - \mathbb{E}A_{ij}(s))
\]

and note that by (4.18)

\[
\sigma^2 = \mathbb{E}Z_{ij}^2 \leq K_i(t) - K_i(s)
\]
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The representation (4.14) shows that the r.v. \( Z_{ij} \) are bounded

\[ |Z_{ij}| \leq 4(b - a + \theta_0) \]

Hence

\[ \mu_4 \leq (4(b - a + \theta_0))^2 \sigma^2 \]

and with \( d = (4(b - a + \theta_0))^2 \)

\[ \mu_4 \leq d(K_i(t) - K_i(s)) \]

If we now apply Lemma 3 to \( W_{in} \) then

(4.22) \[ \mathbb{E}(W_{in}(t) - W_{in}(s))^4 \leq 3(K_i(t) - K_i(s))^2 + \frac{d}{n}(K_i(t) - K_i(s)) \]

Recall that the model of continuity \( \omega_f(h) \) of a function of \([a, b]\) is defined by

\[ \omega_f(h) = \sup_{a \leq t \leq t + h \leq b} |f(t + h) - f(t)| \]

For the proof of the next lemma we refer to Shorack and Wellner (1986), p. 49. Suppose \( Z(t), 0 \leq t \leq 1 \) is a stochastic process for which every path is continuous from right and has limits from the left.

**Lemma 4:** *Assume there is a continuous nondecreasing function \( K \) on \([0, 1]\) such that

(4.23) \[ \mathbb{E}(Z(t) - Z(s))^2(Z(u) - Z(t))^2 \leq (K(u) - K(t))^2 \]

for every \( 0 \leq s \leq t \leq u \leq 1 \). Then there is a universal constant \( c \) such that

(4.24) \[ P(\omega_{\varepsilon}(\frac{m}{m}) \geq \varepsilon) \leq \frac{1}{\varepsilon^4} \sum_{k=1}^{m} \mathbb{E}(Z(\frac{k}{m}) - Z(\frac{k-1}{m}))^4 + \frac{c(K(1) - K(0))}{\varepsilon^4} \omega_{\varepsilon}(\frac{1}{m}) \]

To apply Lemma 4 to \( W_{in} \) we set

\[ Z(t) = W_{in}(a + t(b - a)) \]

\[ K(t) = \sqrt{3} K_i(a + t(b - a)) \]
In view of (4.21) the condition (4.23) is fulfilled. Note that by the definition of $Z$ and inequality (4.22)

$$\sum_{k=1}^{m} \mathbb{E}(Z(k/m) - Z((k-1)/m))^4$$

$$\leq \sum_{k=1}^{m} 3(K_i(a + \frac{(b-a)}{m} k) - K_i(a + \frac{(b-a)(k-1)}{m}))^2 + \frac{d}{n} K_i(b)$$

$$\leq (3\omega_{K_i}(\frac{b-a}{m}) + \frac{d}{n}) K_i(b)$$

Consequently by (4.24)

$$(4.25) \quad P(\omega_{\text{win}}(\frac{b-a}{m}) \geq \epsilon) \leq \left( \frac{3+c}{e^4} \omega_{K_i}(\frac{b-a}{m}) + \frac{d}{e^4 n} \right) K_i(b)$$

Now we are ready to prove an asymptotic representation for the estimator $\hat{n}_{in}$.

**Lemma 5:** Under the assumptions of Theorem 2 it holds

$$\sqrt{n} H_i(\hat{n}_{in}) = -W_{in}(\eta_{i0}) + \rho_n$$

where

$$\rho_n \xrightarrow{n \to \infty} 0.$$

**Proof:**

Fix $0 < a < \eta_{i0} < b < \infty$. Then by the consistency of $\hat{n}_{in}$ we get $P(\hat{n}_{in} \in [a, b]) \xrightarrow{n \to \infty} 1$. If $\hat{n}_{in} \in [a, b]$ then by (3.6) and (4.20)

$$0 = \hat{H}_{in}(\hat{n}_{in}) \sqrt{n}$$

$$= W_{in}(\hat{n}_{in}) + \sqrt{n} H_i(\hat{n}_{in})$$

$$= W_{in}(\eta_{i0}) + \sqrt{n} H_i(\hat{n}_{in}) + (W_{in}(\hat{n}_{in}) - W_{in}(\eta_{i0}))$$

Introduce

$$C_{mn} = \sup_{|t - \eta_{i0}| \leq \frac{b-a}{m}} |W_{in}(t) - W_{in}(\eta_{i0})|$$

$$D_{mn} = \{|\hat{n}_{in} - \eta_{i0}| \leq \frac{b-a}{m}\}$$
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Then
\[ I(\bar{D}_{mn})[W_{in}(\eta_{i0}) + \sqrt{n} H_i(\hat{\eta}_{in}) + (W_{in}(\hat{\eta}_{in}) - W_{in}(\eta_{i0}))] = 0 \]
or
\[ W_{in}(\eta_{i0}) + \sqrt{n} H_i(\hat{\eta}_{in}) = \rho_{1n} + \rho_{2n} \]
where
\[ \rho_{1n} = I(\bar{D}_{mn})[W_{in}(\eta_{i0}) + \sqrt{n} H_i(\hat{\eta}_{in})] \]
\[ \rho_{2n} = I(D_{mn})(W_{in}(\hat{\eta}_{in}) - W_{in}(\eta_{i0})) \]
To show \( \rho_{1n} \xrightarrow{P} 0 \) it suffices to remark that by the consistency of \( \hat{\eta}_{in} \):
\[ P(\bar{D}_{mn}) \xrightarrow{n \to \infty} 0 \]
But by (4.25)
\[ P(|\rho_{2n}| > \epsilon) \leq P(\omega_{W_{in}}(\frac{b-a}{m}) \geq \epsilon) \]
\[ \leq \left( \frac{3+c}{\epsilon^4} \right) \omega_{K_i}(\frac{b-a}{m}) + \frac{d}{\epsilon^4} K(b) \]
As \( K_i \) is continuous we see \( \omega_{K_i}(\frac{b-a}{m}) \xrightarrow{m \to \infty} 0 \). Taking at first \( n \to \infty \) and then \( m \to \infty \) we see that
\[ P(|\rho_{2n}| > \epsilon) \xrightarrow{n \to \infty} 0 \]
Hence \( \rho_{1n} + \rho_{2n} \xrightarrow{P} 0 \) which proves the statement.

**Proof of Theorem 2:** As \( H_i(\eta_{i0}) = 0 \) and \( H_i(y) = \theta_0 \psi_{in}(y) - \psi_{in}(y) \)
is differentiable at \( y = \eta_{i0} \) we obtain from the consistency of \( \hat{\eta}_{in} \) and Lemma 5
\[ \sqrt{n} (\hat{\eta}_{in} - \eta_{i0})(H_i'(\eta_{i0}) + S_n) = -W_{in}(\eta_{i0}) + \rho_n \]
where both \( S_n \) and \( \rho_n \) tend stochastically to zero. By the central limit theorem the distribution of \( W_{in}(\eta_{i0}) \) tends to \( N(0, \sigma_0^2) \) as \( n \to \infty \). The application of the Slutzky Lemma yields the statement.
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