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1 Linear Robust Control

1.1 Introduction

Much progress has been made in the area of linear robust control, and yet there are still many important issues to be addressed. We have been interested in developing one aspect of this theory, namely, $\ell_1$ robust control. The $\ell_1$ problem arises as the general disturbance rejection problem for linear time-invariant plants under bounded persistent disturbances, when the objective is to minimize the peak value of the error. Much of the progress is reported in [29] and references therein. In particular, our research in that area concentrated on developing efficient computational methods for constructing suboptimal controllers and simultaneously providing information on the structure of the optimal controller (e.g., the order of the optimal controller). In addition, we extended these algorithms to provide solutions for $\ell_1$ problems with additional time-domain and frequency-domain constraints that arise in many practical problems. Since most of these problems are infinite dimensional, a solution usually consists of the following: deriving approximate methods with converging upper and lower bounds for the cost, providing methods for constructing suboptimal solutions, and providing structural information on the optimal controller [32, 33, 29, 25, 34, 35, 36, 147, 148, 37]. Parallel to our work, geometric methods for computing suboptimal $\ell_1$ controllers were derived in [6] using dynamic programming. In addition, a state-space theory for $\ell_1$ has emerged [109, 110, 12] exploiting viability theory. Although these approaches are seemingly different, we have recently shown that they can all be derived from dynamic programming arguments [38]. These results are still preliminary, and a complete theory with output feedback has not been derived. Also, the computational advantages of such approaches have not been investigated.

On a different end, tools for designing controllers that meet robust performance objectives have been entirely devoted to the case where performance is measured in terms of worst-case disturbance rejection [30, 25]. In many applications, however, performance objectives are stated in terms of the response of the system to a finite number of given inputs. An example of this kind of specifications is the problem of robust overshoot for step input commands. Only preliminary tools for addressing such problems have been developed [37, 63].

1.2 Summary of Past Research

We summarize below our research accomplishments in the area of robust control.

1. Computation of $\ell_1$ Optimal Solutions

The contributions in this regard are marked by the introduction of the Delay Augmentation Algorithm for solving nonsquare problems (e.g., problems with more regulated variables than actuators) [32, 33]. This algorithm is based on squaring the system by introducing fictitious delayed inputs and outputs. The problem is solved iteratively as the number of delays increase. At each iteration, a square $\ell_1$ problem is solved (the solution of which is known exactly). The main features of this algorithm are that: (1) at each iteration it gives upper and lower bounds for the
optimal objective function which are convergent; (2) it provides information about the structure of the controller; (3) it does not cause order inflation (it is not based on FIR approximations); (4) it involves solving one linear program iteratively. In many cases, the exact solution for nonsquare problems is provided.

For implementation purposes, all computations are performed using matrix algebra, often exploiting the structure of Toeplitz matrices resulting from convolution operators. An example of that is the development of methods for computing directions of zeros with multiplicity using Toeplitz matrix manipulation, without ever computing the Smith-McMillan Decomposition.

2. Controller Design for Mixed Objectives

In most applications, the controller is designed to meet several specifications, some in the time domain and others in the frequency domain. Some of these specifications are with respect to a fixed input, as opposed to a class of bounded signals. These problems cannot be systematically solved by formulating an appropriate $H_2$, $H_\infty$ or $\ell_1$ problem. It is possible through weight selection to indirectly address some mixed objectives using one of the above three methods, however, this procedure remains ad hoc. Consequently, there was a great need to extend the above approaches to directly incorporate additional constraints.

Introducing additional linear constraints on the $\ell_1$ problem results in infinite dimensional linear programs. These problems can only be solved approximately. To derive accurate bounds on the objective function, it is essential that we derive a dual problem that has the same objective value (i.e., has no duality gap). We have shown [35] that there is no duality gap for a large class of problems formulated as constrained $\ell_1$ problems. An important class of constraints are those that give rise to linear matrix inequalities (LMIs). We have shown [147] that norm minimization problems with LMI constraints have dual representations without gaps, under mild assumptions on the constraints. These results include mixed objectives such as $\ell_1/H_2$, $\ell_1/H_\infty$, as well as general norm objectives with fixed input constraints. By approximating both primal and dual problems, we can approximate the objective function arbitrarily closely. In addition, details about the structure of the optimal controllers can be derived from the dual problem [34, 35, 147].

As a consequence of the solution of the mixed $\ell_1/H_2$ problem, we have recently proposed a new algorithm for solving the standard $\ell_1$ problem that is based on splitting the cost into two components: the first is the $\ell_1$ norm of the first N-taps of the closed loop response and the second is the $H_2$ norm of the tail of the response. It was shown that this problem is equivalent to a finite-dimensional convex optimization problem, which can be readily solved and immediately provides converging upper and lower bounds of the optimal cost. This procedure is particularly efficient since it does not require computing interpolation conditions (i.e., exact linear constraints for the closed loop map to be feasible). It resembles the well-known Q-design procedure [14] in that it optimizes the $Q$-parameter directly, however, it also provides converging lower bounds. Details have been reported in [36].

3. Robustness Analysis and Synthesis
This area is concerned with the development of a computational theory to study directly uncertain plants. The uncertainty is structured in nature, possibly time varying. In this regard, we have built on the results in \cite{26, 64} to come up with simple conditions for $\ell_\infty$ robustness analysis in the presence of structured uncertainty \cite{25}. The conditions are stated in terms of the spectral radius of a matrix constructed from computing the $\ell_1$ norms of certain closed loop maps. We have also analyzed the case of time-invariant perturbations when $\ell_\infty$ stability is required, and we have shown that the natural conditions are in the frequency domain (coincide with the standard $\mu$ results).

Since the spectral radius of a positive matrix can be computed by minimizing a scaled $\ell_1$ norm, synthesis for structured uncertainty problems involves iterations between solving an $\ell_1$ problem and finding optimal scales for the uncertainty. We have analyzed this algorithm in detail, and have shown its limitations. We have also proposed an alternative algorithm based on sensitivity analysis of the linear programming solution of the $\ell_1$ problem \cite{133}.

4. **Writing two Books on Robust Control**

The book titled: *Control of Uncertain Systems: A Linear Programming Approach* written by Dahleh and Diaz-Bobillo presents a unified treatment of the theory of robust control design with emphasis on computational methods. It can serve as a starting point for researchers in the field as well as a textbook for a graduate class in control. In our opinion, this is the only book available that gives a comprehensive treatment of $\mathcal{H}_2$, $\mathcal{H}_\infty$ and $\ell_1$ methods integrated in a robust performance framework, with emphasis on computations. As a follow-up to this book, a research monograph titled: *Computational Methods for Multi-Objective Control* is under development by Elia and Dahleh and has been accepted for publication. This book shows how generalized linear programs address a very wide range of practical control problems.

5. **Software Development**

A major part of this research, that parallels our research in computation, has been the development of software, which is currently available on the Internet. Using this software, we have studied a variety of benchmark problems (e.g., the X29 Aircraft, a flexible beam, a high purity distillation column). The following are the main new features of the software.

1. Mixed-objective problems are solved using several approaches. These include Delay Augmentation, finitely-many-variables, finitely-many-equations, and variations of Q-design (see \cite{29}).

2. Software is interactive and additional time and frequency domain constraints can be graphically incorporated.

3. Characterizing feasible subspaces of closed loop maps by zeros. The computations involve lower triangular block-Toeplitz matrices.

4. All necessary computations are state-space based.

5. Optimization involves solving linear and convex programs.
2 Computational Methods for Robust Nonlinear Control

2.1 Introduction

The development of linear robust control has been accompanied by a parallel development of nonlinear control theory. In most of the existing nonlinear theory, no uncertainty is considered, and results are developed for systems of the form

\begin{align*}
\dot{x} &= f(x) + g(x)u, \\
y &= h(x)
\end{align*}  \tag{1}

In the last decade, the study of such systems has provided an extension of various aspects of the linear theory, from general system theory [55], to problems of stabilization under smooth feedback [3], and optimal control [131, 57].

Among the many approaches for nonlinear controller design (e.g., see the control handbook [73]), a popular method that has resulted from this theory is based on dynamic inversion, primarily applied to feedback linearizable systems. Linear control techniques can be applied after linearization. It is well known, however, that this method suffers from several limitations. Sensitivity to parameter changes (lack of robustness), bandwidth constraints, and saturation constraints are some examples of the difficulties faced by this approach. In the presence of such constraints, a controller cannot remove the nonlinear dynamics of the process, or it may not be advantageous to do so.

This leads to fundamental open issues in nonlinear control: on the one hand, the development of "truly nonlinear" control designs which would characterize regions attraction of nonlinear systems and devise control strategies to keep systems within these regions. Secondly, the incorporation of robustness with respect to unmodeled dynamics, which has remained largely UN addressed by this theory.

A general approach which has been proposed recently to accomplish this objective has been the use of storage functions of the Lyapunov type. Such functions appear in many results of the nonlinear theory, such as the analysis of stability and \( \mathcal{H}_\infty \)-type performance [131], stabilization [3, 114], nonlinear \( \mathcal{H}_\infty \)-synthesis [57, 58, 82]. In its more general sense, one would find a robust-control-lyapunov function (RCLF) for the desired closed loop behavior [43], and the control design would be based on certain guaranteed decay rates for this function. Dynamic Inversion can be viewed as a special case of this approach (e.g. complete inversion with dynamics replaced by linear ones corresponds to imposing a quadratic RCLF). Optimal control problems are also a special case where the RCLF is derived from the Hamilton–Jacobi equations. From this point of view, it may not be necessary to find an inverse of the whole process, but rather it may be possible, indeed desirable, to retain dynamics that work in our favor.

While these results are promising and contribute to understanding the structure of nonlinear systems, they as yet have limited impact on practical problems, since finding such storage functions (e.g. a RCLF) is a nontrivial problem. The main difficulty is that while the computation of Lyapunov/storage functions for linear systems is a
tractable problem of the Linear Matrix Inequality (LMI) type [15], the extension to a general nonlinear system, e.g. of the form (1), gives a partial differential equation or inequality (e.g., a Hamilton-Jacobi equation) which is not easy to solve. Numerical approximation for these types of problems involves gridding the state space and therefore becomes intractable for moderately sized problems.

2.2 Summary of Past Research

Our previous work addresses three major avenues in nonlinear analysis and design.

1. Scheduling in Lyapunov Space

The objective here is to provide an alternative to gain-scheduling, using Robust Control Lyapunov Functions (RCLF) [42]. This addresses a class of systems known as Quasi-Linear-Parameter-Varying (LPV) that we will discuss shortly.

The problem setup is the following: one is given a nonlinear system influenced by a control signal $u$ and a disturbance signal $w$, where $u(t) \in \mathcal{U} \subseteq \mathbb{R}^m$ and $w(t) \in \mathcal{W} \subseteq \mathbb{R}^p$. The states are $x(t) \in \mathbb{R}^n$, and the system has the form

$$\dot{x}(t) = f(x(t)) + g_w(x(t))w(t) + g_u(x(t))u(t),$$

where $f(0) = 0$. The objective is to solve the following problem.

**Problem 1** Consider the nonlinear system (2). Construct a control law $\mu : \mathbb{R}^n \to \mathcal{U}$, with $\mu(0) = 0$, which is robustly practically stabilizing over a given set $\mathcal{X} \subseteq \mathbb{R}^n$, i.e., which guarantees that the state trajectory of the closed loop system

$$\dot{x}(t) = f(x(t)) + g_w(x(t))w(t) + g_u(x(t))\mu(x(t))$$

will reach a positively invariant compact subset $\Omega \subseteq \mathcal{X}$ for all initial conditions $x(0) \in \mathcal{X}$, and all disturbance signals $w(t) \in \mathcal{W}$.

We remark here that the notion of robustness in this problem refers exclusively to the effect of the disturbance $w$; in other words, the design is robust if stability is not compromised by the effect of the disturbance, as could happen in a nonlinear context. In contrast, the terminology of linear robust control refers to robustness with respect to unmodeled dynamics, where for example $w(t)$ would be a function of the state. We will discuss later a possible nonlinear extension of this more general notion of robustness. For the moment, we consider the special case introduced above, and adopt the following:

**Definition 1 ([42])** We are given positive definite functions $W$ and $V$. We say that $V$ is a robust control Lyapunov function (RCLF) with stability margin $W$ for the system (2) if there exist $c_2 > c_1 \geq 0$ and a control law $\mu : \mathbb{R}^n \to \mathcal{U}$
such that

\[ \max_{w \in \mathcal{W}} L_f V(x) + L_{g_u} V(x) w + L_{g_e} V(x) \mu(x) + W(x) \leq 0 \]

for all \( x \in \mathbb{R}^n \) such that \( c_1 \leq V(x) \leq c_2 \). (Here and elsewhere, \( L_f V \) stands for the directional derivative of \( V \), in the direction of the vector field \( f \).)

Note that a RCLF is decreasing along trajectories of the resulting closed loop system (3) whenever \( w(t) \in \mathcal{W} \), and that this is a sufficient condition for robust practical stability [42, 112, 138].

If \( \mathcal{U} = \mathbb{R}^m \), then Definition 1 is equivalent to the following.

**Definition 2** \( V \) is a RCLF with stability margin \( W \) if and only if

\[ \max_{w \in \mathcal{W}} L_f V(x) + L_{g_u} V(x) w + W(x) \leq 0 \]

for all \( x \in \mathbb{R}^n \) such that \( c_1 \leq V(x) \leq c_2 \) and \( L_{g_e} V(x) = 0 \).

Given a RCLF and its associated stability margin, a robustly practically stabilizing control law can be computed in a straightforward way using one of a number of universal formulas [3, 42, 74, 76, 114].

Recently, control Lyapunov functions have become an important topic of research. However, much of this research has concentrated on the properties of such functions [8, 24, 42, 43, 68, 75, 102, 120, 122, 123] with less attention given to their actual construction. Other references either assume that a Hamilton-Jacobi-Isaacs equation can be solved [5, 57, 58, 82, 83, 130, 131], or else consider special classes of nonlinear systems [20, 21, 41, 44, 66, 88, 105, 121].

In our research we have sought a solution to Problem 1 for a modified form of the class of systems considered in [8]; in particular, we treat systems of the form

\[
\begin{bmatrix}
\dot{x}_N \\
\dot{x}_L
\end{bmatrix} = \begin{bmatrix}
f_N(x_N) \\
f_L(x_N)
\end{bmatrix} + \begin{bmatrix}
A_N(x_N) \\
A_L(x_N)
\end{bmatrix} x + \begin{bmatrix}
g_{u}^N(x_N) \\
g_{u}^L(x_N)
\end{bmatrix} w + \begin{bmatrix}
0 \\
g_{u}^L(x_N)
\end{bmatrix} u
\]

(4)

where the state vector \( x \) is partitioned into \( x_N \in \mathbb{R}^k \) and \( x_L \in \mathbb{R}^{n-k} \). This class of systems is most common in gain scheduling applications: for fixed values of the scheduling variables \( x_N \) (usually one or two-dimensional) the remaining dynamics are linear, and usually faster than the \( x_N \) dynamics. Therefore the \( x_N \) variables parametrize a "trim" surface around which one can control the system. Some recent literature on the gain scheduling problem includes [1, 2, 72, 100, 103, 106].

In the gain scheduling method, linear controllers are designed for the system linearized about trim points corresponding to various values of the scheduling variables, and some additional control logic is used to switch or interpolate between these controllers based on the values of the scheduling variables. A difficulty with this approach is the lack of any guarantee on the stability of the closed loop system. While some results on the stability analysis of such systems appear in the literature [107, 108], it is not clear how to design the gain scheduled controller for guaranteed stability.
We have developed an alternative solution to Problem 1, in which we select robust control Lyapunov functions for the system linearized about various trim points. At each point, we derive a RCLF \((V_i, W_i)\) for the linearized dynamics using one of the available robust control techniques, depending on the nature of the performance objectives. Using the nonlinear dynamics, we compute the regions of attraction by computing the constants \(c_1, c_2\) in the definition above. Notice that our objective is not to stabilize the system around the trim point, but rather move the trajectories around the trim surface to the equilibrium point. For this purpose, it is necessary that these regions intersect in a special way (we can describe this intersection in a precise way). The controller is then computed depending on the level set where the current state lies. Basically, the control action will switch forcing the trajectory to move from one region to the next until it reaches the equilibrium point, or an invariant set. A precise description of these results is given in [92, 91].

Our work has considered in detail the following issues associated with the above procedure:

1. There is the question of how to select the trim points, \(V_i(x)\), and \(W_i(x)\), in order to optimize performance. A preliminary answer to this question is to select \(V_i(x)\) to be the quadratic Lyapunov function arising from the LQR or \(H_\infty\) control design method applied to the linearized dynamics about a trim point. In addition, polytopic Lyapunov functions can be used in this procedure [90]. These capture a local peak-to-peak type performance.

2. While the literature contains many results for computing the stability region of an autonomous nonlinear system [18, 22, 31, 45, 50, 69, 94, 99, 111, 150], evaluating the stabilizability region requires the correct characterization of level sets of \(V_i(x)\) intersected with the set \(\text{ker}(L_{g_n} V)\). Once this is accomplished, stabilizability can be analyzed for systems of the form (4) using results from nonconvex optimization theory [15, 16, 145, 146]. It is shown in [92] that computing the largest stability region associated with quadratic \(V_i\) and \(W_i\) is equivalent to a parametrized LMI, where the parameter is of the same dimension as \(z_N\) (typically low).

3. This procedure requires several iterations until the level sets of the RCLF cover the whole set \(X\). Methods for choosing the next trim point have been proposed. A complete analysis of the computational complexity of this procedure has been conducted [91].

2. Robust Stability for Nonlinear Operators

In the work of [59, 62], small gain results were derived for systems that are monotone stable. A nonlinear operator is stable in this sense if there exists a monotone function \(f\) such that

\[\|G(u)\| \leq f(\|u\|).\]

These results basically provided sufficient conditions for the stability in an input-output sense of the feedback interconnection of two such systems. If each system is associated with a function \(f_i\), then stability is equivalent
(roughly) to the condition that the composition of these two functions is less than the identity map. In [46], we have analyzed the conservatism of this approach by showing classes of systems that will make this condition necessary. In particular, if one of the systems in the loop is a perturbation which is allowed to be any bounded causal operator, then it is shown that this condition is necessary (under some mild assumptions). This research parallels the development for LTI systems (see [29]).

3 Neuro-Dynamic Programming

3.1 Introduction

Dynamic programming (DP for short) provides a mathematical formalization and a general methodology for addressing problems in optimal stochastic control or sequential decision making under uncertainty [9]. The key construct in DP is the “cost-to-go” or “value” function, which is the total expected future cost, as a function of the initial state, under the assumption that an optimal policy (feedback control law) will be followed. Once this optimal value function is available, it can play the role of a control Lyapunov function and provides the basis for obtaining an optimal control law.

There are several numerical methods for computing the optimal value function, but they suffer generically from the “curse of dimensionality.” For example, the number of states in many important finite-state problems (Markov Decision Processes) is often overwhelming. Also, for continuous-time continuous-state problems, the DP approach leads to the Hamilton-Jacobi equation, which is very hard to solve numerically unless the dimension of the state is quite small. NDP attempts to overcome the curse of dimensionality by using a parametric representation of the value function (e.g., the value function can be represented in the form of a polynomial function of the state variables, or by a neural network with tunable weights). NDP methods involve on-line or simulation-based learning to tune the parameters of this parametric representation, in order to provide a sufficiently close approximation of the true value function, which then hopefully results in a close-to-optimal control law.

NDP has its origins in the AI community, under the name of “reinforcement learning” [67, 19], as well as in the early work by Werbös [143]. With exception of the pioneering work by Sutton [115] and Watkins [142], very little theory was available to support this methodology until the mid 1990s, even though the connections with dynamic programming were known. On the other hand, NDP methods have led to some remarkable successes (e.g., Tesauro’s world-class backgammon player [116]), which aroused a fair amount of interest on the subject. In the last 5 years or so, NDP theory has matured to a great extent, but the available results refer mostly to discrete time and/or discrete state problems [7, 10]. There are several methods that have been proposed in order to address continuous-state control problems described by nonlinear dynamics of the form that is common in control theory (see, e.g., the edited volume [144]). However, the available theory is mostly limited to linear quadratic regulator (LQR) problems, with a value function which is quadratic in the state variables [17, 70]. However, a quadratically parametrized value
function can exactly represent the true value function and, for this reason, the available results provide no insights on the behavior of such methods in the presence of approximation errors. Furthermore, the number of successful applications that have been reported and that involve continuous dynamics is rather limited \cite{104, 51, 4}. For this reason, there is a clear need to develop the basic theory behind NDP for continuous control problems, and provide a streamlined and systematic design methodology. Furthermore, since the value function serves the role of a control Lyapunov function, there is also a need for a rapprochement between NDP and robust nonlinear control theory.

3.2 Summary of Past Research

1. Basic theory

As mentioned in the introduction, little theory existed to support NDP until the mid 1990s. Substantial progress has been made since then, linked to a significant extent to our work.

The best known and most popular NDP methods are based on Sutton's temporal difference (TD) algorithm \cite{115} and Watkins' Q-learning algorithm \cite{142}. These are simulation-based methods for learning the optimal value function or, sometimes, the value function associated with a fixed policy. Our first step was to explain these methods as stochastic approximation algorithms (of the Robbins-Monro type) for solving Bellman's equation, develop pertinent refinements of stochastic approximation theory, and provide convergence results. This was accomplished in our early work on the subject \cite{124}, which also refined and streamlined the available results on Q-learning, as well as in \cite{60}. These results were restricted to the idealized case in which the algorithm maintains a numerical "estimate" of the true value function for each and every element of the state space. This case is of little practical interest, since it does not use approximations to overcome the curse of dimensionality, but is an important initial step.

Our subsequent work has dealt with the much more important case where the value function is parametrically represented. We solved a longstanding open problem by establishing the convergence of TD methods, for the case of a fixed control policy, as long as we are using a linearly parametrized approximation architecture, e.g., a linear combination of basis functions or "features" \cite{126}. For more general (nonlinear) parametrizations, we have demonstrated that divergence is possible, even though this is rarely observed in practice. More important, we have developed error bounds that establish some basic "consistency" properties of TD methods: if the approximation architecture is rich enough to closely approximate the true value function, the the limit of TD will also provide a close approximation. These results are limited to discrete-time, infinite horizon, discounted cost problems, but encompass the case of a continuous or countably infinite state space. Subsequent work \cite{128} proposed a TD method for problems involving an infinite horizon average cost criterion, and established similar results.

Recall that the above described results refer to the case where one estimates the value function associated with a single policy. They are of interest because such a "policy evaluation" forms the basis for policy improvement, which is how such methods are used in practice. Even though such a policy iteration approach is generically a
"discontinuous" algorithm, we have established its fundamental soundedness by providing results with the following flavor: if each policy improvement is based on a sufficiently accurate approximate policy evaluation, then the resulting "approximate policy iteration" algorithm will eventually construct a policy which is close to optimal [10], even though the algorithm need not (and generically will not) converge.

In other work, we have identified two special cases for which TD or Q-learning methods are guaranteed to converge to a close to optimal policy (these are essentially the only available results of this type): (a) when the value function is approximated by a piecewise constant function [125]; (b) when we use a variant of Q-learning, together with a linearly parametrized approximation, to address optimal stopping problems [127].

2. Applications and case studies

The theory behind NDP methods can provide guidance for choosing promising approaches but not a guarantee for success. For this reason, we have found it important to apply several of these methods to a broad variety of interesting problems. The applications we have considered include job shop scheduling problems (where some NDP methods outperformed mainstream methods based on integer programming) [129, 23], scheduling in a reentrant line manufacturing system [139], a problem of machine maintenance and repair [11], an exotic options pricing problem [127], a problem of admission control and routing in an ATM communication network [86, 87], and a tracking problem for a missile with nonlinear dynamics [13].

Our experience with this experimentation has provided us with much insight into the "strong" and "weak" points of different methods, and into the proper choice of parametrized approximation architectures. It should be noted that with the exception of the missile control problem, all of our experiments have involved problems that can be formulated in discrete-time. Our experience with the missile control problem has indicated that a successful application of NDP to a continuous-time problem can be much more challenging.

3. A book on NDP

Together with Dimitri Bertsekas, we have written a book [10] on Neuro-Dynamic Programming. This book builds the foundations of the field, starting with relevant aspects of dynamic programming, and iterative learning theory. It is the only book on the subject that is available so far. It presents the state of the art at the theoretical front (including several results that have not been published elsewhere), as well as number of case studies. It has received the 1997 INFORMS Computer Science Technical Section prize for "research excellence at the interface between operations research and computer science."

4 Identification of Complex Systems

4.1 Introduction

With the increasing awareness of the role of modeling errors on system performance has come a fresh look at the area of system identification based on data, motivated in part by the following:
1. In order for system identification tools to complement naturally those of robust control, a parallel development of this theory is required. In particular, the identified model should approximate the plant in a metric that is usable by robust control techniques.

2. The classical approach to system ID [80] assumes that data are generated by parametric models in the presence of stochastic noise. However, when using low-dimensional linear models for complex phenomena, a significant component of the error is due to deliberate under-modeling, rather than ambient noise. This distinction is of central importance for control systems, since unmodeled dynamics can be amplified by feedback and even lead to instabilities. For this reason, a system identification theory for control should allow for richer descriptions of uncertainty, in particular structured balls of unmodeled dynamics or nonlinearities. Equivalently, undermodeling should be explicitly incorporated in the problem formulation.

3. Even in regard to noise modeling, traditional system ID is restrictive since most of the theory applies only for stationary noise, modeled in a stochastic setting, and gives mostly asymptotic results. The results are not satisfactory for nonstationary noise, and little attention has been given to problems with finite data.

4. More generally, the understanding of the integrated picture of system identification and control design is still quite limited. Questions such as the fundamental limitations of system identification when the objective is to reduce the plant uncertainty, or the achievable performance of a control system when only finite corrupted data are available, are not well understood.

As a result, a research direction in identification for control has emerged and has attracted increasing interest in both the control and identification communities. In particular, the problem of identification for bounded (set-valued) noise has been extensively studied. The case where the objective is to optimize prediction for a fixed input was analyzed by many researchers [40, 81, 95, 96, 97, 98]. The problem is more interesting when the objective is to approximate the original system as an operator, a problem extensively discussed in [149]. For linear time invariant plants, such approximation can be achieved by uniformly approximating the frequency response (in the $\mathcal{H}_{\infty}$-norm) or the impulse response (in the $\ell_1$ norm). In $\mathcal{H}_{\infty}$ identification, it was shown that robustly convergent algorithms can be furnished, when the available data is in the form of a corrupted frequency response, at a set of points dense on the unit circle [52, 53, 54, 48, 49]. When the topology is induced by the $\ell_1$ norm, a complete study of asymptotic identification was given in our past work [117, 118, 119, 27] for arbitrary inputs, and the question of optimal input design was addressed as well. Related work on this problem was also reported in [47, 61, 65, 71, 78, 79, 84, 85, 113].

Another issue of importance in the context of worst-case identification is complexity. It turns out that it is generally much harder to devise experiments that can guarantee small worst-case errors in the presence of bounded noise. This problem has been extensively analyzed in our work [28] and elsewhere [101, 77].
A related viewpoint, closely related with algorithm design, is model invalidation. In this case, one chooses a parametrization of a model including a description of the uncertainty as part of the parametrization, and the objective is to find a parameter which cannot be invalidated by a given set of finite data (see several articles in [113]). This is a weaker requirement since one only wants to find one out of the (possibly many) unfalsified models. If these models are to be used for control design, however, questions arise as to the size of the unfalsified set and conditions on the experiment to minimize the diameter of this set, which have not been addressed in the literature.

### 4.2 Summary of Past Research

We have proposed a new formulation for the system identification problem for complex systems. A space $(\mathcal{T})$ is complex if it cannot be uniformly approximated by a finite dimensional space. Nevertheless, we represent our prejudice by selecting a finitely parameterized set of models $(\mathcal{G})$ from which an estimate of the original system will ultimately be drawn. We will assume that an estimate of the distance (in some norm) between the actual process and this set is available as part of the prior information.

If the actual process is known, and if $\mathcal{G}$ is convex, then selecting a model in $\mathcal{G}$ that best approximates $T \in \mathcal{T}$ in some norm is a straightforward convex optimization problem. Hence, given any $T_0 \in \mathcal{T}$, we can write $T_0 = G_0 + \Delta_0$ where

$$G_0 = \arg\min_{G \in \mathcal{G}} \|T_0 - G\|$$

(for simplicity, assume the above minimization has a unique solution).

In system identification, however, the process is not known and only a finite set of input-output data is available. We will assume that this set of data is generated as:

$$y(k) = T_0 u(k) + w(k) = G_0 u(k) + \Delta_0 u(k) + w(k), \quad k \leq N$$

where $u$ is the input (experiment) and $w$ is a noise signal that belongs to some noise set. The objective of this development is to show, for rich classes of noise sets (either stochastic or deterministic that include white noise with high probability), how to select an input experiment $u$ and an algorithm that picks an estimate $\hat{G}_N \in \mathcal{G}$ such that $\|G_0 - \hat{G}_N\|$ approaches zero in a reasonable length of time (hopefully with polynomial sample complexity). In other words, the derived algorithm used with the derived input provides a method for solving the actual approximation problem only from input-output data.

This work continues along the lines of [135] and distinguishes between the two sources of error — unmodeled dynamics and noise. We define a natural notion of separation between the parametric part and unmodeled dynamics. This notion arises naturally if the parametric part is a subspace of a linear space of systems, as discussed earlier. The noise is assumed to belong to a set of signals that are uncorrelated with the input (in either a deterministic
or stochastic sense) and is also rich enough to contain white noise sequences. Equipped with the triple — space of systems, parametric representation, and noise — we study consistency, sample complexity and algorithms. We emphasize that consistency is studied with respect to aforementioned decomposition. In particular, we study these issues for classes of systems consisting of $\ell_2$-stable systems and $\ell_\infty$-stable systems.

For linear time-invariant systems, the story is complete in the following sense. Let $\mathcal{T}$ be the space of all stable systems (this can be either $\ell_1$ or $H_\infty$), and $\mathcal{G}$ be any finite dimensional subspace of finite-dimensional systems. Then it is possible to identify accurately (asymptotically) the element $G_0$ with sample complexity that is polynomial in the dimension of the subspace. In here $G_0$ is the best approximation of the system $T_0$ in $\mathcal{G}$. This requires the use of a special input (we term “robust” input) that has appropriate correlation properties that prove to be essential for obtaining consistent estimates in polynomial time. These results are reported in [136].

Instead of working in the $\ell_1$ or $H_\infty$ topologies, we can instead work with the Hardy-Sobolev topology, which gives rise to an inner product structure. The resulting norm provides an upper bound on the $H_\infty$ norm. In this setting, it is shown that weighted least squares algorithms provide the appropriate estimates. The weights are constructed from the subspace $\mathcal{G}$ in the form of non-causal filters that annihilate the contribution of $\mathcal{G}^{-1}$. In addition, the algorithm is not tuned to the prior bound on the distance between the actual process and the subspace $\mathcal{G}$.

Identification in this setting provides estimates of the error in terms of the above norms. These estimates can consequently be used in a robust control setting for designing controllers. This is also true in the case where the norm is given by the Hardy-Sobolev norm even though it is not an induced measure. Results on robust control with such bounds can be found in [137].

The paradigm presented above bridges the gap between deterministic system identification formulations and stochastic ones. By appropriately selecting the noise set, one can give a deterministic description of white noise (or filtered white noise). This set is then used in the formulation of the system identification problem. The results are quite compatible with standard results (when exact modeling of the process is possible) in that one gets asymptotic convergence with polynomial sample complexity. The notion of persistence of excitation is also preserved. These results are reported in the Ph.D thesis [134].
5 Technology Transfer

During the course of past support, we had the following interactions with industry.

Robust Controller Design for the EOS-AM Model

Earth-Observing-Systems (EOS) are a cluster of small satellites that are intended to point at specific locations on earth, and obtain a variety of measurements (e.g. pictures of landscapes). The attitude control problem is quite important and design specifications were given (from Draper Laboratory) in terms of the peak to peak errors of attitude angles, in the presence of persistent disturbances and noise. The design should accommodate plant uncertainty, and take into account saturation and bandwidth constraints.

A controller was designed using the $\ell_1$ toolbox. The toolbox handles both time and frequency domain specifications since it is based on computational methods (not closed form solutions). The results were compared to $H_\infty$ and $\mu$ designs as well as other classical methods, all of which were designed at Draper. We were able to show the limits of performance and draw tradeoff curves between optimal performance (measured in the time domain) and constraints (due to saturations and robustness). The solutions obtained were drastically different than the $H_\infty$ and $\mu$ designs, with a relative reduction of a factor of 50 in the Peak-to-Peak errors in the attitude angles. This highlights the advantages of a toolbox where these kinds of specifications can be put directly in the problem as opposed to obtaining them indirectly via frequency weight selection.

The results of these designs were reported in [39].

Active Vibration Isolation

Engineers at Draper Laboratory have been applying the $\ell_1$ code to an active vibration isolation system, a Draper project demonstrating active structural control technology. Most of their emphasis has been on constraining the closed loop rather than optimization. This includes performance constraints, robustness constraints, and constraints on gain and phase margins. The resulting controller was tested on the actual hardware, and worked quite nicely. Reports on this are in progress [93].

Artillery Shells

The work on RCLF conducted in Mcconley's thesis was applied at Draper Laboratory to the control of artillery shells. The control strategy was tested on a complex nonlinear model for the shell and was shown to have very nice properties in terms of keeping the shell very close to the trim surface. This controller was much superior to a gain-scheduled controller which was shown to become unstable.

Feedback Control of OMVPE Growth

We have worked with Spire Corporation on the feedback control of OMVPE (Organo-metalic Vapor phase epitaxy) growth of compound semiconductor devices. The result of the work was a working controller (programmed in C) that controls both the thickness and the concentration to the specifications.
The controller was based on dynamic inversion, followed by a linear design. We used the $\ell_1$ toolbox to quantify all the tradeoffs. Ultimately a much simpler design was implemented.

The results of this interaction can be found in [141, 140].

**MIMO Acoustic Noise Cancelation**

The research was conducted at BBN (Bolt, Bernaak and Newman), on two applications. One was on developing an adaptive chip for noise cancellation and the other was on developing a fixed control strategy for noise cancelation in a specific application for the Navy.

For the adaptive chip, the main constraint was memory availability and computational efficiency. For the system identification part, we demonstrated that the "instrumental variable method", implemented recursively provides a computationally efficient method that does not require large memory availability. The controller design was based on classical design ideas.

For the second application, our contribution came in three folds. The first was showing that identification should be done in a behavioral setting using time series analysis. The second was showing how the Youla parametrization is essentially the rigorous treatment for acoustic feedback elimination. And the third was showing that the controller that minimizes the weighted $\mathcal{H}_2$ norm can be derived directly from data.

**Hyperthermia Treatment of Prostate Cancer** In the past two years, we started a collaborative effort with Brigham and Women's on the problem of hyperthermia treatment of prostate cancer. Our preliminary work resulted in the design of an LQ-based controller that exhibited excellent distributed performance with minimal adaptation. The work is reported in [56]. This controller was implemented and tested. Currently, we are investigating the impact of adaptation on the design.

**Neurophysiological and Neuroanatomical model of the Cerebellum**

This work is currently being conducted in collaboration with NIH, through Prof. Dahleh's Ph.D student Steve Massaquoi.

The brain of every animal that needs to generate quick accurate movements has a cerebellum, and a significant damage to the organ invariably results in clumsiness and in coordination. Drunken stagger, manual fumbling and slurring of speech are classic manifestations of cerebellar dysfunction. Because of the commonness of cerebellar disorders in humans, and the cerebellum's relative accessibility to experimental investigations in animals, its physiology has been of great interest to neurologists and physiologists for some time. Much has been learned about its detailed neuroanatomy and cellular neurophysiology.

The objective of this research is to build a neuroanatomically and neurophysiologically consistent (intelligent) control theoretic model for the cerebellum. Our interest is motivated by several factors: 1. the relative availability of physiological data, 2. the connections between such a model and the parallel neural networks architectures, 3. the hybrid nature of the control system, and 4. the lack of a control oriented model that captures the different features
of the cerebellum.

Through preliminary investigations, we have shown that velocity feedback results in a system that accurately described the data collected from people with both healthy and defective cerebellums. The difference between the two is primarily the gain. In addition, we have given a wave variable interpretation for the delay compensation which borrows from other people’s work in the robotics area. Many of these results have been reported in [89].

Development of the $\ell_1$ toolbox

While the above applications were primarily performed by us, the software has been made available to various corporations, laboratories and universities.

Multi-Asset Management and NDP

In research performed at Alphatech, Inc., we collaborated in the development of novel approaches for multi-asset management in surveillance by UAVs, a very complex problem involving path generation, assignment of tasks to sensors, and scheduling. Our methodology involves a combination of mathematical programming approaches, together with NDP methods for track generation. As an consequence of this work, NDP is now listed in DARPA’s Advanced Cooperative Collection Management Web pages as one of few possible enabling technologies. Our approach appears very promising for a broad class of vehicle routing problems with time windows (VRPTW)

NDP for supply-chain management

In research performed at Unica Technologies, Inc., we participated in a project meant to demonstrate the promise of NDP methods for supply-chain management (multi-echelon inventory control), with the goal of transferring this technology to practical use. The results, reported in [132] have been positive, as NDP methods outperformed an optimized heuristic on a difficult problem involving more than 40 state variables.

NDP in ATM networks

In collaboration with Siemens, we have been developing NDP methods for admission control and routing in ATM networks, in the presence of multiple customer classes with different values. A particular type of a decomposable architecture has been developed to suit this kind of problem, and encouraging results have been reported in [86, 87].

Interactions with Wright-Patterson Labs.

Prof. Tsitsiklis visited the group of Dr. Klopf at WPAFB in the fall of 1996, and had extensive discussions on the subject of NDP and reinforcement learning. There was agreement on the promise of such methods in the area of sensor scheduling, sensor management, and sensor fusion, which is of great importance for the Air Force. As a followup to this visit, Lt. Harmon from WPAFB visited MIT in November of 1996, made a presentation on interactive modular software, available on the Web, that can support NDP experiments, and interacted with members of our research group.
6 Major Publications


7. N. Elia and M.A. Dahleh, "Minimization of the Worst-Case Peak to Peak Gain via Dynamic Programming". Accepted for publication in IEEE Trans. A-C.
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7 Theses Supervised

Several theses have been supervised with partial support from this grant.
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