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' BASIC CONCEPTS OF CYBERNELICS

is is & translstion of an arbicle written by S.
V. Yablonskiy in Froblemy oernetiki (Froblems of Cyberw
metics), No 2, Moscow, 1958, pages T-38,7

As in the case of other disciplines it 18 harf to
P4 the exmet time when cybernetlcs was born, The fact of
the matter is that certain Tormulations of problems and &
mmber of ideas relating to the field appeared long belfore
our time. It can be sald, however, that the shaping of -
cybernetics into a scientifis disclpline began in the middle
of the twentieth century, IThis process was Fostered by &
series of problems presented by practlce, CAmong them we
muest include the need for intricate computing mechines, the
automation of produchion, the automation of cerbain thinle
ing actions and the study of the mechanisms Involved in hew
redity, evolution and nervous actlvity. The first attempt
o present a unified exposition of oybernetics was made by
N, Wiener in 1948, Since, however, Wlener's G bernetics

1_7 dealt more with the ideal side of the qlestion, cone
roversies arogse among 8 broad segment of seientists, Bome
of them, while recognizing cybernetics, demanded a clearer
definition of the subject and formulations of 1ts fundamens
tal problems; cthers, while finding nothing wasclentific
in cybernetics, said that it was at best a mechanical coOlie

- binstion of a number of questions or that 1t was a pard of
ausomatios; still others, not have fully grasped the facts,
regarded oybernetics as an attempt to create & New "aolence
of sclences" and therefore called it a "scientific franud, "

In this paper we offer an exposition of the basmic
concepts of cybernetics, with the intention of £illing the
gaps referrved to above. The concepbion on which the paper
1= based arose in 1955 and the writer has used it in Aife
Farent variations in reports on oybernetloes,

Here, in the introduction, we will operate with con-
cepts which are not, from the mathematical viewpoint, exact.
As Tar as & strictly methematical grounding is concsrned,
1t is presented in Chaptexr I, Tnasmuch as the only way of
explaining the concepts is via the substance of the matter,
we gill begin our examination by considering a group of exXw

In nature, in production, in engineering, in sclence,
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-and elsewhere, we are constanﬁ1y dealing with so~called
corbrol systems. 1o set off the infO“mality yet concrefew

= of these abjects we will henceforth call thenm pny 5l
cortrol systems, IExamples of such systems are

a} nerve tissue exerting some effect on oroans'

) automatic lines of madhlne uOOlS,.

¢) digital compubers;

d) molecules having certain propertles,

e) algorithms for solving mathematlcal problems, etc.

ine auestion naturally arises what marks a particular
jeot as a physieal control system? To cleaxr up this mate-

.«./,

ver Lot ns cxamine an example a little more closely.

xi"ure 1 shows & physical control system for switche
ing on and off light on a staircase with the ald o* switche
e3 located on each floors

5 & B

1st floor 2nd 3rd floor 4+th floor

floor
Fige 1
The system we are interested in is shown in  the Aravie
ing between points a and b, It includes circuit-slosing
and circuit-crening contacts and a group of relay windings,
Thus w have S?’Qrél Talementary” devices--closing and opene

ta-~-which are commected: together so as to form a
scheme, If we use —g,—, -z~ Trespeebively to
closing and opening contacts of relay i, the

nan be pletured as in FTlgure 2, On the other hand,

em produces a given effect, or, otherwise, performs

3in function, : ‘
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~ Tndeed, let the relay windings with nunbers 1 2, .00, 8!
end the scheme, be represented by the Boolean variables

%, %y, ... . % and the Boolean function f(z, % ... Ty}

o that the variable ®ifi=1, % ... ,m has a value of 1 or O
depending on whether or not the winding of relay i is eX= |

asited, and the function F(¥u & . %) has a valus of 1 or

0 where T,mdy, T3%dy, ..., T4=d, according to whether or not
there 1s oonductance between points a and b when the state
of relay windings with numbers 1, 2, ..., ®  corrvesponds %o

Tiyplnes  dp gy oo, Gn It is evident that the functlon

#ix;, 5y +.. , %,) characterizes the scheme's action where
) Flxy g oo s )=y H Tt - on _+xn('mad2).

The above example leads us to the idea that an are
wtrary physical control system should be taken to mean
the wnity of two thingss: scheme and function, - ,

We must emphasize here that in our understanding both
the concept of scheme and the concept -of function have an
extremely broad meaning, Schemes may be mathematical Lore
mlas, the arrangement of plsces on a chessboard, the struc-
ture of connections between centers in computers, the cone-’
figuration of atoms in a chemical molecule, the structure .
of neuron synapses in nerve tissue, and so on. Funchtions
nay be functions corresponding to nathematical formulas,
the set of possible moves in a pariicular chess position,
the set of elementary operations performed by & computer,
the properties of a molscule, the relationship between the
states of a particular group of newurons and the presence or
abaence of stimuli acting in a given fashion on nerve tige
sue, and so One .

‘ The study of physical control systems is ocaxried on
by differsnt disciplines rélated %o the most varied fields
of lesrning. For ingtance, physical control systems bound
uwp with mathematical formulas are studied in mathematics:
molesules are examined in both chemistry and vhyslicsg nerve
tissue ig studied in physiology. It is characteristic of
these disciplines thet they deal with specific, individual
physical control systems, Not infrequently they examine
only certain aspects of control systems, Algebra, for exe-
smple, studies idenﬁical~transmutations,cf“algpbraic Tormu=
las (schemes), the theory of functions studles different
properties of functions, and 80 forth, Since these disci=-
»lines study specific physical control systems or geparate
sspects of such systems, they do not require & general de~
finition of the physical control system,

The confrontation of different physical control sys=
tens leads us to an important concept, the concept of the
control system., To explain the essence of the nmatter we
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will turn to some exampleS.

In Figures 3 and 4 we see the rough sketches of two
physical control systemsw--2 steam device and an eleciric
bell,

Trom the standpoint of use, the essential fact is
+hat the energy of the steam in the stean device is trange
Formed into the forward-and-back motion of the piston and
that the electrical energy in the bell is transformed into
the cscilllatory mobion of the hammer, This enables usg to
treat the examples in a somewhat idealized form, Hotably,
we will in 211 places substitubte continuous changes with
discrete ones. o

The basic elements meking up the steam device and
the elsctric bell sre, respectively, the piston &, the aslide
valve b, the relay winding c and the circulteclosing conw
+aet 4, With respect to source of energy, these elements
are commected as shown in Pigures 5 and 6, These drawings
are not schemes, since we see from them only the direct ef=~
fect of the valve on the piston and of the contact on the
winding. They are, however, easlly changed into the schemes
of eorrvesponding physical control systems once the Teedback
elemernt is pointed out. Feedback between the valve and
piston is accomplished by means of the flywheel, and feed-
rack between the contact and winding is produced by the
electromagnetic field of the relay coll,

PP

 Slide Valve Piston T

vS$eam"

Fige 5




, (’ Contact : Relay yinding
- Elecﬁric current~»m-m;~;] |
Figo6

. How, let us say9 that the. pistcn anﬁ slida valve -
(Fig. 3) can only be in two states=~left (Q) or right (1)ee
and that the relay winding is either dead (0) or live (1)
and the combact either open (0} or closed (1) To find the
functlonal working characteristics of the systems we will
First construect tables showing the direct comnection and
feedback between the elements?! states., In constructing the
direct connection tables (Tables land 2) we must mentally

dispose of the feedback,

Table 1 ab 2
gta 5ta T sS ‘e, o
@gigg 8 -Es%% %t ég Wun&tn at
moment HOMENTtraty ,.,moment moment t

0 . 0 0

1 1 1 : 1

Here we must draw attention to the fact that the
change in state of the piston does not occur immediately
upon the change in state of the slide valve but with a cere
bain delay 84, On the other hand, the change in state of .
the relay winding occurs almost momentarily tpon the change
in state of the contactse In constructing the feedback ‘
tables (Tables and 4) we must analyze the feedback proces=-

.ae e

Table'Q e - Table 4

state of te of ut%fP of | State £
0
P R R
0. . I i . 0 "y
1 4] ) R S 0




* We see from the tables that the change in state of !
the valve caused by the change in state of the piston due
tc the Teedback (via a lever system) occurs almest momens
tverily, while the change in state of +the contact oocurs
with & delay *% after the change in state of the relay
winding due to the snertia of the tontact!s spring.

“aince the state of each system is completely detex=
mined by the state of one of its elements, it is sufficient
4o set the functioning of that element, Taking the plston
-as that element in the steam device and the relay winding -

in the electric bell, we get the desived functional descrip-
tion (Tables 5 and 63¢ ' : :

Table 3
Pime ot sty | teast
State of pistony ¢© 1 o “he
 Table 6
Time Tt ity 28ty
State of winding| 9 1 o

R

' A comparison of schemes and funetional characteris-
+ies for the itwo physiesl control systems shows that what
we have here are essentially jdentical systems, Thelir &=
1 jkencss becomes entirely clear when we use special desig-
notions, Iet X and x be the piston (relay winding) and
its state, and gz the sllde valve (circult-cpening con=
tnot) and its sbate. We can then draw a scherme as in Fig=
vre 7, which also shows the feedback between elements:
and  X. The functioning of the system cen be set by mgans
Oft?h@ formula g (t+ At)=z(t), where ~ signifies logleal ne-
gatione

R e X

Seurce

Fige T




Thus we have seen directly that the physical control
systems being examined have identical (more precisely, iso-
morphic} schemes and functions, Comparison of physical cone
trol systems ledds to the conelusion that the multlplicity
of all physical control systems breaks down into classes,
Each class consists of systems having in some sensge ldenti-
cal schemes and functions. By definition, each class sets
the control system, Or, otherwise, & conbtrol system 1s a
certain mathematical object characterizing the common ele~
“ment contained in identicel physical control systems, In
this sense the conespt of control system has a kinship with
aiher mothematical abstractions, e. 8. the concepts of Lige
ure, number, eto., A rigorous mathematical definition of &
control system is given in Chapter I. o
We can now g0 on o the question of what cybermetics
should be taken to mean, In our understanding cybernetics
i a mathematical discipline studying control systems,
This definition cannot, however, be regarded as complete
since it refers to the subject matter of cybernetlics and.
does not indicate either the basic problems solved by oy=
bvernetics or its methods, This latbter can only be done, -
and even then with some approximation, on the basis of a
precise definition of the control system, Nevertheless,.
the present definitlion makes it possible to draw a rough
distinotion between oybernetics and other disciplines.  I%
is characteristic of cybernetics that it deals with abstract
control sysgtems. Other fields, generally speaking, deal
with concrete physical control systems. A somewhatb gpecial
place is held by mathematical logic. It does indeed study
speciel classes of control systems but the essential feae
ture in its work is that the selution of problems relies
on the connection between the formulas (schemes) and their
realization in some model (functions). This is the basis,
for ingtance, of the solution of such problems as the to-
tality, consistency and independence of systems of axioms,
Tn the case of cybernetics, another sphere of problems is
typical, as we will see below, -
Yevertheless, logical problems like those of totam
1ity, consistency and the like, also arise in cybernetic.
investigations /2 7., Thus oybernetics can be reduced
neither to theory of reguwlation, to automatics, to pro=
gramming, nor to other disciplines, It would furthermore
be mistaken to say that cybernetics embraces the aforesald
disciplines, that it is some kind of "science of sciences,”
Tt is entirely obvious that although cybernmetics does study
the general rules governing control systems, the peculiar
features of specific physical control systems lie outside
its sphere, For instance, in a cybernetlc study of steam .
devices one is not concerned with the machinets‘efflciency-
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“or opersting conditions, Similarly, in the logical cotiw
vutation of electrical schemes one does not treat the sche=

wereting stability, its passible length of service,
2 U followe from this thet oyberneties does not enme
brace di;@ﬁhiJnﬁs tudying specific physical conirol syte
tems, A% the same time tbexe is a close tle between cyber-
netics and the disciplines related to it. And this demands
close contact between specialists in different fields in
~order that, in the course of their joint labors, mathemati-.
cwdn will gain knowledge in related disciplines while
smecialists In other fields will learn to apply the devie
ces of nathematics in concrete situations,

In syxpounding the subject of cybernetics it is nle
tural to deal separately with the following questions:

1. The content of the subject (basic concepts and
their analysis);

2e F?amrles of cybermetic objacts;
%» Basic tasks of cybernetics;

de Appriications of cyberne*ic

5 Fhilosophical problems of cybernetics (mainly
the limits of its spplicability).

In this article we examine the first gquestion (Chap-
ter I}s At some fubture date we propose to publish a paper
on the two next guestions, which will be connected in part
With the applications of cybernetics, Fhilosophical probe

iems reguwire special grounding and we will not, therefare,
deal with them,




i N "'L“ ' -
' Chapter I
THE CONTENT OF THE SUBJECT 0¥ CYRERMETICS

fince the central idea .of this chapter is the cone
cept of control systems and since this concept requires in
turn the defining of many other hotions, 1% is natural 1o
begin the discussion by examining the strueture of these
~relations (Pig. 8). o . »

retemny Hgqifiyaized
XL T3
e |

To make the exposition clearer we will treatl these
notions along the same pattern, First we will give a defie-
nition; then we will coument on the substantive aspect of
" the notion and its peculiar featwres., After that we will
take up the question of how the identity of the objects
being defined is to be understood, i. e. the guestion of
their isomorphism, Iastly, we will offer & rousgh classifi-
nati Ol

In the second part we examine the basic tasks of oy~
bernetics, having in mind of course only those tasks and
problens which have come to stand out fairly clearly at the
present time,. } .

le HNetworks

Tet M={a}— be a multiplicity of different objects
@y, the multiplicity having a capacity m. Also, let &,
and E(i»1) represent sets of objects (a) from the multi-
plicity wm , the sets having a capacity allowing for

9.



‘repetitions of objects e« and ¢- respectively. Iet us
assume that subscript ¢ runs through the segnent of transe
finite numbers of capacity A, with different subscripts
neing able to answer to the same sets,

Definition, Iultiplicity WM with a distinct agsre-
gate of sets £, E, ..., 1s called a network and denoites by
R(E, E, ..). 1f 1EIC U, 1€l where the symbol |£] here
and subsequently represénits the multiplicity of all objects
from set E£. The objects making up multiplicity M. are
called the apexes of the network and the objects from set
£,~ are the poles of the network,

It is easily seen that the concept of the network
contains within itself the concept of the graph /3 7. It
would be incorrect, however, to think that every nefwork
is a graph with distinet apexes (poles),

A fundamental role in the study of physical control
systems is played by networks in which the numbers m, 4
and «(=0,1,... 4 are natural numbers, We will call such
networks finite, Since we will henceforth be concermed .
principally with finite networks, we will comment on them
at somewhat greater length, o

. et WM(E, E, ..., E»— be a finite network and
Ei=(@i .., a,) wWhere aleM(i=0,1. ..., h). Iet us represent
each set FE, ,in three-dimensional space by a small circle,
and objects % - %, from set £,- by rays extending out

from this circle (Fig. 9).

Fige 9

We will represent £, in three-dimensional space as
points having one ray each with each of the latter corres-
ponding to one of the objects al. 4. ...,ac. We assume that
all rays corresponding to the same .objects of multiplicity

M. are connected with each other, The reswltant bundles
of rays, answering to the same objects 2. ocan be made to
correspond with the apexes a;(i=1, 2, ..., m). The figure got-
ten as a result of the constructions is called the geometric

10




9

irealiza:bion of the network ii‘ the following two condi*t:ions
are fulfilled:

&) no palr of c.i:m‘? es mkimf up the figure may have
points in cogmong

L) the. burcllas of lct,}"%z answering o different apexes
a, and 9. have no points in coman..

E%Bmlﬁ. Iet $pe=={1,2,3,4, 56 Th We will exanine a
network WM(E,, £, E, E; E, Ey), in which &= (1, 2, 6), E,=(1, 3, 3, 4, 5),
Ey= (4, 4, 4, 5, 6), Eym Eg= (2, 4) and  Ep={2, 5,6, 7). The geometw
“ric rﬂaalization of 'this m*%;wcrk is shown in Figure 10,

From topology we know / 4_7 that every finite nete
work may be realized in three-dimensional space. Thig
fact can easily bs generalized to the case of calculating
networks, , .
De*’initiong, Networks W4, (&N, EfY, ...) and

M (£D, E®, ...) are called isomorphle if between the obe
gec:“':.sg trom M, and %M. and 8180 between {EJ"} end {£¥} it
is possible to establish an equivalent correspondence such
that a) EPand EP correspond %o each other and b) the corves-
ponding fse‘ts EYY end £ consist of corresponding elemants,

We will not henceforth distinguish between isomorphic
networks, TFor example, every finlte network is isomorphic
in its geometric realigatlion and can therefore be identified
with it, This fact, indesed, permits us to rega:r& the ocone

zept of network as a topologleal concept.

In gtudying control systens we must often avold cone
sidering networks of arbitrary form, restriecting ourselves
to networks of some special type. The matter of a classi~
fleation of networks arises in this' comnection, Below we
give & rough claasiima lon o:f‘ networks based on the followe
ing cheracteristics: ' | - o

1} Capacity m of mul‘tiplici‘t,f . In terms of
capacity m  networks are divid«d into: . : +

11



a) networks with a finite number of apexes;
b) networks that can have an infinite number of
)

Capacity & :Denending on the magnitude of 4

&) networks with a flnite number of sets £ 3
b) retworks admitting an infinite number of sets E.
%) Capacity ¢ of set E,. Here we distinguish
~three classes: ‘ “
% a) networks having an assigned number of poles;

b} networks with a finite number of poles;

¢) netwarks in which an infinite number of poles is
possible,

4) Capacities & of sets £  In this case we have:

a) networks in which capacities ¢ are limited in the
agzgregates

b) networks in which capacities & are finite;

c) networks which can have infinite capacities e

An important particular case in 1 -~ 4 is the class
of finite networks, 1. e. networks in which the capacitles
m k¢ and ¢ are finite, This class contains in turn a
sub-class of so-called ¢ =networks (parallele-series nete
works) (b).

5) Connectedness of the netwark (¢). Here we form
the following two clasgses:

a) connected networkss

b ) networks admitting, possible, breakdown into un=-
connected components, ‘

6) Fresence of offshoots (d), We have the following

cases:

a) networks without offshoots;

b) networks in which offshoots are possible,

7) Presence of cycles (e), In this case we distin-
guishs

a) networks not containing cycles (trees);
b) networks in which there can be cycles,
8) Ability to be put into a plane, Here we have:
~a) plane networks (f);
b) networks which may not be plane,
It is entirely possivle that this classification can
be even further refined if some other characteristics were
taken into consideration.

2. lemory, elements and elementary sub-schemes,

Definition. The multiplicity Z={X« of different
objects™ X, 18 called the memory; the objects X« are
called cells, :

Substantively memory is taken to mean the xepository

12
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‘for storing and recalling information. ’
Definition, Nemories & and #* are called isomore

phic 1f multiviicities # and (2 have equal capacTiy.

Since the memory is determined by the capacity of
multiplicity &  a natwal classifloaltion of memory suge
zests 1tself, - We indicate hexe the following most impore
tant cases: ' o L - , )

' &a) empty memory; ' ' )

b) finite memory; .

¢) calculating memory; ‘

d) non-calouwlating memory.

Further study of wemory is bound up with the defini-
tion of the content of memory, gilven.in sectlon 4,

Dafinition, The symbol Se( , , ), having three emp-
ty spacés end & certain number of poles (g), is called an
glement if we are told: S ‘ ' .
) n) the number s«  of poles which the symbol !S. has

? ' - .
b} the cardinal numbers ¥« Us Wa ocorresponding o
the first, second and third empty spaces, _

We should nobte here that the numbers %o %« W« nmay
be zZero. Iet ws now clarify somewhat the meaning of the
mmbers  Sa He U, and We , In that which follows the
elements will be linked up with the networks and with the
memory, namely the poles of element S, will be brought ine
to an equivalent correspondence with the objects of set By 3
this is poscible only on the condition that  fe=¢  With
respect Lo the empty places in the symbol Se( » » ) they
will be filled with sets X% Y+ Z+ of the cells of some
memory % 3 here an indispensible requirement must be ob-
served-~the capacities of sets Xe Y*u 2 are to equal to
‘ugy Vs and We regpectively. ' . » :

' Let us suppose that we have two multipliclties of

elements S ={Se(,.)} and §&={S(, , )}  In each of these.

mltiplicities elements having different designations may

& priori be considered identical. To characterize the le
dénticaIness of elemewts we will imtroduce predicates of
equality A (S« Sp¢) and |(R'(Se, S, determined for multiplie
cities & 8and '8  respectively and having the wvalus 1 or O
according +to whether or not the elements in pairs (Sw, §¢)
and (Se, Sp). are a priori identical, It is also cleax that
we must further postilate for the identical elements §, &nd S

; Susxr 8y, Ugmly, Dys=ily B Wyw= Wy,

Definition, The mulitiplicities of elements & and
8§ are called isomorphic 1f between the elements of these
miltiplicities we can estaeblish an equivalent correspondence

A3
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' Ser > Se-, !

such that .
a) the numbers sw, te. Ve, e and S« e, Upe, @, ascrie
ced to elements §, and 8. are respectively equal, namely:

S;l am 8;», u;‘ = ﬂ:n, v;; = U:- n U;‘lt Wﬁ:.
b) if Se+e—>S5¢ and Sy «— S5, then
r (SQ" ‘S;‘) = R (S: s 3')

t can easily be seen that the isomorphic multiplie-
citvies § and §* are distinguished from one another only
by the designations of elements, It follows from the de-
finitions that a reasonable way to classify the elements
is in terms of: . -

a) the difference in symbols S« , as determined by
the pfedica't:e R,

the number S« of poles of element S. 3}

c) the capacities u. ve w..

Remark, Sometimes the elements display two noneine
tersectIng sub-multiplicities of poles, called in v-b and
outpute In this case we must refine the concep the ine
Een%icalnessf of elements, In the definition of isomorphism,
similarly, we must further demand that the appropriate ele-
nments have not only the same number of poles but also the
same nunber of input and output poles., In the classifica-
tion of elements we must break down the elements in accorde-
ance with the number of input and output poles.

The concept of the elementary subescheme is built
up on the basis of the concep‘bs of memory and elements,

Let Z- be some memory, E*— a set of objeets from
multiplicity sp , and Se( ., . )- an arbitrary element having

S« poles and whose empty spaces are represented by care
dinal numders %a Ve Wa. £ v ve e

Definition, The symbol S8, (X% ¥, 2) 43 called an
element3Yy sSub=-Scheme over memory z, if the poles of ele-
Tent S<( , . ) are represented respectively by objects
of set £* having a capacity % and if sets Xx* vy 2z*
of memory X, having capacities %« Y We respectively
fulfill the condition '

(X JUIY*DNIZ* = A.

We will now briefly explain the meaning of the sets
referred to in the definition of the elementary sub=-scheme,
The set 2z* determines the cells of memory 2%. which are . -
rigidly connected (i) with the given elementary sub-scheme,

14
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+hege cells conbaining both the information necessary fox
the work of the elementery sube-scheme and the inforxmation
arising 28 @ result of its work, The set X" singles oub
the cells of memory ENIZY, which contain the inforpation
needed for the work of the elementory sub-scheme SF (X*, ¥°, Z°):
Iastly, set y*r fixes the cells of memory ¥\|2"| Wwhich re=
ceive information that has appeared owing to the work of

the elementary sub~schems SF (X*, Y*, Z%. On the basis of
these clerifications it is not difficult Lo see that the.

Following definitions follpw naturallye. :

Definition. ZIet &% (X%, Y%, 2%  be the elementary
subw=schems over memory, £ o We will call the multiplicie
ties of cells 2% and ENIZY  the intermal and,pxtermal meme
ovies, respectively, of elementary Sub-schenes (X<, v~ ;g“),

We should point out here that the breaxdown or méme
ory inbo internal snd external depends on the cholce of the
elementary sub-scheme, The introduction of memory breakdown
enables us to place the meaning as defined completely withe
in the condition (X"IUIY'DNIZ = A, namely, the multiplici-
ties of cells jx* and |Y*| should belong %o the external
fols) alek iy 28 '

Definition. We say that an elementary sub~scheme has
feedback 1T (X°|NY*I=A. - ,

Tuere there is no feedback, the information arising
in the work of the elementary sub-scheme does not destroy
+he initial information., This is also possibley generally
spealing, where |X*[[Y*|+ A, namely, when the state of cells
Trom multiplicity |X«|N|¥* does not change during the
work of the given submscheme. We will not deal with this
situation here, however, becsuse we have not yet introduced
the precise concepbs of the state of cells and the work of

the elenentary subeschene,

Thus we have defined the elementary sub-schems as an
element having a debtermined link with the memory. Consee
quently, unlike the element, concretized in the elementary
subeschenes are the multiplicities of cells providing the
initial information end receiving the results., In that which
follows, the schemes will be composed of elementary sube
schemes. For greater ponvenlence we will pilcture the ele-
mentery sub-schemes S, (X% ¥ 2% as & circle with S rume
bered {as objects of set E* ) rays extending from it and
with the symhol S’f"’(x*’ Y z") in the center %mg. 1l)e .
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Remark. In practice frequent use is mede of a vaw
»iety of signs with the appropriate number of pcles 1o dee
signate elementary subeschemes in depictions of schemes.,
In this case we need not mark a sign with the symbol Sf’,
but simply write next to it the sets x°, r*, z° ,

Vo will use &, and &; - to designate the multipli-
¢ities of the elementary sub-schemes

EE@ v 2w ot v 2y

over memories 2 and 3. ., let §(S) be the multiplicity
of all elements belonging to &, (or &, respectively).

Definition. The multiplicities of the elementary
sub-gchémes @, and 8 ‘are called isomorphic if there is
an isomorphism between the multiplicities of elements S
end §°, and between memories ¥ and ¥, such that an equi-
valent correspondence results between multiplicities &; .
and &, in which the corresponding elementary sub-schemes
ccszsist of the corresponding elements and corresponding
Se S. )

Since the concept of elementary sub-scheme is deri~
vative from the concept of element and memory, the classi=-
Tication of elementary sub~schemes amounts to the same thing
a8 the classification of e lements and memories,

Remarks Where the elements have input and output
poles, The definition of isomorphism and the particular classi-
fication must accordingly be supplemented (see first remark
in this section), .

%¢ Schemes, Coordinates, \

Definition. Iet &, be the multiplicity of elementary
sub-schemes over memory ¥ and (£, £, ...)-  a network,
The symbol .

W (E, SE(X™, ¥5,2%), 85X, ¥, 2), )

is called a scheme (over the given mul'tiplicify 8, of

1é




‘elementary sub-schemes), 1f it is gotten as a result of
subati‘hwpi%g into the networlk M(E, E, ...) in the place of
sets £y £y of the slementary sub-schemes 8¢ (X¥, ¥™, 2™),
SErxe, v 2y, with g=ga(i=1,2, ...) and the poles of
elementery sub-schemes §.°(X™, Y74 2" -being placed ina .
determined Ffashion (see first six definitions in preceding
s;:a%tign‘)? in correspondence with the apexes of set
: 4.“#,,’,,9"'}' .
In particular, for each elementary sub-.scheme B
S5 (X", ¥, Z¢) the symbol k(£ §5 (X', Y%, 2%), in whichife=FE,=E,
18 B scheme. It is natwral to identify this scheme with the
initisl elementary sub-scheme. This may be written ag the
identity ‘ we i

i

: m(Eo,,Sf'(X“,' Yﬂl’ Z«})ﬂsg“ (X‘, Yl‘, 2")" ; ‘

In the-case whers input and output poles are isclated
in the elementary sub-schemes we cen define the concept of
such poles as followa: pole & €E, is called an inpubt (out=
put) if in all sets in which it is found it corresponds o
thg input (output) poles of the substituted elementary sube
gchemne s, - ' - '

In the case of schemes, as in the case of elementary
subeschemes, we may introduce the concept of en internal
and external memory and also formulate what we mean by feed-
back in schsmes, - Ce . .

Definition. Multiplicities Z=U12%] and 'IN\Z
are called, respectively, the interral and extermal memory
of the schene ' ' v

MU, ST, Y I, L.

. Definition. We say that the scheme gp(E,, Sa (X, ¥™, 27, ...)
has feedback i (X ‘D'(“Ml:lil'“‘z)am. AR o
We hay meke vhe same'remarks about these definitions
as about the analogous definitions for elementary sub-schemes,
Ve will point out in addition that the scheme may have feed-
back even where this is not present in each of the elemen-
tary sub-schemes making uwp the scheme, S
Schemes counstructed over Finite networks are clearly
represented geometrically. For this purpose we need only,
in the geometrical pleture of the network, inscribe in the
oircle depioting get Ei  the representation of the elemen-
tary subescheme S (X", Y™, 2"y, 1dentifying the correspond-
ing apexes (Fig. 12). ‘ ‘
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ald ;E ' ;‘; 1‘; r‘l )
B&flnltiou., Schemes W'(F5. STy, 7y )
and ' (£, S (X" 2"y, ...) over the multiplicities of

elemen‘t:ary su‘b-schemes 'g’ and @ respectively, are called
isomoxphic .if there is:

w (& a)“is\omorphism of networks (£, £} ...) and

b) isomorphism of multiplicities & and §; of
elementary sub-schemes with an equivalent correspondence of
poles in corresponding elsmentary sube-schemes such that cor-
respending sets are replaced by corresponding elementary
subeschemes, ’

It follows from the definition of schemes that their
classification comes To the same as the classification of
networks and elementary sube-schemes,

In that which follows we will deal not only with
schemes in themselves but also, roughly speaking, with their
arrangement in space, We will assume that 8- is & multi=-
plicity of different objects &v-

We will look upon these objects as points (coordie
nates) in some space =.

Definition, We say that scheme L =M(E, ST(XY, YY, Z%),..)
is arranged in space if there is a sub-multiplicity of
coordinates E'C of capaoi‘ty A (see the definition of a
network) such that between the objects of multiplicity E°
and the elementary sub-schemes forming part of the given
scheme there is an equivalent correspondence,

Thus, in the scheme arranged in space, & coordinate
is ascribed 4o every elementary sub-scheme, It should be
emphasized that, not only do different elementary sub~schemes
of the glven scheme answer to different coordinates, but.
if some sub-scheme is encountered in a scheme several times,
its different entries answer to different coordinates, It
follows from the definition that multiplicity =* determines
the position of the scheme in the space, 'Indicating this
or that objeot from 2 we can isoclate any elementary sube,
scheme of the particular scheme, This fact permits us,
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‘below, to discuss each elemexﬁ%ary sub-scheme of the initiéi

scheme,
, Definition, The multiplicities of schemes {4} and
fert VT deteimined over multipliecities © and &  of
elementary subeschemes and arranged in spaces g and £

are called isomorphic if there is:
a) an equivalent correspondence between the objects
of spaces B' and B .

b) isomorphism of multiplicitisc ®, and e

o) an equivalent sorrespondence between schemes from
multiplicies {4 and {4 such that the corresponding
schemes Y» and & are isomorphic for the given isomor=
rhiam of the maltiplicities of elementary subeschemes, with
the sub-multiplicities BF wnd 8F of the coordinates cone
sisting of corresponding objeota,

From this, among other +things, there directly fol-
lows the definition of the isomorphism of two schemes are
ranged in spaces £ and B, )

Below we will exsmine the multiplicity of schemes {&}
over a ziven multiplicity of elementary sub-schemes ® and
arranszed in the same space 8.

The elaboration of ths econcepts of scheme and coordi-
nates completes the first phase in defining the control syse-
teri, The second phase consigts in elucidating the concepts
which make it possible to characterize the functioning of
the control system, With this aim we first introduce the
funcvional characteristics of memory enabling us to describe
menory states and information, Then we will define the
functional characteristics determining the behavior of con-
trol systens, ‘

4o lMemory state, Information, Punctions.

iet us suppose that we are given a memory Ze{X,).
Epch cell X« will be repressnted as a sub-multiplicty of
objects which are described by the values of a variable 7«

Definition. The values of variahle ¥« are called
the sta¥es of cell X.. o The assignment of its state for
each cell determines ome of the possible states /7 of '
mencry .

It is evident that, with respect to the amount of
poesible states, cell X« is characterized by the nuwmbexr fe
which represents the capacity of the multiplicity of values
of variable . (i), -

We will introduce into the discussion the variable ¢
which takes its vmlue from a gsub-tmltiplicity: 7 of actual
munbers, This variavle can be interpretad as the timse,
while the multiplicity of all actual numbers can be regare
ded as the time scale, We suppose that subemultiplicity 7
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i“&oes not have more than calcﬁating capacity. This means |

031180

that the variable t can change only discretely., The
variable L sometimes hes 2 value tme Such that ¢ imm
in this case the variable changes as of a pomert tme , cale
led the initiasl moment, ,

Hencetrorth we will study memory in time, i. e. we
will consider that = X{i. et us suppose that the follow-
ing postulate is fulfilled for the states of the memory's

&Y each moment of time €€7 +the cell X. la exactly

in one {but in sn arbitrary) state x.=z.(t)

Definition. The state J=I1{) of menary ¥ , core
regponding o the state of the cells at time ¢ , is called
the memory stabte st time t. .

The memory state can change with time, This change
can cocour:

a} owing to the effect of the control system on the
WEmOTY 3

b ) spontaneously.

The times =znd the character of the changes in memory
state bound up with the funstioning of the conbtrel system
can te clarified on the basis of a complete definition of
the control system. As $0 sponbtansous changes reflecting
the process of forgetting, to describe them we mst introe
duce the parameter (>0 (degree of recall) (k). This
parsmeter ls dependent on the number of itne cell = and the
time ¢ and shows how leong this or that cell state can last
if during this period the cell has not been subjected to
the action of the combrol system. Consequently, where

U e+t 4t}

X (t' )= ag{t).

Thus we see that the mewmory has two funciions, On the one
hand it acts as a repository or intermedisry., This is maine
1y typical of the external memory and determines the link
between the control gystem and the outside worlid. On thse
other hand, the memory has the ability to recall, owing to
which it is the most fully equipped part of the control
system to take previous experience into consideration.

, Let us now try to refine the concept of the isomor-
rhism of memories.

Definition, Memariss ¥ () and (), in which ths
varisbles ¢ and ¢ take their values from sub-multipli-
cities 7" and 7. respsetively, are called isomorphic meme
oxies if there is an equivalent correspondence X «—s Xo
between the cells of memories ¥ and ¥ and a matually .
continuons (homeomoxphic) similsr correspondence of time
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‘scales such that: vl

a) corresponding cells X. and X« have the same
mnmber of states, 1. €. per=pl; * _

b) sab-mulitiplicities 7' and T consist of corresw
pondlng elements; : ‘

o) if <x(¢) and < () are the degrees of recall of
the oorresponding cells X¢ and Xi- and the time ¢ core
responds to the time ¢, , then the times # ++« () and,

"+ <) correspond to each other, :
' It is easily seen that the classification of memo=
ries given in section 2 can be naturally extended in the

Tollowing directions, ,

l. Depending on the mmber p. of states of cells,
we Tind: L o :

a) a memory in which the ocells have in total & lie
mited number of states, 1., e, pe<6 : o

b) 8 memory in which each cell has a finite number
of states; - | o o N

¢) a memory in which the cells can have an infinite
nunber of states, v

2+ Bearing In mind the types of states of cells,
we find:

a) a homogeneous memory, i. e. & memory in which

Pa= consys : _ -

b) a non-homogeneous memory, i., e, 8 memory in which
there are cells with differing numbers of states, '

3. Depending on the magnitude of the degree of re-
call, we get: :

a) & memory with limited magnitudes of degrees of
recall, 1, e, () <C;

b) & memory with finite magnitudes of dezrees of
recall;

¢) a memory in waich there can be infinite degrees
of recall, , )

4, Bearing in mind the character of the degrees of
recally, we find: ,

8) a memory with identical degrees of recall <.(f)s=const
(1n)particu1ar, where %(t)=® ws get an unforgetting mem=
oryls

b) a memory lxavin§ differing degrees aof recall,

The memory state /{#) represents the code of some,
message needed for the functioning of the control systems,
This code is not identical with the message but is only its
symbolic notation, It does, however, contain information
about the message and we will therefore interpret /(9 in
that which follows as information and will think of memory
as the repository for storing the information,

In view of the ability of the memory to recall



‘information we are able to define more clearly the differw!
ence between the exterpal and internal memories for the
given scheme L=WR(E, S5 (X™, ¥, 2%), ...) over memory &£
Namely, throusgh the externsl memory the tle with the oute-
side world is establishied, and through 1t comes the origi-
nal data, the initial information: The internal memory is
characterized by the fact that for all schemes over memoxry
‘¥  with the given multiplicity of elementary sub-schemes
at the shtarting time twia the state of each cell i1s either

always the same or fortultous. Consequently, at the starte-

ing time it is impossible, in the internal memory, to set
the arbitrary states at will., DBut we note here that with
the passage of time, with the "evolution" of the control
system, the breakdown of memory into external and internal
can change,

Definition, We will say that two multiplicities of
informa®tion ' ={I;] and I'"={/j}, connected with memories %’
and X, are isomorphie if thexre is an equivalent correspon-
dence of informasions f¢ eIy, brought about by +the iso~
moxrphism of memories ¥ and 2 and by the equivalent cor=-
respondence of states of corresponding cells.

e will not present a classification of information
since it is difficult to make a natural differentiation of
information inte different types,

let ®={®)—~be a multiplicity of objects: ®p

Definition, Objects ®€® are called functions.

The meaning of the functions will be revealed below
when we examine control systems. . ,

Definition., The multiplicities of funotions % and

9" are called 1somorphic if they are equal in capacity..

It is obvious tha®t multiplicities of functions can

be dividsd in terms of capacity into:

a) multiplicities with a finite number of functions;

b) multiplicities with an infinite number of funce
Sions,

PMurther specification of muliiplicities ® requires
the disclosure of the substance of the functions and will
therefore be given later,

5 Control systems., Thesis rezmrding control systems,

We will now turn to defining the concept of the con=
trol system. This can be done in two ways: the naive mul-
Yiplicity theory way and constructively. In the former
case, roughly speaking, the function of the control system
1s not bound up with the comtrol system's structure but

arises out of experimental considsrations, Here the appointe

ment of a function for each control system is an individual
problem, In the second approach it is held that the
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functions are known for the so-called elementary control
systems but that for other control systems they are Tound
with the ald of some algorithm, These two aspects are cone
nected vith esch other in such a way that the construcitlve
definition is possible oxly on the basis of the multiplie
city theory definition and represents a refinement of the
latter, These approaches recall, essentially, two ways of
determing truths in mathematical logic: the malve method
and in the form of a reslization accarding to Kleene /5. 7.
K In this section we give a definition of the control
system proceeding from the malve multipliclty theory point
of view, The logie of this definition follows from the
preliminary study of physical control systems in which one
experinentally demonstrates the struoture of “the scheme,
function, etc. , o o o
Iet us regprd as fixed the memory. %, , the multipli-
oity of elementary sub-schemes &, , the space of cooxdie
nates E, , the sub-multiplicity |7 of time moments, and.
the rultiplicity ¢ of functions, We will consider the -
schemest, = %, (£, sfi{x"l, ¥, Z0).) over memory ‘XWX apd
over the miltaiplic.icy of elementary sube-schemes 8 o Ve
understand ™= o be, as alweys, a multiplicity of cooxrdis
nates corresponding to scheme Ly, , and we think of ' lag
as informotion determined by the memoxy state z'. » We
suppose, finally, that schemes Iy , coordinates (%, , ine
FTormation £+ and function f‘% are considered in time,
The last condition will sometimes be written

C Eg (ta)s By (ta), Ty () 8 B, (29, vﬁfgm: el
We will denote as U the multiplicity 6f"'.éjfm$olsf' -
Uyt (). Bip (0, Doy (0, B )} |

: Definition,  The symbols Us={Zi(t) Bjp (%) fuy (t) Py (tal}
from multiplicity # are called control systems {(ovexr
%6, % Tand /¢ ) if each symbol "Ugeh represents a sub=

pultiplicity W={U;JCR of symbols Ur with &> (il

may be empty) and a distribution of probabilities

where p(l/s, U and Usels n Uzwpwg, Usy==1.

: : v€8; >

Thme we define, in fach, not one control system but -
a whole multiplicity % of control systems, ZEach system,
is defined ag the unity of a scheme, coordinates, informa=-
+ion and a function. To set it we must indicate the sube
multiplicity of control systems W . This sub-multipli-
city determines the direct transitions

Uger v,

of *the given control 'systéni U, “b_ca’ the control system,ésf ve
from |y, (from time {4 to btime & ), It is cleax that U,
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‘may be emp*ty. ‘For example, if there is ‘lmgmmeﬂ{t} ‘then
in a coutrol gyshem Us 'vﬁewe é‘amt,,m, the sube-multipl ici‘ty
W is emopty, In these cams the control syatem does not
adrit direet transitions and is Aherefore termed finale Ve
will call the control sys*b—sm initial if there is N0 oontrol

system U, such that U,el,. Tt 1s cleaxr that if there is
tm!n'*mm {t}. then each ccn*tral system of the type. U 1 s Where

Cly=tn,ods :.zm‘t;is,l., An indication of the pogsible transie’
tions of a given control syshbem does not in itselfl define
the completeness of its transmutations, Therefare, where
A we must set a distribution of probabiliﬁies p{ls Uy)
Tor :ransl'ticns Ug— Uy

We must postulate semara"bely for the case Us+ A
where for control system U, exacltly one tronsmutation
Us—Uy. is realized at the momen’t of time under consideration,
This precludes for the same contrel system the pe%&iblli*‘cy
of several transmutations Simultaneously.

Let us now clarify the meaning of the symbol for the
function @ We will, notably, regard it as an operator
winich acts on the conbtrol system Us, 1if Wy A. For cone
venience we may use the notation A

using this to signify 'tha't ‘t:he result of applying the opere
ator ¥ to Us 4 i, e. @0 with probability pw, U.)
is Uy , whem U [ PR

Thus, the definition of the control systelk Supposes
that in each symbol -y () B4 () by (), Py (6} from W the
symbal of function @y (). is interpreted urambigously, or,
in other words, that the control system is completely dew~
fined by its symbol noitation, It can happen that in mule
tiplicities ¥4 and W we find control systems

U= {5, (1), B4y (83), D (890, @4, (1)

Ui = {4, ts), EJ,; {tp), I, (ts), @, (6:)).
with ths same- symoalic notation but havirg, generally speake
ing, different interpretations, i.e,

(T (1), P Uy, U} 8 (U5 (83), P (U3, US))-

In this case the simyltaneous examina'bicﬁ of mnltipliclﬁies
4 and W i1s not permissitle. '

It is easy to divide func'tlons ‘ﬁa, vhere W+ A in-

to two types: detbtermined and random, . .
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~ Definition, The function Py is called determined
if sub-ruditiplicity u, conslsts of one cobject; in the
case where U, conteins more than one object, 'the function

®2  ig called random,

It Tollows ditrectly from the definition that & doe
termined Tunction is ceomplfa‘hcly defined by the jwdlcation

of subw‘mu,l’a:i.plici'by U 5 4o met the random function we, :
mast, together w:‘i.th _sub-mul‘tﬁ.pﬂ.s_city M, set the dis*t:ﬁ‘in
bm"mn law p{U; U,) - Tor the direct treonsitions Uy—U,.

Jet us suppose that we have a control sya‘tmm Ui o
’w this case we obtain & whole series of direot transmutse-

tlons mawﬂ;m zed b;? the correlations:

ﬁf u3 =k A, 0 @t§(f$ =z l}.‘,‘ . Whem IU'Y 6 ﬁgy
. L "

i:f . ﬂ»{x #’4&, TN d’g"i‘i{j?“ =] .Ua"!*?q Wﬂem 3£“’€£

nﬁi uﬂfﬂgg = A‘ Ta q‘lg L aig iy (J

‘ip sg’

Whem ' 5"2{&{2@6 &3‘%2‘3
8LCe

For greater clarity we can show these transmutations
graphically in the form of 2 "tree” (Flz. 13).
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: Here Vuw Usi Uswo -2 Us,,  aye final control systems, '
It is obvious that the tree makes 1t possible to follow
all the transmutations of control system U, » The azgre-
zate of all the transmutations of control system U, will
hencefarth be called the evolution of the contxrol system,
Thgg the evolution of a control system is characterized oy
a tree, ‘

Following from our postulate we will actually always
have (with one probability of another,) only one individual
“branch of the tree, i. e,

whdeh either breaks off at the final step or eontsins an
infinite number of objects.

In the case where all the functions are determined,
we get instead of a tree, one branch

Uy Uy Ugms . ..

The eorrelationi¢w55wbﬂ can be writbten out in greate
er detail‘in the following way:s

‘j)’a {”‘a (&), EZ‘;& {te), Itﬁ {ts), ¢t, ()= {:i»‘, {t4)s 331 (tv)s 1&., {t:). ‘pl, {2}

It is clear from this that where the function ¥4 =acts on
contrel system ¢, , there is, generally speaking, a simule-
taneous change ot scheme, of coordinates, of infarmation
and of function, Thus a classification of functions can

be made according to the following principle:

_ 1) depending on the type of function @, we distin=
guishs ‘ .
a) determined functions;

b) random functionse
® 2} in terms of the character of action of function
s on the control system we have:

2) functions aldtering the scheme and function not
altering the scheme}

b) functions alterinsz the coordinates and functions
not altexring the coordinatess ,

¢) functions altering the information and functions
not altering the informations

d) functions altering the functions and functions
not altering the functions.

Earlier {(in section 4) we spoke of ‘the action of The
control system on the memory. Here we can reformulate this
in exact terms, X

Definitions Cell X. - of memory "2 is acted upon
by cont¥ol sysvem U, at time & If function @ alters
the content of cell X. s i. e, the content of cell &« of
control system Uy 1is different from the content of the -
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~cell of control system PiuUs. :

. Xnowing the evolution of the given control system
Us, , we are able to determine for each cell all the mo«
nents of time at which it is acted upon by the control syse

%em in all branches of the evolution

Upsp Uy Uy~ ...

Remark, In exanining control systems we are often
interesTed not in the entire evolution, i. e. not the
alteration of all the quantities Iy, Ejy /A, and 9, ,
but only in some of them, e. g, only the coordinates, only
the information, and so on, . We therefore use different
Zunetional  characteristics of control system, Thus for de-
termined control systems of the type

Ul“"‘):U"") v i

{here U: denotes a control system arising at step & ) we
can conslder the following functional characteristics:

a) the functional characteristic of the elementary
change in information ‘ :

fll)=1I., (for a control s‘ystem,with number # );

b) the funectional characteriistic of the change in
information in time ~

') [, =1, where t=t, (for a control system with nume
ber H . E = : E L
¢) if the class of control systems is such that for
some km=k(/) we find that ILi=/,,=..., we can consider the
functional characteristics of the change in information
through &(/)  steps, 1, e,
: : f (1) = Expy).

It is clear that the above-mentioned characteristics
are defined entirely in terms of @, and U , i, e. in
terms of the evolution, The opposite assertion does'gft,
zenerally speaking, hold: +the evolution (functions » )
are not re-established in terms of these: characteristics,
In these cases the conitrol systems themselves are merely
means of realizing these arbitrary functions, However, in
solving the problem of synthesizing control systems we are
nevertheless obliged to resort to the initial concept of
the funection, i, e. to P4 , Consequently, control syg=
tems may be connected with different functional character-
istics. Their choice influences the solution' of many probe
lems (the synthesis of control systems and so farth), The
solution itself demands a knowledge of the funoctions in our
Zirst meaning, - ' '
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Definitione Let us suppose that we have two age
gregaties of convrol systems (Ui} and (U¥) over
¥SLE. T Y and X BB, 0 y respectively., We
will oall these aggregates isomorphic if there is an equi=-
valent correspondence between -the. control systems

Up o Upe,

Siving rise to a) isomorphism 'ZTiy—Z{.. BB, of the ,
multiplicities of schemea {I/,} andi{£:,], situated in spaces

® and ¥ ; b) isomorphism £+~ I, of the multiplici-
tles of infarmation (v} and ), 3 ¢) isomorphism: ®,, ~di,.
o the multiplicities of fumotions {¥r,} and {®f.) |, and
gach that _ ‘ ‘

1) if UjesUp and UpesU%, then it follows from
<8 that 6 <6 |

2) sub-multiplieitiss W and W represented by .
control gsystems Uy, and Uf. consist of corresponding cone
1ol systems: ,

3} P U3y =p (Ui, US), where Ul € u;

Uweely and Ui sl

£t is clear that isomorphic control systems behave
similerly and it is therefore suffi cilent to study one of
them to be able to judge another,

“he classification of control systems is connected
with the clasgification of schemes, memory and functions,
n addition 1t is matural tc subdivide control systems,
with respect +to their role in the evclution process, into

5) initial control systems;

L} final comtrol systems;

¢) cther conmbtrol systenms,

It is also importent to note that the class of daw
termined contrel systems having a finite number of Pfunctions
containzs a subm-class of conmbrol systems in which the evolue
Tion represents a periodic sequence.

In the introduction we spoke of physical control Sy Sw
sems and of control systems, The latter were viewed as
classes of isomorphic physical control systems, It zoes
wthout saying that all these concepts were drawn from the
analysis of concrete examples with the aid of substantive
sxaminations and that they therefore lack the strioctness
that is typical of mathematical concepts, \

We have Just constructed a mathematicel object called
i control system which for the sake of acouracy should
perhaps be called a mathematical control gystem, There na-
‘urally arises the quesiion what connection there is bew
‘ween this object and the combrol systems and physical con-
rol systems of which we spoke in the introduction, I% is
sntirely wunderstandable that this connection cannot be fore
“lated in exact mathematical terms, It can only be :

i
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expressed as o thesis, similar to the thesis of Churoh 1
2 5.7 in the theory of algortthms.

Jundamental thesis regarding control s atens, Every
shysical Gontrol sys‘Eé?&f“ﬁa%ﬁe adequately deplcted by means
52 the mathematical control system we have defined,

the peculiar feature. of Yhis thesis oonsists in that
i% cannct be proved in the mathematiea) sensae, Experiment
can only confirm it, :

Let us offer some clarifications, In formulating
the theais we use the expression "adequately depicted,"
his should be regarded as Synonynous to: for every phyw
el TErel ayatem we can constrict a mathematical oone
ol system whose schemetic and Tunctional characteriztics
Jlearly and without dilstortion deplict the schematic and
Tmetional characteristics of the initial physical systenm.
‘hug, fox instancs, in the introducticn we considered a
control system for turning on and off 1ight on a steirway
Mge L)e  Ab stracting from this, however, we scon replaced
‘e physical control system esgsentlally by a mathematioal
ontrol system (Pig, 2 and corresponding text)s This sub=-

tutlon, beinsg a natural one, might have escaped the noe
-06 of the reader, The thesis we have rut forward relates
cifically to the fact that such a substitution of 2 phye
sieal combtrol system with s mathematical control system is
clways possible, . ;
The thesis can also be understood in thils ways: every
athemstical control system is & control system in our irde
el meaning, 1. e. & physical control systom, Its pecue
~lar feature iz its complete methematical determiration. We
efined contrel systems as a class of Physical oconbrol sys-
2m8 having identical {isomorphic) schemes and functions,
bt follows from the thesis that every such olass contains
“ mathematical conmbrol system, Since ezoch class 1s extirew
¥ characterized by any of 1ts representative 8, Wwe can treat
i@ control system as a mathematical control systeme In
s way we glve a precise mathematical meaning to the term
“atrol sygtem, ident Lfying it with the term mathematical
sntrol system. Owing to this fact we have nowhere exoept
1 this disoussion, and will not in that which follows, used

@ word "mathematical® in conne ction with the concept of
sntrol systems, - '

i
¥y

ghenentary comtrol systems,  Control g

y rsbems over a civen
eI TeTEy of elementary conirol Systems. I SO EnmT zed
ALY oL S7ETemS , o '

The naive multiplicity theory definition of control
atems is comvenient in a preliminary study of physical
wirel systems.  However, to be able o reach the higher
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f;tage in the study of physicéi gontrol systems at which

not only external observation of the behavior of control
systems is possible, but also their modeling, we must nad
rrow somewhat the class of control systems,

Dafinitions A mdtiplicity of control systems U
is calléd regular if the function of the control system is
unambiguously determined by its scheme, coordinates and
information, i, e, if

: By (63) = F (24, (), Egyte), Dy, -

whore UpelW. Tk follows Tror the definition that in the

onze where multiplicity (¥ of control systems is regular,
every control system Usell is completely determined by
the setting of scheme, coordinate and informationt
AZg () Ergltp)s Iag (t)}:

since funotion ' ¥, ig found from the correlation

Py () = [ (g (1) Biy(ta)s Tny (G))-
However, we must bear in mind that this correlation is net,
senerally speaking, affective, as it guarantees for every
group of threeliy )i (41 (G)the existence of a single funce
tion P, and no more, Below we define the class of con-
trol systems for which the function @  is determined from
{& E, /% effectively, i. es t 1s a calculable function.

A very important special case of control systems is
the elementary control system, 1. e. & control system of.

the type
U= (S (1), £(0), I1%(r), @*{8}},

where S(0)- ig an elementary subescheme and &) is 1ts

coordinate,

Definition. The multiplicity of contrel systems W
are called correct if, regerdless of the elementary sube
schems S€€, 1tS coordinate §€EZ. the information Joc/.
expressing the state of the memory of the elementary sub=
scheme &, , and the time ¢€7. such a ¢°¢®, can be found
that the elementary control system

U= {S{), E(B). . D)

belongs to multiplicity W.
We will denobe by g° the sub-maltiplicity of all
elementary control systems from U .
Theorem, If the multiplicity W of control systems
is correct and regular, then with every control sysiem
Usell 1% 13 possible tmamblzuously to connect a set

_ e, UL ...}
of elementary control systems from 3130 such that the control.
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‘system U, mafz be rezarded as’@ control system over the
given set oi contro Systems,

In this connection let us consider a scheme i (fh):
forming part of Us. , The scheme I,(4) 13 made up of a
net uf elepentary sub-schemes :

{S!,l (%), Ssu’ {tg). ...}

In control system U every elementary sub-schemes :S‘-f (¢s)
unambiguously corresponds to a coordinate &, (%)  Further-
more, information 4, (4) determines the memory state (ine
formation) of the elehentary sub-scheme &, (4). Thus we
nave  Sig sl G, (). Iy, () By virtue of the correctness and
alerity of multiplicity W there is a single elementary
sontizal system Us, sucn that ,
U:,"’(Si.'(% & () Iv, &), I(Si.'(ti): & (1) 1x, ()}

and UL €W Thus we have constructed & set of elementary
control systems {US, UL, ...}, connectsd with the siven cone
trol system U, -, lYow we can congider the control system U,
&5 a control system over a given multiplicity of elementary
control systems understanding this to mean that Us is cone
“rneted of elementary control systems Uvs, Ue, ..., belong
©o sub-multiplieity o '

Since the elementary control systems play an impor-
tant role, let us go Into greater detaill on the specific
Teotures of funetions @ , BEvery function ¢ represents
an cperator which can be viewsd as the "composition™ of a
series of simple operators. The most important of these
operators carries out the following trensmutations, ;

1. Alteration of the comnection between the elements
and the external memory. Here, in the elementary sub-schemes
whose coordinates are determined by the information Iy, (8),
the, sets of cells (xi% y'%), are revlaced by the sets of célls
(X', ¥y where (x'S|y|¥Y')NiZ'|=A. The character of this
substitution is also determined by /a,, (fs)-

e Alteration of the connection between the poles
»f elementary subeschemes and the apexes of the sets of nete
work B, The coordinates of these elementary subeschenes
and the character of the alterations are determined by the
information /s, (%)- . :

3o Alteration of the individuality (type) @, of
:lements S5, , The coordinates of the corresponding ele-
zentary sub-schemes and the character of the elterations
are indicated in the information ’k., () :

4¢ Alteration of the coordinates of elementary sube
-a:che/mes. The information necessary for this is determined
RARCIN 1 ' .

5« Alteration of the states of the external memofy
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#, (X" Ly,

1. 0. the informetion stered in the cells from sets X'™, 2™
is reworked with the aid of furotion @, and reglstersd
in the cells from set y'™. ) -

6. Alteration of the states of the internal menmory

o, (X', 2y 2, ‘

i. e, the information stored in the cells from sets X', Z°%,
‘is reworked with the aid of function ¢f, , and registered
in the cells from set z'%.

Te Alteration of the topology of scheme

mis R ng- v

The character of alterations is determined by the informge-
Sion fx, ()

Be - Auxilizry operations reladting respectively to
the work of the algorithm (see below), This catepory con=-
tains signals for the start and end of work, indices of
the order of work = random cholces, logical functions,
brackets, and so forth, Control s;{rstems of thisg type pPIo=
vide a certain "avxiliary alphabet" required for the work
of the algorithn /5 _7.

Tn many cases the function P,  in the presence of
action on the control system Uy produces simultaneously
saveral sinple acts, and we therefore say that the operator
represents a "composition" of simple operators,

Let it — e an arbitrary multiplicity of control sys=-
sems  Us.

Definition, The rultiplicity W of control systenms
ig called algzoritnmized if there is an algorithm A4, defined
or W, @uch What: ' ' .
1. TPor every conirol system

U;m{}:;a (i’gg}u z’fﬁ "ﬁa}v 1*3“3}1 wfs (tg.)}

H

Tromll AU, =9} (t), where Pi{t)  belongs to some rultiplicity @

2. TFor every elermentary control system
U= {8, (¢,) &), I (L), (k) prom 1Y,

AUS =@ (t)=@] (t,), where @ (t)ed".
3« Symbols; Uy from multiplicity w, whexre

Ué LW{E‘?(‘Q)’? E}’(fﬁ), lka (t&‘l)' ¢i3(tﬂ}}
are control syslemns, ‘
n par%iclﬂ.ar, symbols Ue={S (), & (t. Inlta) (8]
and only they will be control systems from the multipiicity
W~ the sub-multiplicity of all control systems from W. =
4o The multiplicities of control systems ¥ and. U
satisfy the condition or coordination, i.e. if control
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Ug = {Ly (1), }f'—“‘aita).' Ikﬁv(,"o);' Py (B}
and Ui={L,(6) Eit) F5(0) Pyl from W and u  respece
tively have the same symbolioc notation, then _
Byt =Ui(,) and B(Up Uy =P U}, U,
j:l-tn. o;blrggr words, control systems U, and UV; are identical,
«€e: | S Ué. . ' P
Iet us give some olarification of this definition,

I:a the case where the multiplicity U of the control sys-
tems are algorithmized, every control system

‘gystems

(Ur= ). Byt L) 04 trom U

is unambiguously, with the aid of algorithm A. , in core
respondence with the control system '

U=yt Byl D). @iy from w,

which, generally speaking, does not always coincide with
thie control system Us- . As regards the elementary control
systems, they turn into themselves in this correspondence,

i. e, tU;"—'z[/:.

Furthermore, the multiplicities 1 and W have iden=
tloal sub-multiplicies of elementary control systems, 1. e.
W =1%. PFinally, the fact that the symbols from muitipli=
clty U, .are control systems sipnifies that with every syme
kol U; 1s connected a sub=multiplicity W ={Ui:l of symbols
Us, , where ¢, > (Ui may be empty) and the dist;-il?}rbipn of
probabilities p(U;, Uy), where 0Cieu; and 2 P(Us Un=1 7
' Upen;

The latter conditions determine the direct transitions
Ui—U; of the control system Us to control system Uj
from W. . These transitions are characterized by the o-

perator! @), nemely, with a probability of »(Ui Uj)
operator = @ (%) carries control system  U; to control
systen Ui . :

The ocondition of coordination signifies that control
systems Us and Us from multiplicities % and W', respec-
tively, having identical symbollc notation behave identie
cally in the process of avolution and are consequently ldene
tical, In particular, the corresponding elementary comtrol
system from multiplicities U and U are identical.
Thexref ore ' ’

W 119,
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: Theoren, If an algorzghmized multiplicity B of
the control Systelms 1S regular and correct, then W repe
resenss a ﬁhwt¢bliulﬁj of control sysvems which 1s also
rerular and corrects '

It 1s entively evident that in the terms of the |
theorem, control systems from W are debtermined respece
tively over the same sets of elementary control systems as
control systems from #.

In certain cases an indispensable condition for the
iwork of slgorithm 4 is the existence of elementary control”

eystens with auxilisry functions (see point 8 in the liS%
of simple operations),

efinition, We will consider that the algo:r'l‘{:hmam
tion of the multiplicity ! with the aid of algorithm 4 ig
exact for the given control system Uzell, if

AU@ L d}iﬁ {tﬁ)t

and the comtrol systen itself is called exactly algordthmized,
Thus with each algorithm A, effectuatlng the algorie
thmation of multiplicity ¥. is comnected a subemultiplicity
Ua  of those control systems from U, for which the a1g0~
rithmation is exact, Obviously

wcucu.

is e, the clasé of exactly algorithmized control systems -
contains a sub-pultiplicity W° of elementary control
systenss '
In the case where the algorithmation is exact fér
all control systems from U

HAau

Al gorithmized control system@ from a regular and ca:rect
maltiplicity U of control systems are lmportant in that
they not only ind,.,cate the coxre spond ence between

¢l¢ (tﬁ) ‘B (fg), =j B (t ) and 1&; ((ﬁ) 1 e Ce

¢(£ (t&) = f(z'ts (is): EJ"; (tﬂ)f !‘ip (tﬁ})

but slso set the effective method of calculat¢nb the funce~

tion f o In the same way, the mechanism is described for

obtaining the function ®% and consequently such a control
system becomes similar in ection to an automatic device.

7. Peculiar features of the control systems studied im
cyberneticsS,. _ . '

In the introduction we defined cybern&tics as the
methematical discipline studying control systems., However,
since we had not yet clearly defined the contxol systenm
we ware unable to discuss the peculiar features of the
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‘eontrol systems studied in cybermetics and their relatione
ghip with physical contrel systems, DBut now, with an exaoct
definition, we shall roburm to this matter. :

A characteristic feature of the control systems
studied in cybernetics is the fact that they represent in
essence objects of a dlscrete nature, namely, schemes, funce
tlons, coordinates, information and time. The discreteness
of the schemes and functions is entirely understandable and
is manifested in the fact that between all schemes and all .
funetions there is no conmbinuous transition. As regaxrds
the coordinates, information and time, they are frequently
deternined with the aid of parameters that may teke on
values from some segment of real numbers, Iet us suppose
that the chart (Flg., 14) shows the change in state %« of
cell X« in time, We will assume that the only important
thing for the functioning of the econtrol syster is whether

Za 18 or is not larger than = e In these sonditions
the functioning of the control system would not chansze it,
ctlier things being equal, the change in state of cell Za
vwers sew by the chars (Pig. 15), Thus the functioning of
te sontrol sysien is completely determined by the behavior
of the predicate Plu.(i1>el). which is shown graphically in
frure 16, We have then three graphs bound up with the .
identicel functioning of a contrel system, The First two
characterize a contiuous quantity while the third prictures
a discrete quantity, It is also cvident that each of them
oears in some gense information on the state of cell Xe, s
the information in the first (and accordingly in the secw
ong) being greater thaa the information contained in the
third zranh, since the third graph 1s wnambisuously detere
ained by ellther of the aforegoing., This shows that a :
necessary condition for the functioning of the comirol sys-
tem is, In essence not all the information on the state of
the cell, i. e, not complete knowledse of the chanie of
state sraph, but only that part characterized by the third
sraph, Thus the state of the cell energes as a discrete
quantity alllicush its carrier may be a contimuous Quantity.
A similar situation also arises in considering space-tinme
characteristics, In & whole series of important cases there
is far greater restriction - the aforesaid quantities are
not only discrete but also tak%e on only a finite number of
values (thongh this number may be very lart, it is true).
The discrete character of control sysiens also places 1ts
mari on the devices used in cybernetics. Here a large part
is played oy the multiplieity theory, probability theory,
ngmber theory, algebraic and particularly the logical methe
2ds -

e Ed
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The second feature of control systems regquiring.
special cybernetic examination is their complexity. Iame-
1y, study is made of control systems consisting of a great
nuaber of elementary control systems, controls systenms
having intricate schemes, ete, The fact is that in order
to study simple control systems such as the electric bell,
sin z programs, etc., it is not necessary to use any de~-
vice or theory - such problems are solved directly "in the
head" by simple mental calculation, In the case of ine
tricate conirol systems, even if they are connected with
quantities that can take only a finite number of wvalues,
menitsl calculation is no longer possible, It is known,
for instance, that the number of all chess possibilities
is finite, or that the number of chemical molecules with
a glven number of atoms, say less than 20, is also finite,
Despite this, in practice, even using modern computing
machines, we arc unable to sift through all the chess po=-
ssibilities so as to select the best move or go throush
all the chemical molecules to find the one with the de=
sired properties. .

All this goes to demonstrate that the finiteness
of a multipliecity of wvalues is actually symbolic in na=-
ture, finite multiplicities emerging in these conditions
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‘28 infinite ones, Thus complex conbtrol systems {even in
'f;};fz finite oase) require special approaches for their
study . - _

The third feature is connected with the fact that
real aobjeots can be viewed az control systems, generally,
speaking, in many ways. . The faot 1is that a control sys~
tem is not an absolute ooncept but a concept that depends
on what is taken as the elementary control systems and on,
what aspect of the object one intends to study, Thus e
aspeaks of the relativity of control systems. In explans-
Yion we will mention the control systems bound up with
somputing machines, .

1. The machine, The scheme af this centrol system
is the scheme of the mackins, It involves the following
elemantary oontrel systems: <+tubes, semicomnductors, con=
densers, resistors, transformers, induction coils, cathode-
ray tubes, and so forth, The internal memory is mde up
of tubes, roils, triggers, hold-back lines and hold-backs
in the scheme itself, The external memory is made up of
tapes, racks, punched cards, etc, The functions of the
machine are conditioned by the algoritim, the latter being
determined by the laws of radio mechanics, and the functions
represent select zroups of "mumbers,' simple "auwnber" opere
ations, the recording of "numbers", changes in state of
the machine, stes, and combinations of these,

2. The program controlling the work of the machins,
Its scheme represents a sequence of elements (commends)
each of which has its coordinste (address) = the number of

the cell in which the given commsnd is stored, The ele=
mentary control systems are the individual commands: saxrithe-
netic commands, readdressing and dispatching commands, ccone
trol commands, The internal memory is bound up with the
gtates of the machine during operation. Thus, in the
"Strela® machine, the sign ¢, is produced when carrying out
certain commands, this sign being found in the internal
memory. The external memory is made up of cells of tapes,
rolls, cathode-ray tubes, emitters of constants, reglister
ing devices, ete, The ai.goritm detexrmining the program,
function is set by the machine itself,

3. The algorithm realized by the program., Its scheme
expresses the comeotion of operators, These are elementary
gontrol systems and are broken down into arithmetic opera-
tors, operstors for change in parameter and formation, con=
trol operators, and their combinations, The internal nmeme
ory represents all the parameters and indices of the opera=-
tors. The external memory is hound up with the stearing of
input quantitlies and results of information processing.
The functloning of the glven scheme is determirned by the
setting of information processing by each operator and by -
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‘the indication of & superalgorithm which computes the func
tion of the entire control system in terms of the function
F owsaon opevator snd in bterms of the scheme,

From thess szamples we ses that the role of the v
sious units in the machine dspends on what kind of control
system is involved, o T o o ,

Finally, the fourth trait is bound up with the fact
that in algorighmizing & multiplicity of control systems
we neglect certain secondary phenomena as a result of which

dhe algorithmizing proves inacourate for a number of con=
rol gystems, In this way we replace one multipliclty of

outron systems with others, the latter representing a ogr-
aln approzimation, ' i .
Consegusnily, study of the multipliclty of control
systens amounts to finding an approximation with one ox
another degree of exactness., This plcture emerges in con=-
strneting transfer algorithms, in finding tactics, etc.

Ze  Ways of studying control systems and the baslc problems
’5-:5 Uﬁﬂ:} arnetlics.,

As we have stated earlier, a control system ls an
ubject of a discredte nature which consists, generally speake-
ing, of a lerge number of elementary control systems, This
fact leads us to conclude that the control system is not
only sn objsot have a microstracture but also & macroscopioc
object. As & result, in studying control systems two app-
roaches are possible: +the mioro approach and -the macro
approach. ' ‘ .
The egsence of the maoro approach is determiried by
cervain specific features of control system Investigation,
Yotably, 1t arisges when the physical system being studied
does not permit direet and complete examination, The only
things lending themselves to direct observation are the
noles of the system, 1ts external memory and its "behavier.”
For the rest, the structure of the control system ls un-
lmown, Such & situation arises, for instance, in studying
inacoessible conbrol systems (in games, eto.) or in examin-
ing control systems vhoss structure is incompletely inves-
tigated (in biology, ete.le Thus in such cases the con-
trol system can roughly be treated as a box in which poles
and an external memory are set apart (Plg. 17). Ixaninge
tion of +he poses and external memory with their specilic
Tegtures represent the preliminsry analysis of the scheme
of & control system, IPurther study is bound up with an
infinite variety of experiments not invoelving entering the
hox, Iach of these experiments lesads to some reprocessing
of information, This can be described in precise language
and, as a rule, in more than one way, The simplicity of
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-such descriptions is essentially a reflection of how the
information is fed to the control system. In this connece
tion there arises the procblem of coding information, which
involves the question of differentiating the states of the
memory ¢ells and establishing their number, Having proper-
ly selected the time step we can determine the functional
characteristic describing the information processing, Find-
ing them furthermore comprises the task of function analy-
gis in the control system, or more precisely the task of
analvzing the functions desceribing the external behavior

o the control system, ItV turnms out, further, that experi=-
nents may permit us to Ypeek" into the box, Notably, in
atud;ing a function it is possible to reveal the internal
memory somewhat and to give an estimate of its volume from
below, Thus we move on to the problem of secondary analy-
3is of a scheme, It should be noted that the macro approach
is linited since it does not enable the investigator to
clarily the control systemts structure completely. Thus

it iz quite evident that the macro approach gives alaost
an 1ldea of the schene's physical structure. As a rule it
Aogs 1ot enable us Yo Tind the function of the control sys-
am, bacause it 1s impossibvle by external experiment to
reveal the nature of the state changes in the internal mem=
ory or to detect transmutations of the scheme., Despite ‘
thls, the maecron approeach. is of great importance in studying
control zystems, particularly in the initial stage.

Other poles
l |
e ] o hY
Inputs . - Cutputs
“Irternal
nenory

e

Tz, 17

The micro avprozch is churaclerized by the fact that
it takes account ol the specific qualities of the interual
mietire of the control system. One first elucidstes the

L systhem's scheme:s ‘its poles, memoly and elements
srd thelr relation, This comprises the content of the proh=-
lemw of schene analysis. After this one solves the problem .

*
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of coding information bound up with the entire memory.
H : rly estavlished the time step and also the
inetes of the elementary subeschemes, ohe Linds the

Dunetional characteristics of Ahe. control system, taking
into consideration not only the procesging of inforxmation
but also, generally spealing, the entire control system,
inocluding the reworklng of the scheme, coordinates and
funetions, A1l this enters into the problem of function
analysis, :

The problems oullined above pertain to boih ape-
sroaches, they have the purpese of anslyzing individual
contyol system and comprise the first stage im the study.
in essence this stage enables one tec underatand the glven
physical control system as a control system in the meivet
mdtipliecity theory sense., The following coyele of micxo
apvroach problems is bound up with the study of classes of
cortrol systems, We have in mind control systems over a-
fixed nmemory, & multiplicity of elementary sub~schenes, a
gpace of coordinates, a sub-multiplicity of times and &
mdtiplicity of functions,. The problem arises hexe of the
algorithmizing of control systems in a glven clasa. The.
solution oI the problem involves the isolation of the elge
mentary control systems, their snalysis and the construce
tion of a sulfficiently effective algorithm permitiing cale
sulation of the function of the contirol schemes, For also-
ritihmized control systems it is possible to set the problem
of funetion anslysis with the aid of the algorithm. It
sghould be especially emphasized that, in the case of slgo-
rithmed control systems, the function snalysis can be done
in two ways: experimentally and on the basis of the algoe
rithm, The latter method is of great importance, particu-
larly in theoretical amalysis. The problem incliudss that
of identical trensmutations of control systems, i. e., the
provlem of Dnding on the basis of the algorithm the transe
subations offexdng the possibility of switehing over from
one controel system to any other possessing the same funcw
ticnal characteriztics as the former (see remark in section
S)e & very important problem is that of the synthesis of
control systems, This problem is stoted am follows: siven
the functional charscteristies, construet a control system
of a glven type with theze characteristics. Inasmuch as
the problem wsually has several solutions, 1t is required
farther that the desired solution should reach the extreme
for some parameter, The synthesis of control systems is
significant, incidentally, in that it enables us to model
physical control systems. Among othexr problems we should
point out that of monltoring control systems, In connecw-
hion with the fact that physical control systems under ex=-
terpal influences may undergo scme change, the question :

telo i
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5m:i,ses of ascorbaining these changes {localization) with
the ald of veardous techniques, A &l mla:r problem arises

8

i

in fjeine in the dilsgnosis of disesses;. in teohnology
it srises vwhen possible faults m‘u% ha aso@-“maimd in opar‘«-
ation of con a:'ol systens, ‘

The list of problems given &:bove should n«:%, be c.:.mw
sidered final, since several other problems may be formue
Jé?ta»d, But it apparently ixwlud{eg *t:.‘mb most important of
these. o
In conclusion we will comment bm efly on the apm"ca-
ches outlined above, It is clear that the micro aporoach
is moxe conprehensive than the maore approach,. This le
achleved, however, at the expense of great lebor, To make
the mi cﬂm approach simpler the attempt is being made to
examine whole classes of control systems on the basis of
algorithmation. Another way of minimiz ng the difficul vles
is o use the macro awmach ot first and then, teking in-
so scoount the resuliant information on the control systems,
to switeh over to the mloro approach,

FOOTEOTES
{a) Ve take “objects® Yo mean an unordered agsregate

of objects in which their rspetitlion is possible.
(b) The concept of & 5 -nebwork may be defined by

induction in terme of the mumboer & o« Where k=i &
network of the type B L) In wh:;.cb. W g we vz fa, b is
called a * =nebwork.

“.:;ba»*t: us assumne mm the concept of the a -network has
been defined for 81l cases of A&k  We will call a twWoe
pole nebwork W, By ..., B, where 'm ‘U (B and Bymlo, b

- . 3:‘-1
a " wpetwork if therve 1s a breakdown of the sse*b & ..., Bn
into the di rucﬁa gum of two sets (i, e. the mul*bipl‘r_ei?y of
subsoripts 1h....4  breaks down into a divect sum) 1 ... B
and’gﬁiv i ‘Ej‘aih [] i. an {ﬂlv ML ﬁh}w{lgy vas 'E !U%El""’ ® M”‘ ?m(ﬂm
Ly
by gk and such thad ei"ighezﬂ % W%Wi’-‘r B whexe mmu 1EL L

. o by
: !ﬂiawpﬁ ‘Emlw,ﬂi.,m.%} and mm.ﬁu---ﬁ‘@ are = -»»ne“morks,

o ?Wmm,m{x; et (o, 0, m:l{: eEW, ang bEEL and! |, (5, £, .., EL)
Wy £ .., £ where K&Wﬁmﬁi’t and . EW{% 8  are s -networks,
In thc, first case the breakdown is called parallel and in
the second it is called mq_uﬁaxwtfi al.

(c) We call network ®(&, &, ..) oconnected if there
18 no break down gf the seﬁs & Ep ..} dnto the direot sum
of the two sets! b and {84 fm <« b such thet
iL! £i NI 1 E] e A (As{:an& for sn empty multiplicity).

a -




deee —
; (d) We say that network (&, £, ..., has an offshoot’
if the set 1B %L .} breaks down into the direct sum of the
two sets (& & ...} and {5 £ ..} such that ufrm;;mz(uftuamcm
where either ytﬁﬂ has no poles or the only pole in Q;gﬂ

is the apex ¢ _ . : '

(e) The sequence of sets ER’EH'“"E%'ER foarms a
ceycle 1f r>1  and there is a sequence of apexes G Wiy o 4
“such that

L
4, a_;!els" I 4y, ‘i,EfE'a, bowos &y, -,‘(55"3.

(f) A network is called plane if its geometric rea=
iization on a plane is such that any two poles may be joined
by & broken line the ends of which are the only conmon points
contigucus with the network, .

(g) It can be said formelly that the symbol involves
some multiplicity of objects called poles.

(k) For the sake of brevity we will henceforth write

Yo. Instead of s« () «

(1) This means that the cellg, of memory Z° are roa=
lized in the elementary sub=-scheme s (x*, v*, 2°).

(J) If ee=t , the memory cell provides the constant.

(k) It is elso possible to introduce a more complete
characteristic which would take into account both the cha=-
racter of & spontaneous change in time and the mobabilities
of such changes. In application, however, it can usually”
ve considered that there is either no Targetiing (ralti=o))
or that tetal forgetting occurs over the period Ta(9 R
On the basis of this we have limited ourselves %o eramine
Ly only one characteristic - the degree of forgetiing,
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