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[Text] Abstract

The Long March-4 (LM-4) launch vehicle has successfully launched two meteorological satellites, the FY-1A and FY-1B, into sun-synchronous orbit. The tracking system of the LM-4 is one of its key subsystems which can be linked to China's Space Telemetry Tracking and Control (TT&C) network; by obtaining trajectory data from the control stations of the TT&C network, the system is able to perform the tracking and measurement functions over the entire trajectory. The tracking accuracy of the system fully meets the overall design requirements of the launch vehicle. This article gives a brief description of the mission and composition of the tracking system and the operating principles of the major components on board the vehicle. In addition, the test results are also presented.

On 7 September 1988 and 3 September 1990, China's LM-4 launch vehicle successfully launched two meteorological satellites, the FY-1A and FY-1B, respectively, into sun-synchronous orbit from the Taiyuan Space Launch Center; these successful launches have demonstrated the LM-4's capability as a practical launch vehicle. Specifically, the LM-4 is capable of launching satellites into sun-synchronous orbit, geosynchronous orbit, or any other earth orbit.

The tracking system of the LM-4 is one of its key subsystems; it is designed to perform the LM-4's tracking and telemetry functions by coordinating with the control stations of China's Space TT&C network.

I. Description of the Telemetry and Control System of the LM-4 Launch Vehicle

1. Telemetry and Control Functions During Powered Flight

   (1) Measuring the launch-vehicle drift as it leaves the launch tower during lift-off;
(2) Tracking the rocket trajectory in real time from lift-off to orbit injection to provide monitoring and display information for the flight command center;

(3) Monitoring the flight conditions of the first and second stages of the launch vehicle and providing the information to the safety officer for making real-time decisions to take appropriate measures if malfunctions occur in either stage with potentially grave consequences;

(4) Measuring and recording the tracking data for post-flight analysis of the flight conditions and guidance accuracy;

(5) Performing calculations and predictions of the initial satellite orbit.

2. Telemetry and Control Requirements During Powered Flight

(1) To provide the raw data for determining the launch-vehicle drift as it leaves the launch tower during lift-off;

(2) To provide real-time display of rocket positions, velocities, flight-path angles and predicted impact points along the trajectory from lift-off to stage separation; to provide real-time safety information and impact parameters from 60 seconds after lift-off to second-stage engine cut-off; to provide real-time information on third-stage flight trajectory and perigee height of satellite orbit;

(3) Post-flight processing accuracy

During the period from 60 seconds after lift-off to second-stage engine cut-off:

\[ \sigma_x = \sigma_y = \sigma_z < 10 \text{m} \]
\[ \sigma_i = \sigma_j = \sigma_k < 0.05 \text{mps} \]

and during the period from third-stage engine cut-off to satellite-rocket separation:

\[ \sigma_i = \sigma_j = \sigma_k < 1 \text{mps} \]

3. Composition of the Telemetry and Control System

Based on the overall design requirements of the launch vehicle, the telemetry and control system can receive data input from China's Space TT&C network—which includes tracking stations at the Taiyuan Space Launch Center and the Xian Space TT&C Center, as well as the ground stations at Yibin and Nanning—to perform its trajectory tracking and measurement functions. The system contains the following subsystems: measurement subsystem; safety and control subsystem; guidance subsystem; real-time data processing, monitoring and display subsystem; and communications, data transmission and time-integrated command and scheduling subsystem. The system components are shown in Figure 1 and the system layout is shown in Figure 2.
Figure 1. Components of the Telemetry and Control System
Figure 2. System Layout

(a) Layout of tracking stations in the flight region
(b) Layout of major components in the head
(c) Layout of major components in the flight region
(1) Measurement Subsystem

The major components of the measurement subsystem include the high-speed cameras, the optical theodolites, the high-precision long-baseline interferometer system, the multi-station monopulse radar network and the onboard interferometer responder and pulse coherent responder.

-- High-speed cameras. Four 11-1 high-speed cameras are placed in the vicinity of the launch site to photograph the lift-off conditions of the launch vehicle for post-flight analysis of launch-vehicle drift during lift-off.

-- Optical theodolites. Three 160 optical theodolites are placed in the vicinity of the launch site to measure the range (R), azimuth (A) and elevation (E) of the launch vehicle within its field of view and to perform the functions of tracking and measurement during first-stage flight.

-- High-precision long-baseline interferometer system (comparable to the U.S. MISTRAM-1 system). It is designed to operate with the onboard interferometer to perform tracking and measurement functions over the entire trajectory; specifically, it provides high-precision safety and control information for the first and second stages and high-precision trajectory data for post-flight analysis. The original design requirements for the system are as follows: maximum range with guaranteed precision, 800 km, maximum unambiguous range 1920.24 km. In order to provide tracking capability beyond 2500 km, the following measures have been taken: 1) increasing the receiver sensitivity; 2) installing a microprocessor at the terminal unit to resolve range ambiguities greater than 1920.24 km, thus ensuring unambiguous range measurement at 2500 km; 3) increasing the antenna gain of the interferometer responder. In addition, the downlink frequency of the responder is received by the Yinchuan ground station (which is part of the Taiyuan Space Launch Center) to provide velocity information; measurements from the Yibin and Nanning stations are also incorporated into the long-baseline interferometer system to solve for the satellite-rocket separation parameters in order to improve the accuracy of predicting orbit injection.

-- Monopulse radar network. The monopulse radars at the Taiyuan Space Launch Center and at the Yibin and Nanning ground stations can share the same onboard pulse coherent responder to form a monopulse radar network; this network can be activated simultaneously by all three stations to provide extended tracking range. This radar network provides important information for predicting the initial satellite orbit and also provides information for the safety and control subsystem and the digital guidance subsystem.

(2) Safety and Control Subsystem

This subsystem processes the real-time information received from the measurement subsystem, displays various key parameters, and continuously monitors and assesses the flight conditions of the launch vehicle. Although the launch vehicle has been designed to self-destruct, its destruction is still controlled by the ground-based safety and control subsystem in order to
ensure the safety of cities and populated areas in the surrounding regions. When the first or second stage of the launch vehicle develops uncorrectable malfunctions, the safety officer or the computer will choose an appropriate time to issue the destruction command to blow up the vehicle in mid-air; at the same time, it will also compute the impact-point parameters of the main debris section of the destroyed vehicle.

The main components of the safety and control subsystem include the remote-control transmitter, the main monitoring station, the sub-monitoring station, the computer, the display equipment and the onboard safety command receiver (see Figure 3).

![Block Diagram of the Safety and Control Subsystem](image)

**Figure 3. Block Diagram of the Safety and Control Subsystem**

The control commands used by the subsystem include both computer-generated commands and operator commands; the computer is used to issue warnings, select impact points and issue destruction commands (in case the computer breaks down, then the destruction command can be issued directly by the operator). By taking advantage of the speed of the computer and the operator's ability to make real-time decisions in response to the actual environment, one can minimize the probability of destroying a good launch vehicle or failure to destroy a malfunctioning vehicle, and prevent sections of the debris from falling on populated areas.

(3) Guidance Subsystem

This subsystem can provide accurate and reliable guidance data to the various telemetry and control subsystems for timely target acquisition.

There are two guidance modes: analog and digital. The launch vehicle is equipped with a guidance beacon, which transmits guidance signals to the analog guidance units 161A (or B) located at the ground stations. The output
angle data, which are generated by the rotating transformer of the guidance beacon, are transmitted in the form of analog signals to the synchronizer or the rotating transformer of the guided unit.

Digital guidance is accomplished by exchanging real-time information between computers at the ground stations and the computer at the command and control center.

(4) Data Processing and Display Subsystem With Zoom Capability

The primary functions of this subsystem include:

a) Processing real-time information received from the measurement subsystem and displaying various key parameters in different formats; also, continuously monitoring and assessing the flight conditions of the launch vehicle so that if malfunctions develop during first- or second-stage flight, a signal will be sent to the remote control unit to issue a destruction command, and to provide the estimated impact-point parameters in pseudo real time;

b) Establishing a command procedure for conducting flight tests of the launch vehicle;

c) Collecting and monitoring data on the flight conditions of the rocket and the operating conditions of the ground stations, and displaying the key parameters for subsequent stages;

d) Transmitting real-time digital guidance information to the ground stations.

(5) Post-Flight Data Processing Subsystem

Its primary functions include:

a) Data collection, editing, processing and compression;

b) Reducing the effect of random errors and correcting for systematic errors;

c) Solving for trajectory parameters of the launch vehicle and determining their mean square errors by incorporating all measured data.

II. Tracking/Safety System of the LM-4 Launch Vehicle

1. Primary Functions and Components of the System

(1) Primary Functions

Prior to satellite-rocket separation, this system coordinates with the telemetry and control system to perform real-time measurement and monitoring of the launch-vehicle trajectory.
After satellite-rocket separation, it continues to track the launch vehicle until the signal disappears.

If the launch vehicle develops uncorrectable malfunctions in its first or second stages, then the system will destroy the rocket in mid-air in response to either a destruction command issued by the safety and control subsystem or a signal transmitted by the launch vehicle indicating attitude instability.

(2) System Components

To perform the functions of trajectory measurement, safety and control, the system relies on the following components: the interferometer responder, the pulse coherent responder, the guidance beacon, the safety command receiver, the controller, the detonator and explosives, and the associated antennas, electric cables and batteries.

2. Description of the Major Components

-- The interferometer responder

The interferometer responder is a key component of the LM-4 tracking system. It operates in conjunction with the long-baseline interferometer system to perform high-precision tracking of the LM-4 launch vehicle, to verify the guidance accuracy of the control system, and to provide real-time data to the range safety system.

In an effort to correct some of the deficiencies of the initial design (an intermediate-frequency, or IF, responder design) such as large phase error, inter-channel interference, and low receiver sensitivity, a new phase-locked responder design has been adopted. In the new design, the tachometric channel $f_{R1}$ is phase-locked, and the ranging channels $f_{R2} + PN_y$ and $f_{R3} + PN_x$ are IF transponded; a block diagram of the responder and the system signal design spectrum are shown in Figure 4 and Figure 5, respectively. The receive antenna is a right-hand circularly polarized (RHCP) microwave antenna and the transmit antenna is an LHCP antenna.

The outstanding feature of this responder is the simplicity of the phase-locked transponder design. It can be seen from Figure 4 that except for the ranging circuit, all uplink signals basically share the same channel. This design not only simplifies the circuitry and improves the reliability of the responder, but also increases the phase coherency of the signals and avoids inter-channel interference. As a result, the sensitivity of the responder, the phase accuracy, the on-off repeatability and the short-term frequency stability have all been significantly improved. Test results show that the tracking range of the interferometer exceeds 3500 km.
Figure 4. Block Diagram of the Interferometer Responder

Figure 5. Designed Frequency Spectrum of the System Signal
(a) Uplink signal spectrum; (b) Downlink signal spectrum

-- The pulse coherent responder

The pulse coherent responder is also an important component of the LM-4 tracking system. It operates with the monopulse radar network to perform the tracking and measurement functions over the entire trajectory; it also provides important data for predicting the initial orbit of the satellite.
A block diagram of the pulse coherent responder is shown in Figure 6. In order to activate the tracking radar network at the same time, logarithmic IF amplifiers and high-speed pulse modulation techniques have been used in the responder design to achieve fast response so that four monopulse radars can be activated simultaneously.

![Block Diagram of the Pulse Coherent Responder](image)

Figure 6. Block Diagram of the Pulse Coherent Responder

During the flight of the LM-4 launch vehicle, the pulse coherent responder and the monopulse tracking radar network jointly perform the tracking function over a duration of 422 seconds. Table 1 shows the operating range of the three monopulse radars.

<table>
<thead>
<tr>
<th>Name of radar station</th>
<th>Taiyuan Launch Center</th>
<th>Yibin</th>
<th>Nanning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designed operating time (s)</td>
<td>40–675</td>
<td>210–675</td>
<td>290–675</td>
</tr>
<tr>
<td>Actual operating time (s)</td>
<td>26–756(1)</td>
<td>180–790</td>
<td>300–919</td>
</tr>
<tr>
<td></td>
<td>37–712(2)</td>
<td>180–813</td>
<td>290–815</td>
</tr>
</tbody>
</table>

(2) Second data set collected in 1990.

---

Microstrip antennas

The interferometer responder, the pulse coherent responder and the guidance beacon unit are all equipped with microstrip antennas. The pulse coherent
responder and the guidance beacon unit both use a single-element linearly polarized microstrip antenna, and the interferometer responder uses a four-element, circularly polarized microstrip antenna. These are wide-lobe, high-gain, easily fabricated antennas which share the same surface as the rocket body; the four-element circularly polarized antenna uses a polarization deflection design to increase the axial ratio at small angles with the rocket surface, thus improving the reliability of the tracking antenna.

III. Test Results

The test results of the LM-4 tracking system are summarized as follows:

1. Rocket Drift During Lift-Off

The maximum drift of the rocket tail section is derived by processing the data from the four high-speed cameras located near the launch site. The results are presented in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>First test (1988.9.7)</th>
<th>Second test (1990.9.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lift-off time (s)</td>
<td>6.18</td>
<td>6.58</td>
</tr>
<tr>
<td>Maximum drift of rocket tail section (m)</td>
<td>0.529</td>
<td>0.446</td>
</tr>
</tbody>
</table>

2. Measurement Accuracy

-- Optical measurement accuracy

Three 160 optical theodolites are used to perform trajectory measurements during the period from 20s-60s; the design values and the actual measurement accuracies are presented in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design value</th>
<th>Actual measurement accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First test</td>
<td>Second test</td>
</tr>
<tr>
<td>( \tau_x ) (m)</td>
<td>7.15~7.20</td>
<td>0.91~0.96</td>
</tr>
<tr>
<td>( \tau_y ) (m)</td>
<td>3.65~4.19</td>
<td>0.72~1.08</td>
</tr>
<tr>
<td>( \tau_z ) (m)</td>
<td>4.95~5.22</td>
<td>1.09~1.30</td>
</tr>
<tr>
<td>( \tau_x ) (mps)</td>
<td>0.053~0.056</td>
<td>0.009~0.025</td>
</tr>
<tr>
<td>( \tau_y ) (mps)</td>
<td>0.042~0.063</td>
<td>0.009~0.025</td>
</tr>
<tr>
<td>( \tau_z ) (mps)</td>
<td>0.064~0.076</td>
<td>0.007~0.037</td>
</tr>
</tbody>
</table>
-- Radar measurement and its accuracy

During the period from 60 seconds after lift-off to satellite-rocket separation, trajectory measurements are carried out using the high-precision long-baseline interferometer system supplemented by the monopulse radar network. The overall measurement requirements of the LM-4 launch vehicle and the actual measurement accuracy are presented in Table 4.

Table 4. Measurement Accuracy of the Interferometer System

<table>
<thead>
<tr>
<th>Parameter</th>
<th>From 60 sec after lift-off to second-stage engine cut-off</th>
<th>From third-stage engine cut-off to satellite-rocket separation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual measurement accuracy</td>
<td>Required value</td>
</tr>
<tr>
<td></td>
<td>First test</td>
<td>Second test</td>
</tr>
<tr>
<td>t_x (m)</td>
<td>0.498～2.491</td>
<td>0.10～2.13</td>
</tr>
<tr>
<td>t_y (m)</td>
<td>0.743～2.408</td>
<td>0.13～1.95</td>
</tr>
<tr>
<td>t_z (m)</td>
<td>0.788～2.891</td>
<td>0.14～2.70</td>
</tr>
<tr>
<td>t_x (mps)</td>
<td>0.007～0.035</td>
<td>0.007～0.033</td>
</tr>
<tr>
<td>t_y (mps)</td>
<td>0.01～0.044</td>
<td>0.007～0.032</td>
</tr>
<tr>
<td>t_z (mps)</td>
<td>0.006～0.044</td>
<td>0.007～0.036</td>
</tr>
</tbody>
</table>

-- Satellite orbit parameters and their accuracy

One of the functions of the tracking system is to determine the initial orbit of the satellite. This is accomplished by combining the tracking data collected by the Nanning and Yibin ground stations and the stations at the Launch Center. The theoretical orbit parameters and the second-orbit parameters provided by the Xian Telemetry and Control Center, as well as orbit parameters calculated from the tracking data, are presented in Table 5.

IV. Concluding Remarks

Test results from the two flight tests of the LM-4 launch vehicle conducted at the Taiyuan Space Launch Center show that for a 900-km-high polar-orbit satellite, the overall tracking accuracy requirement can be satisfied by using a tracking system which consists of an onboard guidance beacon, a redundant interferometer responder and a pulse coherent responder operating in conjunction with China's space TT&C network (without relying on the tracking vessels, the Yuanweng). Such a tracking system is not only feasible and reliable, but also the most cost-effective. The test results have also demonstrated the reliability and accuracy of the LM-4 as a practical launch vehicle for injecting satellites into orbit.
Table 5. Satellite Orbit Parameters and Deviations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Theoretical value</th>
<th>Second orbit</th>
<th>Calculated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period (s)</td>
<td>6171.6/6172.892</td>
<td>6166.359/6174.270</td>
<td>6166.356/6175.730</td>
</tr>
<tr>
<td>Inclination (°)</td>
<td>99/98.90</td>
<td>99.109/98.9585</td>
<td>99.122/98.940</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>0/0.000095</td>
<td>0.00243/0.00035</td>
<td>0.00273/0.000394</td>
</tr>
<tr>
<td>Perigee height (km)</td>
<td>901/897.221</td>
<td>883.024/896.449</td>
<td>891.373/897.275</td>
</tr>
<tr>
<td>Apogee height (km)</td>
<td>901/897.493</td>
<td>918.403/900.41</td>
<td>927.380/901.877</td>
</tr>
<tr>
<td>Deviation in period (s)</td>
<td>12/12</td>
<td>-5.241/1.378</td>
<td>-5.244/2.838</td>
</tr>
<tr>
<td>Deviation in inclination (°)</td>
<td>0.12/0.12</td>
<td>0.109/0.0585</td>
<td>0.122/0.04</td>
</tr>
<tr>
<td>Deviation in eccentricity</td>
<td>0.005/0.005</td>
<td>0.00243/0.00035</td>
<td>0.00273/0.000394</td>
</tr>
<tr>
<td>Deviation in perigee (km)</td>
<td>40/40</td>
<td>-17.976/-0.772</td>
<td>-9.627/0.054</td>
</tr>
<tr>
<td>Deviation in apogee (km)</td>
<td>40/40</td>
<td>17.403/2.917</td>
<td>26.381/4.384</td>
</tr>
</tbody>
</table>
Complex-Ray Based Simulation, Optimization of EM Scattering From Engine Intakes


[Article by Ruan Yingzheng [7086 4481 6927] and Feng Wenlan [7458 2429 3482] of the University of Electronic Science and Technology, Chengdu: "Simulation and Optimization of EM Scattering From Engine Intakes by Complex Rays"; MS received Feb 90, revised Nov 90. Project funded by State Education Commission and MMEI grants.]

[Text] Abstract

A method of calculating the far-field electromagnetic (EM) scattering from a concave cavity by using a set of complex source points to model the incident plane wave and applying the complex-ray paraxial approximation is presented. This method has been used in computer simulation and optimization of the radar cross section (RCS) of engine intakes. The method can also be used in the simulation of EM scattering from other complex objects.

I. Introduction

The entire intake of an aircraft generally produces very strong radar returns in the nose direction of the target. The phenomenon of EM scattering from such a large-aperture concave structure is difficult to simulate and the calculations require long computational time.

One of the approaches for analyzing this type of complex structure is the waveguide transmission-line method, where the large-aperture cavity is treated as an over-mode waveguide, and the modal method is used to calculate the field distribution over the aperture, from which the far-field distribution and the RCS can be obtained by integration.1 However, for an actual engine intake whose aperture size is larger than tens of wavelengths, it would be a very tedious task to calculate the superpositions of hundreds or thousands of modal contributions, and the changing shape of the intake makes the analysis even more difficult.

Another approach is the classical method of geometric optics (G.O.). In this method, a set of incident geometric rays are constructed at the aperture, and
each ray is traced along its reflecting paths through the inner surface of
the concave cavity to establish the scattering field at the aperture surface;
integration of the field over the entire aperture then gives the far-field
distribution.\textsuperscript{2} But since the G.O. method provides the field values only
along the rays, the distance between the incident rays should be less than
(0.1–0.2)\(\lambda\) in aperture field; for an aperture which is tens of wavelengths
in size, this implies tedious ray-tracing and a large amount of computations.

In this paper, the incident plane wave is expanded into a field of Gaussian
beams produced by a set of complex source points,\textsuperscript{3} and the simplified complex-
ray paraxial approximation\textsuperscript{4,5} is used to calculate the far-field scattering
of each Gaussian beam after multiple reflections inside the engine intake;
by superimposing the contributions of the individual beams, the total field
and RCS can be determined. Because the complex-ray paraxial approximation
method provides the beam scattering field over a finite region, the number of
complex source points can be an order of magnitude smaller than the number of
rays used in the G.O. method; also, the paraxial approximation method provides
the far-field distribution directly, thereby circumventing the intermediate
of aperture integration. For this reason, this method can be easily applied
in the numerical analysis and optimization of EM characteristics of engine
intakes. In this paper, numerical results are presented for an engine intake
with a rectangular aperture.

II. Complex Source-Point Expansion of Incident Plane Waves

Consider a uniform incident plane wave in the direction of positive \(z\)-axis;
let the plane \(H\) at \(z = z_0\) be a plane of complex source-point expansion. Any
point \(S_0\) \((x_0, y_0, z_0)\) on this plane can become a complex source point \(\hat{S}_0\)
by analytic continuation; let its coordinates be

\[
\hat{x}_0 = x_0, \quad \hat{y}_0 = y_0, \quad \hat{z} = z_0 + \frac{b}{2}
\]

(1)

where \(b\) denotes the beamwidth parameter of the complex source points. Equation (1) indicates that the beam-peak direction coincides with the positive
\(z\)-axis of the incident wave. For different source points on the \(H\) plane, only
the coordinates \(\hat{x}_0\) and \(\hat{y}_0\) (or \(x_0\) and \(y_0\)) vary; \(\hat{z}_0\) (i.e., \(z_0\) and \(b\)) remain
unchanged. By using the method of paraxial approximation, the field intensity
at a given point \(P(x, y, z_0)\) produced by the complex source point \(\hat{S}_0\)
can be expressed as: \textsuperscript{6}

\[
G_0(x_0, y_0, x, y) = \frac{C \exp\left\{ -k\left[ (x-x_0)^2 + (y-y_0)^2 \right]/2b \right\}}{\left[ 1 - [ (x-x_0)^2 + (y-y_0)^2 ]/b^2 \right]^{1/2}}
\]

(2)

where \(C\) is a constant amplitude factor, and \(k\) is the wave number \((k = 2\pi/\lambda)\).
The above equation reveals that the amplitude distribution is a Gaussian
function.

According to the extended Huygens-Fresnel principle in the complex domain,\textsuperscript{3}
an incident plane wave with a constant amplitude \(E_0\) can be expressed as the
linear superposition of all the source-point fields.
\[ E_i = \sum_{x_0} \sum_{y_0} \tilde{W}(x_0, y_0) \tilde{G}(x_0, y_0, x, y) dx dy \]  

where \( \tilde{W}(x_0, y_0) \) are amplitude weighting functions of the complex source points. For a uniform plane wave, clearly \( \tilde{W}(x_0, y_0) = \tilde{W}_0 \), a complex constant.

In the case of an actual engine intake, because of the bunching effect of the complex rays and the complexity of the structure, not all the complex source points on the expansion plane will contribute to the scattering field; therefore, the infinite integral in the above equation can be replaced by a finite integral, and the continuous source distribution can be replaced by a set of equally spaced source points. Thus, the integral (3) can be written as a finite sum:

\[ E_i = \tilde{W}_0 \Delta x_0 \Delta y_0 \sum_{m=1}^{M} \sum_{n=1}^{N} \tilde{G}(m \Delta x_0, n \Delta y_0, x, y) \]  

where \( \Delta x_0 \) and \( \Delta y_0 \) are spacings between the source points, and \( M \times N \) is the total number of effective scattering sources. Numerical results show that by properly selecting the expansion parameters \( b, \Delta x_0, \Delta y_0, M \) and \( N \), the desired accuracy of source-point expansion can be achieved. For example, through an iterative fitting procedure on a computer, it is easy to achieve a relative error of less than 0.01 percent.

III. Complex Ray-Tracing and Calculation of the Scattering Field

Consider an S-shaped intake pipe with a rectangular cross section, as shown in Figure 1; the smooth contour consists of two circular-arc segments and three straight-line segments. Except for the aperture surface, the walls and ends of the pipe are made of ideal electrically conducting metals. The aperture dimensions of the hollow pipe are \( a \times b \); the three straight-line segments are respectively \( c, d \) and \( e \); the radius of the circular arc is \( r \) and the turn angle is \( \alpha \).

![Figure 1. Model of the Engine Intake and the Ray Traces](image)

Now assume that the incident wave is parallel to the yoz plane and makes an angle \( \theta \) with the z-axis. By applying the complex source-point expansion, the multiple reflections of the ray axis of a particular complex source point can
be traced, as shown in Figure 1. The ray-tracing process is based on the linearity property of the complex axial rays, and can be programmed on a computer by applying the theorem of three-dimensional G.O. and replacing the curved interfaces by approximating tangential planes; the computer program also calculates various ray parameters.

The far-field contribution due to a point $P_0$ on the axial ray emanating from the aperture can be determined from the complex-ray theory:

$$E_s(m,n, P_0) = \frac{A}{4\pi} \tilde{T}_{mn} \tilde{\rho}_{mn} \exp(jk\tilde{R}_{mn})$$  \hspace{1cm} (5)

where $A$ is the constant amplitude factor of the scattering field of a unit complex source point; $m$, $n$ are the sequence numbers of the source points; $\tilde{T}_{mn}$ is the total complex reflection coefficient, whose absolute value for a metallic surface is defined as $1$; $\tilde{\rho}_{mn}$ is the total complex amplitude diffusion coefficient, which includes the natural diffusion factors and the diffusion factors caused by reflections at various interfaces of the curved surface; $\tilde{R}_{mn}$ is the total optical path of the complex rays, i.e., the complex radius of curvature of the wavefront at the far-field observation point. These parameters can all be determined from the complex-ray theory.

Based on the complex-ray paraxial approximation, the field intensity at point $P$ inside the far-field paraxial region can be expressed as:

$$E(m,n, P) = E_s(m,n, P_0) \exp(jk\Delta R)$$  \hspace{1cm} (6)

where $\Delta \tilde{R}$ is the complex phase correction factor between $P_0$ and $P$:

$$\Delta \tilde{R} \approx \frac{\delta}{2(\tilde{R}_0 + R)}$$  \hspace{1cm} (7)

Here $\delta$ denotes the off-axis distance from $P_0$ to $P$, $\tilde{R}_0$ is the complex radius of curvature of the wavefront emanating from the source point $A$ on the intake aperture, and $R$ is the ray path from point $A$ to point $P_0$.

The total field distribution of the incident wave through the intake pipe can be obtained by superposition of the scattering fields of all the complex source points:

$$E_x = \tilde{E}_0 \Delta \gamma_0 \sum_{m=1}^{M} \sum_{n=1}^{N} E(m,n, P)$$  \hspace{1cm} (8)

From this one can derive the RCS of the engine intake:

$$\sigma = 4\pi \lim_{R \to \infty} R^2 \left| \frac{|E_x|^2}{|E_s|^2} \right.$$  \hspace{1cm} (9)

IV. Numerical Results

Based on the complex-ray expansion and paraxial approximation method, a general computer program consisting of approximately 2,000 lines of code.
in C language has been written for calculating the RCS of an S-shaped rectangular intake pipe. To perform the ray-tracing of 121 points on an IBM-PC/XT microcomputer requires approximately 8 minutes of CPU time, which corresponds to approximately 4 seconds for each observation point.

Typical results of numerical computations and parameter optimization are presented in Figures 2-5. Figure 2 shows the RCS pattern of a straight pipe with square aperture \((a = b = 57 \text{ mm}, c + d + e = 225 \text{ mm}, \alpha = 0)\) and horizontally polarized incident wave at X-band. The dotted curve and the solid curve are respectively the measured data and the calculated results using the waveguide modal method; the dash-dot curve denotes the calculated results using the method proposed in this article. Within the range of observation angles \(\theta < 40^\circ\), the results of this article are in better agreement with experimental data than the results calculated from the waveguide modal method.

![Figure 2. RCS Pattern of a Straight Square Pipe \((\lambda = 3.26 \text{ cm}, \text{ horizontal polarization})\)](image)

Figure 3 shows the RCS pattern of a curved pipe with rectangular aperture \((a = 110 \text{ mm}, b = 84 \text{ mm}, c = 10 \text{ mm}, d = 80 \text{ mm}, e = 100 \text{ mm}, r = 228 \text{ mm}, \alpha = 35^\circ)\) and horizontally polarized wave at X-band. The dotted curve is the calculated results of this article, the solid curve is the measured data, and the dash-dot curve is the calculated results using the waveguide modal method. It can be seen from the figure that the calculated results of this article are in good agreement with experimental data; both exhibit similar variations, and the relative error is less than 3 dB. On the other hand, the calculated results using the modal method deviate considerably from the measured values; the relative error is larger than 10 dB.

By varying the parameters of the S-shaped intake pipe, one can optimize the design by minimizing the RCS using the above procedure. Figure 4 shows the variation of the peak RCS with the turn angle \(\alpha\) while keeping the total length of the pipe constant. It can be seen that the peak RCS can be significantly reduced by using a curved pipe in place of a straight pipe; for example, the RCS for \(\alpha = 40^\circ\) is approximately 8 dB lower than that of a straight pipe.
Figure 3. RCS Pattern of a Curved Rectangular Pipe (λ = 3 cm, horizontal polarization)

Figure 4. Effect of the Degree of Curvature of the Intake Pipe on RCS

Figure 5 shows the variation of the peak RCS with the width-to-height ratio (a/b) of the aperture while keeping the aperture area of the intake pipe constant; the minimum RCS value occurs at a/b = 1.0-1.5.

Figure 5. Effect of the Width-to-Height Ratio of the Intake Aperture on RCS

V. Discussion

In this analysis, the contribution of the diffraction field at the edge of the aperture has not been taken into account. This contribution in principle can be estimated using geometric theory of diffraction; however, for an actual engine intake whose aperture dimensions are more than an order-of-magnitude larger than the radar wavelength, the effect of edge diffraction in general can be neglected. In practice, the lip of the intake pipe with
finite thickness cannot be simulated using simple geometric diffraction technique; but given the geometric shape and other parameters of the lip, one can apply the method of this article to calculate the RCS contribution by direct reflections around the lip.

The procedure developed in this article for calculating the EM scattering from engine intakes is simple, efficient, accurate and robust, and can be used for aperture dimensions ranging from several wavelengths to several hundred wavelengths. As the aperture size increases, one can increase the spacings \( \Delta x_0 \) and \( \Delta y_0 \) between the source points and adjust the beamwidth parameter \( b \) in order to control the total computation time. By using three-dimensional complex scattering and paraxial approximation theory, this procedure can be extended to simulate EM scattering from intake pipes with circular or elliptical apertures, and to calculate RCS patterns in three-dimensional space.

Analysis of EM scattering using the method of complex-ray expansion and paraxial approximation provides an effective approach for predicting target RCS. In addition to engine intakes, this method can also be used to analyze the scattering from other complex objects such as reflector antennas, dielectric radomes, sharp structures and wing-fuselage sections and coated and structural wave-absorbing materials.
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[Text] Abstract

Composite materials have been used extensively in the aerospace industry. In this paper, the current status of composite-material research in China and the prospects for future development are discussed. Also, the repair technology, testing techniques at high and low temperatures, performance characterization and quality control as well as applied and basic research of composite materials are described.

[Introduction]

Composite materials have many unique properties that are of special importance to the aerospace industry. Experience has shown that high-grade composite materials play a decisive role in reducing the weight, increasing the payload and improving the tactical performance of aerospace vehicles. In order to reduce the size and weight and to achieve higher performance, next-generation space vehicles will increasingly rely on the use of composite materials. Numerous papers can be found in the literature describing the status of aerospace application of composite materials in foreign countries; this article will primarily focus on the current status and future prospects of aerospace applications of composite materials in this country. It is hoped that this discussion will stimulate the development of composite materials for China's aerospace industry.

I. A Review of Aerospace Applications of Composite Materials

Application of high-grade composite materials in the aerospace industry can be divided into the following four areas:

1. Composite materials are used to solve the heat-shield problem for reentry vehicles. Significant progress has been made in the study of heat-resistant
composite materials and many generations of such materials have evolved. For example, heat-resistant materials for the nose cones of reentry vehicles have evolved through four generations: fiberglass composite materials, silicon-oxide fiber materials, ceramic-base composite materials, and tri-directional carbon/carbon composite materials; current research has entered the stage of developing fifth-generation heat-resistant composite materials.

2. Structural composite materials have found increasing applications on space vehicles. Specifically, they are being developed for large structural components and load-bearing components; they have also made contributions in reducing the weight of space vehicles. For example, the front and rear columns of the LM-2E rocket fairings are honeycomb structures made of aporate, durable aluminum whose dimensions are $4.2 \, \text{m} \times 1.5 \, \text{m}$ and $4.2 \, \text{m} \times 3.0 \, \text{m}$. The satellite interface support structure is made of carbon/epoxy composite material whose dimensions are $1664 \, \text{mm}$ at the top, $2042 \, \text{mm}$ at the bottom and $300 \, \text{mm}$ in height; it is 40 percent lighter than an equivalent structure made of aluminum alloys. Table 1 shows the various composite-material structural components used on space vehicles.

3. Significant progress has been made in functional composite materials such as wave-absorbing stealth materials, nuclear-hardened materials and anti-particle-cloud materials. Progress has also been made in the development of dual-function and multi-function composite materials such as structural/heat-resistant materials, structural/stealth materials, heat-resistant/nuclear-hardened materials, and structural/heat-resistant/stealth materials. These materials will be used on next-generation space vehicles.

4. A great deal of research and development work has been done in the areas of ceramic-base, metal-base, carbon-base and resin-base composite materials. These materials provide a foundation for high-tech development in the aerospace industry.

II. Repair Technology for Composite-Material Components

The correction of defects and repair of damages in composite-material components is an important consideration in aerospace applications of composite materials. As composite materials are increasingly used on space vehicles, defects or damages may occur during the manufacturing, storage, shipping and operation processes or due to collisions. In order to ensure the quality and reliability of these components and to reduce cost and minimize losses, efforts must be made to develop the technology for correcting the defects and repairing the damages of these composite-material components.

For example, on the fairing of a particular space vehicle, X-ray and ultrasonic inspections showed that the joints of the honeycomb structure had separated and the adhesives holding the two plates together had come loose; also, there was evidence of collision damages caused by an accident. Based on the requirement established by the design department, we have developed different repair materials such as G7A-5 and G7A-9 and the corresponding repair techniques. The G7A-5 material can be injected with a pressure gun, and will solidify under normal temperature and pressure conditions.
mechanical properties of the solidified repair material can satisfy the design requirements; its density is approximately 40 percent lower than that of epoxy-resin materials, and the contraction rate at the solidification curve is only one-half to one-third that of epoxy-resin.

Table 1. Composite-Material Structural Components Used on Space Vehicles

<table>
<thead>
<tr>
<th>Sequence number</th>
<th>Name of component</th>
<th>Description</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Satellite interface support structure</td>
<td>Cone-shaped structure, Ø1664 mm at the top, Ø2042 mm at the bottom, 300 mm in height, thickness of cover skin 1.8 mm (Fig. 1)</td>
<td>Weight reduced by 40 percent compared to equivalent aluminum-alloy support structure</td>
</tr>
<tr>
<td>2</td>
<td>Forward cone of fairing</td>
<td>Fiberglass honeycomb structure (Fig. 2)</td>
<td>Used on LM-2E and LM-3</td>
</tr>
<tr>
<td>3</td>
<td>Fairing column</td>
<td>Aporate durable aluminum honeycomb structure Ø4.2 m x 1.5 m and Ø4.2 m x 3 m</td>
<td>Used on LM-2E</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Porous aluminum honeycomb structure</td>
<td>Used on LM-3</td>
</tr>
<tr>
<td>4</td>
<td>Reverse cone of fairing</td>
<td>Aporate durable aluminum honeycomb structure Ø3.38 m x Ø4.2 m x 1.34 m</td>
<td>Used on LM-2E</td>
</tr>
<tr>
<td>5</td>
<td>Support tube of deepspun antenna</td>
<td>Replacing aluminum-alloy support tube</td>
<td>Weight reduced by more than 50 percent compared to aluminum-alloy support tube</td>
</tr>
<tr>
<td>6</td>
<td>External reinforced shell</td>
<td>Outer diameter 450 mm, height 850 mm, weight 6.6 kg, axial compression test load -600 kN</td>
<td>Weight reduced by 30 percent by replacing aluminum-alloy shell</td>
</tr>
<tr>
<td>7</td>
<td>Internal reinforced shell</td>
<td>Outer diameter 450 mm, height 850 mm, weight 5.5 kg, axial compression test load -650 kN</td>
<td>Weight reduced by 30 percent by replacing aluminum-alloy shell</td>
</tr>
<tr>
<td>8</td>
<td>Horizontal beam</td>
<td>Exterior dimensions 946 mm x 580 mm, composite beam made of variable-cross-section and variable-thickness &quot;I&quot; beams, &quot;T&quot; beams and &quot;T&quot; beams</td>
<td>Weight reduced by 50 percent compared to nickel-aluminum beams</td>
</tr>
<tr>
<td>Sequence number</td>
<td>Name of component</td>
<td>Description</td>
<td>Comment</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>9</td>
<td>Four-rib reinforced plate</td>
<td>500 mm long, 426 mm wide, skin thickness 1.31 mm, 0.938 kg in weight, average axial compression failure load 109 kN</td>
<td>Weight reduced by 30 percent compared to aluminum-alloy reinforced plate</td>
</tr>
<tr>
<td>10</td>
<td>Horn antenna</td>
<td>Good thermal stability, low signal loss</td>
<td>Used on experimental geosynchronous communications satellite</td>
</tr>
<tr>
<td>11</td>
<td>Reinforced conic shell</td>
<td>Made of triangular lattice reinforcements (consisting of bi-directional sloped ribs and circular ribs), cover skins, and upper and lower frames; rigid and stable structure with high volume efficiency</td>
<td>Used on the nose cone and fuselage section of space vehicles</td>
</tr>
</tbody>
</table>

Figure 1. LM-2E Satellite Interface Support Structure
In order to test the performance of the repaired component, a special side-pressure simulation test was conducted. The simulation test object was 250 mm x 250 mm x 4 mm in size and had an artificial defect. After the object was repaired using the G7A-9 material, it was load-tested with its two load-bearing ends reinforced with fiberglass. According to design requirements, the simulated object should fail under a load of 19.61-29.42 kN; however, the test results showed that it did not fail until the load was increased to 54.3 kN. Furthermore, the failure occurred in the vicinity of the fiberglass reinforcements; there was no evidence of damage at or near the repaired location.

In another example, inspection of a honeycomb sandwich structure showed seven defects of various sizes where joints of the honeycomb structure were separated; the maximum length of a defect was 350 mm, the maximum width was 40 mm, and the average defect was 100 mm x 20 mm x 40 mm in size. After the structure was repaired using G7A-5 material, a static load test was conducted to determine the quality and reliability of the repaired structure. The test results showed that the structure can withstand a load of 1.569 kN without damage, which fully satisfies the design and operational requirements. Experience has shown that the repair technology of composite materials is a very important technology for bringing economic and social benefits to the aerospace industry.
III. Testing Techniques for Composite Materials at High and Low Temperatures

The development of aerospace technology requires the ability to determine material properties under special environmental conditions; thus, testing and analyzing the properties of composite materials at high and low temperatures is an important consideration in this regard. As a reentry vehicle enters the atmosphere, its velocity may exceed Mach 20, its temperature can reach several thousand degrees, its pressure can exceed 100 atmospheres (approximately 10 MPa), the heat flux can reach several hundred thousand kJ/m²·s, and the overload can reach 100 g. High-grade composite materials provide a key to the survivability of missiles under such severe conditions; however, a prerequisite for studying composite materials is to first solve the problem of high-temperature material testing. For example, for a high-grade carbon/carbon composite material, we must be able to test and analyze its properties at a temperature above 2000°C. As another example, materials selection for the third-stage hydrogen-oxygen engine used on the launch vehicle for communications satellites depends solely on its properties at the temperature of liquid-hydrogen and liquid-oxygen; thus, we must also be able to solve the problem of testing composite materials at super-low temperatures.

After conducting an extensive systematic study, we have successfully solved the problem of testing composite materials at both high and low temperatures; we have also developed the necessary test equipment and established test standards. The required high-temperature test properties of aerospace composite materials include mechanical properties, heat-conduction coefficient, average linear expansion coefficient, specific heat and elastic constant. The test methods used include: electric heating and non-contact strain measurement techniques (for testing mechanical properties in the temperature range of room temperature to 2400°C); pulse laser techniques (for measuring heat-conduction coefficient in the temperature range from room temperature to 2500°C); quartz differential technique and laser scan technique (for measuring average linear expansion coefficient in the temperature range from room temperature to 900°C and from 1000°C to 2500°C respectively); insulated copper calorimeter technique (for measuring specific heat in the temperature range from room temperature to 2900°C) and tungsten-chain resonance technique (for measuring elastic constant in the temperature range from room temperature to 2900°C). By using these testing techniques, we have determined a complete set of high-temperature characteristics of high-grade carbon/carbon composite materials which include strength, modulus, fracture strain, expansion coefficient, heat-conduction coefficient, specific heat and heat radiation coefficient. We have provided this data to the design department for performing thermal analysis and design.

The required low-temperature test properties of aerospace composite materials include mechanical properties, heat-conduction coefficient, average linear expansion coefficient, specific heat and elastic constant. The test methods include: multi-sample immersion technique (for testing mechanical properties in the temperature range of 20°C to 300°C); pulse laser technique and longitudinal steady-state heat-flux technique (for measuring heat-conduction coefficient); quartz differential technique (for measuring average linear expansion coefficient); vacuum heat-insulated calorimeter technique (for
measuring specific heat) and dynamic technique (for measuring elastic constant).

IV. Performance Characterization and Quality Control

The performance characterization and quality control of composite materials and raw materials have always been a key issue in promoting the application of composite materials in the aerospace industry. A central question in composite-material research is how to maintain the high quality of space-vehicle components, i.e., how to ensure performance repeatability, quality stability, and operational reliability.

Since the 1970's, significant efforts have been devoted to the issue of performance characterization and quality control of resin-base composite materials. The NASA Langley Research Center initiated work in quality control of epoxy-resin composite materials using graphite fiber reinforcements. Its goal was to develop effective techniques for performance characterization, testing and analysis, and quality control to ensure the "repeatability," "stability" and "reliability" of composite materials. Significant progress has also been made by the U.S. Air Force Materials Laboratory, the Naval Ground Weapons Center, the Naval Research Laboratory, the Army Materials and Mechanics Research Center, the Lockheed Co., the McDonnell-Douglas Co., the (Na-mu-ke) Materials Co. and the Spar Co.

We have conducted systematic studies of the characterization analysis of more than 60 base resins of different brands and different types used in aerospace composite materials. We have used the most advanced testing and analysis techniques which include high-efficiency liquid-phase chromatography technique, gel chromatography technique, Fourier-transform infrared-spectrum technique, differential scan-calorimeter analysis technique, thermal analysis technique, and nuclear-magnetic-resonance (NMR) spectrum technique. We have also studied the relationships between the structure, constituents, and performance of base resins. The results of these studies show that the six commonly used performance indices, i.e., epoxy value, epoxy equivalence, viscosity, contents of volatile matter, organic chlorine and inorganic chlorine do not reflect or control the quality of base resin, and therefore cannot ensure the repeatability, stability and reliability of high-grade aerospace composite materials. We must identify the key parameters for quality control and determine the allowable range of fluctuations of the parameter values; we must control the characteristic peak values by using high-efficiency liquid-phase chromatography and infrared spectrum techniques and express them in "fingerprint" form. On this basis, we have established five ground-rules for characterizing epoxy resins, which are:

1. The DSC measurement and test method for epoxy-resin solidification;
2. The epoxy-resin thermal analysis method;
3. The epoxy-resin infrared characteristics measurement and test method;
4. The high-efficiency liquid-phase chromatography analysis method;
5. The H NMR analysis method.
In the area of quality control, we have established a quality assurance system based on the following five techniques:

1. The X-ray flaw detection technique, which can detect flaws in different types of composite-material components;

2. The ultrasonic flaw detection technique, which can detect various defects in composite materials such as adhesive detachment and layer separation; it can also measure the contents of air cavity and the total volume of fiber in the material;

3. The acoustic emission technique, which can simulate the dynamic characteristics and predict the state of structural components under load;

4. The laser holography technique, which is used for quality inspection and control of special structures;

5. The C scan technique, which can determine the size and spatial position of the defects.

These non-destructive techniques are considered to be the most advanced in this country and in some aspects are comparable to the state-of-the-art techniques used by advanced countries. They play a very important role in ensuring the quality of composite-material components used in the aerospace industry.

V. Applied/Basic Research of Aerospace Composite Materials

The applied/basic research of composite materials plays an important role in promoting the application of composite materials in the aerospace industry. In support of this effort, we have initiated research and development work in the following areas:

1. Failure analysis of aerospace composite-material components;

2. Ablation and demudation analysis of ablation composite materials;

3. Relationship between the occurrence of defects and damages and the mechanical properties of composite materials;

4. Relationship between the microscopic structure and the performance of composite materials;

5. Research in fracture and interface of composite materials;

6. Methods of estimating the values and design ranges of the mechanical properties of composite materials;

7. Relationship between the constituents, structure and performance of the base resin of composite materials;
8. Performance testing and analysis of composite materials under simulated space environment.

The results of applied/basic research provide important information for understanding physical mechanisms, improving quality, resolving uncertainties and extending the range of applications of composite materials. For example, on a particular component made of tri-directional carbon/carbon composite material, an ablation groove appeared on the surface. It was determined from X-ray inspection that this groove was a fan-shaped crack 50 mm deep and 40 mm long; however, results of failure analysis eliminated the possibility that the crack was caused by thermal stress during the ablation process. The analysis provided conclusive evidence that the crack was not caused by a design flaw but rather was a random occurrence because it did not expand during fabrication. In another example, it was found in studying the relationship between the microscopic structure and performance of carbon/carbon composite material that the "spherical cluster" carbon structure has a significant effect on its performance such as ablation, denudation and fracture. Therefore, in order to obtain high-performance carbon/carbon composite material, it is necessary to control the fabrication process so that "spherical cluster" carbon structures do not appear. In a third example, when applying the dynamic process of the acoustic emission technique, it was found that failure usually does not occur at the location where a static defect is present; the weakest point often is the interface. Therefore, in assessing the performance and quality of aerospace composite materials, it is not sufficient to rely on evidence of static defects alone; one must determine the source and the variation of damage under actual operating conditions, and identify the relationship between the occurrence of damage and the interface structure and performance of the composite material. Only such an integrated assessment approach can provide a scientific evaluation of whether or not the product is acceptable.

VI. Future Prospects

With the development of new space vehicles, future applications of high-grade composite materials in the aerospace industry are expected to grow steadily. The future prospects of aerospace composite materials can be summarized in the following areas:

1. The development of aerospace technology requires future products to be smaller, lighter and to have higher performance. Therefore, the proportion of composite materials used on strategic missiles, tactical missiles, launch vehicles, solid-propellant rocket engines and satellites will continue to increase.

2. In view of the economic conditions and technical capabilities of this country, the application of composite materials in the aerospace industry must be driven strictly by needs and must have limited objectives.

3. To meet the needs of future space-vehicle development, efforts should be devoted to the research and development of high-performance fiber composite materials, heat-resistant composite materials, high-grade carbon/carbon composite materials and multi-function composite materials.
4. Additional efforts should also be devoted to the study of performance characterization, quality control and performance testing and analysis of composite materials under special conditions.

5. The manufacturing and fabrication of aerospace composite-material components should be mechanized and computerized by applying CAD/CAM (computer-aided design/computer-aided manufacturing) techniques.

6. Efforts in applied/basic research of aerospace composite materials should be expanded.

7. Funds should be allocated to complete the construction of the aerospace composite-material research center and to procure additional research equipment.
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[Text] Abstract

A brief description of the FY-1 meteorological satellite data receiving/processing system, which consists of three ground stations located in Beijing, Guangzhou and Urumqi, and a data processing center located inside the Satellite Meteorological Center of the State Meteorological Administration, is given. The system also has the capability of receiving and processing data from the U.S. NOAA satellites and Japan's GMS weather satellite.

I. Introduction

On 7 September 1988, China launched its first polar-orbit meteorological satellite, the FY-1A; on 3 September 1990, the second meteorological satellite, the FY-1B, was launched. In 1987, a meteorological satellite data receiving/processing facility was constructed primarily to receive and process the data from the FY-1 satellites. Having demonstrated its data receiving and processing capabilities for the FY-1A satellite, the system is now receiving and processing data from the FY-1B satellite and is also expanding its services for other applications.

The launch of the FY-1 meteorological satellite and the construction of its ground system was an important milestone for the advancement of China's meteorological science. The system plays an important role in many different areas including weather forecasting, monitoring of natural disasters, monitoring of the ecology of the environment, meteorological research, aviation, navigation and military weather service. It can potentially provide large social and economic benefits.
In order to fully exploit the utility of meteorological satellites, it is necessary to construct ground data receiving/processing facilities designed to extract useful information from the raw data collected by the satellite and transmit it to the user in some appropriate output format. The data collected by meteorological satellites are indirectly measured data which must be processed to derive the various physical parameters of the weather or the environment, and must be transformed into some graphical form for presentation to the user. This data-processing task requires not only the development of appropriate physical models and processing techniques but also efficient software and hardware systems. Therefore, it is a problem involving physics and mathematics as well as systems engineering.

II. System Description

The FY-1 Meteorological Satellite Data Receiving/Processing System has three ground stations (Beijing, Guangzhou and Urumqi) and a data processing center (Satellite Meteorological Center, Beijing). The system can also receive and process data from the U.S. polar-orbit NOAA satellites and wide-band data from Japan's GMS satellite. A block diagram of the system is shown in Figure 1.

![Block Diagram of the FY-1 Meteorological Satellite Data Receiving and Processing System](image)

**Figure 1. Block Diagram of the FY-1 Meteorological Satellite Data Receiving and Processing System**

**Key:**
1. Geostationary meteorological satellite GMS
2. Polar-orbit meteorological satellites FY-1, NOAA
3. Urumqi ground station
4. Guangzhou ground station
All three ground stations can receive data from the FY-1 satellite and the NOAA satellites. Data received by the Guangzhou station and Urumqi station are transmitted to the data processing center via INTELSAT; data received by the Beijing station are transmitted directly to the data processing center via microwave links; the wide-band data from the GMS satellite are received directly by the data processing center.

To perform the data processing task, the center collects meteorological data from all three ground stations as well as orbit parameters of the FY-1 satellite from the State Telemetry, Tracking and Control (TT&C) Center; it also receives conventional meteorological data from the State Weather Center and orbit information of the NOAA satellites. Within a specified time period, the center generates various graphical products and quantitative products, as well as products for special applications. These products are sent to the State Weather Center through different channels; some of the products are disseminated to other users and the whole nation via television broadcast.

III. Main Features of the Meteorological Satellite Data Processing System

The FY-1 meteorological satellite delivers both real-time data and time-delayed data stored on the satellite. A limited geographic region of this country is covered by foreign satellites because only real-time data can be received from these satellites. A ground station can receive data from three consecutive orbit passes, each pass lasting a maximum duration of 15 minutes. The real-time data received by the three ground stations in Beijing, Guangzhou and Urumqi cover a geographic region of approximately 0°-65°N and 60°-150°E. Relative to any location on earth, the FY-1 satellite passes over twice a day and the NOAA satellites (with a two-satellite constellation) have four observation opportunities per day; the Japanese GMS satellite can collect enough data to generate one disk map per hour. The main features of the meteorological satellite data receiving/processing system are as follows:

1) High transmission speed and high information content. The HRPT [high-resolution picture transmission] data transmission speed of the FY-1 satellite and the NOAA satellite is 0.6654 Mbits/s; the information content of the raw data from these satellites is approximately 2,000 Mbits; the information content of each GMS disk-map observation is approximately 120 Mbits, which corresponds to more than 5,000 Mbits per day.

2) Versatility of data input/output format. To satisfy the needs of data processing and analysis for different applications, the system receives not only satellite data, but also data in a variety of input formats including conventional meteorological data, radar data and data collected by aircraft, field data based on objective analysis and forecast, historical data and other data. The output data formats include interactive graphic terminals, data transmission and simulated signal transmissions, magnetic video recordings, facsimile pictures, contour maps, digital printed output, color and black-and-white hard copies, magnetic tapes and floppy disks, and microfilms.
3) Variety of products and processing complexity. To generate various meteorological and environmental parameters, the system must perform not only image processing and graphic processing, but also quantitative processing. In addition, the derivation of higher-order parameters requires other processing operations such as statistical calculations and comparison, matching, normalizing, and accumulation between the different parameters and between satellite data and non-satellite data.

4) Data storage and data files. Each magnetic disk should have the capacity of storing one to three days of satellite data that can be retrieved at any time. The satellite raw data and processed results are stored as data files on magnetic tapes; approximately 10,000 tapes are created each year.

5) Speed and automation of data processing. Because of the timeliness requirement, the large volume and variety of satellite data and the processing complexity, high-speed and automated processing is essential.

6) Reliability. Since meteorological satellite data must be received and processed continuously on a 24-hour basis, a highly reliable real-time operational system is required.

The features described above show that the receiving/processing system is different from an ordinary scientific computational system because it must have a highly robust data input/output capability. For example, the daily volume of information of conventional weather data is less than 15 Mbits, which is 2-3 orders of magnitude lower than the volume of satellite data; digital weather forecasting involves large amounts of computations, but the input/output data volume is relatively moderate. In addition, the system also differs from other remote-sensing data processing systems because of the stringent requirements of timeliness, reliability and product versatility. These features lead to a very complex system design with a highly automated processing capability.

As the measurement techniques, processing methods and applications of meteorological satellites continue to evolve and grow at a rapid pace, the data processing system, particularly the application software, must also be undergoing continuous enhancement and improvement. Therefore, the system design must be operationally stable on the one hand, and be sufficiently flexible to incorporate constant improvements on the other.

IV. System Configuration

To carry out its primary mission of receiving and re-transmitting meteorological satellite data, the system is equipped with antennas, receivers, timing subsystems and communication equipment. To carry out the tasks of data editing, storage, monitoring and antenna tracking, it is equipped with a small computer system which consists of two IBM S/1 computers, two 200-Mbit disk drives (4967), one tape drive, two-three PC/AT microcomputers as well as image processing and display equipment.
The data processing center consists of the receiving system, the communications system, the timing system and the central computer system. The central computer system is divided into two parts: the main computer and the input/output subsystem, as shown in Figure 2.

The input/output subsystem is equipped with four IBM S/1 control computers, each with a 1-Mbit main storage; it is also equipped with four 200-Mbit disk drives (4967), two tape drives (4968), four video monitors (PC/AT) and other equipment. Of the four S/1 computers, two are used for HRPT data input, one is used for GMS data input, and one is used for data output.

The main computer system is equipped with three IBM 4381-P03 computers each with a 16-Mbit memory; the computers are connected to one another by 3088 channel connectors. The system is also equipped with 32 disk drives (3375), each with a 819.7-Mbit storage capacity; five high-density (38,000 bits/in) tape drives (3480); three 6,250-bits/in tape drives (3420) and three 1,600-bits/in tape drives (3422); four row printers (4245); two floppy disk drives (3540); three interactive image processing systems, including two 7350 systems and one system provided by the University of Wisconsin; two graphic data processing units (5080); two X-Y plotters (7375); 36 user terminals (3178) and 10 printers. In addition, there are two switching/management systems (3814), two communications controllers (3725), three disk controllers (3880), three tape controllers (3480 and 3803), four terminal controllers (3274) and several PC/AT microcomputers. The peripheral equipment, particularly the disk drives, can generally be shared by the three main computers. The main computer system is linked to the computer system of the State Meteorological Center via the LCN high-speed network.

The software of the central computer system can be divided into six different parts, as shown in Figure 3.

1) The S/1 and 4381 system software. This software includes the operating system, the language programs, the communications software, the image processing and graphics software, and other applications software. They are the basic software that support computer operations, administrative operations and user interface. The operating system for the S/1 computer is EDX (Event Driven Executive Operating System), and the operating system for the 4381 computer is MVS (Multiple Virtual Storage Operating System).

2) The S/1 data input/output software. It is designed to relay the data from the satellite to the 4381 computer, and to transmit the video cloud maps and television pictures generated by the 4381 computer.

3) The 4381 communications software. It is designed to perform the tasks of data transmission between the 4381 communications system and the S/1 computer, and data input/output through the 3725 communications controller and the LCN network.

4) The applications software. It resides on the main computer and performs the functions of pre-processing and processing of satellite data, processing of man-machine interactive images and graphics, data searching and filing.
5) The process scheduling and management software. It controls the automatic starting of most processes, provides information on the operating status of each process, and also has some capability of fault processing.

6) The command scheduling and product distribution/service software. It is designed to manage the transmission of information and delivery of products between the input/output system of the processing center and various organizations outside the center; it also performs the monitoring and management functions of the operations of the three ground stations and the processing center.

Of the six software subsystems, the system software of the S/1 and 4381 computers are provided by IBM; the others are all dedicated software developed by the Satellite Meteorological Center.

![Diagram](image-url)

**Figure 3. Block Diagram of the Software System**

**Key:**
1. 4381 communications system (input)
2. Instruction scheduling and distribution services
3. Transaction swapping management software
4. Application software (4381)
5. Graphics and image processing (man-machine interaction)
6. 4381 communications system (output)
V. Data Processing Flow

The processing of meteorological satellite data can be divided into four steps: (1) data input; (2) pre-processing; (3) data processing; (4) output of processed results and storage of data files.

After the raw data received by the ground stations are transmitted to the processing center, they must first pass through the bit synchronizer, the frame synchronizer and the buffer storage unit before they reach the S/1 computer; they are then sent to the 4381 main computer via the interface (4993), and stored on disks in the form of formatted files; these files are called the "IA" data set. Conventional weather data and other types of data are also compiled into a file to be stored on disks.

The satellite raw data must first be pre-processed, which includes quality inspection, processing of calibration coefficients, geo-positioning, classification and editing, reformatting, etc., to form an intermediate data set; this data set is referred to as the "IA.5" or the "IB" data set. For example, in pre-processing the scanning radiometer data from the FY-1 satellite, additional data such as quality index, calibration coefficients, solar zenith angle and geographic latitude and longitude are appended to each scanning line to provide the reference information for subsequent data processing.

Different types of data processing are performed to meet the requirements of different applications; generally they can be divided into two categories: image processing and quantitative processing. In image processing, data from the FY-1 satellite and the NOAA satellites are used to create single-orbit cloud maps and perspective or Mercator projection maps; data from the Geostationary Meteorological Satellite (GMS) satellite can be used to create disk maps, regional maps and projection maps. The cloud maps and ground-feature maps can be enhanced and synthesized using multi-spectral techniques. In quantitative processing, various meteorological parameters such as ocean surface temperature, cloud parameters, long-wavelength radiation, ground vegetation index, atmospheric temperature and humidity contours can be processed and the results presented in graphic form.

The processed results are generally stored as disk files which can be produced in various output formats. Image and graphic products can be displayed through interactive graphics terminals, facsimiles, television broadcasts and other means of transmission. Digital products can be displayed through digital transmissions (in the form of coded or digital files), tapes, floppy disks or on digital printers.

Data storage is also an important segment of the data processing system. Because of the large volume of meteorological satellite data, only a selected portion of the data are stored in the form of pictures and printed files; most of the data are stored on magnetic tapes and microfilms.
VI. Main Products and Applications

The FY-1 meteorological satellite data receiving/processing system is currently receiving data from four meteorological satellites: China's FY-1B satellite, the U.S. NOAA-10 and NOAA-11 satellites, and Japan's GMS-4 satellite. It generates a variety of products for a wide range of different applications.

In the area of short-term weather forecasting of such typhoons and rain storms that involve strong convective currents, the GMS plays a unique role because it can monitor rapid changes in the weather system through continuous observations. Unfortunately, Japan's GMS has limited coverage of China's landmass because it is situated at 140°E; therefore, its geographic resolution is significantly degraded, particularly over the western part of this country. The polar-orbit meteorological satellite is in a low-altitude orbit; it provides higher spatial resolution, a larger number of radiometer channels and higher measurement accuracy. In addition to playing an important role in routine weather forecasting, it also has potential applications in the study of long-term weather forecast and climatology. The polar-orbit meteorological satellites can effectively monitor the weather systems and their movement in a region extending from western China to the Soviet Union; in particular, they can be used to study the behavior and the effect of weather systems over the Qinghai-Tibet highland. Meteorological satellite data also plays an important role in aviation, navigation and military weather service.

Because of the wide area coverage, timeliness and objectivity of meteorological satellite data, its utility has extended far beyond the traditional area of weather analysis; today it is used to monitor the earth's environment, natural disasters, and ecological development. In this country, there has also been a significant growth in the application of satellite data in recent years, particularly in the area of monitoring forest fires, floods, ground vegetation, ocean surface temperature, sediment deposits in rivers, ocean ice formation, snow accumulation, urban hot spots, and wheat production; in addition, other areas of application such as developing earthquake indicators are also being explored.

These applications impose special requirements on the products of meteorological satellites; however, certain products are generic in nature and can be used in many different applications. Table 1 shows a selected number of important products of China's FY-1 satellite; products generated by data from the Delayed Picture Transmission (DPT) system are not included.

VII. Concluding Remarks

The ground subsystem of the FY-1 meteorological satellite system is one of the five major subsystems, which include the satellite, the launch vehicle, the launch subsystem, the telemetry and control subsystem and the ground application subsystem. Currently, it is primarily used to process data from polar-orbit meteorological satellites. Since the system was built prior to the launch of the FY-1 satellite, its system check-out and operational tests
<table>
<thead>
<tr>
<th>Product number</th>
<th>Product name</th>
<th>Range</th>
<th>Resolution (km)</th>
<th>Processing frequency (times/day)</th>
<th>Output format</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Polar-equatorial projection mosaic map</td>
<td>$0^\circ$-$85^\circ$N, $60^\circ$-$150^\circ$E</td>
<td>3.7 (equatorial region), 7.4 (polar region)</td>
<td>2 (infrared), 1 (visible)</td>
<td>121 pictures (negative), graphic display</td>
</tr>
<tr>
<td>2</td>
<td>Multiple-channel synthesized map (1, 2, 3)</td>
<td>Chinese landmass</td>
<td>3.7 (equatorial region), 7.4 (polar region)</td>
<td>1</td>
<td>Graphic display</td>
</tr>
<tr>
<td>3</td>
<td>Multiple-time brightness synthesized map</td>
<td>$25^\circ$-$65^\circ$N, $60^\circ$-$125^\circ$E</td>
<td>3.7 (equatorial region), 7.4 (polar region)</td>
<td>1</td>
<td>Graphic display</td>
</tr>
<tr>
<td>4</td>
<td>Locally enhanced cloud map</td>
<td>Local</td>
<td>1-4</td>
<td>Based on need</td>
<td>Graphic display</td>
</tr>
<tr>
<td>5</td>
<td>Single-orbit extended cloud map</td>
<td>Single-orbit detection region</td>
<td>1-4</td>
<td>2</td>
<td>Graphic display, 121 pictures (typical)</td>
</tr>
<tr>
<td>6</td>
<td>Ocean temperature</td>
<td>$0^\circ$-$50^\circ$N, $105^\circ$-$155^\circ$E</td>
<td>$0.5^\circ$ x $0.5^\circ$ (latitude, longitude)</td>
<td>1</td>
<td>Telegde, printed symbols</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0^\circ$-$50^\circ$N, $105^\circ$-$155^\circ$E</td>
<td>$0.5^\circ$ x $0.5^\circ$ or $2.5^\circ$ x $2.5^\circ$ (latitude, longitude)</td>
<td>Daily average, seasonal average, 10-day average and monthly average</td>
<td>Telegde, printed symbols</td>
</tr>
<tr>
<td>7</td>
<td>Emitted long-wavelength radiation</td>
<td>$0^\circ$-$50^\circ$N, $75^\circ$-$150^\circ$E</td>
<td>$0.5^\circ$ x $0.5^\circ$ (latitude, longitude)</td>
<td>Daily avg., seasonal avg., 10-day avg., &amp; monthly avg.</td>
<td>Telegde, printed symbols</td>
</tr>
<tr>
<td>8</td>
<td>Cloud parameters (temperature on top cloud and volume of cloud)</td>
<td>$15^\circ$-$55^\circ$N, $70^\circ$-$155^\circ$E</td>
<td>5 or 50</td>
<td>2</td>
<td>Printed symbols</td>
</tr>
<tr>
<td>9</td>
<td>Map of ground vegetation index</td>
<td>China and neighboring countries (global) (Regional) arbitrary</td>
<td>6</td>
<td>1 per 10 days</td>
<td>Graphic display</td>
</tr>
<tr>
<td>10</td>
<td>Map of oceanic ice distribution</td>
<td>$36^\circ$-$41^\circ$N, $117.5^\circ$-$122.5^\circ$E</td>
<td>$0.02^\circ$ x $0.02^\circ$ (latitude, longitude)</td>
<td>1</td>
<td>Graphic display, printed symbols</td>
</tr>
</tbody>
</table>
were performed by receiving and processing data from foreign meteorological satellites. As a consequence, when FY-1 was launched into orbit, the system was ready to receive and process its data immediately; furthermore, it can also combine FY-1's data with those from foreign satellites to enhance the application and utility of the system.

The FY-1 is an experimental satellite which not only provides operational value in many areas of application, but also serves as a prototype for future development of China's meteorological satellite technology. In the 1990's, China will launch a geostationary meteorological satellite, the FY-2; also, it will incorporate many improvements on and enhancements to the polar-orbit satellite FY-1. To accommodate the new developments in future satellites, improvements and enhancements must be incorporated into the ground application subsystem. Currently, the system is being expanded to receive and process data from the FY-2 satellite.

With the successful development of the FY-1 meteorological satellite and the construction of the ground application facilities, the 1990's will be a very important era for rapid growth of China's satellite meteorological services.
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[Text] Abstract

Designing large-caliber and long-range projectiles with maximum range, ample power, flight stability, and launching strength is a significant problem. This paper presents a mathematical model of aerodynamic and exterior ballistic optimum design for large-caliber and long-range projectiles and addresses for the first time the shape optimization problem of base bleed projectiles.

Introduction

In the design of large-caliber, long-range projectiles, it is important to strive for ample power, flight stability, launching strength and maximum range without altering the artillery piece. To this end, the author has studied the aerodynamic and exterior ballistic optimization for large-caliber, long-range projectiles. A general design optimization model was established and the designs of 130 mm and 175 mm projectiles were optimized. The results showed that the range of the optimized projectile was greater than the original design while meeting the requirements on flight stability and launching strength without modifying the artillery piece. This paper has also investigated, for the first time, the shape optimization problem for base bleed projectiles. As a preliminary study, this paper has not considered such factors as concentration and base bleed structures.

I. Review of Mathematical Method$^{1,2}$

Consider the following constrained optimization problem:

\[
\begin{align*}
\min & \quad f(x), \quad (x \in \mathcal{D}_s) \\
\mathcal{D}_s & := \{ x \mid h_i(x) = 0, (i = 0, 1, 2, \ldots, m) \}, \quad x \in \mathbb{R}^n \quad (1)
\end{align*}
\]
where the vector $x$, given by
\begin{equation}
    x = (x_1, x_2, \ldots, x_n)^T
\end{equation}

is the optimization variable. The target function $f(x)$ and constraint functions $h_i(x)$ and $g_i(x)$ are real functions in $\mathbb{R}^n$, and the allowed domain is $\mathscr{D} \subset \mathbb{R}^n$. The problem in Eq. (1) is known as the minimum value problem for $f(x)$ that satisfies $h_i(x) = 0$ and $g_i(x) \geq 0$. The problem addressed in this paper is the maximum range $F(x)_{\text{max}}$, that is,
\begin{equation}
    \begin{aligned}
    \max F(x), & \quad (x \in \mathscr{D}) \\
    \mathscr{D} = \left\{ x \left| \begin{array}{l}
    h_i(x) = 0, \quad (i = 0, 1, 2, \ldots, m) \\
    g_i(x) \geq 0, \quad (i = m+1, \ldots, n) \end{array} \right. \right\} \subset \mathbb{R}^n
    \end{aligned}
\end{equation}

Let $f(x) = -F(x)$, (3) is reduced to (1).

The original constrained problem may be transformed to finding the serial solution of the unconstrained optimization problem. That is, finding the minimum of $f(x)$ under the constraint of
\begin{equation}
    \phi^{(k)} - T(x) \geq 0
\end{equation}

where $\phi^{(k)}$ is the allowable error for the feasibility of the kth step and $T(x)$ is a measure that point $x$ will violate the constraint condition. In the calculation, $T(x)$ is taken to be
\begin{equation}
    T(x) = \left\{ \sum_0^n h_i^2(x) + \sum_{i=1}^m \left[ \frac{g_i(x) - |g_i(x)|}{2} \right]^{\frac{1}{2}} \right\}
\end{equation}

In this paper we solve the unconstrained problem using the variable polyhedron method. The calculation is essentially a search routine for a variable polyhedron and is achieved through four basic operations: reflection, expand, compression, and contraction. It should be mentioned that simple shapes may degenerate to lower dimension; a small perturbation beforehand is helpful for finding the solution.

II. Mathematical Model for General Optimization

1. Target Function $f(x)$

In this work the range of the projectile is chosen as the single target function and calculated as follows:
\[
\begin{align*}
\frac{dv}{dt} &= -\frac{\rho v^4 S}{2m} C_x - g \sin \theta \\
\frac{d\theta}{dt} &= -g \cos \theta/v + \frac{1}{2m} \rho v^4 S C_y a \\
\frac{dy}{dt} &= v \sin \theta \\
\frac{dx}{dt} &= v \cos \theta
\end{align*}
\]

Equation (6) shows the target correlation functions. In determining the value of the target function \( f(x) \), the values of \( v, \theta, \) and \( x \) under the initial condition \( t = 0 \) are:

\[
\begin{align*}
v &= v_0 \\
\theta &= \theta_0 \\
x &= y = 0
\end{align*}
\]

In the calculation the effects of gravitational acceleration, temperature, and density on the flight height were considered. The resistance functions \( C_x(M, a) \) and \( C_y^a \) were determined using the method described in Ref. 4. Once the exterior shape of the projectile was determined, \( C_x(M, a) \) and \( C_y^a \) were also determined. Furthermore, for given initial conditions of velocity, weight, and projectile angle, Eq. (6) had a unique solution. Hence, different trajectories were obtained by varying the exterior shape of the projectile, and the optimization was done this way.

2. Selection of the Optimization Variable

Profile parameters of the projectile include the diameter, head length, cylinder length, stern length, stern angle, top diameter, and head shape. These parameters have a direct effect on the aerodynamic characteristics of the projectile. In addition, the shape of the inner chamber, the projectile material, and the specific gravity of the explosive are related to the projectile characteristics, which all have a great effect on the flight behavior of the projectile.

If the only goal is to minimize the resistance, then no matter which method is used, the optimum shape is that of a date pit; there will not be a cylindrical portion. A projectile of this shape cannot be centered in the barrel unless additional centering blocks were installed. Projectiles of this shape also hold less charge and have lower power. In order to overcome this problem and to reconsider the ease of manufacturing, the basic shape of the projectile was taken to be an ovate head, followed by a cylindrical body, and a tail. Optimization was done for this layout. The diameter was determined from tactical considerations, and the diameter of the top was determined by the size of the detonator, these sizes were not to be optimized. The external profile parameters to be optimized are the length of the head \( l_h \), radius of the head \( R \), the length of the cylinder \( l_c \), the length of the tail \( l_p \), and the angle of the tail \( \theta_p \).
The volume of the inner chamber of the projectile determines the amount of the explosive charge and the wall thickness. Generally speaking, the greater the inner chamber volume, the greater the explosive charge, the thinner the wall thickness, and the weaker the strength; the converse is also true. In order to consider the strength and the power, a wall thickness parameter $\xi$ is introduced to determine the shape of the inner chamber of the projectile.

The mass $m$ and the initial velocity $v_0$ of the projectile have a large effect on the range. However, for a given gun and the same barrel pressure, the muzzle kinetic energy $E$ is almost a constant. The following relationship exists:

$$E = \frac{1}{2} m v_0^2$$  \(8\)

Therefore, when the external profile parameters, internal chamber parameters, and the material of the projectile are determined, $m$ and $v_0$ are also determined uniquely.

3. Selection of the Constraint Conditions

The optimized projectile should satisfy the following constraint conditions.

(1) Based on the overall layout of the gun and the flight stability of the projectile, the total length of the projectile should be controlled within the following range:

$$l - l_s - l_e - l_{bt} \geq 0$$  \(9\)

If the length of the projectile is to be a constant, then Eq. (9) will contain an equal sign. When there are no stringent requirements on the length of the projectile, then Eq. (9) may assume the form of an inequality and serve as a loose constraint. In this case, the final value of the length will be determined by satisfying other constraints.

(2) To ensure adequate power, the relative mass of the projectile and the explosive should satisfy a certain requirement. In Table 2-1 of Ref. 5, the relative mass of the killing projectile was given as $C_\Omega = (11-15) \times 10^3$ (kg/m$^3$), and the corresponding relative mass of the explosive was $C_\omega = (1.5-2.2) \times 10^3$ (kg/m$^3$).

(3) The projectile must satisfy the gyroscopic stability conditions:

$$S_i = \frac{\beta}{k_s} > C,$$

$$\beta = \frac{C}{2A} \left( \frac{\gamma}{u} \right),$$

$$k_s = \frac{D}{2A} S_1 m;$$

\(10\)
where \( S_T \) is the gyroscopic stability factor, \( C_1 \) is constant greater than unity (usually 1.5 at the muzzle), \( A \) and \( C \) are respectively the equator angular momentum and the polar angular momentum, \( S \) is a reference area, \( l \) is the length of the projectile, \( v \) is the velocity, and \( m_z' \) the derivative of the pitching moment coefficient.

(4) The projectile must also satisfy the tracking stability condition. Under the influence of gravity, the projectile continuously deflects downward. The so-called tracking stability is the ability for the projectile axis to rotate as the velocity vector rotates. This requires that the dynamic equilibrium angle \( \delta_p \) cannot be too large. For example, the actual dynamic equilibrium angle of a 203 mm shell is 11°23′. The dynamic stability angle is determined by the following method:

\[
C \dot{\gamma} \dot{\delta} = \frac{\rho}{2} v^2 S \dot{C}_n
\]

(11)

where \( \dot{\gamma} \) is the angular velocity of the shell, \( \dot{\delta} \) is the angular velocity of deflection of the velocity vector of the projectile, and \( C_m \) is the pitching moment coefficient. In the presence of the dynamic equilibrium angle \( \delta_p \), \( C_m \) may be expressed as

\[
C_n = C_n' \delta_p + \frac{1}{6} C_n'' \delta_p^2
\]

(12)

where \( C_m' \) and \( C_m'' \) are respectively the first and third-order derivatives of the attack angle. Substituting (12) into (11), and letting

\[
Q = \frac{2C \gamma \delta}{\rho v^2 S}
\]

Equation (11) can then be written as

\[
\delta_1 + \frac{6C_n}{C_n''} \delta_1 - \frac{6Q}{C_n''} = 0
\]

(13)

The value of \( \delta_p \) obtained from the above equation should satisfy the tracking stability condition

\[
\delta_p < \delta_p
\]

(14)

(5) The projectile should satisfy the requirement of dynamic stability. In addition to gyroscopic and tracking stability, the projectile should also satisfy dynamic stability, otherwise the projectile will be unstable in flight. The dynamic stability factor \( S_d \) may be expressed as

\[
S_d = \frac{2\left( \frac{d}{l} C_i - \frac{d}{R^2} m_i' \right)}{\frac{d^2}{R^2} m_i'' + \frac{d}{l} C_i - \frac{d}{R^2} m_i'}
\]

(15)
where $m_y'$ is the derivative of the Magnus moment coefficient, $m_{x z}'$ is the derivative of the polar damping moment coefficient, $m_{z z}'$ is the derivative of the equatorial damping moment coefficient, and $R_A$ and $R_C$ are respectively the equatorial and polar turning radius. To ensure stable flight, $S_d$ and $S_t$ should satisfy the following relationship:

$$S_d(2 - S_d) \geq \frac{1}{S_t} \tag{16}$$

(6) The projectile must satisfy the requirement of the launching strength. The strength criteria are divided into a body strength criterion and a base strength criterion. Reference 5 gave the following criteria:

$$\begin{align*}
\{ \bar{\sigma} &\leq k \sigma_{z,1} \quad \text{(Body)} \\
\bar{\sigma} &\leq \sigma_{z,1} \quad \text{(Base)}
\end{align*} \tag{17}$$

where $k$ is a fitting coefficient, generally between 1.2 and 1.4, and $\bar{\sigma}$ and $\bar{\sigma}_z$ are computed using the formulas given in Ref. 5.

Based on the analysis above, the constraint zones to be satisfied by the optimization process are:

$$\begin{align*}
\begin{cases}
&h(x) = l - l_s - l_v - l_{gt} = 0 \quad \text{(Fixed length)} \\
&g_i(x) = C_a - C_{a_t} \geq 0 \\
&g_4(x) = C_a - C_{a_v} \geq 0 \\
&g_5(x) = \delta_p - \delta_v \geq 0 \\
&g_6(x) = S_t - S_{t_0} \geq 0 \\
&g_7(x) = S_d(2 - S_d) - 1/S_t \geq 0 \\
&g_8(x) = k \sigma_{z,1} - \sigma_{z,1} \geq 0 \\
&g_9(x) = \bar{\sigma}_{z,1} - \bar{\sigma}_z \geq 0
\end{cases}
\end{align*} \tag{18}$$

The derivation given above is for a general projectile. The situation is basically the same when there is base bleed, except that the effects of the base bleed should be considered in the resistance term $C_R$ in Eq. (6). In the initial design, the base resistance coefficient may be expressed as

$$C_{R_b} = C_{R_b} \cdot e^{-I} \tag{19}$$

where $C_{R_b}$ is the base resistance without base bleed, $I = \dot{m}/\rho_v v_\infty A_b$ is the velocity of the incoming flow, $\rho_v$ is the density of the incoming flow, $A_b$ is the area of the bottom, $J$ is the resistance reduction coefficient to be determined in a wind tunnel test, and $\dot{m}$ is the mass flow, determined by the following equations:
\[ \begin{align*}
  \frac{dp_e}{dt} &= \frac{RT_e}{v} \left[ S, \rho_t(a+b) p_e^t - m \right] dt \\
  S &= 2ml_i \left[ r \left( \frac{\pi}{m} - \theta_i \right) + \sqrt{r_i^2 + r_i^2 - 2r_i r_i \cos \beta_i} \right] \\
  v_i &= v_i + \int_0^t (a+b) p_e^t dt \\
  r &= r_i + \int_0^t (a+b) p_e^t dt \\
  C &= C_i + \int_0^t (a+b) p_e^t dt \\
  m &= \frac{A_e p_e}{\sqrt{RT_e}} \sqrt{\frac{2k}{k-1} \left( \chi_i \chi_i^{i+1} - \chi_i^{i+1} \chi_i \right)} \\
  \chi_e &= p_e/p_0 \\
  \beta_i &= \arcsin(c/r) - \arcsin(c/r_i) \\
  \theta_i &= \arcsin(c/r)
\end{align*} \tag{20} \]

where \( p_0 \) is the internal pressure of the burning gas, \( p_e \) is the environmental pressure, \( T_e \) is the temperature of the burning gas, \( R \) is the gas constant, \( S \) is the area of the combustion, \( m \) is the number of explosive charge lobes, \( \rho_t \) is the density of the charge, \( a + b p_e^t \) is the burning speed, \( A_e \) is the area of the nozzle, \( l_i \) is the length of the charge, \( r_i \) is the initial bore radius of the charge, \( r_2 \) is the external radius of the charge, \( t \) is time, \( r_L \) is the instantaneous bore radius of the charge, \( C_i \) is one-half of the initial gap between the charge lobes, \( C_{2L} \) is one-half of the instantaneous gap between the charge lobes, and \( k \) is the thermal insulation factor of the burning gas.

Once the composition of the base bleed charge is determined, Eq. (20) may be used for the computation of the mass flow and burning time at any instance of time. Equation (19) can then be used for the calculation of base resistance coefficient with base bleed. When the burning is complete, the resistance reduction effect also disappears.

In this paper, a mathematical model is given for the external profile optimization of large-caliber projectiles, including the target function, the optimization variable, and the correlation and constraint conditions for the target function. The aerodynamic trajectory optimization results may be obtained by invoking conventional nonlinear mathematical methods.

III. Typical Results and Analysis

Using programs based on the method described above, calculations were made for 175 mm and 130 mm projectiles. Optimization was also made for 130 mm projectiles with base bleed with satisfactory results.

The 175 mm projectile of the M107 cannon is one of the advanced projectiles in the world. Its initial velocity is 914 m/s, the mass is 67 kg, the range is 32,760 m for a 50° angle. The optimization design results for the 175 mm projectile are listed in Table 1.
Table 1

<table>
<thead>
<tr>
<th></th>
<th>( \frac{l}{d} )</th>
<th>( \frac{l_n}{d} )</th>
<th>( \frac{R}{d} )</th>
<th>( \frac{l_{BT}}{d} )</th>
<th>( \beta ) (degree)</th>
<th>( v_0 ) (m/s)</th>
<th>( G ) (kg)</th>
<th>Range (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original design</td>
<td>5.48</td>
<td>2.93</td>
<td>25.45</td>
<td>1.0</td>
<td>8.17</td>
<td>914</td>
<td>67</td>
<td>32,670</td>
</tr>
<tr>
<td>Optimized</td>
<td>5.49</td>
<td>3.28</td>
<td>28.3</td>
<td>0.67</td>
<td>5.41</td>
<td>914</td>
<td>67</td>
<td>34,176</td>
</tr>
</tbody>
</table>

The results in Table 1 show that the 175 mm shells of the M107 cannon have approached the optimal performance. The optimized model has a range that is 5.22 percent greater than the original design. This indicates that the original design still has room for improvement.

The muzzle velocity of the 130 mm shells of model 59 cannons is 930 m/s, the mass is 33.4 kg, the maximum range is 27,490 m, the profile coefficient is \( \mu_3 = 0.93 \), and the resistance coefficient is among the smaller ones of the projectiles of that vintage. The external profile of the 130 mm shell has one flaw: the tail is too short, only 0.23 times the shell diameter. The short tail caused a larger resistance and a shorter range. Through optimization, the range can be made 31,179 m without changing the muzzle kinetic energy and without resorting to base bleed. With base bleed, the range can be made 38,006 m. The increases in range through optimization are respectively 13.42 percent and 38.25 percent. This shows that optimization may be used to increase the range substantially.

Analysis of extensive calculations led to the following conclusions:

1. The length of the head of optimized projectiles is about 3.0 to 3.5 times the shell diameter. Others being equal, the head length is greater with base exhaust.

2. The length of the tail of optimized projectiles is about 0.6 to 1.0 times the shell diameter. Others being equal, the tail length is shorter with base bleed.

3. The best tail angle is about 4° to 8°. Others being equal, the tail angle is about 1° smaller with base bleed.

4. Over a wide range, the resistance coefficient decreases with increasing length-to-width ratio of the shell. But the flight stability is difficult to maintain at excessively large length-to-width ratio.

5. From the viewpoint of reducing resistance, the shorter the cylindrical portion the better. But from a flight stability viewpoint, the length of the cylinder should not be less than 1.4 times of the diameter without resorting to other measures, such as installing center stabilizing blocks.

6. The generating line of the head should cut the cylinder and the cut angle is generally 2 to 4 degrees. The cut angle is greater without base bleed.
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Effect of SiC Whisker on Mechanical Strength of Si$_3$N$_4$ Matrix Composites
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[Text] Abstract

Si$_3$N$_4$ composites containing 10, 20 and 30 volume percent (vol%) SiC whisker were prepared and their room-temperature and high-temperature mechanical strengths were measured. Results clearly show that SiC whisker can significantly enhance the high-temperature mechanical characteristics of the matrix. The 20 vol% SiC whisker composite has a strength of 780 MPa at 1200°C. Compared to the matrix material, this is a 50 percent increase. The strengthening causes are discussed based on SEM and TEM results.

Key words: SiC whisker, strengthening, Si$_3$N$_4$ matrix composite

I. Introduction

In recent years a large number of studies$^{1-5}$ show that significant improvements in strength and toughness could be achieved by uniformly dispersing a certain amount of ceramic whisker in a ceramic matrix. The study on SiC whisker/Si$_3$N$_4$ matrix composite (SC(w)/SN) is primarily concentrated in three areas. (1) Selection of whisker. The characteristics of the whiskers supplied by different manufacturers are quite different. Therefore, the source becomes very important. (2) Whisker and ceramic powder dispersion technique. Clustered whisker and powder often creates major defects in the composite, which limits its performance. (3) Physical and chemical compatibility between SiC whisker and silicon nitride matrix and sintering binder. The SiC whisker must have a higher elastic modulus and a slightly higher thermal expansion coefficient compared to the Si$_3$N$_4$ matrix. In order to have maximum strengthening and toughening effect, control of the interface state between whisker and matrix is critical.
The preparation of SC(w)/SN composite and the effect of SiC whisker on the mechanical strength of the material are described. It is found that the high-temperature strength of silicon nitride can be significantly enhanced by adding SiC whisker. The main mechanism of this strengthening effect and some potential strengthening and toughening factors are discussed based on study of its microscopic structure.

II. Experimental

β-SiC whisker (0.1-1 μm diameter, 50-200 length-to-diameter ratio) manufactured by Tokai Carbon Co., Ltd. of Japan and Si₃N₄ powder (>90 wt% α phase, 16 m²/g BET specific surface, mean particle size < 0.2 μm) prepared by Shandong Institute of Industrial Ceramics were used in this work. Suitable amounts of sintering agents, such as Y₂O₃, Al₂O₃ and ZrO₂, were used to prepare 10, 20 and 30 vol% SC(w)/SN composite materials. The additive used is 6 wt% relative to the Si₃N₄ matrix.

SiC whiskers are dispersed ultrasonically in a liquid to become a stable slurry. This is mixed with a predetermined amount of ceramic slurry by a high-speed mixer. This mixture is dried and then hot-press-sintered for 1 hour at 1700-1750°C at a pressure of 20-30 MPa. The sintered disk is cut, ground, and polished to become 3 x 4 x 36 mm samples. They are used at room temperature and 1200°C in three-point bending strength tests. SEM analysis was done on the cross section and polished surface of the composites. TEM and microprobe electron-beam diffraction analyses were done to study its microscopic structure and interface state.

III. Results and Discussion

1. Density and Room-Temperature Bending Strength of the Composite

Figure 1 shows that the density of the composite decreases as the whisker content increases when the additive-to-matrix ratio remains constant. This is because the sintering agent only promotes the sintering of Si₃N₄. SiC whisker must not undergo phase transition or contraction during sintering. In addition, the whisker acts as a bridge, which hinders the compacting process. As a result, the relative densities dropped from > 99 percent (Si₃N₄ matrix) to 97 percent, 95 percent and 89 percent, respectively, for 10 vol%, 20 vol% and 30 vol% SiC. Although the relative density is decreased after adding SiC whisker, there is still a significant strengthening effect. The strength of 20 vol% SC(w)/SN is 810 MPa, a 16 percent increase compared to 700 MPa for the matrix. As for 30 vol% SC(w)/SN, its strength drastically falls to 460 MPa due to very low density.

These results indicate that the strengthening effect would be enhanced if the density can be further increased.

2. High-Temperature Strength of SC(w)/SN Composite

Figure 3 shows that the high-temperature strength of the composite increases as the whisker content rises. The strength of the 20 vol% SC(w)/SN composite
at 1200°C is 780 MPa, which is a 50 percent increase compared to that of the matrix. As for the 30 vol% SC(w)/SN composite whose relative density is merely 89 percent, its strength at 1200°C is 650 MPa, which is 25 percent higher than that of the matrix and 40 percent higher than its own strength at room temperature.

Figure 1. Relative Density of the Composites vs. Whisker Content

Figure 2. R.T. Bending Strength of the Composites vs. Whisker Content

Figure 3. 1200°C High-Temperature Bending Strength of the Composite vs. Whisker Content

Figure 4 shows that compared to hot-pressed silicon nitride, SC(w)/SN composite has a better high-temperature strength retention ratio (high-temperature strength/room-temperature strength). At 1200°C, this ratio does not vary much for the composite. It is 96 percent at 1200°C and 70 percent at 1300°C. The strength retention ratio falls significantly for hot-pressed silicon nitride at 1000°C: at 1200°C, it is 70 percent and it drops to 50 percent at 1300°C.
Figure 4. Bending Strength vs. Temperature for SC(w)/SN Composite and Hot-Pressed Si₃N₄

- □ Hot-pressed Si₃N₄; • SC(w)/SN composite

To sum up, the addition of SiC whisker has significantly enhanced the high-temperature strength of the composite and improved the high-temperature weakening of silicon nitride at temperatures above 1000°C. The mechanical strength of the composite remains essentially constant at 1200°C. It has an excellent potential in high-temperature applications.

3. Mechanism for SC(w)/SN Strengthening by SiC Whisker

For a given system, a good technique is the key to preparing a superior composite. The whisker must be evenly dispersed in the matrix and it must have a good interface with the matrix. It is necessary to have very careful control.

Figure 5 [photograph not reproduced] shows a secondary emission (SE) electron micrograph of a polished sample of 20 vol% SC(w)/SN. It shows uniform distribution of SiC whisker in the matrix. This demonstrates that the mixing and dispersing technique used is effective.

Figure 6 [photograph not reproduced] clearly shows the interface between SiC whisker and Si₃N₄ matrix. There is no sign of any violent reaction between the whisker and the matrix at the interface. This shows excellent chemical compatibility between SiC whisker and Si₃N₄ matrix in the composite prepared.

Figure 7 [photograph not reproduced] shows that SiC whiskers and the long cylindrical β'-Si₃N₄ crystals are closely intertwined. There is very little amorphous structure in between. This tight three-dimensional structure enables the material to maintain high mechanical strength at high temperature.

Figure 8 [photograph not reproduced] shows propagation of stress cracking (SC) of the composite along the SiC whisker/Si₃N₄ crystal interface. It is deflected many times and is associated with fracturing of Si₃N₄. This illustrates an important mechanism of the strengthening effect of SiC - crack deflection.
Figure 9 [photograph not reproduced] is the SEM picture of the fracture surface of 20 vol% SC(w)/SN composite. The characteristics include a rough and uneven surface which is typical for crack deflection. The fracture also shows broken SiC whisker and separation of SiC whisker from the matrix interface, which are signs of different toughening and strengthening mechanisms.

IV. Conclusions

SiC whisker can significantly improve the mechanical strength, particularly high-temperature strength, of Si3N4 matrix. 20 vol% SC(w)/SN composite has a high-temperature strength of 780 MPa at 1200°C which is 96 percent of the strength at room temperature. Compared to the high-temperature strength of the matrix, it is increased by 50 percent.

References

Development of Flash X-Ray Machines at CAEP
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[Excerpts] Abstract

Flash X-ray technology has been developed at CAEP for over 30 years. It plays an important role in the study of detonation physics and gamma-ray radiation effects. This paper summarizes the development of several flash X-ray machines at CAEP, including progress made in high-voltage pulse technology, field emission technology and high-power beam focusing technology. Major parameters of these machines are also described. Flash X-ray machines are important tools in the study of detonation physics and high-speed transient processes. The development of large-scale flash X-ray machines has some significance in defense-related technology. New applications for high-power electron beams are also discussed.

I. Introduction

Flash X-ray technology has been developed for over 30 years at CAEP. It plays a vital role in detonation physics and gamma-ray radiation effects. The major characteristics of flash X-ray penetrating radiography include:

(1) Capability to unveil transient structures and high-velocity motion;

(2) Providing complete visual pictures to clarify the physical concept.

Therefore, together with other electrical (such as probe and microwave) and optical (such as high-speed rotating mirror and laser hologram) methods, this technology becomes the primary tools for studying high-velocity transient processes. It is widely used in detonation physics, implosion kinetics, shock-wave physics, and high-energy explosives for studying high-pressure equation of state, shock-wave compression, laminar fracture effects and jet flow. It can also be used to study internal trajectory, armor and anti-armor
development, and transient effects in fields such as plasma physics, materials, biology and medicine. In arms research, flash X-ray radiography provides a basis for controlling the explosion pattern, verifying the computer program and optimizing the design. Detonation physics work done at CAEP provides a great push to move flash X-ray technology forward. At the same time, flash X-ray technology makes it possible for detonation physics to reach a more profound level.

This is a summary of intense-current accelerator technology developed at CAEP for flash X-ray radiography. Advances in high-voltage pulse technology, field emission technology and intense beam focusing are described. In addition, major technical specifications for a number of machines are introduced.

[passage omitted]

III. Overview of Development of Flash X-Ray Machines

CAEP began to get involved with flash X-ray technology in the late 1950's with the development of a microsecond-level flash X-ray machine using a Marx generator. In the late 1960's, nanosecond-level high-voltage pulse technology was developed. In the 1970's, CAEP switched to the development of a pulsed transmission-line-type intense-current flash X-ray machine. In the 1980's, CAEP began to develop an inductive linear-accelerator-type (induction linac) high-power flash X-ray machine. Three to six Five flash X-ray machines have been developed to date, and are used in various detonation experiments facilities and laboratories to solve a series of practical problems. In the development process, CAEP received cooperation from many outside organizations. Some results are being widely used in China. The major technical parameters of some typical flash X-ray machines are listed in Table 1.

Table 1. Output Characteristics of Some Typical Flash X-Ray Machines

<table>
<thead>
<tr>
<th>Machine</th>
<th>Kind</th>
<th>Voltage (MV)</th>
<th>Current (kA)</th>
<th>Pulse width (ns)</th>
<th>Dose (at 1m) (R)</th>
<th>Spot (mm)</th>
<th>Jitter (μs)</th>
<th>Start-up</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>XI</td>
<td>6CYF type Marx</td>
<td>1.6*</td>
<td>5.2*</td>
<td>400</td>
<td>0.4</td>
<td>6.0</td>
<td>0.5</td>
<td>1964</td>
<td>4 sets combine</td>
</tr>
<tr>
<td>XI-A</td>
<td>strip line Marx</td>
<td>1</td>
<td>5</td>
<td>40</td>
<td>0.4</td>
<td>10.0</td>
<td>0.1</td>
<td>1972</td>
<td>industry production</td>
</tr>
<tr>
<td>XI</td>
<td>water Blumlein line</td>
<td>0.8</td>
<td>30</td>
<td>50</td>
<td>0.8</td>
<td>6.0</td>
<td>0.1</td>
<td>1977</td>
<td>3 sets combine</td>
</tr>
<tr>
<td>XI-A</td>
<td>oil Blumlein line</td>
<td>0.75</td>
<td>18</td>
<td>40</td>
<td>0.6</td>
<td>6.0</td>
<td>0.1</td>
<td>1974</td>
<td>beam physics research</td>
</tr>
<tr>
<td>Flash-1</td>
<td>oil Blumlein line</td>
<td>6.3</td>
<td>120</td>
<td>80</td>
<td>200</td>
<td>6-8</td>
<td>0.1</td>
<td>1983</td>
<td>radiation source and radiography</td>
</tr>
<tr>
<td>SG-1</td>
<td>induction linac</td>
<td>4</td>
<td>2</td>
<td>90</td>
<td>10</td>
<td>6.0</td>
<td>0.1</td>
<td>1990</td>
<td>being upgraded; electron energy</td>
</tr>
</tbody>
</table>

* This voltage is nominal value, in fact, the diode voltage < 500kV.

A number of arc current is involved in the diode current.
Although the energy utilization efficiency of an induction-free capacitive Marx generator is relatively high, it cannot easily store a great deal of energy. Thus, its development was limited. The pulse transmission line played an important role in the formation of nanosecond-level high-voltage square-wave pulses. J.C. Martin at the British Atomic Weapons Research Center first successfully applied transmission-line technology to pulse power research, which created a new era for flash X-ray technology. A transmission line, added between the Marx generator and the X-ray diode, could compress microsecond pulses from the generator into nanosecond high-voltage pulses. In the 1970’s, 1 MW oil-dielectric and 1 MW water-dielectric transmission line flash X-ray machines were developed. On this basis, in 1975 CAEP began to design and construct a large intense-current pulse electron-beam accelerator, Flash-I, as shown in Figure 5. Flash-I is a high-impedance, high-voltage, high-current accelerator designed for gamma-ray radiography studies. It could also meet the requirements for flash X-ray radiography, and is a multi-purpose machine. In-depth research was done on intense electron-beam focusing, synchronous jitter and stability of operation; very satisfactory results were obtained. Flash-I has raised the standard of flash X-ray radiography to a new level.

![Figure 5. Flash-I Photograph](image)

The voltage of a typical Marx-generator/transmission-line flash X-ray machine cannot reach too high because it is limited by high-voltage insulation. In addition, the beam quality (emissivity and energy dispersion) of this type of flash X-ray machine is relatively poor. It is difficult to obtain a small focal point. In order to obtain higher-energy X-ray output and better beam focusing, CAEP in the early 1980’s began to develop an intense-current (1-10 kA) electron induction linac with multiple accelerating gaps, a type which combines the advantages of high-power pulse technology and linac technology. The voltage wave has a better plateau, a more stable current-time profile and a smaller energy dispersion, which provides better conditions for beam focusing. Figure 6 [photograph not reproduced] is a picture of the
4 MeV induction linac already completed. This linac consists of 12 series-connected accelerating elements. Electron energy rises with increasing number of accelerating elements, and it is possible to add accelerating elements based on demand. The completion of this accelerator provides a basis for increasing accelerator energy in the future. It has also brought flash X-ray technology at CAEP into a new stage. [passage omitted]

VI. New Applications of Intense Electron Beams

CAEP has developed intense electron-beam technology as a result of conducting research on flash X-ray radiography and gamma-ray radiation effects. Intense electron beams are now used in many important research areas. In recent years, CAEP has actively been pursuing the following two areas.

1. Free Electron Lasers (FEL)

With advantages such as high power, high efficiency, tunable wavelength and high beam quality, the FEL attracts a great deal of attention worldwide. FEL experiments require a bright electron beam with low emissivity and low energy dispersion. This is the direction of research on intense-current accelerators at CAEP. In recent years, technological improvements have been made on the XII-A oil transmission-line accelerator to upgrade the voltage waveform and beam quality to begin experimental work on a Raman FEL.

Using an annular electron beam at 440 kV and 1 kA and a 1-m-long doubly wound solenoid wiggler, a 3 MW spontaneous radiation amplification output at 28-30 GHz was obtained. Experiments on a solid-core amplifier followed immediately. In these two sets of experiments, a strong axial magnetic field was used to focus the electron beam. The presence of an axial magnetic field not only generates cyclotron radiation, but also complicates the electron trajectory; this makes theoretical analysis more difficult. In order to avoid these complicating factors, we designed Raman-FEL experiments which do not require a guiding magnetic field. A transverse magnetic field generated by a doubly wound solenoid was used to control the transport of the intense beam. Without any doubt, this requires even higher-quality electron beams. Experimentally, at 560 kV, 110 A, ε < 0.04 cm-rad, ΔE/E < 5 percent, saturation was observed when the length of the wiggler was lengthened to 1.5 m. The saturated power output is 7.5 MW at 35-38 GHz. The success of the zero-guiding-field Raman FEL experiment is an encouraging milestone in the development of FELs in China.

An experimental FEL, the SG-1, using an induction linac as its electron source, is being installed and tested. A 3.5 MeV, 1.5 kA, 90 ns electron beam generated by the linac is selected for emissivity and energy dispersion in a current modulation zone to supply a suitable electron beam that meets the FEL requirements. From the design of the waveguide millimeter FEL, based on the program FRED developed at Livermore Laboratory, a three-dimensional numerical simulation program WAGFEL was written to optimize the SG-1 design. The design parameters for the wiggler and electron beam are shown in Table 4. The wiggler is a 3-m-long bi-directional focusing linearly polarized electromagnet (with a parabolic magnet surface). Computer simulation shows that when
the microwave power input is 20 kW at 34.6 GHz, the amplified peak output is expected to reach $10^8$ W. The completion of this facility is of great significance to the study of FEL operating mechanisms and the control of FEL experimental technology.

<table>
<thead>
<tr>
<th>Electron beam</th>
<th>Wiggler</th>
</tr>
</thead>
<tbody>
<tr>
<td>energy: $E=3.5$ MeV</td>
<td>wiggler period: $\lambda_w=11$ cm</td>
</tr>
<tr>
<td>beam current: $I=450$ A</td>
<td>wiggler magnet field: $B_w=3.1$ kGs</td>
</tr>
<tr>
<td>normalized emittance: $\varepsilon_e=0.047$ cm·rad</td>
<td>period number: $N=30$</td>
</tr>
<tr>
<td>beam brightness: $B_B=4.1 \times 10^9 A/(m·rad)^4$</td>
<td>wiggler parameter (rms): $a_w=2.2$</td>
</tr>
<tr>
<td>energy spread: $\Delta E/E\leq 3%$</td>
<td></td>
</tr>
<tr>
<td>beam radius: $r_e=0.8$ cm</td>
<td></td>
</tr>
</tbody>
</table>

2. High-Power Microwaves (HPM)

Experiments on the production of HPM with intense electron beams are very intriguing. Microwave sources with power ranging from several hundred MW to several dozen GW in the frequency range of 1-100 GHz are of substantial military interest, and provide the means to study electronic warfare, weakness of weapons against microwaves, electromagnetic coupling and long-range radar. Furthermore, there is the potential that HPM weapons can be used in the future.

One feasible scheme is to use the intense electron beam generated by Flash-I to produce GW-level microwaves. D. Sullivan first proposed using a virtual cathode oscillator (VIRCATOR) in 1979. The VIRCATOR is different from other microwave sources and has two distinct features: (1) It neither uses a resonant structure nor a long interaction zone between the electromagnetic wave and the electron beam. (2) It operates in a state much higher than the space-charge-limited current level. Its operating mechanism is as follows: When the current injected into the drift tube exceeds the space-charge-limited current $I_1$, we have:

$$I_t = 17 \frac{(\gamma^{3/2} - 1)^{3/2}}{1 + 2\ln R/r_o} \text{ (kA)}$$ (17)

Here, a virtual cathode is formed not far away from the anode. In the equation, $\gamma$ is a relativistic factor, $R$ is the radius of the drift tube, and $r_o$ is the electron-beam radius. The position of the virtual cathode and the potential barrier height vary periodically with time and oscillate. Electrons also oscillate between the cathode and virtual cathode. Both modes of oscillation generate microwaves. The basic frequency of microwave radiation is:

$$f = a \cdot \omega$$ (18)
where \( \omega_p = \left( \frac{n_e e^2}{\gamma m_e \varepsilon_0} \right)^{1/2} \) is the plasma frequency, \( n_e \) is the electron density, \( e \) is the electron charge, \( m_e \) is the electron mass, \( \gamma \) is the relativistic factor, and \( \varepsilon_0 \) is the dielectric constant in vacuum. The coefficient \( \alpha \) varies between \( 1/2\pi \) and \( 1/\sqrt{2}\pi \) depending upon the strength of the virtual cathode. In order to raise the virtual cathode oscillation efficiency and improve the frequency spectrum, it is necessary to suppress electron reflection in order to eliminate competition and interference between these two mechanisms. When beam-transport experiments were done on an XII-A accelerator, intense microwave radiation was found\(^20\) as the thin-lens focusing magnetic field was turned up to 20–40 kGs. This is the microwave radiation from virtual cathode oscillation. In order to investigate the mechanism of a VIRCATOR and to obtain HPM output, we lowered the diode impedance of Flash-I to conduct experiments on the VIRCATOR. The HPM experimental experimental design parameters of Flash-I are shown in Table 5. This is CAEP's first milestone in HPM research. On this basis, in conjunction with other microwave generation studies, HPM technology will advance at CAEP.

### Table 5. HPM Experiment Design Parameters of Flash-I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diode Voltage:</td>
<td>( 5 \text{ MV} )</td>
</tr>
<tr>
<td>Beam current:</td>
<td>( 100 \sim 120 \text{kA} )</td>
</tr>
<tr>
<td>Pulse width:</td>
<td>( 80 \text{ ns} )</td>
</tr>
<tr>
<td>Space-charge-limited current:</td>
<td>( I_s = 48 \text{kA} )</td>
</tr>
<tr>
<td>Drift tube radius:</td>
<td>( R = 21 \text{ cm} )</td>
</tr>
<tr>
<td>Beam radius:</td>
<td>( r_b = 9 \text{ cm} )</td>
</tr>
<tr>
<td>Beam density:</td>
<td>( n_e = 1 \times 10^9 / \text{cm}^3 )</td>
</tr>
<tr>
<td>Microwave frequency:</td>
<td>( f \approx 1 \text{GHz} )</td>
</tr>
<tr>
<td>Microwave power:</td>
<td>( P \approx 1 \text{GW} )</td>
</tr>
</tbody>
</table>
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[Text] Abstract

A cylindrically symmetric, 1 2/2D relativistic electromagnetic plasma particle simulation code with non-periodic boundary has been developed. It is used to study the high power microwaves (HPM) produced from virtual cathode oscillation by injecting an intense relativistic electron beam into a waveguide with one end open and the other end closed. Very clear and reasonable physical pictures are obtained. Virtual cathode oscillation frequency is in agreement with the empirical expression \((1 - \sqrt{2\pi})\omega_{peb}\). Microwave efficiency is as high as 10 percent. In addition, by way of simulation, the dependence of radiation frequency and radiation efficiency on the external guiding magnetic field, electron beam intensity, electron beam energy and electron beam radius is investigated. Some valuable patterns are obtained.

I. Introduction

Production of an HPM output by virtual cathode oscillation generated by the injection of an intense relativistic electron beam into a waveguide has attracted widespread attention and research efforts on a considerable scale. The principle is as follows. When a relativistic electron beam is transported through space, because the electron carries a negative charge, a negative potential well is created in space which hinders the transport process. When the electron-beam density transported is greater than the space-charge-limited current density,\(^1\)\(^2\) some electrons are reflected by the space charge well. This negative potential region which reflects electrons is the virtual cathode, which varies with space and time in a periodic fashion.\(^3\)\(^4\) An intense current oscillation can be excited to produce coherent HPM through waveguide coupling. A theoretical model\(^7\) and computer
simulations\textsuperscript{5,6} indicate that there is a certain relation between virtual cathode oscillation frequency $\omega_{\text{VC}}$, i.e., excited microwave frequency, and plasma electron beam frequency $\omega_{\text{peb}}$. The authoritative empirical equation is

$$\omega_{\text{VC}} = (1 - \sqrt{2}\pi \sqrt{\frac{2}{\gamma_0}}) \omega_{\text{peb}}$$

(1)

Here, the plasma electron beam frequency is:

$$\omega_{\text{peb}} = \sqrt{\frac{4\pi\epsilon_0 e^2}{\gamma_0 m_e}}$$

(2)

where $n_b$ is the electron beam density and $\gamma_0$ is the relativistic factor for the initial electron velocity.

When an annular relativistic electron beam is injected into a cylindrical waveguide of infinite length, the expression for space-charge-limited current is:\textsuperscript{8}

$$I_{\text{SCL}} = \frac{m_e c^3}{e} \frac{(\gamma_0^{3/2} - 1)^{3/2} \Delta r_b}{\Delta r_b + 2 \ln \frac{R}{r_b}}$$

(3)

where $c$ is the speed of light, $\Delta r_b$ and $r_b$ are the thickness and radius of the electron beam, and $R$ is the radius of the waveguide.

As far as injecting a relativistic electron beam into a cylindrical waveguide of finite length is concerned, so long as the following equation is valid

$$\frac{L}{R} \geq 2.58 \left( \frac{I_0}{I_{\text{SCL}}} \right)^{0.1333}$$

(4)

the space-charge-limited current of this waveguide can be calculated using equation (3).\textsuperscript{9}

When the current injected into a waveguide, $I_0$, is greater than $I_{\text{SCL}}$, it forms a stable virtual cathode oscillation to generate microwaves.

Compared to other HPM sources, a VIRCATOR has the following advantages: (1) Its requirement for a high-quality electron beam is less stringent which makes it easier to obtain. (2) Its electron-beam utilization rate is high. Therefore, unlike other devices, in order to get a high-quality electron beam, most of the electron beam is lost as a result of waveform shaping. Hence, it is easier to obtain HPM. Usually, a VIRCATOR can reach GW power level. (3) The device is simple in structure and easy to build. (4) The microwave frequency is continuously tunable. The coefficient in equation (1) is dependent upon $I_0/I_{\text{SCL}}$. Therefore, by varying the injected current $I_0$, changing the geometric size of the device to vary $I_{\text{SCL}}$, varying the beam density $n_b$ and beam energy $\gamma_0$, it is possible to continuously affect the microwave radiation frequency. This is why using a VIRCATOR as an HPM source has received so much attention and in-depth research.
Virtual cathode oscillation is a strong nonlinear plasma process. Therefore, rigorous theoretical analysis becomes very difficult. Especially during oscillation, a portion of the electron beam is transmitted and the rest is reflected. This makes it difficult to describe with fluid equations. In this work, the entire process is studied by computer simulation, specifically plasma particle simulation. A computer is used to track the motion of a large number of charged particles in an electromagnetic field and the associated electromagnetic field generated. The information provided is more accurate than the approximation derived from fluid dynamics.

II. Computational Model

The model involved is shown in Figure 1. The device is cylindrically symmetric. A hollow (or solid) intense relativistic electron beam (REB) is injected into a cylindrical waveguide of finite length from the left. The left end is closed and the right end is open. The length of the waveguide is \( L \), its radius is \( R \), the beam radius is \( r_b \), and the beam thickness is \( \Delta r_b \). The entire waveguide is submerged in an axially homogeneous magnetic field \( B_{zo} \).

![Figure 1. Configuration of the Model](image)

The model includes the following assumptions:

1. The function of the guiding magnetic field \( B_{zo} \) is to confine any large-scale radial motion of injected electrons. Hence, there is no change in the radial coordinate; there are only axial coordinate changes. There is no angular coordinate change as well. However, electrons are allowed to move radially and angularly so that the velocities in these two directions contribute to the radiation electromagnetic field. This one-directional coordinate and three directions of velocity is the 1 2/2D assumption.

2. The left end of the waveguide is metallic. It, like the other sides of the waveguide, is an ideal conductor; it is capable of absorbing electrons and reflecting electromagnetic waves completely. The right end can completely absorb electrons and emit microwaves. Electromagnetic waves are not reflected at this end surface.

3. Single-energy electrons are injected from the left. The electron beam is cold and has an axial velocity component only.
If the one-dimensional beam current traveling along the axial magnetic field exceeds the limiting current, a virtual cathode is created which continues to oscillate axially. As a result, an oscillating axial electric field \( E_z(t) \) is produced. By way of waveguide coupling, an axially symmetric transverse waveguide mode \( \text{Tm}_{0n}^{10,11} \) is produced. Thus, the major field variables are \( E_r, E_z \) and \( B_\phi \). The Maxwell equations to be solved are:

\[
\begin{align*}
\frac{\partial E_r}{\partial t} &= \frac{c}{r} \frac{\partial}{\partial r} (rB_\phi) - 4\pi J, \\
\frac{\partial E_z}{\partial t} &= -c \frac{\partial B_\phi}{\partial z} - 4\pi J, \\
\frac{\partial B_\phi}{\partial t} &= -c \left( \frac{\partial E_r}{\partial z} - \frac{\partial E_z}{\partial r} \right)
\end{align*}
\]

(5)

Let \( t = 0 \) when electron injection begins. At that moment, the waveguide is in vacuum. Therefore, the initial conditions are

\[
\begin{align*}
E_r(r, z, t) \big|_{t=0} &= 0 \\
E_z(r, z, t) \big|_{t=0} &= 0 \\
B_\phi(r, z, t) \big|_{t=0} &= 0
\end{align*}
\]

(6)

Based on the assumptions described earlier, the boundary conditions are

\[
\begin{align*}
E_r(r, z, t) \big|_{r=R} &= 0 \\
E_z(r, z, t) \big|_{r=R} &= 0 \\
B_\phi(r, z, t) \big|_{r=R} &= 0
\end{align*}
\]

(7)

As for the open end, in order to ensure that the electromagnetic waves travel outward without any reflections, the waveguide is artificially lengthened a bit. Furthermore, it is assumed that the inside dielectric has a constant electrical conductivity to become an absorption layer. All waves traveling to the right are absorbed without any reflection.

The electron equation of motion in the system is:

\[
\frac{dp_i}{dt} = -e (E_i + \frac{v_i \times B_i}{c})
\]

(8)

where \( p_i \) and \( v_i \) represent the momentum and velocity of particle \( i \); \( E_i \) and \( B_i \) represent the electric field and magnetic field of particle \( i \) in space at time \( t \). All equations are converted into the center difference format. Each particle contributes to current and charge distribution in its surrounding cells. The magnitude is inversely proportional to its distance from the cell point. Once the current density is obtained, it is possible to solve the difference equations to calculate the electromagnetic field. By means of interpolation, the electric and magnetic field at every point where a particle
is located can be obtained. Each particle is a "finite-size particle." This means that all particles are treated as "super particles," which are charges of a certain size distributed in space when we consider the effect of force exerted on them and how they contribute to the spatial electromagnetic field. Their effect is taken into account in R space after a fast Fourier transform.

III. Simulation Results

The entire model involved the tracking of a total of 60,000 particles. The system constantly maintains approximately 8,000 particles. The waveguide is divided into 56 cells radially and 256 cells axially. The time step is $0.06 \omega^{-1}_{peo}$, where $\omega_{peo}$ is the plasma frequency when the electron beam is not moving. The result of a simulation exercise is presented below as an example to discuss the physical process of generating HPM with a VIRCATOR. The parameters used are: $R = 1.2$ cm, $L = 5.52$ cm, $r_b = 0.9$ cm, $\Delta r_b = 0.1$ cm, $\gamma_0 = 7.0$, $I_0 = 500$ kA and $B_{zo} = 90$ kGs. In this example, the calculations show that $I_{SCL} = 106$ kA. It is obvious that a virtual cathode can be formed; energy conservation is maintained throughout the entire simulation process. Figure 2 shows the electron phase diagram, i.e., distribution of momentum $p_z$ as a function of particle location $z$, at $t = 124 \omega^{-1}_{peo}$. This diagram clearly shows the virtual cathode in the waveguide. Charged particles are reflected in a specific region in the $z$ direction, i.e., $p_z$ is zero or negative. The virtual cathode is located in the (2.6-6.6)$\Delta z$ range, which is very close to the left end surface where electrons are being injected. Under the influence of this negative potential, some electrons penetrate the barrier and some are reflected. This reflection and oscillation of current in the area serves as a current source to generate intense microwaves inside the waveguide. The current penetrating the potential barrier is $I_e = I_0/7.0$, which is less than the limiting current. Hence, it will not form another virtual cathode. Simulation shows that there is only one virtual cathode formed inside the waveguide. Penetrating electrons generate several velocity peaks under the influence of spatial electromagnetic waves. Nevertheless, overall velocity is always positive, providing a stable beam transport; it does not contribute much to the microwave radiation.

Figure 3 shows trajectories of charged particles. The reentry points fall within the virtual cathode region. Because the electron beam does not exist at the beginning, it takes some time for the virtual cathode to form and stabilize. Therefore, electron penetration and reflection are even when $t < 120 \omega^{-1}_{peo}$. The virtual cathode remains essentially at the same position. However, when $t > 120 \omega^{-1}_{peo}$, sometimes there is more reflection and sometimes more penetration. The reentry point, i.e., position of the virtual cathode, oscillates with time. This indicates that a stable oscillation has been achieved.

Figure 4 shows the radial distribution of electric field $E_r$ at $z = 5.52$ cm and $t = 620 \omega^{-1}_{peo}$. Because there are seven points below $0$, the primary electromagnetic field mode in the waveguide is TM$_{07}$. $E_r$ and $B_\phi$ have similar radial distributions.
Figure 2. Phase Diagram of Charged Particles (L = 128AZ)

Figure 3. Orbits of Charged Particles
Figure 4. Electrical Field $E_z$ Versus Radius

Figure 5 shows electric field component $E_z$ versus axial location at $r = 1.0$ cm at the same moment. There are five waves along the axial length of the waveguide.

Figure 5. Electrical Field $E_z$ Versus Axial Location

Looking at $E_z$ versus time at $r = 0.64$ cm and $z = 5.52$ cm, one can see that $E_z$ oscillates periodically in a stable fashion with time. A frequency analysis is shown in Figure 6. The main frequency of the microwave is $0.7 \, \omega_{pe0}$. Since $\omega_{pe0} = (4 \pi n_0 e^2/m_e)^{1/2}$, the fundamental microwave frequency is $1.85 \, \omega_{pe0}$ which is within the frequency range shown in equation (1). In addition, it was found that the radial wave vector $k_r 07$ shown in Figure 4 and $k_z$ shown in Figure 5 basically meet the dispersion relation for the TM$_{0n}$ waves at this fundamental microwave frequency:

$$\frac{\omega^2}{c^2} \approx k_{ro}^2 + k_z^2$$
This indirectly verifies the reliability of the model.

![Image](image)

Figure 6. Power Spectrum of Electrical Field $E_x$

The current density versus time function was found to oscillate periodically near the virtual cathode at $r = 0.9$ cm and $z = 0.35$ cm. Figure 7 shows its frequency spectrum. Its fundamental frequency is also $0.7 \omega_{pe0}$, consistent with the fundamental microwave frequency. This indicates that the intense VIRCATOR current is the primary source for generating the microwaves. Nevertheless, there are many other branch frequency current components. Due to the frequency selection effect of the waveguide, these side frequencies do not generate intense electromagnetic waves. The results also show that the intensity of $J_z$ oscillation near the virtual cathode is much higher than that of $J_x$ (approximately $10^2$ different in magnitude). Hence, $J_z$ oscillation is the principal mechanism for microwave radiation.

![Image](image)

Figure 7. Power Spectrum of Current Density $J_z$
IV. Factors Affecting Microwave Radiation

In order to investigate the impact of waveguide structural parameters and electron-beam characteristics on the frequency and radiation efficiency of VIRCATOR-generated microwaves, computations were made with a variety of parameters to explore a pattern. The conclusions obtained are as follows.

1. Effect of Guiding Magnetic Field $B_{z0}$

Let us use the same structural parameters as those in the above example, but change the axial guiding magnetic field $B_{z0}$. The relation between guiding magnetic field and microwave radiation efficiency is shown in Figure 8. Microwave radiation is the mean ratio of microwave radiation energy to total energy of electron injection over a certain period of time. Microwave energy is the time integral of the integral of the wave vector at the outlet of the waveguide with respect to area. The stronger the magnetic field is, the more it confines the transverse motion, i.e., $v_r$ and $v_q$, of the electron. It also affects microwave radiation, which lowers microwave radiation energy. Figure 8 also shows that microwave radiation frequency is independent of the external axial guiding magnetic field. This is because virtual cathode oscillation primarily takes place along the $z$-axis, which is the same as that of the guiding magnetic field. Oscillation would not be affected by the magnetic field.

![Figure 8. Relation Between Microwave Radiation Efficiency, Frequency and Guiding Magnetic Field](image)

2. Effect of Injected Electron Beam Intensity $I_0$

Let us use the following parameters: $R = 3.0$ cm, $L = 6.0$ cm, $r_b = 2.25$ cm, $\Delta r_b = 0.047$ cm, $\gamma_0 = 3.0$, $B_{z0} = 90$ kGs, and vary the injected electron beam intensity. Figure 9 shows that both frequency and efficiency of VIRCATOR-generated microwaves are raised with increasing intensity. A qualitative analysis of the physical mechanism of virtual cathode oscillation would reveal that this conclusion is reasonable. When an electron beam is
transported through space, the space potential is reduced because of the negative charge carried by the electrons. The larger the density of electrons, the more this potential is lowered. When the current to be transported reaches the limiting value, some electrons are reflected due to the falling potential; this forms the virtual cathode. Because of electron transport and reflection, electron density in the virtual cathode area drops. As a result, the potential rises in the area, which allows more electrons to enter the area. As more electrons are transported into the area, the potential falls again and more electrons are reflected. This process is continuously repeated to become a periodic oscillation of the virtual cathode. Hence, the higher the beam intensity compared to the limiting current, the faster the virtual cathode oscillation process repeats itself, i.e., the higher the frequency becomes. In addition, the larger I_0/I_{SCL} is, the lower the probability for electrons to penetrate the virtual cathode becomes (which was proven by simulation). This means the probability for electrons to be "captured" by the virtual cathode is higher, which also means higher efficiency for VIRCATOR-generated microwave radiation.

![Graph](image)

**Figure 9.** Relation Between Microwave Radiation Efficiency, Frequency and Beam Current

- (● efficiency, x frequency)

3. **Effect of Electron Beam Energy γ₀**

Figure 10 shows that the microwave radiation frequency, ω_{OSC}, declines with increasing electron beam energy γ₀. From equation (3), as γ₀ increases, I_{SCL} also rises. Hence, when I₀ is fixed, I₀/I_{SCL} decreases. Therefore, the virtual cathode oscillation process is weakened. The parameters used in this figure are identical to those used in the section above.

4. **Effect of Relative Radius of Electron Beam**

Microwave radiation frequency increases as relative radius, r_b/R, decreases (see Figure 11). This is probably due to equation (3) where I₀/I_{SCL} decreases as I_{SCL} increases with increasing r_b/R. Therefore, virtual cathode oscillation weakens and its associated oscillation frequency falls. However, microwave radiation efficiency exhibits a maximum at r_b/R equal to 0.55. This is a more complex problem which is dependent upon electron-beam
coupling with the waveguide. Different-size electron beams have different sensitivities to various waveguide modes. Other parameters used are the same as those in the previous example.

Figure 10. Relation Between Microwave Frequency and Electron Energy

Figure 11. Relation Between Microwave Efficiency, Frequency and Beam Radius

(● efficiency, x frequency)

There are other factors affecting microwave radiation, including the primary mode of excitation in the waveguide. Different parameters such as waveguide structure and electron-beam size would produce different waveguide modes. The patterns are still yet to be further investigated.
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[Text] Abstract

A low-impedance pulsed electron-beam accelerator, Flash-II, developed at Northwest Institute of Nuclear Technology is described. It is primarily used in nuclear radiation effects simulation. The accelerator consists of three major components—i.e., a Marx generator, a water-dielectric coaxial line and a diode—and more than a dozen pieces of auxiliary equipment. Testing and operating results at two charging voltages, i.e., ±55 kV and ±70 kV, are presented. The maximum output current is 600 kA and the diode voltage is 1.2 MV. This accelerator is used for electron-beam and X-ray experiments.

I. Introduction

Flash-II is a low-impedance pulsed relativistic electron-beam accelerator. The electron beam produced can be used in the study of materials destruction and structural effects, as well as in research on high-power microwave (HPM) generation and excimer laser pumping. In addition, by means of a conversion target, Bremsstrahlung can be generated to develop radioactive-ray measurement technology and to study instantaneous gamma-ray radiation effects on electronic components.

Based on its primary applications, Flash-II has to be a low-impedance, intense-current accelerator. Therefore, it was designed to have an impedance of 1 ohm. However, since it is technically difficult to build a low-impedance water-dielectric accelerator and the technology is not available in China, it was decided that the development would be completed in two phases. The impedance is 2 ohms in the first phase.1,2
Flash-II is 17 m long, 6.5 m wide and 5.2 m high. A picture [photograph not reproduced] is shown in the inside back cover. Figure 1 is a schematic diagram of the entire accelerator. The accelerator consists of a Marx generator, water-dielectric coaxial line (including pulse-forming line, main switch, transmission line, pre-pulse switch, output line) and diode, as well as more than a dozen pieces of auxiliary equipment such as a 180-ton oil filtering facility, 15-ton water purifying device, ±120-kV high-voltage dc power supply, 1.8-T pulsed magnetic field system, triggers, controls, etc. Figure 2 shows the equivalent circuit diagram of Flash-II. Based on output requirements, electrical parameters can be calculated. Our computations show that the maximum energy storage capacity is 224 kJ and the maximum nominal voltage is 6.4 MV. At a 2-ohm impedance, the overall energy transfer efficiency is 30 percent and the voltage transfer efficiency is 20 percent.

![Flash-II Accelerator System Diagram](image)

Figure 1. Flash-II Accelerator System
(A) Marx generator; (B) Water-dielectric coaxial line; (C) Diode; (D) Pulse magnetic field and drift room (B = 1.8 T)


II. Marx Generator

The Marx generator has 64 capacitors connected in S shape in eight rows. Each row contains eight 100-kV, 0.7-μF capacitors and four 3-electrode gas spark switches with triggering disks in the middle. It is suspended over the oil tank by two 160-cm-long nylon lines. Figure 3 shows this capacitor configuration in a single row. The insulation distance between capacitors is 8 cm within the same row, the distance between rows is 30 cm, and the minimum distance to ground is 90 cm. The first three switches in the first row are triggered by a TG-125 trigger. The rest are triggered by overvoltage of a grounded resistor.
Figure 2. Electrical Model of Flash-II

1. Marx generator; 2. Output switch; 3. Pre-pulse switch; 4. Diode;
5. $Z_F = 5.0 \Omega$ $T_F = 40$ ns; 6. $Z_T = 3.2 \Omega$ $T_T = 40$ ns; 7. $Z_0 = 2.0 \Omega$
$T_0 = 60$ ns

Figure 3. Configuration of Single Row of Capacitors in Marx Generator

1. Travel machinery  
2. Insulated straps  
3. Upper shield covers  
4. Charge resistors  
5. Grounding resistors  
6. Capacitors  
7. Trigger resistors  
8. Lower shield covers  
9. Metal spacers  
10. Insulation spacers  
11. Spark switches  
12. Insulation connect plates
Table 1 shows the measured equivalent parameters based on the short-circuited current waveform of the generator and the charging voltage waveform. At a dc charging voltage of ±70 kV, 120 pulses were continuously generated. Self-discharge occurred 3.3 percent of the time. The buildup time is 419 ns and the jitter is 60 ns.

Table 1. Marx Generator Equivalent Parameters

<table>
<thead>
<tr>
<th>Generator parameters</th>
<th>Measured value</th>
<th>Designed value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series inductance $L_m$</td>
<td>11.7 μH</td>
<td>12 μH</td>
</tr>
<tr>
<td>Buildup of capacity $C_m$</td>
<td>11.25 nF</td>
<td>11 nF</td>
</tr>
<tr>
<td>Resistance in series $R_m$</td>
<td>3.0 Ω</td>
<td>4.0 Ω</td>
</tr>
<tr>
<td>Parallel resistance $R_p$</td>
<td>0.58 kΩ</td>
<td>1.9 kΩ</td>
</tr>
<tr>
<td>Stray capacitance vs ground $C_j$</td>
<td>0.2 nF</td>
<td>&lt;0.64 nF</td>
</tr>
</tbody>
</table>

III. Water-Dielectric Coaxial Line

The water-dielectric coaxial line includes the pulse-forming line, main switch, transmission line, pre-pulse switch and output line. Deionized water is used as the insulating dielectric. Two pieces of 220-diameter insulating plates are placed between the water-dielectric coaxial line and Marx generator to separate water from oil. Figure 4 shows the radial electric field at the water-oil interface. The electric field at the intersection of metal, water and insulation plate is less than 30 kV/cm, while the maximum field is 128 kV/cm. The pulse-forming line has an impedance of 5 ohms. The diameter of the outer conductor is 186 cm and that of the inner conductor is 88 cm; its length is 134 cm. The maximum operating voltage of the pulse-forming line is 5.8 MV. The ratio of operating field strength between outer and inner conductor to the breakdown field strength is 0.49.

The transmission-line impedance is 3.2 ohms. Its inner-conductor diameter is 113.6 cm and its length is 134 cm. A pre-pulse suppression inductor is installed between inner and outer conductor. It not only lowers pre-pulse voltage and operating voltage of the pre-pulse switch, but also brings the hydraulic line, control circuit and pneumatic line to control the main switch distance into the inner conductor of transmission line to ensure electrical safety. The output line has an impedance of 2 ohms and is 200 cm long. The outer diameter is tapered from 186 cm to 114 cm.

The main switch is a water-dielectric field-distortion switch. The pre-pulse switch consists of eight SF₆-filled switches in parallel. They are secured on a 220-cm-diameter Plexiglass plate. This 10-cm-thick Plexiglass plate is also used to secure the inner cylinders of the transmission line and output line. A 2-ohm CuSO₄ solution serves as the load for the water-dielectric coaxial line to regulate the operating conditions of the main switch and
pre-pulse switch. When the main switch is automatically triggered, the trigger disk position is the main factor affecting switching. At \( N = 7 \), 5 - 6 channels were formed based on discharge photos taken. Theoretical forming-line waveform is found to agree with that measured. When the switching distance is 135 mm, the equivalent inductance and resistance of the sparking channel are 120 nH and 0.5 ohm, respectively. Presently, because the inductance selected for the trigger circuit is not large enough, the output waveform is less than ideal; it is expected to improve after inductance is raised. In the automatic breakdown mode, switching distance is the primary factor affecting the main switch. In this case, the breakdown field is relatively high (approximately 250 kV/cm). However, it can only form 1-2 channels. When the distance is 135 mm, the equivalent inductance and resistance of the switch are 300 nH and 0.5 ohm, respectively, when the switch is turned on. The behavior of the pre-pulse switch has a major impact on the output voltage. Higher voltage transfer efficiency can be obtained by choosing a suitable gas pressure to steepen up the output pulse.

![Graph](image)

**Figure 4.** Radial Electric Field Distribution at Interface of Oil-Water Diaphragm

Major output parameters of the accelerator are listed in Table 2 under conditions that the dc charging voltage is ±60 kV, main switch gap is 145 mm and pre-pulse switch pressure is 0.35 MPa.

Under the load of the diode, when the dc charging voltage is ±70 kV and main switch gap is 151 mm, statistical analysis involving dozens of runs shows that the breakdown voltage of the main switch is 3739 kV ± 5 percent, breakdown time is 692 ns, jitter is 29 ns, and pre-pulse switch breakdown time jitter is 67.5 ns. Figure 5 shows the pulse-forming-line (upper) and transmission-line (lower) voltage waveforms measured. Figure 6 shows the output-line waveforms (upper = pre-pulse, lower = main pulse).
Table 2. Accelerator Parameters With Dummy Load

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>d.c. charge voltage</td>
<td>( U_d )</td>
</tr>
<tr>
<td>breakdown time of main switch</td>
<td>( t_{pm} )</td>
</tr>
<tr>
<td>output line voltage</td>
<td>( U_{ol} )</td>
</tr>
<tr>
<td>rise time of output line voltage</td>
<td>( t_{rl} )</td>
</tr>
<tr>
<td>steepening of output pulse</td>
<td>( t_{o} )</td>
</tr>
<tr>
<td>ratio of prepulse and main pulse voltage</td>
<td>( t_{o}/t_{rl} )</td>
</tr>
<tr>
<td>half width of output pulse</td>
<td>( T_{on} )</td>
</tr>
<tr>
<td>total voltage transmission efficiency ( G_v )</td>
<td>25.2%</td>
</tr>
<tr>
<td>total energy transmission efficiency ( G_w )</td>
<td>34.7%</td>
</tr>
</tbody>
</table>

\( t_{rl} \) is rise time of transmission line voltage.

IV. Low-Impedance Diode and Its Output Characteristics

The structure of the diode is shown in Figure 7. It includes a radial insulation Flexiglass diaphragm, double-cone vacuum line, and coaxial cathode shank and anode area. The radial field at the two triple joint points is less than 20 kV/cm and the insulation gap is 40 cm. The mean radial electric field is 37 kV/cm. The angle between the electrode and the diaphragm is 8° at the anode and 76° at the cathode. Insulation in the vacuum area was designed to meet ceramic insulation conditions. Furthermore, the field strength is held at below 350 kV/cm at the surface of the anode shank. The cathode of the diode is a 220-mm-diameter graphite plate and the anode is an aluminum-plated foil (1 \( \mu \)m Al + 12 \( \mu \)m PET). In order to meet energy-flux and beam-uniformity requirements, an axial pulse magnetic field is added and the drift tube is filled with a low-pressure gas (133-266 Pa). The pulse magnetic field is created by a system comprised of a 10-kV, 180-kJ pulsed power supply, magnetic field coil and drift tube. At a charging voltage of 7 kV, the peak magnetization intensity generated is 1.8 T. Synchronization of magnetic field and accelerator is achieved by using the dB/dt signal generated by the magnetic field to trigger the Marx generator. The rise time of the magnetic field pulse is 8.4 ms, and the accelerator takes 1.77 \( \mu \)s to shoot out an electron beam. Under normal operating conditions, the two can be reliably
synchronized so that the electron beam arrives when the magnetic field is at its maximum. A statistical analysis of 115 runs shows that synchronization is 96 percent effective.

![Figure 7. Diode Configuration](image)


Table 3 shows the diode output parameters at different charging voltages. The parameters reported at ±55 kV and ±70 kV are statistical results after 30 and 59 runs, respectively. Those presented for charging voltages ±80 kV and ±85 kV are results of 90249 and 90250 runs, respectively. The length-to-width ratio (i.e., cathode radius to anode-cathode distance ratio) has a significant effect on its output parameters. When the ratio is 14.7 and charging voltage is ±70 kV, the diode current reached as high as 606 kA at 1.2 MV. Diodes using a graphite cathode have a shorter startup time (i.e., lag time between diode current and voltage) than those using a stainless cathode. Statistically, startup time is 1.2 ns ± 4.7 ns after several dozen runs.
Table 3. Measured Diode Parameters for Different Voltage Levels

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>±55</th>
<th>±70</th>
<th>±80</th>
<th>±85</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge voltage</td>
<td>$U_v (kV)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main switch distance</td>
<td>$S_m (mm)$</td>
<td>120</td>
<td>151</td>
<td>161</td>
<td>171</td>
</tr>
<tr>
<td>Pre-pulse switch gas-pressure</td>
<td>$P (MPa)$</td>
<td>0.3</td>
<td>0.42</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>Cathode radius</td>
<td>$R_c (mm)$</td>
<td>90</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>A-K gap</td>
<td>$d_m (mm)$</td>
<td>11~12</td>
<td>8~8.5</td>
<td>8.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Diode voltage</td>
<td>$U_o (kV)$</td>
<td>936±3.8%</td>
<td>1072±6.8%</td>
<td>1302</td>
<td>1638</td>
</tr>
<tr>
<td>Gap voltage</td>
<td>$U_g (kV)$</td>
<td>903±6.7%</td>
<td>902±9.8%</td>
<td>1113</td>
<td>1529</td>
</tr>
<tr>
<td>Diode current</td>
<td>$I_o (kA)$</td>
<td>196±8.2%</td>
<td>466±6%</td>
<td>589</td>
<td>511</td>
</tr>
<tr>
<td>Total beam energy</td>
<td>$E_o (kJ)$</td>
<td>11</td>
<td>30.5±21%</td>
<td>52.2</td>
<td>66</td>
</tr>
<tr>
<td>Diode impedance</td>
<td>$R_o (\Omega)$</td>
<td>5.1</td>
<td>2.1±10.9%</td>
<td>2.1</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Diode current parameters are measured with two Rogowski coils and a B probe. As shown in Figure 7, they are installed between cathode and anode in the coaxial region and the double-cone region to measure the current reaching the anode as a function of time. The integrated B-probe signal is the overall current of the diode. A differential capacitor divider at the end of the output line is used to measure the diode voltage. Three signals are time-correlated and then recorded on a digital oscilloscope. Voltage across the anode and cathode of the diode, $U_K = U_D - LdI/dt$ where $L$ is the inductance of the diode (approximately 36 nH), can be calculated by a computer by a short-circuit method. Subsequently, it is possible to obtain output power, impedance curve, electron energy spectrum, total beam energy, and mean electron energy. Typical single-run parameters are shown in Figures 8, 9 and 10.

![Figure 8. Diode voltage $U_D$ (peak 1302 kV), A-K voltage $U_K$ (peak 1113 kV), current $I_D$ (peak 589 kA) and power $P$ (peak 6.2 x 10^{11} VA)](image-url)
After penetrating the thin foil anode, the electron beam enters the drift tube. The beam parameters are dependent upon factors such as state of the diode, cathode size, magnitude of the magnetic field, pressure inside the drift tube, and transport distance. Under conditions of ±70 kV charging voltage, 1.8 T magnetization at the center of the magnetic field, 220 mm cathode diameter and 146-186 Pa drift-tube pressure, preliminary measurements of beam current parameters were made. Electron-beam waveform and charge transfer efficiency were measured with a Faraday cup. Figure 11 shows the beam waveform obtained 24 cm away from the anode with a 0.12-mm-thick aluminum foil absorber. The peak current is 408 kA and the half width is 89 ns. The overall energy of the electron beam is measured with a graphite calorimeter. At 17.5-24 cm away from the anode, the beam energy is 18-28 kJ (corresponding to 30.5 kJ of average overall diode energy). The diameter of the electron beam ranges from 120 to 147 mm. The uniformity of the electron beam was measured with a graphite calorimeter array, Faraday-cup array and pinhole camera. Within a 118-mm-diameter cross section, the uniformity is 60 percent.
X-rays are produced when an electron beam is brought out by a 30-μm Ti foil to bombard a tungsten target, creating Bremsstrahlung. At this time, the equivalent impedance of the diode is approximately 2-2.5 times that of the output line. At a charging voltage of ±55 kV, the X-ray radiation 23 cm away from the target was measured by a lithium-fluoride exothermic dosimeter to be 3.5 x 10^{-2} ± 0.56 C/kg. Using a photo-tube, the half width of the X-ray tube was measured to be 50 ns at 7 x 10^{3} C/kg·s.

V. Conclusions

Flash-II was fired over 100 times at ±55 kV and ±70 kV. When certain conditions and parameters were controlled well, the accelerator could operate in a stable manner. Output voltage and peak current had better than 90 percent reproducibility. The reproducibility for total beam energy is 79 percent. Further improvement is necessary. Beam current parameters were measured on a preliminary basis. Measurement techniques need to be perfected, and accuracy improved. Because of an urgency to use the accelerator in certain experiments, no attempts have been made to continue testing at higher voltages beyond ±85 kV. The charging voltage will be raised in the future and efforts will be made to achieve design objectives for phase two.

During the accelerator development phase, guidance was provided by Lu Min [0712 2404], Ye Lirun [0673 4539 3387], Qiao Dengjiang [0829 4098 3068], and Huang Bao [7806 6283]; support was given from different levels of leadership; and cooperation was offered by many other organizations. More than 30 people were involved at one point or another and some have left the institute. They worked diligently toward the development of the accelerator. The authors wish to express their gratitude to all those people and organizations who supported and participated in this effort.
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[Text] Abstract

A CCD camera remote sensing and data transmission system was successfully flight-tested in October 1986. High-quality preprocessed panchromatic and multispectral false-color photos were obtained. The design, construction, characteristics, technical specifications, operating principle, and hardware development of the system are introduced. The test flight and the results are described and analyzed.

I. Introduction

The advent of the observation satellite with transmission link provides a more effective means for real-time observation of the earth. This type of remote sensing satellite has a large coverage area, capable of covering the entire globe. It has excellent capability to monitor dynamic changes by repeated observation of the same area. It is capable of monitoring around-the-clock in any kind of weather and of obtaining information in a timely manner. It has a reasonable lifetime, and brings considerable social and economic benefits. To this end, satellite remote sensing technology was developed in the 1970's and 1980's in countries such as the United States, the Soviet Union, and France. Furthermore, Japan, the European Space Agency, India, and Brazil are also actively developing transmission observation satellites. China is a huge country, and needs remote sensing photos for survey of resources, geological survey, agriculture, forestry and water resource planning, environmental monitoring, oceanic development, and weather observation. Therefore, we must develop satellite telemetry technology to satisfy the needs for satellite remote sensing photos. The CCD-camera remote sensing system with data transmission link described here serves as a foundation in the development of earth observation satellites.
II. Design Specifications

1. Orbit Parameters

The satellite follows a near-circular sun-synchronous orbit in order to ensure that pictures are taken at essentially the same solar altitude angle. The orbit parameters are as follows:

- orbit altitude \( H = 400 \text{ km} \);
- orbital angle of inclination \( i = 96.4^\circ \);
- satellite period \( T = 92.4 \text{ min} \);
- subsatellite-point velocity \( v_g = 7.219 \text{ km/s} \).

2. Technical Specifications of the CCD Camera

The CCD camera uses the same lens for panchromatic and multispectral pictures. The same camera can simultaneously take panchromatic and multispectral photos of objects on earth. The panchromatic picture takes one band and the multispectral pictures take three bands. Each band employs three 2048-element CCD143A devices for optoelectronic conversion. In the multispectral mode, two elements are used as one. The parameters of the CCD panchromatic and multispectral camera are as follows:

- camera focal length \( F = 400 \text{ mm} \);
- relative aperture \( D/F = 1/4 \);
- field-of-view angle \( 2\omega = 11.5^\circ \);
- panchromatic band (Pa) \( 0.5-0.75 \text{ \( \mu \)m} \);
- multispectral band \( (B_1) 0.5-0.6 \text{ \( \mu \)m}, (B_2) 0.6-0.7 \text{ \( \mu \)m}, (B_3) 0.8-0.9 \text{ \( \mu \)m} \);
- total number of pixels \( N = 3 \times 2048 \) elements;
- pixel size \( d^2 = 13 \text{ \( \mu \)m} \times 13 \text{ \( \mu \)m} \);
- ground pixel resolution \( \Delta R = 13 \text{ m (Pa)}, \Delta R = 26 \text{ m (B_1, B_2, B_3)} \);
- ground scan (swath) width \( L = 80 \text{ km} \);
- optoelectronic integration time \( t_{in} = 1.8 \text{ ms (Pa)}, t_{in} = 3.6 \text{ ms (B_1, B_2, B_3)} \);
- video bandwidth \( B = 1.8 \text{ MHz (Pa)}, B = 1.5 \text{ MHz (B_1, B_2, B_3)} \);
- sampling rate: \( f_s = 3.6 \text{ MHz (Pa)}, f_s = 3.0 \text{ MHz (B_1, B_2, B_3)} \).

3. Data Transmission Parameters

- code format: panchromatic 5-bit PCM, multispectral 6-bit PCM.
- code rate: \( R = 36 \text{ Mbit/s} \).
- modulation: QPSK [quadrature phase-shift keying].
- radio frequency: \( f_t = 4432.5 \text{ MHz} \).
- transmitting power: \( P_t = 8 \text{ W} \).
- demodulation error rate: \( P_e = 10^{-6} \) (when \( P_r/N_c = 92 \text{ dBHz} \)).
III. Composition of the CCD Remote Sensing Data Transmission System

The CCD remote sensing data transmission system consists of satellite-borne remote sensing data transmission equipment and ground detection equipment. The satellite-borne part includes a CCD camera, encoder, QPSK modulator, local oscillator (LO), microwave channel, traveling-wave-tube amplifier (TWTA), traveling-wave-tube (TWT) power supply, and transmission antenna. Figure 1 is a block diagram of the satellite-borne equipment.

The ground equipment includes the reception antenna, high-frequency (HF) box, intermediate-frequency (IF) QPSK demodulation receiver, high-density tape drive, decoder, analog tape drive, monitor, and analog video signal source. Figure 2 is a block diagram of the ground equipment.

IV. Design of Subsystem and Hardware Development

As a whole, satellite-borne and ground-based, the CCD remote sensing data transmission system can be divided into five subsystems; i.e., the panchromatic and multispectral CCD camera, PCM coding and decoding, the QPSK modulation and demodulation receiver, the microwave channel between satellite and ground, and the video terminal. They are described as follows.
1. Panchromatic and Multispectral CCD Camera

The CCD camera uses a single lens for taking both panchromatic and multispectral photos simultaneously. There is one panchromatic band and three multispectral bands. CCD143A photosensitive receivers manufactured by the U.S. company Fairchild are used. Each CCD has 2048 elements. The pixel size is 13 \( \mu m \times 13 \mu m \). Each band uses three CCDs and they are optically connected into an array by using semireflective prisms. In order to make the scan width equal to 80 km for both panchromatic and multispectral photos, two multispectral elements are used as one element. The pixel resolutions for the panchromatic camera and multispectral camera are 13 m and 26 m, respectively. The CCD camera is primarily composed of an optical lens, splitting and splicing prisms, CCD and its driving circuit, time-sequence generator, and video signal processing circuit. A block diagram of the operating principle of the CCD camera is shown in Figure 3.

2. PCM Coding and Encoding

This subsystem is comprised of a satellite-born encoder and a ground-based decoder. The satellite-born encoder includes a panchromatic encoder and a multispectral encoder. The primary function of the encoder is to perform A/D [analog-to-digital] conversion from the video signal sent from the CCD camera into a digital signal. It then processes the remote sensing data, synchronization code, timing code and self-test signal to create two data streams, I [in-phase] and Q [quadrature]. In addition, the encoder also generates an 18-MHz clock signal and outputs a unified clock and a variety of timing sequences to coordinate the operation of the entire remote sensing data transmission system.
Figure 4. Block Diagram of the Encoder/Decoder Subsystem

The decoder synchronously decodes the I and Q data streams from the QPSK demodulator and restores the analog signals for the panchromatic and multispectral photos. Moreover, it provides a variety of synchronization pulses for video terminals and recorders such as monitors and analog tape drives.

Figure 4 is a block diagram of the encoding and decoding subsystem.
3. QPSK Modulation and Demodulation

The QPSK modulator orthogonally modulates the two 18 Mbit/s data streams I and Q from the encoder to the unified 177.3 MHz carrier wave in order to compress the transmission bandwidth by one-half. The overall transmission rate is 36 Mbit/s. In order to overcome phase blur during demodulation on the ground, an absolute/relative code transformation is done prior to modulation. In the circuit design of the modulator, an emitter coupled logic [ECL] exclusive OR gate is used instead of a common ring modulator which significantly simplifies the hardware. Figure 5 shows a block diagram of the onboard QPSK modulator.

The QPSK coherent demodulator receives the 125 ± 20 MHz modulated IF signal from the HF unit and demodulates it by coherent detection. Because a signal with frequency and phase identical to those of the received carrier wave is required for demodulation, this demodulator employs a quarter loop to obtain
the reference carrier wave. The reference carrier wave thus obtained is sent to the demodulator for coherent demodulation. The demodulator outputs a data stream to the synchronous access circuit and the integration–decision circuit. Then, the converter restores video and clock signals in data streams I and Q. These signals are recorded by a high-density tape drive and processed by the decoder. The operating principle of the QPSK coherent demodulation receiver is shown in Figure 6.

4. Satellite/Earth Microwave Channel

The satellite/earth microwave channel includes an onboard microwave channel and a ground HF unit. The onboard microwave channel consists of a frequency up-converter, LO, filter, TWTA, TWT power supply, and transmitting antenna. The ground HF unit is comprised of a low-noise FET amplifier (LNA), frequency down-converter, image filter, dielectric oscillator, preamplifier, and middle-stage amplifier. The operating principle of the satellite-to-ground microwave channel is shown in Figure 7.

5. Video Terminal Subsystem

The video terminal subsystem is comprised of monitors, analog and digital tape drives, and video analog signal sources. The main function of the video terminal subsystem is to record and monitor images captured from remote sensing. The monitor has a geometric resolution of 2200 TVL [television lines], eight gray levels, and a nonlinear distortion of less than 3 percent. There are two kinds of tape drives: One is a high-density digital tape (HDDT) drive which records graphic data of panchromatic and multispectral pictures to be transmitted to a computer for further processing to obtain high-quality panchromatic and multispectral remote sensing photos. The other is an analog tape drive. Video analog signal sources are used as test signal sources in onboard encoders and ground monitors.

V. Results and Analysis of Flight Test of the CCD Remote Sensing Data Transmission System

Figure 8 shows the airborne and ground-station equipment used in the flight test.

The entire CCD remote sensing data transmission system was tested in flight. The overall airborne and ground-based system was proven to meet design requirements after six test flights. A large number of black-and-white photos and some multispectral photos were obtained. Target pictures were obtained after playing the HDDT back and preprocessing the signal. The panchromatic resolution goes down to the seventh black-and-white strip group and corresponds to a geometric resolution of 0.45 m; this is approximately twice that of the theoretical pixel resolution. The resolution of the multispectral photos can get down to the fifth stripe group, which corresponds to a geometric resolution of 0.63 m; this is approximately 1.5 times that of its theoretical pixel size. Its radiation resolution has essentially met the design objectives. During these test flights, real-time color temperature and illumination tests were also performed. Pictures obtained were used to study
Figure 7. Block Diagram of the Satellite-To-Earth Microwave Channel

(a) Airborne equipment

(b) Ground-station equipment

Figure 8. Block Diagram of Flight-Test Equipment
the spectral response and dynamic range. This served as a basis for development of the CCD camera system.

In addition special experiments were done to test the performance of the data transmission system. Based on calculation, good pictures can still be received even when the intensity of the signal varies by as much as 24 dB. This indicates that the receiver has an excellent automatic gain control (AGC). Furthermore, error characteristics of the data transmission system were tested. The results showed that the overall error rate is less than 10^-6 during normal reception. It is consistent with the design requirement.
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[Text] Abstract

The fabrication technique and characteristics of a gain-guided GaAlAs/GaAs phase-locked laser array comprised of multiple stripes prepared by Zn diffusion with oxide mask are described. Typically, the threshold current is below 200 mA and the output power is more than 240 mW. Far-field measurements also show excellent phase-locking characteristics.

Key words: semiconductor laser, phase-locked array.

I. Introduction

Semiconductor lasers have several advantages, such as compactness, high efficiency and ease of use. However, compared to gas and solid lasers, they are low in power and have a large divergence angle. The phase-locked laser array provides a way to overcome these problems; it has demonstrated abilities indicating a very encouraging future\textsuperscript{1,2} in areas such as solid-state lasers, space optical communications, high-speed optical recording and laser medicine.

The earliest phase-locked array consists of a number of parallel stripes.\textsuperscript{3} Phase-locking between lasers is accomplished by the overlapping coupling of the optical fields of the stripes (evanescent wave). This type of structure is simple to fabricate and is very efficient. Therefore, despite the development of a number of other phase-locking mechanisms and structures, such as Y-cross-coupling and diffraction coupling,\textsuperscript{4,5} the evanescent-wave coupling mechanism is still the best in terms of performance and it is the most widely used in mass production. This paper describes the experimental results of
gain-guided GaAlAs/GaAs laser arrays prepared by oxide-masked Zn diffusion stripes.

II. Device Structure and Fabrication Technique

Figure 1 shows a schematic diagram of the device. It is a planar double heterojunction (DH) laser grown on an n-GaAs substrate by conventional liquid phase epitaxy. A thin layer of SiO$_2$ was grown on the epitaxial layer by CVD. After opening several stripes of window by phototetching, Zn was diffused across the n-GaAs top layer to form p$^+$-p-n junctions. The n-p-n junction between the stripes has a current-limiting effect. Each device consists of 10 lasers. Each stripe is 5 $\mu$m wide and the stripes are 8 $\mu$m apart center-to-center. The wavelength of emission can be adjusted by varying the aluminum content (y) in the active layer. Two points must be noted to obtain good phase-locked laser arrays. First, the active layer should be as thin as possible; at the same time, the potential barrier between the active layer and limiting layer should be sufficiently high and steep to result in the lowest possible threshold. Next, every layer should be as homogeneous as possible, especially in terms of composition and thickness.

![Schematic Diagram of the Array](image)

After Zn diffusion, wafers were trimmed and ohmic contacts were attached. The wafers were cut into chips approximately 250 $\mu$m in cavity length, which were then bonded to a copper heat sink for testing.

III. Device Characteristics

3.1 Power/Current Characteristics

Figure 2 shows the typical dc power/current curve measured at room temperature. It shows that the threshold current is 170 mA. It remains linear at an output power of up to 200 mW. Figure 3 shows the linear power output ranges and power conversion efficiencies of a number of devices. The power for device #B-7 was measured at the maximum current output of 1 A. (It is estimated that its power output may exceed 250 mW if the power supply is capable of delivering more current.) The single-face differential quantum efficiency of such devices is in the 25-30 percent range.
3.2 Far-Field Distribution

Figure 4 shows a typical far-field distribution parallel to the junction surface. As one can see, it is a double-lobe beam. Each lobe is 1.7-1.8° wide and the angular spacing between the two lobes is 7.9°. A few devices exhibited only a single lobe, approximately 5-8° in width. In the direction perpendicular to the junction surface, the far-field distribution is similar to that of other conventional semiconductor lasers. The angle of divergence is around 35°.
3.3 Spectral Characteristics

The wavelength of these GaAlAs/GaAs laser arrays is controlled within a range between 800 and 880 nm. Figure 5 is a typical spectrum. It belongs to multi-mode oscillation as a result of having a gain-guided structure. As the injected current increases, complicated fine structures can be seen for every longitudinal mode. This is related to the competition between modes.

![Figure 5. Typical Spectrum of the Array](image)

3.4 Temperature Behavior

Power/current curves were measured at different temperatures, as shown in Figure 6. It was found that the device could still provide more than 100 mW of power output at 80°C. From the data shown in Figure 6, one can also derive that the temperature dependence on threshold current is essentially $I_{\text{th}} \propto \exp(T/T_0)$, where $T_0 = 167$ K. If junction temperature rise is taken into account, then the actual characteristic temperature is even higher.

![Figure 6. L-I Curves of a Typical Device at Temperature Ranging From 20°C to 80°C](image)
Thermal resistance of these devices were measured spectroscopically and a typical value of 20 K/W was obtained. This number is still too high for a multi-stripe device. Improvement is in progress.

IV. Discussion

The far-field characteristic of an array device is the most apparent and important factor in reflecting its phase-locking behavior. The phase-locked laser arrays tested in this work have a double-lobe far-field distribution. Based on mode-coupling theory of laser arrays, it belongs to the classical Nth-order supermode. This indicates that excellent phase locking has been accomplished between all elements in the array.

Based on mode-coupling theory, the angular spacing between the two lobes for the Nth-order supermode is $\Delta \theta = \lambda / w$, where $w$ is the stripe width, which is equivalent to the divergence angle of each individual laser. It was measured that $\Delta \theta = 8^\circ$, which is slightly smaller than the divergence angle of a single laser stripe (10–12$^\circ$). This indicates that each laser has a relatively wide side mode, which favors high-power output. The supermode theory also points out that the beam width for each lobe is $\delta \theta = \lambda / w$, where $w$ is the total width of $N$ laser stripes. It was determined to be $\delta \theta = 1.7^\circ$. Although it is still not quite at the diffraction limit, compression due to phase locking is already obvious. This shows that there is excellent homogeneity among all elements.

The laser array developed in this work has already been used to pump Nd:YAG and Nd:glass lasers which generated laser pulses at 1.06 $\mu$m, corresponding to threshold pumping power of 4 and 9 mW, respectively. The laser arrays emit at 808 nm and 800 nm, respectively. The laser pulse was compressed eight times by gain-switching, resulting in a laser pulse of 150 ns in pulse width and 200 mW in peak power.7

Some data reported in this paper was supplied by the Joint Optoelectronics Laboratory of Beijing Institute of Semiconductors. The authors wish to thank Zhuang Wanru [8369 1238 1172] and Pan Guisheng [3382 6311 3932] for their contribution. The solid-state laser pumping work was done at the Joint High-Power Laser Laboratory of SIOFM. The authors wish to thank Zhou Fuzheng [0719 1788 2973], Shen Liqing [3088 7787 7230], Fan Dianyuan [5400 7787 7230], and Zheng Guizhen [6774 2710 3791] for their contribution.
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[Text] Abstract

The operating principle of a new lateral shearing interferometer is presented. It uses a Twyman-Green interferometer as a beam splitter, a grating as a detector, and real-time Moire difference method to eliminate system error. The advantages of this interferometer include adjustable sensitivity, high resistance against vibration, and ease of manufacture of large aperture. This interferometer was used to measure flow fields in supersonic wind tunnels and rocket exhaust plumes. Some important results were obtained.

Key words: shearing interferometer, flow visualization.

I. Introduction

A lateral shearing interferometer is a common optical path interferometer. It does not have very stringent requirements with regard to coherence of light source, temperature variation of the environment and vibration. It can be used to measure certain transient flow fields. A transient flow field is varying rapidly, such as the supersonic flow field inside a wind tunnel, or the rocket exhaust plume field. Conventional shearing interferometers include the parallel plate type,\(^1\) Wollaston prism type,\(^2\) grating type,\(^3\) etc. This paper presents the operating principle and applications of a long range, large aperture, high accuracy lateral shearing interferometer. It was constructed by modifying a large aperture fringe interferometer using a small aperture Twyman-Green interferometer as the beam splitter and a grating as a detector element. Real-time Moire difference method is used to eliminate system error. Shearing fringe patterns representing flow fields in a supersonic (\(M = 10.29\)) shock wave wind tunnel and rocket exhaust plume have been obtained using this interferometer.
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II. Principle

The optical layout of the Twyman-Green lateral shearing interferometer is shown in Figure 1. Two flat reflective mirrors \( M_1 \) and \( M_2 \) and a beam splitter BS form the Twyman-Green interferometer. \( M_1' \) is equivalent to \( M_1 \). The angle between \( M_1' \) and \( M_2 \) is \( \theta/2 \). When a collimated beam with wavelength \( \lambda \) passes through the phase object (PO) to be measured to enter the Twyman-Green interferometer, lateral shearing interference takes place in an encountering areas between the two beams reflected by \( M_1 \) and \( M_2 \) after penetrating and reflected by BS. Based on the coordinate system shown in Figure 1, \( M_1 \) and \( M_2 \) are located at the original. The observation screen (ground glass) \( P \) is at plane \( z = z_P \). The light reflected by \( M_1 \) is parallel to the \( z \) axis. Let us assume that the complex amplitude of this beam on the observation screen is \( A_0 \exp \left[ i (2\pi/\lambda) g(x, y, z_P) \right] \). The axis between the beam reflected by \( M_2 \) and the \( z \) axis on plane \( xz \) is \( \theta \). Obviously, the complex amplitude of this light beam on \( P \) is \( A_0 \exp \left\{ i \frac{2\pi}{\lambda} \left[ \theta x + g(x-\theta z_P, y, z_P) \right] \right\} \). Hence, the total complex amplitude on \( P \) is

\[
U(x, y, z_P) = A_0 \exp \left[ i \frac{2\pi}{\lambda} g(x, y, z_P) \right] + A_0 \exp \left\{ i \frac{2\pi}{\lambda} \left[ \theta x + g(x-\theta z_P, y, z_P) \right] \right\}
\]

(1)

Figure 1. (a) Layout of the Twyman-Green Lateral Shearing Interferometer; (b) Equivalent Optical Layout of (a)

When \( g(x, y, z_P) \) varies slow with the coordinate and \( \theta z_P \) is relatively small, we have

\[ g(x-\theta z_P, y, z_P) \approx g(x, y, z_P) - \frac{\partial g(x, y, z_P)}{\partial x} \theta z_P \]

Therefore, the light intensity distribution on \( P \) is

\[
I(x, y, z_P) = |U(x, y, z_P)U^*(x, y, z_P)|^2 = 2A_0^2 \left\{ 2A_0^2 + i \frac{2\pi}{\lambda} \left[ x - \frac{\partial g(x, y, z_P)}{\partial x} \right] \right\}
\]

\[
(2)
\]
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In the absence of PO, i.e., \( \partial g(x, y, z_p) / \partial x = 0 \), the above equation is a series of interference fringes with a period \( d = \lambda / \theta \). If PO is present, we will notice a displacement of \( z_p \partial g(x, y, z_p) / \partial x \).

Let us assume that there is a detecting grating G on the \( z = z_p \) plane (i.e., in coincidence with P) and its transmittance is

\[
t(x, y) = \frac{1}{2} \left[ 1 - \cos \left( \frac{2 \pi}{d} (x + y + g \alpha) \right) \right]
\]

(3)

Here, \( d' = d / \cos \alpha \) and \( \alpha \) is the angle between the grating line and the interference fringe without PO. Hence, the intensity distribution on P is the produce of (2) and (3), i.e.,

\[
I'(x, y, z_p) = I(x, y, z_p) t(x, y)
\]

\[
= A_0^2 + A_0^2 \cos \left( \frac{2 \pi}{d} (x + y + g \alpha) \right) + A_0^2 \cos \left( \frac{2 \pi}{d} \left[ x - z_p \partial g(x, y, z_p) / \partial x \right] \right) + A_0^2 \cos \left[ \frac{x}{d} - \frac{1}{d} \frac{d}{d'} \left( x + y + g \alpha \right) \right] + A_0^2 \cos \left[ \frac{x}{d} + \frac{1}{d'} \left( x + y + g \alpha \right) \right]
\]

(4)

When \( \partial g(x, y, z_p) / \partial x \) and \( \alpha \) are small, the spatial frequencies of the terms on the right hand side of (4), are \( f_1 = 0 \), \( f_2 = 1 / d \), \( f_3 = 1 / d \), \( f_4 \ll 1 / d \), and \( f_5 = 2 / d \). The first and fourth terms have lower spatial frequencies. They are Moire fringes (which can be recognized by the naked eye). Other terms are considered background on (not recognizable by the naked eye) because of high spatial frequency. Therefore, the intensity distribution of Moire fringes is

\[
I_M(x, y) = A_0^2 + A_0^2 \cos \left[ \frac{2 \pi}{d} \left( x (1 - \cos \alpha) - z_p \frac{\partial g(x, y, z_p)}{\partial x} - y \sin \alpha \right) \right]
\]

(5)

From equation (5), the equation for Moire (bright) fringe is

\[
J = \frac{1 - \cos \alpha}{\sin \alpha} x - \frac{z_p}{\sin \alpha} \frac{\partial g(x, y, z_p)}{\partial x} - \frac{d}{\sin \alpha} m, m = 0, \pm 1, \pm 2, \ldots
\]

(6)

Based on equation (6), the displacement of Moire fringes directly reflects the rate of change of the wave front function to be measured. The sensitivity of the interferometer is dependent upon \( z_p \) and \( \alpha \).

III. Experiment and Results of Applications

Figure 2 shows the layout of a shearing interferometer for transient flow visualization. \( L_1 \) is a beam expander, \( L_2 \) and \( L_3 \) are large-aperture spherical concave mirrors, and \( W \) is the protective window or vessel wall which contains PO. \( L_3 \) and lens \( L_4 \) form a beam reducing system. A small-aperture (60 mm diameter) Twyman-Green interferometer is used as a beam splitter, which is
installed on a 10-mm-thick 250 mm x 250 mm steel plate to provide better vibration resistance. P0 and P are arranged to have a conjugate object-image relation. This means that \( g(x, y, z_p) \) is the wave front equation (not considering linear magnification between object and image) of a collimated beam after passing through P0.

![Diagram](image)

**Figure 2. Layout of the Lateral Shearing Interferometer for Flow Visualization**

If P0 is an axial symmetric flow field (symmetric with respect to the y axis), the index of refraction distribution of P0 from the basic equation of light propagation is:\(^5\)

\[
n(r, y) - n_f = -n_f \frac{\partial g(x, y, z_p)}{\partial x} \frac{1}{(r^2 - x^2)^{1/2}} \, dz
\]  

(7)

Here, \( n_f \) is the index of refraction of the environment and \( r_f \) is the radius of P0. Therefore, it is very easy to calculate the distribution of index of refraction of the axial symmetric P0 based on the Moire fringe equation (6) and equation (7).

Normally, the quality of W is relatively poor. When the aperture of the interferometer becomes too large, as a result of cost consideration, the quality of L2 and L3 may deteriorate. In order to eliminate system error, the detecting grating may be prepared as follows. In the absence of P0, place a holographic plate on plane \( z = z_p \). After exposure by the interference fringes (at a density of 10-30 per mm), the plate is processed and used as the detecting grating (amplitude type). When this grating is accurately placed (manually without the need of any special equipment), the Moire fringes produced, which represent the difference between the interference fringes with P0 and those of the grating, are free of system error. This is real-time system error elimination.\(^6\) The density and direction of Moire fringes can be varied by adjusting \( M_1 \) or \( M_2 \).

The apparatus shown in Figure 1(a) was first used to measure an alcohol flame field. The Moire fringes obtained are shown in Figure 3. Figure 3(a) shows the Moire fringes without eliminating system error and Figure 3(b) shows the
Moire fringes with elimination of system error. The apparatus shown in Figure 2 was used to measure some transient flow fields. Figure 4 shows the Moire fringes of the flow field inside a supersonic wind tunnel (M = 10.29) (only half is shown due to axial symmetry). Figure 5 is the Moire fringes of real rocket exhaust plumes.

Figure 3. Moire Fringes of an Alcohol-Lamp Flame
(a) without eliminating system errors; (b) eliminating system errors

Figure 4. Moire Fringes of a Flow Field in a Supersonic Wind Tunnel

Figure 5. Moire Fringes of a Rocket Exhaust Plume

With some improvement, the apparatus shown in Figure 2 can be tested in an optical workshop.
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[Text] Abstract

A pyroelectric-material-based PE-calorimeter with high sensitivity and fast response covering infrared-visible-X-ray has been designed and constructed. Operating parameters of the calorimeter are calculated. Energy measurements for 1.06 μm and 0.53 μm laser and 0.1-10 keV soft X-ray are made. The sensitivity is 300 mV/μJ and the response time is less than 2 ns.

Key words: pyroelectric calorimeter.

I. Introduction

A new pyroelectric photo-energy (PE) calorimeter has been designed and constructed to detect weak photon energy signals ranging from the infrared, visible to X-ray band. In addition, it has a fast response time. It has significantly expanded the capability and useful range of conventional calorimeters.1-4

Pyroelectric materials are fast responding thermistor elements. When a material is heated due to light irradiation or absorption, a temperature change takes place which causes the thermo-electric dipole to vary. This leads to a change of its surface charge and the intrinsic rate of change is of the order of picosecond. When it is connected to a load, a voltage signal is generated. If the incident light pulse width is far less than the thermal time constant of the pyroelectric material and the electric time constant of the detection circuit, then the peak voltage is proportional to the total energy of the incident photons. The principle is shown in Figure 1. In this work, a calorimeter is designed with parameters to maximize the temperature rise and fast response time upon total absorption of the incident light. In order to expand the spectral response of the detector, carbon or gold black
is chosen as the absorber from IR to UV. In order to raise its resistance against destruction, darkened aluminum oxide was also used. As for soft X-ray, silver is selected as the absorber. If the visible light background is very weak, gold is a more suitable absorber.

![Diagram]

Figure 1. Pyroelectric Effect Irradiated by a Pulsed Light Source

II. Calculation of Parameters

After an absorber is irradiated by a pulse of light, if radiation loss is neglected, under ideal conditions, the temperature rise and voltage variation of a pyroelectric material should be:

\[ T_r = \frac{A}{C_T} \int_0^t P(t) dt \]

\[ V_r = \frac{A^2 \lambda^*}{CG_T} \int_0^t P(t) dt \]

where \( C_T \) is the heat capacity of the material, \( A \) is the area of the electrode, \( C \) is the total capacitance between pyroelectric elements and the capacitance of the load, \( \lambda^* \) is the pyroelectric coefficient, and \( P(t) \) is the power of the light source. The maximum temperature rise and peak voltage can be expressed as:

\[ \Delta T = \frac{E_0}{G_T} \]

\[ U_{\text{max}} = \xi E_0 C_T / \Delta T \]

where \( \xi = \lambda^* / \varepsilon C_p \) is the pyroelectric constant of the material, \( \varepsilon \) is the dielectric constant, \( C_p \) is the volumetric specific heat, \( E_0 \) is the absorbed incident photo-energy, and \( C_s \) is the capacitance between pyroelectric elements. It is apparent that the maximum temperature rise and peak voltage are proportional to the total energy of the incident light. Afterward, temperature and voltage decay according to the following equations:

\[ T_r = \frac{E_0}{G_T} e^{-t/\tau_r} \]

\[ V_r = \frac{A^2 \lambda^* E_0}{CG_T} \left[ \frac{1}{\tau_T - \tau_s} - \frac{\tau_s}{a_T} e^{-t/\tau_r} \right] \]
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where \( a_T = 1 - e^{-T_1/\tau_T} \), \( a_e = 1 - e^{-T_1/\tau_e} \), \( T_1 \) is the repetition frequency of the incident light source, and \( \tau_T \) is the overall hot time constant of the calorimeter. The hot time constant of the absorber determines the rise time of the calorimeter.

\[
\tau_{\text{rise}} = \rho C_p d^3 / K_p
\]

where \( \rho \), \( K_p \) and \( d \) are the density, thermal conductivity and thickness of the absorber, respectively. In order to achieve total absorption, its thickness must be at least \( d = (\ln 100)/\alpha \), where \( \alpha \) is the absorption coefficient of the absorber. \( \tau_e \) is the time constant of the calorimeter:

\[
\tau_e = (R_1 / R_2) \cdot (C_1 / C_2)
\]

where \( R_1 \) is the resistance of the pyroelectric material, \( C_1 = k_{e0} A / d \) is the electrode capacitance, and \( k_{e0} \) is the dielectric constant of the pyroelectric material. \( R_2 \) and \( C_2 \) are the input impedance and capacitive reactance, respectively. Since the electric time constant of the calorimeter is far less than its thermal time constant, the recovery time of the calorimeter is determined by the discharge time of the electric circuit. Usually \( R_2 << R_1 \), \( C_2 << C_1 \), therefore, the maximum frequency for the calorimeter to receive light pulses is

\[
f_0 = 1 / 2 \pi \tau_e \approx 1 / 2 \pi R_0 C_1
\]

A 10-mm-diameter calorimeter was designed. The pyroelectric material is lithium tantalate (LiTaO₃), \( \xi = 4600 \), incident light pulse energy is of the order of a few microjoules, pulse width is less than 50 ns, and repetition frequency of the calorimeter is 100 Hz. The calculated parameters of this calorimeter are shown in Table 1. In the IR-UV region, its sensitivity is 400 mV/μJ. In the soft X-ray band, its sensitivity is 40 mV/μJ. Its rise time is 0.5 μs, fall time is 2 ms(1/e). Its temperature and voltage variations are shown in Figure 2.

| Table 1. Parameters of PE-Calorimeter |
|-----------------|-----------------|
| Crest voltage   | \( U_{\text{max}} = 200 \text{ mV} \) |
| Sensitivity     | 400 mV/μJ (IR-V); 40 mV/μJ (X-ray) |
| Rise time       | \( \tau_r = 0.1 \mu s \) |
| Electrical time constant | \( \tau_e = 3 \text{ ms} \) |
| Repetition frequency | \( f_e = 100 \text{ Hz} \) |
| Signal-to-noise ratio | \( N = 100 \text{(IR-V)}; N = 40 \text{(X-ray)} \) |
| Hot time constant of absorption body | \( \tau_{\text{abs}} = 10 \text{ ns} \) |
| Hot time constant of PE | \( \tau_{\text{PE}} = 170 \text{s} \) |
| Temperature increment of single pulse | \( \Delta T = 0.014 \text{ K} \) |
Figure 2. Changes of PE Voltage and Temperature Versus Time

III. Spectral Response

From IR, visible to UV, the pyroelectric material has excellent spectral response. With a thin layer of highly absorbant gold or carbon black, total absorption could be attained (see Figure 3). This paper focuses on the response of the calorimeter to soft X-ray. Between 0.1 keV and 10 keV, gold absorbs well and is used by many soft X-ray detectors. However, in a laser plasma, in addition to X-ray from the target, there are also scattered laser and a wide band of radiation from nonlinear effects associated with ions and electrons. To this end, polished silver is a suitable absorber because it not only absorbs soft X-ray\(^5\) to a great extent but also reflects visible and IR highly.\(^6\) At 0.1-10 keV, \(\alpha_{\text{Ag}} \approx 2 \times 10^5 \text{ cm}^{-1}\), and the minimum silver thickness is 230 nm.

Figure 3. Absorption of C Coated on LiTaO\(_3\) Versus Wavelength

With the addition of an aluminum-plated thin Mylar film window to allow X-rays to penetrate and to block ions and to further reflect light, at 0.1-10 keV, \(\alpha_{\text{Al}} \approx 1 \times 10^5 \text{ cm}^{-1}\), \(\alpha_{\text{Mylar}} \approx 5 \times 10^3 \text{ cm}^{-1}\). Assuming one-third of the X-rays penetrates, then the minimum aluminum thickness is

\[
\delta_{\text{Al}} = (\ln 3 - \alpha_{\text{Al}} \delta_{\text{Al}})/\alpha_{\text{Al}} = 80 \text{ nm}
\]

The intensity of normal incident and small incident angle IR-visible light is reduced to \(10^{-3}\) after double reflection by aluminum and silver. As for
large angle scattered light, only 0.1 percent is absorbed. The calculated signal to noise ratio, i.e., X-rays absorbed at the absorber surface to light noise, S/N ≤ 40. The spectral response to 0.1-10 keV soft X-rays of a calorimeter with 1-μm-thick silver absorber and 0.5-μm-thick Parylene window plated with a 0.2-μm layer of aluminum is calculated and shown in Figure 4. At the center of the band, i.e., 1 keV, it is designed to absorb up to 94 percent.

![Figure 4. Spectral Response of Soft X-Ray Calorimeter XRC Spectral Response, Absorber: 1 μm Ag; Filter: 0.2 μm Al](image)

IV. Experimental Results

Figure 5 shows the structure of the calorimeter. The LiTaO₃ crystal is 50 μm thick and 14 x 14 mm² in area. Both sides are gold plated. The absorber is 5-μm-thick gold black. The effective light reception aperture is 10 mm in diameter. The pyroelectric voltage output is coupled to a field effect transistor (FET) for impedance matching. After going through amplification and peak preservation, it is directly displayed digitally. In order to adapt to multi-channel laser automatic measurement, microprocessor technology is also employed. A 1.06-μm-wavelength, 5-ns-pulse-width, 5-mJ laser was used for calibration. A calibrated calorimeter is connected to the primary laser path. It enters the pyroelectric calorimeter after a factor of 10⁻³-10⁻⁴ of attenuation. The energy is held 0.1-10 μJ for calibration. A frequency doubler KTP crystal can be plugged into the main optical path for calibration at 0.53 μm.

Figure 6 shows a typical waveform of the pyroelectric calorimeter. The rise time is 0.02 ms and the fall time is 1.2 ms. Complete recovery takes approximately 4 ms. It can be used to measure individual laser pulse energy at a repetition frequency of 200 pps of the average energy of a device. The result of calibration experiments is shown in Figure 7. The sensitivity is 310 mV/μJ between 0.1 μJ and 5 μJ. It is linear with respect to the energy output of the laser. This calorimeter has been successfully used to measure the weak laser energy of forward Raman scattering less than 50 ps in pulse width at 1.5 μm.
The absorber of the soft X-ray calorimeter is a 1-μm-thick silver film. Two window materials, 3.6-μm-thick aluminum and 0.2-μm-thick aluminum on 0.5-μm-thick Parylene, are used. It is identical in construction as the light calorimeter. Figure 8 shows the schematic diagram of the calorimeter for laser plasma generated soft X-rays. The energy output of the laser is 10 J, the pulse width is 20 ns, and the repetition frequency is 1 pps. Medium Z targets such as copper and iron are used to obtain higher soft X-ray emission. The target surface power density is 10^{12}-13 W/cm^2. In order to identify the X-rays emitted by laser plasma, the probe matching load was lowered to improve response time. A series of waveforms have been obtained, as shown in Figure 9. (a) is the PE-IRC signal, (b) is the PE-XRC signal, (c) is the
superposition of these two signals, and (d) is a typical PE-XRC signal which consists of three parts. First is the transient pressure wave and it is followed by X-ray energy integration signal. At the same time, it is superimposed with low-frequency elastic photoacoustic wave and thermal electric noise. The sensitivity of the calorimeter is 30 mV/μJ, which is one order of magnitude lower than that of the light calorimeter. This decrease in sensitivity is due to higher heat capacity of the soft X-ray absorber and lower impedance circuit. Figure 10 shows the result of using this calorimeter to monitor laser plasma X-ray emission. It was found that X-ray emission is essentially linear with respect to the driving laser source. The threshold to produce X-rays is approximately 0.3 J. This is in agreement with theoretical calculation and other X-ray diagnostic experiments.

Figure 8. Schematic Diagram of Soft X-Ray Detection

Figure 9. Pyroelectric Signals
(a) PE-IRC signal, 0.1 V/div, 5 μs/div; (b) PE-XRC signal, 0.2 V/div, 5 μs/div; (c) Complex signal, 0.2 V/div, 5 μs/div; (d) Typical PE-XRC signal, 0.2 V/div, 2 μs/div
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[Text] Abstract

A high-density energy storage pulsed capacitor was developed to match the operating characteristics of the power supply system for the Shen Guang laser facility. Its energy storage density is 0.218 J/cm$^3$ and has a minimum life of 40,000 cycles.

Key words: energy storage density, operating life.

Introduction

A pulsed capacitor was developed in 1982 to be used in the power supply for the first high-power laser in China. It was appraised to have an energy storage density of 0.145 J/cm$^3$. It is the leader among similar pulse capacitors made of pure paper dielectric materials. As the development of the high-power laser progressed, its power level continued to elevate. As a result, its power supply requirements also stepped up accordingly. The power supply must be compact and have a high energy storage capacity. Hence, the energy storage density of the capacitor must be raised.

From the energy storage density equation for a pulsed capacitor

$$W/V = \frac{1}{2} \varepsilon_0 \varepsilon_r E^2 \text{ (J/cm}^3\text{)}$$

we can see that the field strength of the dielectric $E$ is the key parameter to improve the energy storage density of a pulsed capacitor. The next parameter is the relative dielectric constant $\varepsilon_r$. Based on the operating characteristics of pulse capacitor and operating conditions of the No. 12 laser's
power supply, a paper-membrane composite dielectric soaked with a suitable insulating oil was employed to raise the operating field strength. After over 70,000 charge and discharge cycles with smaller prototype capacitors, we found that the field strength of this dielectric is substantially higher.

Based on the structure of the smaller prototype capacitors, practical pulsed capacitors were designed. Over 40,000 25 kV oscillation discharge tests (16 percent anti-peak voltage) were done at a charge/discharge frequency of two times/minute without any signs such as bulge, leakage and partial discharge. In addition, we also measured the capacitance and dielectric loss $\tan \delta$ at every 5,000 cycles. The data is as follows:

<table>
<thead>
<tr>
<th>Item</th>
<th>$C$ (µF)</th>
<th>$\tan \delta$ (%)</th>
<th>$C$ (µF)</th>
<th>$\tan \delta$ (%)</th>
<th>$C$ (µF)</th>
<th>$\tan \delta$ (%)</th>
<th>$C$ (µF)</th>
<th>$\tan \delta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>8.947</td>
<td>0.3041</td>
<td>9.100</td>
<td>0.3087</td>
<td>9.090</td>
<td>0.2927</td>
<td>9.072</td>
<td>0.3187</td>
</tr>
<tr>
<td></td>
<td>8.957</td>
<td>0.3749</td>
<td>9.123</td>
<td>0.3687</td>
<td>9.109</td>
<td>0.3599</td>
<td>9.088</td>
<td>0.3986</td>
</tr>
<tr>
<td></td>
<td>8.958</td>
<td>0.4131</td>
<td>9.117</td>
<td>0.4200</td>
<td>9.101</td>
<td>0.4001</td>
<td>9.085</td>
<td>0.4854</td>
</tr>
<tr>
<td></td>
<td>8.962</td>
<td>0.3827</td>
<td>9.123</td>
<td>0.4094</td>
<td>9.111</td>
<td>0.3864</td>
<td>9.092</td>
<td>0.4171</td>
</tr>
<tr>
<td></td>
<td>8.972</td>
<td>0.3681</td>
<td>9.131</td>
<td>0.3887</td>
<td>9.118</td>
<td>0.3469</td>
<td>9.090</td>
<td>0.3859</td>
</tr>
<tr>
<td></td>
<td>8.966</td>
<td>0.3165</td>
<td>9.148</td>
<td>0.3800</td>
<td>9.125</td>
<td>0.3144</td>
<td>9.097</td>
<td>0.4094</td>
</tr>
<tr>
<td></td>
<td>8.961</td>
<td>0.3768</td>
<td>9.187</td>
<td>0.3900</td>
<td>9.136</td>
<td>0.3700</td>
<td>9.090</td>
<td>0.4000</td>
</tr>
<tr>
<td></td>
<td>8.970</td>
<td>0.3700</td>
<td>9.147</td>
<td>0.3863</td>
<td>9.118</td>
<td>0.3609</td>
<td>9.094</td>
<td>0.3929</td>
</tr>
</tbody>
</table>

Data

<table>
<thead>
<tr>
<th>Times</th>
<th>0</th>
<th>$5 \times 10^3$</th>
<th>$10^4$</th>
<th>$1.5 \times 10^4$</th>
<th>$2 \times 10^4$</th>
<th>$2.5 \times 10^4$</th>
<th>$3 \times 10^4$</th>
<th>$3.5 \times 10^4$</th>
<th>$4 \times 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate</td>
<td>fine</td>
<td>fine</td>
<td>foggy</td>
<td>fine</td>
<td>cloudy</td>
<td>drizzling</td>
<td>fine</td>
<td>fine</td>
<td>cloudy</td>
</tr>
</tbody>
</table>

From the table, considering measurement error and effect of residual charge, humidity and temperature, capacitance and dielectric loss are very stable.

In order to further test the insulation strength of the dielectric to understand the operating margin above the rated voltage, three voltage endurance tests were conducted consecutively after the 40,000-cycle test. The test voltage is 1.1 times that of the rated voltage, i.e., 27.5 kV. The duration is 1 minute. All three tests passed. After the voltage endurance tests, capacitance and dielectric loss were measured again and the results are shown in the following:
<table>
<thead>
<tr>
<th>Item</th>
<th>1&lt;sup&gt;st&lt;/sup&gt;</th>
<th>2&lt;sup&gt;nd&lt;/sup&gt;</th>
<th>3&lt;sup&gt;rd&lt;/sup&gt;</th>
<th>4&lt;sup&gt;th&lt;/sup&gt;</th>
<th>Climate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C (µF)</td>
<td>tg δ (%)</td>
<td>C (µF)</td>
<td>tg δ (%)</td>
<td>C (µF)</td>
</tr>
<tr>
<td>Before voltage endurance</td>
<td>8.060</td>
<td>0.3741</td>
<td>9.132</td>
<td>0.3900</td>
<td>9.113</td>
</tr>
<tr>
<td>After voltage endurance</td>
<td>8.070</td>
<td>0.3691</td>
<td>9.147</td>
<td>0.3862</td>
<td>9.134</td>
</tr>
</tbody>
</table>

Based on the above experimental results, the capacitance and dielectric loss of the pulsed capacitor meet the design criteria, and its minimum operating life is 40,000 cycles. In a power supply, it may last 10 years. Its nominal capacitance is 9.6 µF and the energy storage density is 0.218 J/cm<sup>3</sup>. This is 1.5 times of that of the capacitor in the No. 12 laser facility. It can reduce the area of the power supply and high voltage cable by one-third. The overall economic benefit is substantial.

Furthermore, this pulsed capacitor can also be used as an ordinary pulsed capacitor.
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[Text] Abstract

The generation of ps optical pulses with a gain-switched 1.3 μm InGaAsP semiconductor laser is reported. The pulse width (FWHM) varies between 16 and 23 ps depending upon frequency. Its repetition rate is continuously tunable in the 1-5 GHz range.

I. Introduction

The generation of ps optical pulses by a semiconductor laser is of great importance to high-speed, high-volume fiber-optic communications and high-speed optical information processing. In recent years, optoelectronic sampling systems using semiconductor lasers as light sources have appeared. Among various techniques to produce ultrashort light pulses with a semiconductor laser, direct modulation gain-switching is most attractive because of its simplicity, compactness, high modulation frequency and continuous tunability. On the basis of our past work,1,2 by selecting devices with a high-quality current-confinement layer and improving the conditions to generate ultrashort optical pulses, 16-ps-wide (FWHM) pulses have been obtained. Moreover, the repetition frequency of such ultrashort light pulses has been raised to 5 GHz. It becomes a light source for the ultra-high-speed optoelectronic sampling device currently under development.

II. Experiment

Through a T bias device, amplified microwave signals from the microwave source are applied, simultaneously with a dc bias, to the laser. A power meter is used to monitor the microwave energy applied to the laser. The pulse width
of ps optical pulses generated by the gain-switched laser at a repetition of several GHz is monitored with an intensity autocorrelator. A high-speed detector and a wide-bandwidth oscilloscope (Tek 7104 with S₄ sampling probe) are used to determine the repetition rate and waveform. Figure 1 is a block diagram which shows the principle of generating and measuring ps optical pulses by direct modulation.

![Block Diagram of Generation and Measurement of ps Optical Pulses by Direct Modulation of a Laser](image)

The semiconductor laser used in this experiment to generate ultrashort light pulses is a buried crescent-shaped InGaAsP/InP laser. At room temperature, its wavelength is 1.3 μm and its threshold current is approximately 20-25 mA. The laser cavity is approximately 200 μm in length. The core is sealed with microwave packaging to suit high-frequency operation. A direct modulation gain-switching method was used to generate ultrashort optical pulses. The bias current is between 1 and 2 times that of the threshold current. The microwave power was controlled at approximately 0.5 W. The autocorrelation function of the intensity of these ultrashort pulses is measured by a 1.3 μm intensity autocorrelator which was developed at our laboratory. The intensity autocorrelation system belongs to a second-harmonic collinear type with background. The peak to background ratio is typically 3:1. The frequency doubler is a lithium-iodate crystal. It is transparent in the 0.3-3.5 μm range, which covers the 1.3-μm fundamental frequency and 0.65-μm second harmonic.

III. Results and Discussion

Using a direct modulation gain-switching method, the ps optical pulses generated by a InGaAsP laser is continuously tunable over a repetition-rate range of 1-5 GHz. The FWHM of the intensity autocorrelation function varies between 22.6 and 33 ps depending upon frequency. When calculating the measured intensity autocorrelation curve based on a Gaussian model, the FWHM of the corresponding light pulse is 16-23 ps. Table 1 lists the operating conditions and pulse parameters of the shortest pulses obtained at several important frequencies. Figure 2 shows the intensity autocorrelation curve
of the ultrashort pulse at 5 GHz. Figure 3 [photo not reproduced] shows the light pulse repeating at 4 GHz as measured with a detector (Ge photodiode) and a Tek 7104 sampling oscilloscope (with S4 probe). The width (FWHM) is limited to 80 ps due to the response of the detector.

Table 1. Operating Conditions and Light Pulse Parameters at Several Frequencies

<table>
<thead>
<tr>
<th>Repetition rate (GHz)</th>
<th>Bias current I/I\text{th}</th>
<th>Microwave power (mW)</th>
<th>Intensity autocorrelation function FWHM (ps)</th>
<th>Optical pulse FWHM (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>1.0</td>
<td>400</td>
<td>22.6</td>
<td>16</td>
</tr>
<tr>
<td>2.1</td>
<td>1.5</td>
<td>400</td>
<td>22.9</td>
<td>16</td>
</tr>
<tr>
<td>3.0</td>
<td>1.5</td>
<td>400</td>
<td>27</td>
<td>19</td>
</tr>
<tr>
<td>4.0</td>
<td>1.8</td>
<td>500</td>
<td>31</td>
<td>22</td>
</tr>
<tr>
<td>5.0</td>
<td>1.8</td>
<td>500</td>
<td>33</td>
<td>23</td>
</tr>
</tbody>
</table>

Figure 2. Intensity Autocorrelation Curve for the 5-GHz Ultrashort Optical Pulse

The operating conditions to generate ultrashort optical pulses at different repetition rates have been determined experimentally. When the dc bias of the laser is set between 1 and 2 times the threshold current, the single pulse generated is very narrow. At a fixed repetition rate, there is an optimal match between microwave power and dc bias at which the pulse width is the narrowest. With increasing frequency, in order to obtain the shortest
possible pulse, the dc bias must also rise. In addition, the quality of the p-n junction confinement layer of the laser would also affect the generation of light pulses. When the current-confinement layer is satisfactory, current can be effectively injected into the source, which favors the generation of ultrashort optical pulses, during large-signal operation. More work is underway to further reduce the pulse width and increase the repetition rate.
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[Text] Abstract

The growth of a lattice-matched Ga$_{1-x}$In$_x$As/InP quantum well material by low-pressure metalorganic vapor phase epitaxy (LP-MOVPE) is reported. X-ray double crystal diffraction and transmission electron microscope measurements show excellent periodicity in the multi-quantum-well structure and interfacial quality. The shift of bandgap transition toward higher energy due to quantum-size effect is observed in both photoluminescence (PL) and absorption spectra.

Ga$_{1-x}$In$_x$As is an important tertiary semiconductor. Ga$_{0.47}$In$_{0.53}$As lattice-matched to InP has been used in optoelectronic components and high-speed devices, such as detectors in long-wavelength fiber optic communications. In recent years, the emission and reception wavelength of Ga$_{1-x}$In$_x$As/InP quantum-well material can be varied between 1.6 μm and 1.1 μm, covering the two windows at 1.3 μm and 1.55 μm for long-wavelength fiber optic communications, using "band-gap engineering design" based on the quantum-size effect. Compared to ordinary heterojunction structures, a quantum-well laser has a series of advantages such as low threshold, tunability, weak temperature dependence, narrow spectral width and high relaxation oscillation frequency.

Ga$_{1-x}$In$_x$As/InP quantum wells may be grown by LP-MOVPE, normal-pressure MOVPE, hydride VPE, chloride VPE, vapor-phase suspension epitaxy, MBE, MOMBE, GSMBE, and CBE. LP-MOVPE was selected in this work because compared to other techniques it not only can produce an ultra-thin-layer steep heterojunction structure but also has the potential for mass production. The growth of single-layer Ga$_{1-x}$In$_x$As/InP quantum wells by LP-MOVPE has been reported by Seifert.
It is much more difficult to grow Ga$_{1-x}$In$_x$As/InP quantum-well material than GaAs/Ga$_{1-x}$Al$_x$As quantum-well material because not only the $x$ of the Ga$_{1-x}$In$_x$As potential-well layer must be precisely controlled to minimize possible lattice mismatch and stress caused by solid solution composition variation, but Group III and V sources must be rapidly introduced to the reaction chamber alternately to achieve a steep heterojunction interface. In this work, GaInAs/InP was grown in a horizontal LP-MOVPE device with a rectangular cross section. The pressure in the reaction chamber is 50 mbar. A zero-dead-space Vent-run switch valved mixer was used to rapidly switch reactants in and out of the reaction chamber. The carrier gas is H$_2$ purified by diffusion across Pd. The total gas flow rate is 10 l/min [liters/minute]. The linear gas velocity inside the reaction chamber is approximately 400 cm/s (room temperature). The temperatures of the containers for Group III sources trimethyl germanium (TMG) and trimethyl indium (TMI) are fixed at $-10^\circ$C and $17^\circ$C, respectively. Their pressures are set at 1,050 mbar and 300 mbar, respectively. Group V sources are pure PH$_3$ and pure AsH$_3$. The substrates are S or Fe doped pure (100) InP single crystals.

Three types of GaInAs/InP quantum-well-structure materials were prepared: 1) single quantum well, 2) multiple single quantum wells of different widths, and 3) multi-quantum-well. Using the growth of multiple single quantum wells as an example, the process is as follows:

Before epitaxy, the InP substrate is heat treated in an atmosphere of PH$_3$ containing H$_2$. It is annealed for 10 minutes at $700^\circ$C before proceeding with epitaxial growth at $600^\circ$C. The first layer to be grown is a 250-nm-thick InP buffer layer. The next is a Ga$_{1-x}$In$_x$As reference layer, followed immediately by a 10-nm-thick InP layer as the potential barrier between wells. Then, five Ga$_{1-x}$In$_x$As potential wells are grown and their growing time periods are 20, 10, 5, 3, and 1 seconds, respectively. The growth conditions are identical to those for the reference layer. There is a 2-second interruption between the carrier and the well due to switching to allow the gas composition inside the reaction chamber to thoroughly change over. In addition, when we begin to grow the potential wells, TMI and PH$_3$ are shut off. AsH$_3$ is turned on after 1 second and TMG and TMI are let in 1 second after that. When the well is done and the barrier is about to be grown, the opposite steps are taken. There is also a 2-second interruption. After the entire quantum-well structure is completed, a 250-nm layer of InP is deposited as the cover. Similar procedures are used to prepare a multi-quantum-well structure. However, it is not necessary to grow the GaInAs reference layer. Moreover, the number of wells and the time of growth are different. After epitaxy is completed, the sample is cooled in an atmosphere of PH$_3$ containing H$_2$. Analyses such as X-ray double-crystal diffraction, transmission electron microscopy (TEM), photoluminescence (PL), and absorption spectroscopy were performed on Ga$_{1-x}$In$_x$As/InP quantum wells prepared.

The radiation source for the X-ray double crystal diffraction analysis is a CuK$_{\alpha}$ source. The first crystal (monochromator) uses high-purity Si (422) for diffraction. The first slit is 0.05 mm and the second slit is 0.02 mm.
Two transmission electron microscopes, an EM-420 and a JEM-200cx, were used at 120 KV and 200 KV, respectively. Dual-beam diffraction measurements were made along the 000 and 002 directions. High-resolution electron micrographs (HR-EM) were taken over 17 beams near the transmitted beam. All specimens have a <110> cleavage direction. The sample wafer was glued together face-to-face and then mechanically ground and optically polished with Br₂CH₃OH to 30-40 μm. It was then bombarded with an Ar⁺ beam of 3.5-4.0 kV until reaching a thickness that is electronically transparent.

PL measurements were done using an Ar⁺ laser (5145 Å) as the excitation source, which typically has a power of 20 mW. Photoluminescence goes through a grating monochromator and then reaches a liquid-N₂-cooled Ge detector. The signal is amplified by a lock-in amplifier and then recorded. Samples are placed in liquid helium, on the cold finger of a refrigeration unit and in the air to be measured at 4.2 K, 10 K and room temperature, respectively. The light-absorption experiment is done at 10 K. The light source is a chopped 50-W tungsten-iodide lamp which shines on the specimen after passing through a monochromator. Transmitted light is received by a Ge photodiode and amplified by a lock-in amplifier. The entire measurement system is computer-controlled. The transmittance curve is normalized by dividing the measured response curve with a sample to that obtained without a sample.

X-ray double crystal diffraction analysis shows that along the direction of growth the lattice mismatch strain of the three types of Ga₁₋ₓInₓAs/InP quantum-well materials described earlier is of the order of 10⁻⁴. This is in agreement with the lattice mismatch strain of < 5 x 10⁻⁴ when growing a 1-μm-thick Ga₁₋ₓInₓAs on an InP substrate under identical conditions. When measuring multi-quantum-well specimens, the Pendellösung effect was observed on the X-ray double-crystal diffraction oscillation curve, which is an indication of crystal perfection. This is consistent with the fact that no defects were found with TEM (200 nm x 200 nm).

Figure 1 shows the X-ray double-crystal diffraction pattern of a Ga₁₋ₓInₓAs/InP specimen with seven identical wells in the vicinity of the (400) Bragg peak of InP. In addition to the peak of the substrate, there is a series of satellite peaks which proves the presence of a superlattice. From the angular distance between the satellite peaks, one can find the period D of the superlattice (i.e., the sum of potential-well thickness (Dₓ) and barrier thickness (Dₜₐₜ)):

\[ D = \frac{\lambda}{2 \cos \theta} \cdot \frac{1}{\Delta \theta}, \]  

where \( \lambda \) is the X-ray wavelength and \( \Delta \theta \) is the angular distance between two neighboring peaks. Based on equation (1), the superlattice of this specimen has a period of 23 nm.
PL measurements were taken at 4.2 K, 10 K and room temperature. In all three types of quantum-well structures, bandgap transition has been found to move toward high energies due to the quantum-size effect. The smaller the well width, the larger the shift. Figure 2 shows the 4.2 K PL spectra of five single-quantum-well structures of different widths. Their structures are shown in the insert in Figure 2. The different well widths were measured by TEM. The thicknesses of these wells are 17 ML (1 ML = 2.93 Å) for well 1, 10 ML for well 2, 7 ML for well 3, and 6 ML for wells 4 and 5 (despite different growing times of 3 and 1 seconds, respectively). The figure shows different emission peaks corresponding to different well widths, as well as the spectral line of the Ga_{1-x}In_{x}As reference layer on the low-energy side. It is obvious that light emission from wells 4 and 5 is near 1.123 eV. The peaks of narrower wells such as 2, 3, 4, and 5 consist of two to three peaks. This is due to the fluctuation across the width of the well. The narrower the well is, the easier it is to observe this fluctuation effect.

Figure 3 shows the room-temperature PL spectrum of the same specimen. Not only different emission peaks corresponding to different well widths are seen.
but also the intensities are stronger. Peak I at near 1,500 nm is the strongest emission peak, with a FWHM of 28 meV. The figure shows the PL spectra of four points spaced 4 mm apart on the 5 x 20 mm\(^2\) specimen. The energy peaks and intensities are more or less consistent. This indicates that the material is very homogeneous.

![PL Spectrum](image)

Figure 2. PL Spectrum of Ga\(_1-x\)In\(_x\)As/InP With Multiple Single Quantum Wells (4.2 K)

PL measurements were made at 10 K with varying excitation power levels. When excitation intensity varies from 4 mW to 200 mW, light intensity increases with rising excitation intensity. Furthermore, the peak moves toward higher energies. This might be explained by the filling effect of photon-induced carriers in the sub-energy band.

Figure 4 shows the 4.2 K PL spectrum of a Ga\(_1-x\)In\(_x\)As/InP multi-quantum-well structure with seven 21-ML-wide potential wells. It shows a heavy-hole transition with \(n = 1\) (1hh). In addition, possibly due to the presence of impurities or well-width fluctuation, the spectrum also shows a weak peak and a tail on the lower-energy side. Furthermore, at room temperature the peak moves toward lower energies. However, the energy is still significantly higher than the bandgap of bulk Ga\(_1-x\)In\(_x\)As. We also measured the transmission spectrum of the same specimen at 10 K and found very sharp exciton peaks. The transition peak moves toward higher energies to 0.895 eV, in agreement with the results obtained from the PL spectra. Perhaps because the number of quantum wells is low, the classical mesa characteristic is not very apparent.

We also obtained the PL spectra of single quantum wells at 4.2 K, 10 K and room temperature and observed exciton behavior.
Detailed analysis of the surface characteristics and optical properties of these three types of quantum well structures is in progress.

In conclusion, $\text{Ga}_{1-x}\text{In}_x\text{As}/\text{InP}$ quantum-well structures were prepared at 50 mbars using LP-MOVPE. From X-ray double-crystal diffraction, TEM, PL, and absorption measurements, these structures were found to have excellent periodicity and interface quality. Both PL and absorption spectra showed a bandgap shift toward higher energies due to the quantum-size effect.
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