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ABSTRACT

Accurate survival prediction is important for women with breast cancer because a woman's expected survival determines her therapy, provides her with vital outcome information, and is one of the main selection criteria for entry into new therapy clinical trials. For almost forty years breast cancer outcome prediction has been based on the TNM staging system. This system is relatively inaccurate, its accuracy continues to decline as screening increases the early detection of breast cancer, and its accuracy cannot be significantly improved. The objective of this research program is to replace the TNM staging system with a computer-based clinical decision support system that provides the most accurate survival predictions possible for women with breast cancer.

Methods

Three goals must be achieved in order to meet the objective of a useful, accurate clinical decision support system for breast cancer. They are: developing the most powerful and efficient statistical techniques, training of the prediction system with breast cancer outcome data, and clinical implementation and validation of the trained system. We have developed a multi-time-interval time-to-event artificial neural network statistical method. We have also developed a gaussian-bernoulli mixture model for binary and continuous missing data. A finite mixture model is being created to group patients by outcome. A measure of discriminative accuracy is being created to assess the accuracy of the artificial neural networks' predictions. We are using several data sets, including the American College of Surgeons' National Cancer Data Base, the National Cancer Institute's Surveillance, Epidemiology and End Results Program, Mayo Clinic data sets, and Duke University data sets that include p53 and HER-2/neu. We are implementing a graphical user interface that makes it easy to enter data and to understand the results. The system will be available for use in desktop and hand-held computers.
Results

The results of the system have been excellent. We have shown that the artificial neural network prognostic system is significantly more accurate in predicting which patients will survive five years than the TNM staging system, principle components analysis, classification and regression trees, and logistic regression. The artificial neural network is also better at ten year survival prediction. We have shown that for early stage breast cancer, the stage usually detected by mammography, the TNM staging system does no better than flipping a coin in predicting who will survive five and ten years. The artificial neural network-based clinical decision support system, with the prognostic factors p53 and HER-2/neu, provides very accurate survival predictions. We have begun to make therapy-specific predictions. We have also shown that the gaussian-bernoulli mixture model is very efficient at dealing with binary and continuous missing data. Our assessment of the finite mixture model and the measure of discriminative accuracy is in progress.

Conclusions

We are reporting work-in-progress, additional tasks must be completed. We will be including additional molecular-genetic prognostic factors to increase our predictive power. We continue to refine the therapy-specific predictions. We will validating the system on other breast cancer data sets and we will implementing a clinical demonstration project to fine tune the system for clinical use.
Introduction

The goal of this project is a computer-based prognostic system for breast cancer that: is significantly more accurate than the TNM staging system, predicts survival over time based on therapy, and presents its predictions in a manner that physicians can understand. This project can be viewed as consisting of three components: (1) Data analysis and prognostic factor evaluation, (2) developing the prognostic model, and (3) implementing a clinically useful system, i.e., breast cancer prognostic factors, the artificial neural network statistical model, and the clinician user interface.

The first year of research was characterized by work on the artificial neural network statistical model and related statistical models, specifically tasks 2.1.2 (artificial neural network generating survival curves), 2.1.3 (determining the accuracy of the survival curves), 1.03, 2.1.4 (comparing the accuracy of the artificial neural network to other statistical models), 2.2 (implementing an effective solution for missing data in training and performance), and 2.3 (dealing with censored data).

In addition, during the first year we started work related to data analysis and prognostic factors including 1.02 and 1.08.1 (recurrence as an endpoint), 1.04.2 (creating a taxonomy of prognostic factors in breast cancer), 1.04.3 (writing a book on prognostic factors in breast cancer, in preparation), 1.06.3 (determining minimum data set size), 1.11 (examining physician breast cancer survival estimates). We also began work on 3.1 (the code) and 3.2 (the physician interface).

Also during the first year we added three tasks, (1) a comparison of the two main American cancer data bases, namely, the Surveillance, Epidemiology, and End Results and the National Cancer Data Base data bases. (2) An examination of the issue of what to do when confronted with cases not lost completely at random and competing risks. (3) Computerization of the TNM staging system.
The second year of research was characterized by the continuation of work begun in the first year and by
data analysis and prognostic factor development, specifically tasks 1.01 and 2.1.1 (extending the survival
endpoint from five to ten years), 1.02 and 1.03 (see first year), 1.05 (the identification of high risk node
negative women), 1.06 (clinical trials), and 1.07 (therapy). Work continued on 2.1.2 (artificial neural
network generating survival curves), 2.1.3 (creating a new method for assessing prediction accuracy),
1.03 and 2.1.4 (model comparisons). Work was completed on the computerization of the TNM staging
system and the comparison of the two national cancer data bases.

The third year of research was characterized by extending our work to new areas, specifically tasks 1.04
(new prognostic factors) and 1.08 (recurrence) and by beginning the implementation and testing of the
system, specifically tasks 3.2 (physician interface) and 3.3 (demonstration project).
1.04) New prognostic factors in breast cancer.

We have described what we believe to be the correct approach to the evaluation and use of breast cancer prognostic factors. It involves determining the type of prognostic factor (for example, natural history, therapy-dependent, or post-therapy) and, using an appropriate statistical model, assessing its predictive accuracy. (Burke HB, Hoang A, Iglehart JD, Marks JR. Predicting response to adjuvant and radiation therapy in early stage breast cancer. Cancer, in press.)

We have shown that grade was not a very powerful prognostic factor in breast cancer. (Burke HB, Henson DE. Histologic grade as a prognostic factor in breast carcinoma. Cancer 1997;80:1703-1705.)

1.04.1) New prognostic factors

Mammographic early detection of breast cancer is reducing the usefulness of the TNM staging system because most tumors detected by mammography are small and few women have involved lymph nodes or distant metastases. Providing an accurate prognosis in early-detected breast cancer is a critical problem. Can new molecular-genetic prognostic factors take over the predictive burden from the TNM in these women? The answer is probably yes. Using a data set obtained from Duke University (courtesy of Drs. Iglehart and Marks) of 230 women with early detected breast cancer, i.e., small tumors and four or fewer involved lymph nodes, that contained, in addition to the TNM variables, age, estrogen and progesterone receptor status, histology, p53, and erbB-2 we have shown that prognostic accuracy at five and ten years was in the range of .75 - .85 (ROC, area under the receiver operating characteristic). (Burke HB, Hoang A, Iglehart JD, Marks JR. Predicting response to adjuvant and radiation therapy in early stage breast cancer. Cancer, in press.) This is a very encouraging result.

1.04.2) Create a taxonomy of prognostic factors in breast cancer.

Completed, in last year's report.

1.05) High risk node negative women
Based on our initial results with the new prognostic factors contained in the Duke data set (1.04.1) we believe that some of these factors will be very useful in identifying high risk node negative women. This work is ongoing.

1.08) Extending the analysis of prognostic factors beyond the discovery of the disease.
1.08.1) Recurrence analysis.
Completed, in last year's report.

1.08.2) The important role of time in prognostic factor research.
There are two kinds of time related to prognostic factors. The first is the value of the factor in predicting a future outcome. For example, the accuracy of a factor in predicting five or ten year survival. The second type of time is the predictive value of a factor collected over time. In other words, does the predictive value of the factor change over historical time so that, for example, tumor size is less predictive for women today than it was for women 20 years ago. In collaboration with investigators in Finland we have shown the prognostic value of a factor changes over both types of time. (Lundin M, Lundin J, Burke HB, Toikkanen S, Liisa P, Heikki J. The role of time in breast cancer outcome prediction. Submitted for publication.)

3.2) Physician interface.
It is very important that physicians find the new prognostic system easy to use and useful. To this end we have implemented a Windows interface in C++. We have spent a great deal of time with clinicians (oncologists, pathologists, surgeons, radiation oncologists, and others) adapting it to their needs. This work is ongoing.
3.3) Demonstration project

We have created demonstration projects with Duke University Medical Center and the Mayo Clinic. This has taken a great deal of our time but it has also been very helpful. The results of the demonstration projects will be ready by the end of the grant.
Conclusions

The third year of research was characterized by the more practical aspects of the project. We describe a correct approach to the evaluation and use of breast cancer prognostic factors. We have shown that the new molecular genetic prognostic factors are useful in early detected disease. We better understand the role of time in breast cancer prognostic factors and prognosis. We have been working closely with clinicians on the system interface and on its use. In summary, the research is going very well. We believe that we will be able to successfully meet our goal of providing a computer-based prognostic system that is more accurate than the TNM staging system and that is easy to use and understand within the four year time frame of this grant. In addition, we have created several new systems that we believe will advance the domain of cancer prognosis, e.g., artificial neural network survival-over-multi-interval-time models, an effective missing data method for training and performance, and a new approach to the assessment of prediction accuracy.
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BACKGROUND. The TNM staging system originated as a response to the need for an accurate, consistent, universal cancer outcome prediction system. Since the TNM staging system was introduced in the 1950s, new prognostic factors have been identified and new methods for integrating prognostic factors have been developed. This study compares the prediction accuracy of the TNM staging system with that of artificial neural network statistical models.

METHODS. For 5-year survival of patients with breast or colorectal carcinoma, the authors compared the TNM staging system’s predictive accuracy with that of artificial neural networks (ANN). The area under the receiver operating characteristic curve, as applied to an independent validation data set, was the measure of accuracy.

RESULTS. For the American College of Surgeons’ Patient Care Evaluation (PCE) data set, using only the TNM variables (tumor size, number of positive regional lymph nodes, and distant metastasis), the artificial neural network’s predictions of the 5-year survival of patients with breast carcinoma were significantly more accurate than those of the TNM staging system (TNM, 0.720; ANN, 0.770; P < 0.001). For the National Cancer Institute’s Surveillance, Epidemiology, and End Results breast carcinoma data set, using only the TNM variables, the artificial neural network’s predictions of 10-year survival were significantly more accurate than those of the TNM staging system (TNM, 0.692; ANN, 0.730; P < 0.01). For the PCE colorectal data set, using only the TNM variables, the artificial neural network’s predictions of the 5-year survival of patients with colorectal carcinoma were significantly more accurate than those of the TNM staging system (TNM, 0.737; ANN, 0.815; P < 0.001). Adding commonly collected demographic and anatomic variables to the TNM variables further increased the accuracy of the artificial neural network’s predictions of breast carcinoma survival (0.784) and colorectal carcinoma survival (0.869).

CONCLUSIONS. Artificial neural networks are significantly more accurate than the TNM staging system when both use the TNM prognostic factors alone. New prognostic factors can be added to artificial neural networks to increase prognostic accuracy further. These results are robust across different data sets and cancer sites. Cancer 1997; 79:857–62. © 1997 American Cancer Society.

KEYWORDS: TNM staging system, artificial neural networks, prognostic factors, breast carcinoma, colorectal carcinoma, survival, outcomes, decision-making, clinical trials, quality assurance.
The TNM staging system originated as a response to the need for an accurate, consistent, universal cancer outcome prediction system. Since the TNM staging system was introduced in the 1950s, new prognostic factors have been identified and new methods for integrating prognostic factors have been developed. These methods may be capable of (1) providing more accurate predictions than the TNM staging system, using the TNM variables alone (primary tumor size, regional lymph node involvement, and distant metastasis), and (2) further increasing prognostic accuracy by integrating new prognostic factors with the TNM variables. This study compares the cancer specific 5-year survival prediction accuracy for breast and colorectal carcinoma of the TNM staging system with that of artificial neural network statistical models.

METHODS

Data

We used the Commission on Cancer's breast and colorectal carcinoma Patient Care Evaluation (PCE) data sets and the National Cancer Institute's Surveillance, Epidemiology, and End Results (SEER) breast carcinoma data set.

In October 1992, the American College of Surgeons (ACS) requested cancer information from ACS-accredited hospital tumor registries in the United States. Specifically, they requested the first 25 cases of first-diagnosis breast and colorectal carcinoma seen at each institution in 1983, as well as follow-up information, including deaths, through the date of the request. Variables from this data set used in the breast carcinoma analysis were age, race, payment method, menopausal status, family history, previous biopsy, other cancer, other breast carcinoma, nipple discharge, mammogram, where in the breast the carcinoma occurred, necrosis, histologic grade, estrogen receptor status, progesterone receptor status, number of lymph nodes positive, number of lymph nodes examined, presence or absence of distant metastasis, tumor size, tumor type (in situ, extension to chest wall, or inflammatory), treatment (surgery, chemotherapy, or radiation therapy), and patient outcome (alive or dead). All variables were binary except age, tumor size, number of positive lymph nodes, and number of lymph nodes examined. The PCE data set contained up to 8 years of follow-up information. The analysis end point was breast carcinoma specific 5-year survival. Cases with missing data and those censored before 5 years were excluded. The data set was randomly divided into a training set of 5169 cases, including training and stop-training subsets, and a validation set of 3102 cases.

Variables from the PCE data base used in the colorectal carcinoma analysis were age, race, gender, signs and symptoms (changes in bowel habits, obstruction, jaundice, malaise, occult blood, abdominal pain, pelvic pain, rectal bleeding, or others), diagnostic and extent-of-disease tests (endoscopy, radiography, barium enema, computed tomography scan, biopsy, carcinoembryonic antigen, X-ray, colonoscopy, flexible sigmoidoscopy, intravenous pyelography, liver function tests, biopsy, or other tests), primary site of tumor, level of tumor, histology, grade, number of lymph nodes examined, number of lymph nodes positive, distant metastases, and patient outcome (alive or dead). The end point was 5-year colorectal carcinoma specific survival. After removing cases with missing data and censored patients, the data set was randomly divided into a set of 5007 training cases, including training and stop-training subsets, and a validation set of 3005 cases.

Models

The TNM staging system used in this analysis was the pathologic system based on the American Joint Committee on Cancer’s Manual for Staging of Cancer. The TNM staging system's predicted survival for a patient in a particular stage is the average survival of patients in that stage.

In medical research, the most commonly used artificial neural networks (ANN) are multilayer perceptrons that use backpropagation training (Figure 1). Backpropagation consists of fitting the parameters (weights) of the model by a criterion function, usually squared error or maximum likelihood, using a gradient optimization method. In backpropagation artificial neural networks, the error (the difference between the predicted outcome and the true outcome) is propagated back from the output to the connection weights in order to adjust the weights in the direction of minimum error. (For a more detailed description of artificial neural networks, see Burke and Cross.) The artificial neural network employed in this research was composed of three interconnected layers of nodes: an input layer, with each input node corresponding to a patient variable; a hidden layer; and an output layer. All nodes after the input layer sum the inputs to them and use a transfer function (also known as an activa-
Patients A, B, C

<table>
<thead>
<tr>
<th>Variables</th>
<th>C</th>
<th>B</th>
<th>A</th>
<th>Input</th>
<th>Hidden</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>V_c</td>
<td>V_b</td>
<td>V_a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X</td>
<td>X_c</td>
<td>X_b</td>
<td>X_a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>Y_c</td>
<td>Y_b</td>
<td>Y_a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>Z_c</td>
<td>Z_b</td>
<td>Z_a</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Diagram of artificial neural network]

Variable values an input pattern can be normalized.

Integrative function is usually summation of the weights.

Transfer function is usually sigmoid.

FIGURE 1. Patient A’s variable values (V_a–Z_a) are entered into the artificial neural network, followed by patient B, etc. Each variable’s input value is multiplied by the weight between the input node for that variable and each hidden layer node it is connected to. All the weighted values going to a hidden layer node are summed at the hidden layer node and go through a sigmoid function before being transferred to the output node. All the weighted values coming into the output node are again summed and put through a sigmoid function. For each patient, the output is a probability from 0–1.0. In training the artificial neural network, the output of each patient is compared with each patient’s true outcome. The weights are adjusted so that the next time the patient is presented to the network, the network output is closer to the true outcome.

The mathematical representation of an artificial neural network shown here is equivalent to the graphic model in Figure 1:

\[
h_j = f(w^{h}_{1j}x_1 + w^{h}_{2j}x_2 + \cdots + w^{h}_{nj}x_n) \quad (1)
\]

\[
o_j = g(w^{o}_{1j}h_1 + w^{o}_{2j}h_2 + \cdots + w^{o}_{nj}h_n) \quad (2)
\]

where “\(h_j\),” in Equation 1 is the output of each of the hidden nodes \(j, f\) is a nonlinear transfer function, \(w^h\) is the weight from predictor \(i\) to hidden node \(j, and
$x_i$ is an input variable. In Equation 2, $o_j$ is the prediction of the network, $g$ is a nonlinear transfer function, $w^o$ is the weight to the output node, and $h$ is the hidden node output. It should be noted that Equation 2, without the input from Equation 1, is equivalent to logistic regression, where $g$ is the logistic function, $w$ is the beta coefficient, and $h$ is the $x$ covariate.

Specifically, our artificial neural network (NevProp software implementation) used backpropagation training, the maximum likelihood criterion function, and a gradient descent optimization method. The number of input nodes correspond to the number of input variables, the number of hidden layer nodes ranged from three to five, and there was one output node. Significant differences in the receiver operating characteristic areas between the TNM staging system and the artificial neural network were tested according to the method of Hanley and McNeil. The training data set was divided into training and stop-training subsets. (Training was stopped when accuracy started to decline on the stop-training data subset.) All analyses employed the same training and validation data sets, and all results were based on the one-time use of the validation data sets.

**Accuracy**

There are three components to predictive accuracy: the amount and quality of the data, the predictive power of the prognostic factors, and the prognostic method's ability to capture the power of the prognostic factors. This study focused on the third component.

The measure of comparative accuracy is the trapezoidal approximation to the area under the receiver operating characteristic curve. The area under this curve is a nonparametric measure of discrimination. While squared error summarizes how close each patient's prediction is to the true outcome, the receiver operating characteristic area measures the relative goodness of the set of predictions as a whole by comparing the predicted probability of each patient with that of all pairs of patients. This area is calculated using the predictive scores of each algorithm in order to compare their average accuracy in predicting outcome. The receiver operating characteristic area is independent of both the prior probability of each outcome and the threshold cutoff for categorization, and its computation requires only that the algorithm produce an ordinarily-scaled relative predictive score. In terms of mortality, the receiver operating characteristic area estimates the probability that the algorithm will assign a higher mortality score to the patient who died than to the patient who lived. The receiver operating characteristic area varies from 0 to 1. When the prognostic score is unrelated to survival, the score is 0.5, indicating chance accuracy. The farther the score is from 0.5, the better, on average, the prediction model is at predicting which of the two patients will be alive.

**RESULTS**

A comparison of the accuracy of the TNM staging system and the artificial neural network is shown in Table 1. For the PCE breast carcinoma data set, using only the TNM variables (tumor size, number of positive regional lymph nodes, and distant metastasis), the artificial neural network's predictions of breast carcinoma specific 5-year survival were significantly more accurate than those of the TNM staging system (TNM 0.720 vs. ANN 0.770, $P < 0.001$). Since the TNM staging system is, by definition, limited to the TNM variables, additional variables do not improve the TNM staging system's predictive accuracy. However, adding commonly collected demographic and anatomic variables to the TNM variables further increased the accuracy of the artificial neural network (to 0.784).

We were able to test whether the artificial neural network's significant improvement in predictive accuracy was generalizable across data sets. For the National Cancer Institute's 1977–1982 SEER breast carcinoma data set, using only the TNM variables, the artificial neural network's predictions of 10-year survival were significantly more accurate than those of the TNM staging system (TNM 0.692 vs. ANN 0.730, $P < 0.01$).

We were able to test whether the artificial neural network's significant improvement in predictive accuracy was generalizable across cancer sites. For the PCE colorectal data set, using only the TNM variables, the artificial neural network's predictions of 5-year colorectal carcinoma specific survival were significantly more accurate than those of the TNM staging system (TNM 0.737 vs. ANN 0.815, $P < 0.001$). Adding commonly collected demographic and anatomic variables

<table>
<thead>
<tr>
<th>Data sets</th>
<th>TNM staging system</th>
<th>Artificial neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCE breast CA, TNM variables alone</td>
<td>0.720</td>
<td>0.770$^a$</td>
</tr>
<tr>
<td>PCE breast CA, TNM and added variables</td>
<td>0.720</td>
<td>0.784$^a$</td>
</tr>
<tr>
<td>SEER breast CA, TNM variables alone</td>
<td>0.692</td>
<td>0.730$^a$</td>
</tr>
<tr>
<td>PCE colorectal CA, TNM variables alone</td>
<td>0.737</td>
<td>0.815$^a$</td>
</tr>
<tr>
<td>PCE colorectal CA, TNM and added variables</td>
<td>0.737</td>
<td>0.866$^a$</td>
</tr>
</tbody>
</table>

PCE: Patient Care Evaluation (Commission on Cancer); SEER: Surveillance, Epidemiology, and End Results (National Cancer Institute).

$^a P < 0.001$.

$^b P < 0.01$.
to the TNM variables further increased the accuracy of the artificial neural network (0.869).

To clarify the clinical importance of the observed increases in accuracy, we changed the area under the curve (AUC) scale to a -1 to +1 scale, i.e., $[2(AUC - 0.5)]$. On this scale, 0 was chance and 1.0 was perfect prediction. By this measure, the TNM staging system's accuracy was 44% greater than chance for breast carcinoma specific 5-year survival predictions. Placing the TNM variables in the artificial neural network increased predictive accuracy to 54%, and adding variables that individually had little prognostic value to the artificial neural network further increased prognostic accuracy to 57% greater than chance prediction. Corresponding increases in predictive accuracy specific to colorectal carcinoma were as follows: 47% for the TNM staging system increased to 63% when the TNM variables were placed in the artificial neural network, and that increased to 74% when several commonly collected variables were added to the artificial neural network.

**DISCUSSION**

The TNM staging system is only moderately accurate in its breast and colorectal carcinoma specific 5-year survival predictions. The significant superiority in predictive accuracy that the artificial neural network showed when compared with the TNM staging system across data sets and cancer sites suggests that it is able to improve our ability to predict the survival of cancer patients. In addition, artificial neural networks can be expanded to include any number of prognostic factors. They can accommodate continuous variables and they can provide presurgery and postsurgery treatment predictions.

Artificial neural networks are a class of nonlinear regression and discrimination statistical methods. They are of proven value in many areas of medicine. They do not require a priori information regarding the phenomenon, and they make no distributional assumptions. When the appropriate method is used to avoid overfitting (i.e., loss of generalization by fitting the patterns to the test data too precisely), artificial neural networks are usually at least as accurate as classical statistical models, and, depending on the complexity of the phenomena, they can be much more accurate. In predicting 5-year breast carcinoma specific survival, they have been shown to be more accurate than logistic regression, classification and regression trees (CART; pruned or shrunk), and principal components analysis.

The improvement in prognostic ability made possible by artificial neural networks may be clinically important for therapy, clinical trials, patient information, and quality assurance. In decision-making regarding therapy, it may allow the efficient separation of patients with a poor prognosis (who require therapy) from patients with an excellent prognosis (who require little or no therapy), and it may predict who will respond to a particular therapy. In clinical trials, it may decrease interpatient variability. This would allow for the creation of more homogenous patient populations for clinical trials, resulting in smaller clinical trial patient populations, less expensive trials, and the ability to detect treatment effects that would be undetectable in more heterogeneous study populations. With regard to patient information, it may give patients a clearer understanding of the time course of their disease. Finally, for assessment and quality assurance, it may provide a better severity of illness adjustment.
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In this issue of Cancer, Dr. Roberti reviews the role of histologic grade in the prognosis of breast carcinoma and wonders why, because it is available, it has not been widely used in predicting outcome.¹ The position of this editorial is that there must be some fundamental reason, after 100 years of progress on histologic grade, that confusion persists regarding its prognostic value.

The systematic use of morphologic variation at the cellular level of analysis as a prognostic factor in cancer has been fraught with controversy. Currently, there is no universally agreed on set of necessary and sufficient conditions for the definition of histologic grade in breast carcinoma. There has been uncertainty regarding the identification of what variation was important, how the variation should be organized, and whether it should be integrated into a staging or index system.

An additional issue is that grading system criteria have been selected based on their ability to create subgroups of patients using histologic distinctions to produce significant differences in outcome. There are two problems with this approach. First, there are many possible criteria that can create significant differences between subgroups and there is no analytic method for finding the best criteria.² Second, statistical significance is not necessarily accuracy. Significance is the chance that two or more distributions of variables, as represented by their parameter estimates, for example, means and variances, are really the same. Accuracy assesses the strength of association between two or more variables.³ ⁴ In general, accuracy quantifies how good a variable is at predicting another variable. Specifically, we are interested in the strength of association between grade and survival, i.e., how good is grade at predicting survival.

Fundamentally, grade remains controversial because it confounds two types of time. One type is how long the tumor has been growing and the other is how rapidly it has been growing. A “high grade” tumor could be an indolent tumor that grew for a long time prior to discovery and will continue to be slow growing; alternatively, it could be an aggressive tumor of recent origin that will continue to be rapidly growing. Because one can never know when a tumor originated, it may not be possible on histologic grounds to separate
a slowly growing tumor from a rapidly growing tumor. In other words, one cannot always distinguish how long the tumor has been growing from how fast it has been growing. The extent to which time ambiguity exists in grade is the extent to which grade’s prediction variance will increase and consequently the extent to which its prediction accuracy will decrease. This limits grade’s independent prognostic value and its ability to add significant prognostic value when placed in a system that includes other time-related factors such as tumor size.

The mechanical theory of cancer, a view espoused by Halsted, assumes that cancer spreads from the primary tumor to the regional lymph nodes and then to distant sites of the body. This view is the basis of the TNM staging system. For the mechanical theory, the primary purpose of a prognostic system is to capture the spread of the cancer because cancer spread is believed to be the best indicator of outcome. The three elements of the TNM staging system (local tumor, regional lymph node, and distant metastasis) are believed to reflect directly the spread of cancer, i.e., the extent of disease. Grade is not one of the TNM variables because it does not fit into this mechanical epistemology; it does not directly reflect the spread of the cancer. However, even if grade could have been subsumed within the mechanical theory of cancer, it would not have replaced tumor size in breast carcinoma. Using the Surveillance, Epidemiology, and End Results data of the National Cancer Institute for 1983–1987 and the area under the receiver operating characteristic curve as the measure of accuracy (Az), we found the Az for grade alone to be .634 and the Az for tumor size alone to be .737 (P < .05) for 5-year survival. Furthermore, grade does not add prognostic accuracy to tumor size; the Az for tumor size and grade combined was .749, which was not significant when compared with tumor size alone. In addition, grade could not have been added to the TNM staging system because the system is a bin model comprised of five levels of tumor characteristics (T), four levels of regional lymph node involvement (N), and two levels of distant metastasis (M). Adding the 4 levels of grade to the 40 bins of the TNM would have created 160 bins and made it too complex to be useful.

What is the future of grade as a prognostic factor in breast carcinoma? If we no longer accept the mechanical theory of cancer spread, grade becomes a possible prognostic factor. In addition, because the TNM staging system is not very accurate new computer-based prognostic systems are being developed. Computer-based prognostic systems are more accurate in predicting outcome and they do not have a limitation on the number of variables that can be used.

Can grade be an independent prognostic factor in a computer-based system or can grade substitute for another more difficult to assess factor such as lymph node status?

We evaluated the ability of grade to predict 5-year breast carcinoma survival using data from the National Cancer Institute’s SEER program. The data were collected between 1983–1987 and the patients were followed for at least 5 years. The variables were tumor size, local extent of disease, lymph node status, and histologic grade. The criteria used to determine grade were neither standardized nor explicitly reported. The data set did not include cases with metastatic disease because grade is infrequently reported in these patients. Only 14,704 of the 48,643 cases were graded (30%). All analyses without grade were performed on the full data set of 48,643 cases. An analysis using the subset of graded cases favors grade because it is almost certainly the case that the variance of grade would increase if all the cases were graded. The area under the receiver operating characteristic curve was the measure of prediction accuracy. We used the logistic regression statistical method to create our models (SAS Institute, Cary, NC) and all results were performed on the test data set.

The predictive accuracy of tumor size, local tumor extent, and lymph status was .794. Adding histologic grade slightly increased the Az to .797, but this was not significant. Therefore, in a statistical model with traditional prognostic factors, grade does not add prognostic accuracy.

Can histologic grade substitute for a factor that is becoming difficult to evaluate (e.g., lymph node status). To answer this question, we created a logistic regression model in which grade was the predictor and lymph node metastasis (detected vs. not detected) was the outcome. This addressed the issue of how well grade can take the place of lymph node status as a prognostic factor (in other words, to what extent does their prognostic information overlap?). If their predictions completely overlap, then the observed Az would be 1.0; if there was no overlap, then the observed Az would be .5. Again using the SEER data set, we found an Az of .589, which indicated that there was very little predictive overlap. Therefore, grade is not an effective surrogate for nodal status.

If grade is to be a useful prognostic factor in the future it must improve predictive accuracy for women with small tumors and few involved lymph nodes when used in predictive models that include the new molecular genetic prognostic factors. The data set from Duke University, kindly provided by Dr. Jeffrey Marks, includes patients with early stage breast carcinoma. These data were described in a previous arti-
Briefly, all patients were pathologic TNM Stage I or early Stage II. Early Stage II included all TNM Stage II patients except those with five or more positive lymph nodes. The variables were age, race, tumor size, positive lymph nodes, TNM node status, nuclear grade, histologic grade, p53, c-erb B-2 (HER-2/neu), estrogen receptor status (ER) and progesterone receptor status (PR), vascular invasion, adjuvant therapy (tamoxifen, chemotherapy), and radiation therapy. Patients who underwent a lumpectomy received radiation therapy. Patients who underwent a modified radical mastectomy did not receive radiation therapy. There were 229 cases, 226 of which had complete data for all variables except ER and PR status. Because many individual patient ER and PR values were missing, both variables were removed from the data set. The 5-year survival rate was 70%. The logistic regression statistical method was used to create the models and a prediction endpoint of 5-year overall survival.

Neither histologic grade nor nuclear grade added any predictive power to the new molecular genetic prognostic factors in the logistic regression model. The predictive accuracy for all factors excluding histologic and nuclear grade was .733; when histologic grade was added the Az was .738 (not significant), when nuclear grade was added the Az was .736 (not significant), and when both were added the Az was .740 (not significant).

Overall, the accuracy of the Duke University logistic regression models was lower than the SEER logistic regression models because outcome prediction for early stage breast carcinoma was more difficult than outcome prediction for early and late stage breast carcinoma. In the Duke data set, the TNM staging system performed at chance level when predicting the outcome of women with early stage breast carcinoma, the Az was .567. Histologic grade alone has modest prognostic value. However, grade does not significantly increase the predictive accuracy of computer-based prognostic systems, either in data sets that represent all stages of breast carcinoma and contain traditional predictive factors or in data sets that represent early stage breast carcinoma and contain the new molecular genetic prognostic factors.
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Predicting Response to Adjuvant and Radiation Therapy in Patients with Early Stage Breast Carcinoma
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BACKGROUND. Screening and surveillance is increasing the detection of early stage breast carcinoma. The ability to predict accurately the response to adjuvant therapy (chemotherapy or tamoxifen therapy) or postlumpectomy radiation therapy in these patients can be vital to their survival, because this prediction determines the best postsurgical therapy for each patient.

METHODS. This study evaluated data from 226 patients with TNM Stage I and early Stage II breast carcinoma and included the variables p53 and c-erbB-2 (HER-2/neu). The area under the receiver operating characteristic curve (Az) was the measure of predictive accuracy. The prediction endpoints were 5- and 10-year overall survival.

RESULTS. For Stage I and early Stage II patients, the 5- and 10-year predictive accuracy of the TNM staging system were at chance level, i.e., no better than flipping a coin. Both the 5- and 10-year artificial neural networks (ANNs) were very accurate—significantly more so than the TNM staging system (Az 5-year survival, TNM = 0.567, ANN = 0.758; P < 0.001; Az 10-year survival, TNM = 0.508, ANN = 0.894; P < 0.0001). For patients not receiving postsurgical therapy and for either chemotherapy or tamoxifen therapy, the ANNs containing p53 and c-erbB-2 and the number of positive lymph nodes were accurate predictors of survival (Az 5-year survival, 0.781, 0.789, and 0.720, respectively).

CONCLUSIONS. The molecular genetic variables p53 and c-erbB-2 and the number of positive lymph nodes are powerful predictors of survival, and using ANN statistical models is a powerful method for predicting responses to adjuvant therapy or radiation therapy in patients with breast carcinoma. ANNs with molecular genetic prognostic factors may improve therapy selection for women with early stage breast carcinoma.
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are more accurate at predicting survival than the TNM staging system for all stages of breast carcinoma. It is not known how accurate the TNM staging system is in predicting the survival of patients with early stage breast carcinoma. It is also not known whether ANNs with molecular genetic prognostic factors, i.e., p53 and c-erbB-2 (HER-2/neu), can improve prognostic accuracy in early stage breast carcinoma across postsurgical therapies and for specific therapies. This article compares the survival prediction accuracy of the TNM staging system with ANN models across all postsurgical therapies. In addition, it presents a method for properly assessing putative therapy-dependent prognostic factors and examines the accuracy of ANNs in terms of specific therapies. Because the TNM staging system does not predict response to adjuvant or radiation therapy, it is not included in the individual therapy analyses.

METHODS

Data

These data were described in detail in a previous article. Briefly, all patients were pathologic TNM Stage I or early Stage II. Early stage breast carcinoma includes Stage I and limited Stage II. Limited Stage II included all the TNM Stage II patients except those with five or more positive lymph nodes. The variables were age, race, tumor size, lymph nodes positive, lymph node stage, nuclear grade, histologic grade, p53, c-erbB-2, estrogen receptor (ER) and progesterone receptor (PR) status, vascular invasion, adjuvant therapy (tamoxifen or chemotherapy), and radiation therapy. Patients who underwent a lumpectomy received radiation therapy. Patients who underwent a modified radical mastectomy did not receive radiation therapy. There were 229 cases, of which 226 had complete data for all variables except ER and PR status. Because of the number of cases missing, both ER and PR were removed from the data set. The survival rate was 70%. The prediction endpoints were 5-and 10-year overall survival.

Accuracy

The area under the receiver operating characteristic curve (Az) is a measure of prediction accuracy. It can be used to assess and compare the adequacy of statistical models. Az can be directly calculated by Somer's D or it can be approximated by its trapezoidal area. The area under the curve is a nonparametric measure of discrimination. It is independent of both the prior probability of each outcome and the threshold cutoff for category. Its computation requires only that the prediction method produce an ordinarily scaled relative predictive score. In terms of mortality, the receiver operating characteristic area estimates the probability that the prediction method will assign a higher mortality score to the patient who died than to the patient who lived. The receiver operating characteristic area varies from 0 to 1. When the predictions are unrelated to survival, the score is 0.5, indicating chance accuracy. The farther the score is from 0.5, the better, on average, the prediction method is for predicting which of the two patients will be alive.

Statistical Models

ANN models have been described in detail elsewhere. Briefly, the three-layer backpropagation ANN was composed of an input layer, a hidden layer, and an output layer. Each layer of an ANN was composed of nodes. The number of input nodes was equal to the number of variables. The hidden layer was composed of three nodes. There was one output node. All the variables were entered into the three-layer ANN model. The two-layer ANN was identical to the three-layer network, except that it did not possess a hidden layer. After a sensitivity analysis to reduce the number of input variables to the three with the highest predictive accuracy, the three selected variables, namely, the number of positive lymph nodes, p53, and c-erbB-2, were entered into the two-layer ANN. Both the two- and three-layer ANNs employed the maximum likelihood loss function and weight decay. Model accuracy estimates and standard errors were calculated by the bootstrap resampling method.

RESULTS

The predictive accuracies of the TNM staging system and the three-layer ANN models are shown in Table 1. For Stage I and early Stage II patients, the 5- and 10-year prediction accuracy of the TNM staging sys-
DISCUSSION

We have demonstrated that ANNs that contain p53 and c-erbB-2 are significantly more accurate than the TNM staging system at predicting 5- and 10-year survival in women with early stage breast carcinoma. We have also demonstrated that the molecular genetic variables p53 and c-erbB-2 and the number of positive lymph nodes can be used to accurately predict responses to surgery, chemotherapy, and tamoxifen therapy.

An understanding of therapy-dependent prognostic factors, and why there must be a mutually exclusive and exhaustive partitioning of the therapies prior to the assessment of therapy-dependent prognostic factors, requires a description of the types and functions of prognostic factors. Prognostic factor types are defined in terms of their function. There are three prognostic factor functions and therefore three types of prognostic factors: natural history, therapy-dependent, and posttherapy.8 Natural history prognostic factors predict the course of the disease if no effective therapy exists or if an effective therapy is not administered. For example, clinically palpable lymph nodes may be a natural history prognostic factor. Therapy-dependent prognostic factors predict, prior to the patient's receiving the therapy, a change in the course of the disease caused by a change in the patient's
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**TABLE 2**
Artificial Neural Network Accuracy in Predicting 5-Year Survival for Each Theory Combination

<table>
<thead>
<tr>
<th>Strata</th>
<th>T</th>
<th>C</th>
<th>R</th>
<th>No. of cases</th>
<th>5-yr survival Az (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>46</td>
<td>0.781 (0.091)</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>23</td>
<td>0.709 (0.049)</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>53</td>
<td>0.720 (0.072)</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>43</td>
<td>0.758 (0.060)</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

**DISCUSSION**

We have demonstrated that ANNs that contain p53 and c-erbB-2 are significantly more accurate than the TNM staging system at predicting 5- and 10-year survival in women with early stage breast carcinoma. We have also demonstrated that the molecular genetic variables p53 and c-erbB-2 and the number of positive lymph nodes can be used to accurately predict responses to surgery, chemotherapy, and tamoxifen therapy.

An understanding of therapy-dependent prognostic factors, and why there must be a mutually exclusive and exhaustive partitioning of the therapies prior to the assessment of therapy-dependent prognostic factors, requires a description of the types and functions of prognostic factors. Prognostic factor types are defined in terms of their function. There are three prognostic factor functions and therefore three types of prognostic factors: natural history, therapy-dependent, and posttherapy.8 Natural history prognostic factors predict the course of the disease if no effective therapy exists or if an effective therapy is not administered. For example, clinically palpable lymph nodes may be a natural history prognostic factor. Therapy-dependent prognostic factors predict, prior to the patient's receiving the therapy, a change in the course of the disease caused by a change in the patient's
condition due to receipt of an effective therapy. For example, ER status may predict response to tamoxifen. Posttherapy prognostic factors predict, after the patient has received the therapy, whether there has been a change in the course of the disease due to the intervention. For example, the number of positive lymph nodes on axillary dissection may predict whether the patient will respond to the primary surgery. Posttherapy prognostic factors are important because we do not want to wait any longer than necessary to administer a second-line therapy to patients who do not respond to the primary therapy. All three prognostic factors are relative to therapy. For each therapy in a succession of therapies (for example, if a therapy is given and the patient does not respond to that therapy and another therapy is contemplated), all three types of prognostic factors can be analyzed.

Within the context of the small sample size of this study, the molecular genetic variables p53 and c-erbB-2 are powerful therapy-dependent prognostic factors for early stage breast carcinoma, and ANN models are an efficient statistical method for capturing their predictive power.
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