The long range goal of this project is to improve the accuracy and consistency of breast cancer diagnosis by developing a Computer Aided Diagnosis (CAD) system for early prediction of breast cancer from the patients' mammographic findings and medical history.

In the third year of this project, we have acquired 200 new cases bringing our total case database to over 700. We have further investigated an alternative network architecture for predicting malignancy: a genetic algorithm. A user interface was further developed for more efficient data entry and error checking was employed. The existing mammography data entry database was evaluated for use in the prediction system. These developments were targeted at the first specific aim of the grant: develop an artificial neural network to predict biopsy outcome from mammographic and history findings. In the fourth year, we will focus on the second specific aim: evaluate the improvement in radiologists' diagnostic performance when the computer diagnostic aid is provided. This implementation of an accurate CAD system will improve sensitivity, specificity, and consistency of breast cancer diagnosis and will provide a significant improvement in long term outcome for breast cancer patients.
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Introduction

The long range goal of this project is to improve the accuracy and consistency of breast cancer diagnosis by developing a Computer Aided Diagnosis (CAD) system for early prediction of breast cancer from patients' mammographic findings and medical history. Specifically, this system will predict the malignancy of non-palpable lesions that are examined with diagnostic mammography and are considered for biopsy. The goal is to improve the specificity of diagnosis with little loss of sensitivity thus significantly improving the positive predictive value of breast biopsy.

Toward this goal, we have developed an artificial neural network (ANN) to predict biopsy outcome from mammographic and history findings. In the first three years of the grant we have 1) developed a user interface for acquiring mammographic findings, 2) acquired 500 cases using the standardized BI-RADS™ reporting system, 3) trained and evaluated an ANN predictive model, 4) conducted a small prospective study, 5) examined the inter- and intra-observer variability of the reporting lexicon, 6) investigated reducing the number of active input features, and 7) examined the sensitivity of the system to the techniques used for sampling the data.

What follows is a point by point assessment of the progress for each task in the original statement of work:

Statement of Work
Task 1, Develop an ANN to predict biopsy outcome from mammographic and history findings.
Years 1-4

Development will start with the successful preliminary backpropagation network. The significant improvements needed include: 1) larger set of clinical cases to better represent the general patient population, 2) higher specificity while maintaining >98% sensitivity. The preliminary work will be extended as follows.

Year 1

1.1) Expand the number of input features, both mammographic and medical history. The ANN will be implemented on a workstation (SUN SPARC) to allow the size of the network to be enlarged. This will allow more medical history and radiological features to be included. These tasks were all achieved in year one.

Year 2-4

1.2) Develop a time-series ANN to examine current as well as previous exams.
Note: this aim was dropped in response to the decreased budget as negotiated with BC Baker in a revised statement of work in August 1994.

1.3) Evaluate other ANN architectures which have been demonstrated to be appropriate for pattern classification.
Achieved in year 2.

Year 3-4

2) Evaluate the improvement in radiologists' diagnostic performance when the computer diagnostic aid is provided.

Some of this task was achieved in year one.

Year 3

Install the trained network on the Mammography Database server to perform on-line prediction as the radiologists input the features.

Achieved in year 2. Documented below.

Year 3-4

Test the hypothesis that use of the network prediction by radiologists will increase diagnostic accuracy (prediction of biopsy results).


In summary, we have achieved all work for year one, some of the work allocated to years 2-4, some of the work allocated to year 3, and some of the work allocated to years 3-4. We are on schedule and anticipate that we will complete all work by the end of year 4.

In the third year of the grant we have published five peer-reviewed manuscripts [1-5]. There have been 2 presentations with published proceedings at professional meetings [6, 7] and two abstracts published from international meetings [8, 9]. Specifically, we have acquired 200 new cases using the standardized BI-RADS reporting system bringing our total to 700 cases. All of this work has been specifically directed toward the first specific aim of the proposal.

In summary:

<table>
<thead>
<tr>
<th></th>
<th>Year 3:</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer-reviewed manuscripts published or in press:</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Published Conference Proceedings:</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>International Meeting presentations:</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>Related grants received:</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
**Peer-reviewed manuscripts published or in press:**


**Published Conference Proceedings:**


**Meeting presentations (in addition to those listed in the conference proceedings):**


Report on Research for 1997

In the third year of the project, we continued the development of an artificial neural network (ANN) to assist radiologists in the differentiation of benign from malignant lesions. Inputs to the ANN were derived from the patient's history and the radiologist's description of lesion morphology following the ACR Breast Imaging Reporting and Data System (BI-RADS\textsuperscript{TM}). The output of the neural network is the likelihood of malignancy.

Artificial neural networks are a form of artificial intelligence analogous to layers of biological neurons. These networks can be trained to "learn" essential information from a set of data. The structure of an ANN is a set of processing units (nodes) arranged in rows. Input nodes are interconnected by simple calculations with an internal layer of hidden nodes and a single output node. Rather than having a fixed algorithmic approach to a classification problem, an ANN is sequentially presented with a set of supervised training cases — input data paired with the correct output. The ANN modifies its behavior ("trains") by adjusting the strength or "weights" of the connections until its own output converges to the known correct output. The information "learned" by the ANN is stored in the weight the network gives to connections between nodes.

ORGANIZATION OF THE NEURAL NETWORK

The ANN for prediction of breast malignancy was constructed as a three layer feed-forward network with a backpropagation training algorithm. The layers consist of an input layer with 18 input nodes, one hidden layer with 10 nodes, and an output layer with one output node. Each input node corresponds to either a radiologist's description of a feature of the lesion or information from the patient's medical or family history.

Of those women undergoing needle localization for nonpalpable breast lesions, a total of 500 lesions were identified on these studies that went on to open excisional biopsy and pathological diagnosis.

Each set of mammograms was acquired using film-screen technique on dedicated mammography equipment. No case was included in the study if either of the reviewing radiologists had prior knowledge of the biopsy results or if the suspicious area was not definitely identified. Of the 500 lesions evaluated there were 232 masses alone, 192 suspicious calcifications, and 29 combinations of masses and associated microcalcifications. The remaining 47 lesions included various combinations of architectural distortion, regions of asymmetric breast density, areas of focal asymmetric density, and areas of asymmetric breast tissue. Patients ranged in age from 24 to 86 years with an average age of 55 years. At biopsy, 326 (65%) of the lesions were found to be benign while 174 (35%) were malignant. This PPV of 35% is somewhat greater than that described in prior studies.
Each set of training films was reviewed prospectively by one of two radiologists whose primary clinical responsibilities are the interpretation of mammograms and the evaluation of breast lesions and who are familiar with the definitions of the BI-RADS™ descriptors. At least two views of the breast with the suspicious lesion were provided to the participating radiologists; a cranio-caudal and mediolateral-oblique view were available in all cases. Other views including true lateral, magnification views, and spot compression views as well as comparisons with the opposite breast were provided for evaluation when available. In order to avoid biasing the radiologist’s description of the lesion, films from prior studies and the patient’s history were initially withheld while the reviewing radiologist chose descriptors for each lesion. The radiologist was asked to describe each lesion using the BI-RADS™ lexicon by completing a checklist that included all possible BI-RADS™ descriptors. The reviewing radiologist was permitted to select only a single descriptor from each category. Each reader was blinded to the biopsy results while reviewing the films. The lesion descriptors along with patient history were used as inputs to train a neural network as described below.

Finally, to compare the performance of the ANN to experienced radiologists, the reviewing mammographer was provided with the patient’s history and any prior films to correlate with the study mammograms and was requested to estimate the likelihood of malignancy. A five point scale was used with 1=very likely benign, 2=likely benign, 3=indeterminate, 4=likely malignant, and 5=very likely malignant.

NETWORK INPUTS

A total of 18 inputs were used to train the ANN to distinguish benign from malignant lesions. Ten of the inputs consisted of morphologic features extracted from the lesion by a radiologist. The remaining 8 inputs encompassed data from the patient’s personal and family history collected from a survey form completed by the patient at the time of the exam. Each input is information routinely collected using the ACR BI-RADS™ standardized lexicon.

The first three features are descriptive features that apply to microcalcifications and calcifications associated with masses: calcification distribution, number and description. Inputs four through seven apply only to masses: mass margin, mass shape, mass density, and mass size. Three descriptive features that can apply to all lesions include lesion location, associated findings (e.g. axillary adenopathy), and special cases (e.g. asymmetric breast tissue).

The remaining 8 inputs are data from each patient’s history. These include the patient’s age, history of prior breast cancer, history of prior ipsilateral benign biopsy, weak, intermediate or strong family history of breast cancer, menstrual status, and use of estrogen or progesterone therapy. All morphologic features and patient history data were assigned a numerical value which was then scaled so that each input
ranged from zero to one. The order of the inputs in each category was determined at the beginning of the study by discussion with experienced mammographers and review of reports discussing the malignant potential of various BI-RADSTM descriptors.

Table 1 Performance of the trained neural network

<table>
<thead>
<tr>
<th>Performance: Sparing Benign Biopsies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>98</td>
</tr>
<tr>
<td>95</td>
</tr>
<tr>
<td>90</td>
</tr>
<tr>
<td>85</td>
</tr>
</tbody>
</table>

This table shows the performance of the network as the decision threshold is varied.

Genetic algorithm

PURPOSE

In this investigation we have explored genetic algorithms as a technique to train the weights in a feed-forward neural network to predict breast cancer from mammographic findings and patient age. This is a continuation of work that was begun in the second year of the grant. The work was submitted for presentation at the SPIE meeting in Feb 1998.
Conclusions

No new difficulties have been identified. One difficulty was described last year. The original statement of work was based on the use of a computer database of mammographic findings. Since the time of submission, the clinical use of this database has changed. In addition, as we developed our data acquisition protocol, we found that some items that we needed were not available from the database. While we are negotiating the modification of the on-line data entry forms, we have been acquiring data using paper forms. These forms do not constitute much additional work for the mammographers and have been received with acceptance. We have acquired BI-RADS findings for every biopsy case for the last year. This paper-based data collection system is in place and we anticipate no interruption of data acquisition for the duration of the grant. Since the study section identified the on-line database as a strength of the grant proposal, we continue to actively work to straighten out the compromises required to achieve the on-line data collection. In truth, the difference between paper-based and on-line data collection has no effect on the scientific quality of the research. We have conducted a systematic comparison of the on-line database with the paper form database. For the first 500 cases, we found complete agreement for the most important findings: calcification description and mass margin. The analysis for the secondary findings is underway.

The performance of the current network is described in table 1. The system currently could avoid 72 of the 326 benign biopsies without missing a malignancy. With a less conservative approach, 40% of the benign biopsies could be avoided at the cost of missing 4 malignancies.
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