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Abstract

A modular neural network classifier has been applied to the problem of automatic target recognition (ATR) of targets in forward-looking infrared (FLIR) imagery. The classifier consists of several independently trained neural networks operating on features extracted from a local portion of a target image. The classification decisions of the individual networks are combined to determine the final classification. Experiments show that decomposition of the input features results in performance superior to a fully connected network in terms of both network complexity and probability of classification. The classifier's performance is further improved by the use of multiresolution features and by the introduction of a higher level neural network on top of the expert networks, a method known as stacked generalization. In addition to feature decomposition, we implemented a data decomposition classifier network and demonstrated improved performance. Experimental results are reported on a large set of FLIR images.
# Contents

1 Introduction ...................................................... 1

2 Modular Neural Networks ........................................ 5
   2.1 Mixture-of-Experts Modular Network (MEMN) ............... 5
   2.2 Committee-of-Networks Modular Network (CNMN) ......... 6

3 Design of Expert Classifier using Committee of Networks .... 8
   3.1 Multiresolution Feature Extraction ......................... 8
   3.2 Neural Network Architecture and Training ................. 10
   3.3 Committee-of-Networks Modular Network (CNMN) .......... 11
      3.3.1 Fully Connected Network Classifier (FCNC) .......... 12
      3.3.2 Original-Resolution Modular Network Classifier (OMNC) ................. 13
      3.3.3 Lower Resolution Modular Network Classifier (LMNC) .......... 15
      3.3.4 Multiresolution Modular Network Classifier (MMNC) .......... 16
      3.3.5 Analysis of Classification done by Expert Networks and Modular Network .......... 17

4 Design of a Target Classifier using a Mixture of Experts ...... 20
   4.1 Formation of Windows (Categories) ......................... 20
   4.2 Background Removal Procedure ............................. 20
   4.3 Architecture and Neural Network Training ................. 22

5 Experimental Results ............................................. 23
   5.1 Classification of Gating Network ......................... 23
   5.2 Classification of Expert Classifiers ....................... 24
   5.3 Classification of Mixture-of-Experts Classifiers .......... 25
6 Conclusions and Future Work 27

References 28

Distribution 31

Report Documentation Page 35
## Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Examples of 10 target chips at 90° viewing angle</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Feature extracted by interest operator</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>Multiresolution feature extraction</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>Multiresolution feature extraction for target M60</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>A fully connected network classifier for ATR</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>A committee-of-networks classifier with feature extraction in original resolution</td>
<td>15</td>
</tr>
<tr>
<td>7</td>
<td>A multiresolution committee-of-networks ATR classifier with stacked generalization</td>
<td>17</td>
</tr>
<tr>
<td>8</td>
<td>Distributions of confidence level</td>
<td>19</td>
</tr>
<tr>
<td>9</td>
<td>Four windows and clipping and expanding operations</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>Block diagram of modular neural network classifier</td>
<td>22</td>
</tr>
</tbody>
</table>
### Tables

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Classification results</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>Classification performance of expert networks</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>Clustering results of four windows</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>Confusion matrix of window classification by gating network for SIG training data</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>Confusion matrix of window classification by gating network for ROI test data</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>Classification results for all classifiers</td>
<td>25</td>
</tr>
<tr>
<td>7</td>
<td>Confusion matrix of target classification by modular neural network classifier for SIG training data</td>
<td>26</td>
</tr>
<tr>
<td>8</td>
<td>Confusion matrix of target classification by modular neural network classifier for ROI testing data</td>
<td>26</td>
</tr>
</tbody>
</table>
1. Introduction

An automatic target recognizer (ATR) is an algorithm that locates potential targets in an image and identifies their types. Most ATR designs consist of several stages [1]. At the first stage, a target detector, operating on the entire image, detects some potential targets. In order to reduce the false-alarm rate, the second stage attempts to reject false targetlike objects (clutter) and retain targets. At the third stage, a set of features is computed; the selected features must effectively represent the target image. The fourth stage classifies each target image into one of a number of classes by using the features calculated at the previous stage. This report focuses on the last two stages: feature extraction and classification.

Target recognition using forward-looking infrared (FLIR) imagery of natural scenes is difficult because of the variability of target thermal signatures. Collected under different meteorological conditions, times of day, locations, ranges, etc, target signatures exhibit dramatic differences in appearance. Moreover, partial target obscuration and the presence of target-like objects in the background make target recognition unreliable. Because of the high variability of target signatures, large FLIR data sets are required if statistical learning algorithms are to generalize well [2].

The algorithm described in this report seeks only to recognize targets that have been indicated by a detector operating on an entire image. The detector is assumed to have a position error of ±5 pixels rms. The range is assumed to be known, with an error of ±10 percent. This is a reasonable assumption in most instances, because infrared images will typically be acquired with information on the range to the center of the field of view and the depression angle of the sensor; this information allows a flat-earth approximation of the range to each pixel to be calculated. No assumption is made about the pose of the target; the image set contains targets from all aspect angles and from elevation angles between 0 and 10°. The classifier is trained and tested on all poses together.

Neural networks (NNs) have been recognized as powerful tools for solving pattern recognition problems. There is a close relationship between NN models and statistical pattern recognition methods. Various applications of NN technologies for ATR have been surveyed by Roth [3]. NNs can also be applied to extract essential features that provide a complete image description with lower dimensionality, as described by Daugman [4]. Casasent
and Neiberg [5] designed a feature space trajectory classifier NN to detect the position of each target and to classify its target class, where the feature set is a fixed set of wedge-sampled magnitude-squared Fourier transform features. Hecht-Nielson and Zhou [6] describe an NN target classifier that used a multiresolution Gabor local spatial frequency feature set.

A key advantage of using learning algorithms such as NNs is that since the algorithms automatically learn the available data, the resulting high-performance algorithms are tailored to the available data. In many applications, NNs give performance similar to that of learning vector quantizers (LVQs), \( k \) nearest-neighbor algorithms, and other learning algorithms, but with significantly reduced computational complexity.

The difficulties associated with NNs include dimensionality and generalization problems. An NN requires, as a rule of thumb, approximately five data samples per free parameter. For learning many-dimensional data such as images, either a huge number of samples is required, or the data must first be reduced by the extraction of a relatively small number of relevant features for the NN to learn. If the number of data samples available is too small in comparison to the free parameters of the network, then the network will overfit the training data, resulting in poor generalization on test data. If the network has too few free parameters in comparison to the complexity of the classification problem, performance will be much lower than the theoretically achievable limit. Hence, designing an NN requires experimentation to determine the best architecture for a given problem and associated data set.

The rather complex task of ATR classification can be tackled through a modular approach, where each module is optimized to perform a relatively simple task in a complex overall operation. (Modularity has been found to be characteristic of the human visual system [7,8]). The modular NN classifier technique investigated in this report attempts to overcome the problems mentioned above.

First, the features are spatially divided into groups for classification by individual networks (committee members), and the outputs of the networks are then combined by a separate NN that forms the final decision. (Fig. 6 in sect. 3.3.2 shows the architecture of this type of classifier.) This decomposition of features has the advantage of greatly reducing the free parameters of each network, while keeping the number of data samples the same. The disadvantage is that features applied to separate expert networks do not interact with each other. Our experiments show that for our problem, the advantages of decomposing the features in this manner outweigh the disadvantages.
Second, we separate the set of all poses of all targets into groups based on the size and shape of target poses, and use individual NNs (experts) to learn each group, and a separate NN, called a gating network, to choose to which group an input data sample belongs. (Fig. 10 in sect. 4.3 shows the architecture of this classifier.) One advantage of this step is that it simplifies the classification problem that each expert network must solve. Another advantage is that knowledge of the size and shape of the hypothesized object allows tight windows to be drawn around the proposed object, which eliminate features from the background. One disadvantage is that the amount of training data for each expert network is reduced (on average) by a factor of the inverse of the number of expert networks. Another disadvantage is that the error in the gating network compounds any error in the expert networks. Our experiments, however, show that overall performance is improved by this decomposition-of-data strategy. We combine the two strategies—decomposition of features and decomposition of data—by forming each expert network using a set of modular networks that use feature decomposition. This architecture is somewhat similar to that used by Jacobs and Jordan [9].

This modular classifier has been trained and tested on the U.S. Army sponsored Comanche imagery set. This data set contains 10 military ground vehicles viewed from a ground-based second-generation FLIR sensor. The targets are viewed from arbitrary aspect angles, which are recorded in the ground truth (rounded to the nearest 5°). The images contain cluttered backgrounds and some partially obscured targets. The target signatures vary greatly, because portions of the imagery were collected at different times of day and night, at different locations (in Michigan, Arizona, and California), at different seasons, under varying weather conditions, and in different target exercise states. Examples of target chips for the 10 military ground vehicles at a 90° viewing angle are shown in figure 1.

Figure 1. Examples of 10 target chips at 90° viewing angle.
In the remainder of this report, we describe the committee-of-networks and mixture-of-experts concepts (sect. 2) and the implementation of the committee of networks (sect. 3). We then present the implementation of the mixture-of-experts architecture and experimental results (sect. 4) and describe plans for future work (sect. 5).
2. Modular Neural Networks

In this report, we apply two types of modular NNs: a mixture-of-experts modular network (MEMN) [10], which performs decomposition of data, and a committee-of-networks modular network (CNMN) [11], which performs decomposition of features.

2.1 Mixture-of-Experts Modular Network (MEMN)

An MEMN consists of several expert NNs (modules), where each expert is optimized to perform a particular task of an overall complex operation. An integrating unit, called a gating network, is used to select or combine the outputs of the expert NN modules to form the final output of the MEMN.

In statistics, this type of modular approach is called the mixture model [12]. Mixture models have been used in a wide variety of applications where data derived from two or more categories are mixed in varying proportions [12]. A mixture model can be represented by a linear combination of outputs of several distinct functions $v_{k,m}(\cdot)$, $k = 1, 2, \ldots, K$, where $k$ is a label representing an individual NN, and $m$ is the class label:

\[
w(m) = \sum_{k=1}^{K} \pi_k v_{k,m}(x),
\]

where

\[
0 \leq \pi_k \leq 1, \quad k = 1, 2, \ldots, K,
\]

and

\[
\sum_{k=1}^{K} \pi_k = 1.
\]

The parameters $\pi_k$ are called mixing weights, and the functions $v_{k,m}(\cdot)$ are called mixing components, where $k = 1, 2, \ldots, K$. Each function $v_{k,m}(\cdot)$ is responsible for classifying data sample $x$ in its corresponding category $k$, while the parameter $\pi_k$ is responsible for choosing the category $k$ by applying weights to the functions $v_{k,m}(\cdot)$. If the output of one function can accurately classify a data sample, its corresponding weighting factor should be high. Conversely, if the output of one function is a poor classifier, its corresponding weighting factor should be low.
According to the universal approximation theorem [13], a single NN with a sufficient number of hidden nodes and hidden layers (a sufficient complexity) can be optimized to any desired degree of accuracy for any problem (that is, it can be used as a universal approximator). However, this theorem does not provide any information about how the network can be designed optimally in terms of learning time and ease of implementation. If the task can be naturally decomposed into a set of simpler functions and the decomposition can be discovered, we can solve this task easily by using a modular network. In our modular NN classifier, the classification function is partitioned into a set of simpler functions, each simpler function is independently solved by an individual NN module (expert), and then the system obtains the final outcome by combining the outputs of all the individual modules (experts). Moreover, an asymptotical performance analysis for a modular NN shows that its performance is always equal to or better than that of a single NN [14] for sufficiently large training sets. Our experimentation supports the analysis: not only does it reduce learning time, but also our modular NN classifier significantly improves performance.

2.2 Committee-of-Networks Modular Network (CNMN)

The output of a committee of networks with input vector $x$ can be an average of the outputs of several distinct functions $u_{k,m}(\cdot)$, where $k = 1, 2, \ldots, K$ is the label representing the individual NN and $m$ is the class label:

$$v(m) = \frac{1}{K} \sum_{k=1}^{K} u_{k,m}(x_k),$$

where $x_k$ is the subset of the feature vector $x$ that is applied to network $k$. A more general form of a committee of networks is expressed by

$$v = \phi(u_1, u_2, \ldots, u_K),$$

where $\phi(\cdot)$ is a nonlinear function with inputs of $u_k$, $k = 1, 2, \ldots, K$. Each function $u_{k,m}(\cdot)$ is responsible for classifying data $x_k$ into its class $m$.

In the committee of networks, each member network receives distinct inputs, which are features extracted from one receptive field. That is, the input of a member network in the committee of networks is a subvector (an input data vector is partitioned). The reasons for partitioning are to provide noise immunity to other member networks, and to reduce the dimensionality. The final output is contributed by all the members. The total number of data vectors for training a member network is the total number of target chips ($N$). The stacked generalization (SG) NN [15] integrates the outputs of member networks in a nonlinear way. However, the nonlinear weighting
of an SG NN is fixed for every target chip. The output of an SG NN is not directly related to the input data.

In the MEMN, each expert receives the same input features, but each expert is trained to be optimized for a particular subset of data vectors. The number of data vectors used for training an expert network is on average \( \frac{1}{N} \). The gating network is trained to select or combine the outputs of expert networks in order to form the final output. The gating network provides linear weighting for outputs of expert networks. Note that the weighting is not fixed for all target chips: it is a direct function of each data sample.

If the expert networks in an MEMN are combined by an SG NN for a particular data vector, only one of the expert networks can provide accurate classification, since this expert network is trained to be optimized. Another expert network would not respond appropriately, since it would be out of its training subspace. Thus, only \( \frac{1}{N} \) of inputs to the SG NN are meaningful for this target chip. We would not expect a reliable output from the SG NN.
3. Design of Expert Classifier using Committee of Networks

3.1 Multiresolution Feature Extraction

In real-world FLIR images, the target is often partially occluded; thus, features whose domain consisted of all the target pixels would be unreliable. In this report, a feature extraction technique called the interest operator [16], is used to find the directional variances in the horizontal, vertical, and both diagonal directions for each block in target images, as shown in figure 2. These directional variances show the local activity in a block. The areas with high variance, such as edges or corners on a target, characterize a specific type of target. In FLIR imagery, there are some low gradient edges or corners on a target, which are also important for target classification. Thus, we can enhance the feature set by applying the interest operator again on subsampled versions of target images. We do not employ these directional...

Figure 2. Feature extracted by interest operator.
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45° diagonal
variance features to form target templates for target recognition, as model-based ATR algorithms do [17]. Instead, we present these directional variance features to a neural-network-based classifier.

The following are equations for calculating the block variance, represented as $\sigma$, and the directional variances in horizontal, vertical, $135^\circ$ diagonal, and $45^\circ$ diagonal directions, respectively, represented as $\sigma_H, \sigma_V, \sigma_D_{135^\circ}$, and $\sigma_D_{45^\circ}$:

$$\mu = \frac{1}{N \times N} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} p(y, x), \quad (6)$$

$$\sigma = \frac{1}{N \times N} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} [p(y, x) - \mu]^2, \quad (7)$$

$$\sigma_H = \frac{1}{N \times N} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} [p(y, x) - p(y, x-1)]^2, \quad (8)$$

$$\sigma_V = \frac{1}{N \times N} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} [p(y, x) - p(y-1, x)]^2, \quad (9)$$

$$\sigma_{D_{135^\circ}} = \frac{1}{N \times N} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} [p(y, x) - p(y-1, x-1)]^2, \quad (10)$$

$$\sigma_{D_{45^\circ}} = \frac{1}{N \times N} \sum_{y=0}^{N-1} \sum_{z=0}^{N-1} [p(y, x-1) - p(y-1, x)]^2, \quad (11)$$

where $\{p(y, x), 0 \leq y, x \leq N - 1\}$ represents the pixels in an $N \times N$ block ($N = 5$ in this report). We represent this variance feature set for an input image block as $\Theta$, where $\Theta = \{\sigma, \sigma_H, \sigma_V, \sigma_{D_{135^\circ}}, \sigma_{D_{45^\circ}}\}$.

The target image, sized $40 \times 75$, is partitioned into 120 nonoverlapping contiguous blocks of $5 \times 5$ pixels. We group these 120 image blocks into six receptive fields by location, as shown in figure 3. Thus, each receptive field has 20 image blocks. We apply the interest operator to each image block to obtain the directional variance features. The set of directional variances for each receptive field is represented as $\Theta_{0,i}$, where subscript 0 stands for original resolution and $i = 1, 2, \ldots, 6$ represents the six receptive fields. We refer to the image with original resolution as $L_0$. Multiresolution features are extracted from subsampled versions of targets. After the target image is downsampled three times, three new subsampled images are produced: a $20 \times 40$ image with half the resolution, $L_1$; a $10 \times 20$ image with a quarter the resolution, $L_2$; and a $5 \times 10$ image with an eighth the resolution, $L_3$. We partition these subsampled images into 32, 8, and 2 nonoverlapping
contiguous blocks, respectively, and group them into four receptive fields by location. Since the lowest resolution image has only two blocks, the two blocks are shared with the four receptive fields. The same interest operator is applied to these subsampled images. The directional variances of each receptive field on these two subsampled images are represented as $\Theta_{1,j}$, $\Theta_{2,j}$, and $\Theta_{3,j}$, where 1, 2, and 3 stand for lower resolutions and $j = 1, 2, \ldots, 4$ represents the four receptive fields at lower resolutions. The result of the interest operator on target images is shown in figure 4.

### 3.2 Neural Network Architecture and Training

The classification of each receptive field of a target image \textit{(at different resolutions)} is performed by an NN classifier. The NNs implemented in this report are all multilayer perceptrons (MLPs) with one hidden layer, which use the standard backpropagation learning algorithm. The inputs of each MLP are the block variances and the directional variances. The MLPs have one output for each of the 10 target classes. The desired response of each
### Figure 4
Multiresolution feature extraction for target M60, showing different resolutions and variance features in four directions.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Original resolution</th>
<th>Half resolution</th>
<th>Quarter resolution</th>
<th>Original resolution</th>
<th>Half resolution</th>
<th>Quarter resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>Horizontal</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>135°</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
<tr>
<td>Vertical</td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>45°</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
</tbody>
</table>

MLP output during training was determined from the ground truth. The desired output of the correct target class was set to one, and the remaining desired outputs were set to zero. Because the backpropagated error derivative was set to the mean square error, the MLP outputs would converge to the a posteriori probabilities, given a sufficiently large training set [2].

The modular network classifier using multiresolution features described in this report is realized in two stages. At the first stage, we train individual expert networks, which receive input features from receptive fields at different resolutions. The NN weight that produces the best classification on the testing set by each expert network is selected for further integration. At the second (last) stage, the SG method is applied. All the expert networks are combined by a top-level NN (an SG MLP). The training of the SG MLP is based on the outputs of the expert networks.

### 3.3 Committee-of-Networks Modular Network (CNMN)

Computer simulations were performed to evaluate the performance of the CNMN classifier. This classifier has been trained and tested on the U.S. Army Comanche data set. We used a set of 10,000 target images for training the NNs, called the SIG training set, and another set of 1000 target images (disjoint from the training data) for testing, called the SIG testing set. Another data set (a set of 3460 target images), called ROI, which is considered difficult to classify because the images include complicated backgrounds and target obscuration, was used as a generalization data set. The
SIG training data set was used exclusively for training. After every epoch of training, we measured the performance of the algorithm on the SIG testing set to determine when to stop the training. We used the more difficult generalization set ROI to determine if the best stopping point was constant for sets of varying difficulty. Figure 4 shows target M60 taken from the SIG as well as the ROI data sets. It can be seen that the ROI target has a complicated background and is cluttered. Table 1 shows the complexity of each classifier described in this report and presents the performance of each by probability of correct classification for the SIG training set, the SIG testing set, and the ROI testing set. All the classifiers converged to quite consistent performance numbers regardless of initial weight values.

3.3.1 Fully Connected Network Classifier (FCNC)

In order to demonstrate the effectiveness of the committee-of-networks classifiers, we implemented a classifier (a single MLP) that receives feature inputs from whole images:

\[ Y_{\text{FCNC}} = \Phi(\Theta_{0,1}, \Theta_{0,2}, \ldots, \Theta_{0,6}), \]  

(12)

where \( \Phi(\cdot) \) performs the NN function as a classifier. This MLP has 600 (= 120 \times 5) inputs. The architecture of this fully connected network classifier (FCNC) is shown in figure 5. The number of hidden neurons in the MLP classifiers was optimized empirically and determined to be 200. (We accomplished this by training the algorithm with different numbers of hidden nodes, measuring the performance after training was completed, and choosing the best performing classifier.) Obviously, this MLP has too much

<table>
<thead>
<tr>
<th>Method</th>
<th>Train SIG</th>
<th>Test SIG</th>
<th>Test ROI</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCNC</td>
<td>89.63</td>
<td>82.70</td>
<td>60.78</td>
<td>122,000</td>
</tr>
<tr>
<td>OMNC</td>
<td>91.46</td>
<td>85.70</td>
<td>65.84</td>
<td>33,000</td>
</tr>
<tr>
<td>OMNC+SG</td>
<td>92.52</td>
<td>87.90</td>
<td>67.40</td>
<td>35,100</td>
</tr>
<tr>
<td>LMNC</td>
<td>87.35</td>
<td>82.90</td>
<td>58.21</td>
<td>7,800</td>
</tr>
<tr>
<td>MMNC</td>
<td>92.91</td>
<td>88.30</td>
<td>67.28</td>
<td>40,800</td>
</tr>
<tr>
<td>MMNC+SG</td>
<td>94.50</td>
<td>91.50</td>
<td>69.39</td>
<td>49,600</td>
</tr>
</tbody>
</table>

FCNC = fully connected network classifier (sect. 3.3.1); OMNC = original-resolution modular network classifier (sect. 3.3.2); SG = stacked generalization; LMNC = lower resolution modular network classifier (sect. 3.3.3); MMNC = multiresolution modular network classifier (sect. 3.3.4).
network capacity for our limited training set. The MLP exhibits a probability of correct classification of 89.63 and 82.70 percent for the SIG training and testing sets, respectively. There is a 7-percent difference in the probability of correct classification, even though both data sets are considered to be similar. This implies that the FCNC has a poor generalization capability. We also observe that the probability of correct classification for the ROI testing set is only 60.78 percent.

3.3.2 Original-Resolution Modular Network Classifier (OMNC)

In the second experiment, we implemented a committee-of-networks classifier with six individual MLPs, each of which receives feature inputs from only its corresponding receptive field. The inputs of each MLP are the block variances and the directional variances in four directions of 20 image blocks in a receptive field; hence, each MLP has 100 inputs. The number of hidden neurons in the MLP classifiers was optimized empirically, and determined to be 50. The MLPs have one output for each of the 10 target classes. Each MLP was trained independently and in parallel. The outputs of the MLPs
were combined by summing [11]:

\[ P_i = \Phi(\Theta_{0,i}) \quad \text{for} \quad i = 1, 2, \ldots, 6, \tag{13} \]

\[ Y_{OMNC} = \sum_i P_i, \tag{14} \]

where \( \Phi(\cdot) \) performs the NN function as a classifier.

This committee-of-networks classifier, which we call the original-resolution modular network classifier (OMNC), results in a probability of correct classification of 91.46, 85.70, and 65.84 percent for the SIG training set, the SIG testing set, and the ROI testing set, respectively. The OMNC outperforms the FCNC by 3.0 percent for the SIG testing set and 5.1 percent for the ROI testing set, but requires only 27 percent of the network capacity. In our experiment, the individual MLPs in the committee make correct classifications and show a high confidence level when their corresponding receptive fields are clear, while the individual MLPs make wrong classifications and show a low confidence level when their corresponding receptive fields are obscured. (We define the confidence level of the classification as the output margin between the largest and the second largest outputs.) By summing the outputs of the MLPs, the committee can tolerate some corrupted portions of a target image.

We also implemented a similar committee-of-networks classifier that used an MLP for each directional variance feature taken over the whole image (five MLPs of 120 input features each). The performance was only 56.23 percent on the ROI testing set, even though the performance of individual committee members was similar to that of the local receptive field committee. The superior performance of the committee of networks that split up the features by local receptive field is not surprising, as the a posteriori probabilities estimated by the individual committee members should display more statistical independence because of spatial separation.

Without excessively increasing network capacity, we can apply the SG method to combine the outputs of the MLPs. A higher level MLP is trained to learn the best combination of lower level MLPs:

\[ Y_{OMNC+SG} = \Psi(P_1, P_2, \ldots, P_6), \tag{15} \]

where \( \Psi(\cdot) \) represents the NN function for SG. The architecture of this committee of networks is shown in figure 6. The probabilities of correct classification for the SIG training set, the SIG testing set, and the ROI testing set are 92.52, 87.90, and 67.40 percent, respectively. As expected, SG yielded somewhat better performance than summing. Actually, SG improves not only the performance of the committee-of-networks classifier, but also the
generalization capability of networks. The difference in the probability of correct classification between the SIG training set and the SIG testing set is reduced to 4.62 percent.

3.3.3 Lower Resolution Modular Network Classifier (LMNC)

The first and second experiments use only single-resolution feature extraction (highest resolution). The single-resolution committee-of-networks classifier shows a satisfactory performance in terms of the probability of correct classification and the network capacity. In our third experiment, we designed a committee-of-networks classifier using features extracted from target images at lower resolutions. By reducing the resolution of targets, we can exploit the characteristics of directional variance features at different resolutions. In addition, we have fewer features extracted, so we can further reduce the capacity of the networks.
This classifier, which we call the lower resolution modular network classifier (LMNC), consists of four individual MLPs, where each MLP receives features extracted from only two subsampled targets on its corresponding receptive field. The outputs of the MLPs were combined by summing (note that the network capacity of this committee-of-networks classifier is very small):
\[
Q_j = \Phi_j(\Theta_{1,j}, \Theta_{2,j}, \Theta_{3,j}) \quad j = 1, 2, \ldots, 4,
\]
\[
Y_{LMNC} = \sum_j Q_j. \quad (16)
\]

This classifier results in probabilities of classification of 87.35, 82.90, and 58.21 percent for the SIG training set, the SIG testing set, and the ROI testing set, respectively. The performance of the LMNC is close to that of the FCNC, although the LMNC requires less than 7 percent of the network capacity required by the FCNC.

### 3.3.4 Multiresolution Modular Network Classifier (MMNC)

In our final experiment, we combine the NN members in both previous committee-of-networks classifiers by using SG. Thus, a multiresolution modular network classifier (MMNC) is obtained:
\[
P_i = \Phi_i(\Theta_{0,i}) \quad i = 1, 2, \ldots, 6,
\]
\[
Q_j = \Phi_j(\Theta_{1,j}, \Theta_{2,j}, \Theta_{3,j}) \quad j = 1, 2, \ldots, 4,
\]
\[
Y_{MMNC} = \Psi(P_1, P_2, \ldots, P_6, Q_1, Q_2, \ldots, Q_4). \quad (18)
\]

The complete system is shown in figure 7. The stripes in the feature-extraction stage show the different block directional variances taken from a local region of the target chip and applied to the MLP. The 10 outputs of each of the local optimization MLPs are applied as inputs to the SG MLP.

By introducing more NN members associated with multiresolution features, this committee-of-networks classifier provides higher probabilities of correct classification for the SIG training set, the SIG testing set, and the ROI testing set: 94.50, 91.50, and 69.39 percent, respectively. Actually, SG not only improves the performance of the MMNC, but also overcomes the problem of the generalization capability. The difference in the probability of correct classification between the SIG training set and the SIG testing set is reduced to 3.00 percent.
3.3.5 Analysis of Classification done by Expert Networks and Modular Network

Table 2 shows the probability of correct classification given by each expert network in the committee-of-networks classifier MMNC. It can be seen from Table 2 that not all expert networks classify target images well. The outcome is not surprising, because each expert network has input information from only a portion of a target image, which would not provide sufficient information for correct classification of most target images. Moreover, partial target obscuration degrades the classification performance. However, when we combine all the expert networks by summing the outputs, and/or by applying a higher level NN for SG, the effect is a dramatic increase in the probability of correct classification.

A high confidence level can be seen as classification certainty, while a low confidence level implies a doubtful outcome. In the implementation of a committee of networks, it is desirable that the expert networks produce a high confidence level when a correct classification is made, and a low confidence level when an incorrect classification is made. Thus, the incorrect classification by some expert network can be compensated for by another expert network with a high-confidence correct classification. Figure 8 shows the distributions of confidence levels for both correct and incorrect classifications for one of the expert networks ($P_2$) in the OMNC, one of the
Table 2. Classification performance of expert networks.

<table>
<thead>
<tr>
<th>Expert network</th>
<th>Train SIG</th>
<th>Test SIG</th>
<th>Test ROI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>58.30</td>
<td>53.80</td>
<td>35.98</td>
</tr>
<tr>
<td>$P_2$</td>
<td>78.56</td>
<td>73.10</td>
<td>51.68</td>
</tr>
<tr>
<td>$P_3$</td>
<td>59.64</td>
<td>54.70</td>
<td>36.94</td>
</tr>
<tr>
<td>$P_4$</td>
<td>64.85</td>
<td>60.00</td>
<td>32.77</td>
</tr>
<tr>
<td>$P_5$</td>
<td>67.26</td>
<td>61.30</td>
<td>34.94</td>
</tr>
<tr>
<td>$P_6$</td>
<td>67.22</td>
<td>59.60</td>
<td>37.34</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>70.94</td>
<td>67.50</td>
<td>43.99</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>69.25</td>
<td>64.60</td>
<td>46.82</td>
</tr>
<tr>
<td>$Q_3$</td>
<td>69.67</td>
<td>64.70</td>
<td>36.59</td>
</tr>
<tr>
<td>$Q_4$</td>
<td>68.36</td>
<td>61.80</td>
<td>39.05</td>
</tr>
</tbody>
</table>

expert networks ($Q_1$) in the LMNC, the MMNC, and the MMNC+SG. In figure 8(a), most of the correctly classified target images have high confidence levels, whereas most of the incorrectly classified target images have low confidence levels. Figure 8(b) has a similar distribution to that of figure 8(a), but the distribution for correct classification is not as sharp as in figure 8(a). This difference can be used to explain why the average probability of correct classification of expert networks in the LMNC is higher than that of expert networks in the OMNC, but the performance of the LMNC is nevertheless not as good as that of the OMNC when the outputs of expert networks are summed. There are fewer correctly classified target images with high confidence in the LMNC, which makes it hard to make up for the incorrectly classified target images. Obviously, in figure 8(c), the MMNC successfully reduces the number of incorrectly classified target images by summing the outputs of expert networks. Comparing figures 8(c) and (d), we observe that the SG method not only improves classification performance but also enhances classification confidence.
Figure 8. Distributions of confidence level for (a) expert network $P_2$, (b) expert network $Q_1$, (c) summing of 10 expert networks, and (d) stacked generalization.
4. Design of a Target Classifier using a Mixture of Experts

4.1 Formation of Windows (Categories)

One of the most important considerations in designing a modular network is keeping the number of experts to a minimum. Finding the optimum number of experts is related to the problem of statistical clustering of the training data. However, it is not feasible to perform clustering algorithms and to obtain a manageable number of clusters for a many-dimensional training data set, such as FLIR target chips. Fortunately, FLIR target chips (which are 3-D objects) can be projected to 2-D silhouettes. We can cluster the silhouettes of targets, rather than the target images. This is a suboptimal but computationally feasible solution. In our data set, there are 10 different vehicle targets, each having 72 projections (each aspect rounded to the nearest 5°), so the clustering is based on 720 silhouettes. We cluster the target chips into four categories that are based on the shapes of silhouettes. The union of the silhouettes of each cluster creates a window, which can cover all the targets belonging to the cluster. An advantage of this approach is that a large portion of the background pixels in a target image is removed from consideration.

The $K$-means algorithm [18] is used to perform the clustering of silhouettes. The input data set of the $K$-means algorithm consists of 720 silhouettes in the form of a binary image. The outputs are the bitmaps of the windows corresponding to each cluster and a mapping between individual silhouettes and the clusters. Figure 9 shows the clustering results for four windows. Table 3 shows the distribution of targets to each window. The four windows can be described as medium (0), small (1), large (2), and tall (3).

4.2 Background Removal Procedure

Natural FLIR target chips unavoidably contain pixels that fall on the nearby background of a target rather than on the targets themselves, because the chips are rectangular and correspond to the size of the largest targets. The information carried by background pixels is irrelevant for classifying targets and serves only to mistrain the classifier. Better classification performance can be achieved through background clipping. The $K$-means process described above serves to reduce the number of background pixels in each
Figure 9. Four windows and clipping and expanding operations.

Table 3. Clustering results of four windows.

<table>
<thead>
<tr>
<th>Target type</th>
<th>Window 0</th>
<th>Window 1</th>
<th>Window 2</th>
<th>Window 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMMWV</td>
<td>46</td>
<td>26</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BMP</td>
<td>16</td>
<td>10</td>
<td>0</td>
<td>46</td>
</tr>
<tr>
<td>T72</td>
<td>12</td>
<td>6</td>
<td>0</td>
<td>54</td>
</tr>
<tr>
<td>M35</td>
<td>12</td>
<td>14</td>
<td>0</td>
<td>46</td>
</tr>
<tr>
<td>ZSU</td>
<td>8</td>
<td>14</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>2S1</td>
<td>8</td>
<td>10</td>
<td>37</td>
<td>17</td>
</tr>
<tr>
<td>M60</td>
<td>6</td>
<td>6</td>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>M113</td>
<td>58</td>
<td>14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M3</td>
<td>8</td>
<td>10</td>
<td>34</td>
<td>20</td>
</tr>
<tr>
<td>M1</td>
<td>4</td>
<td>6</td>
<td>50</td>
<td>12</td>
</tr>
</tbody>
</table>

window, because pixels that fall outside the union of the silhouettes in a given cluster can be eliminated as inputs to the neural net. Thus, the classification performed by the modular NN can be referred to as a segmentation-based classification method. Although silhouettes could more precisely separate the background from target chips that can windows, the huge number of silhouettes makes the selection of the exact silhouette difficult. The window of each cluster provides a suboptimal solution for background removal.
The background removal for each window is executed in three steps. The target chip is clipped to the smallest rectangle that includes all the pixels in the window. The small rectangle is zoomed to the size of the original target chip (small windows thus involve greater expansion than larger windows). The feature-extraction procedure described earlier is then applied to the new target chip.

4.3 Architecture and Neural Network Training

After assigning a window label to each of the training vectors, we can now design each individual expert classifier using only the subset of the training data that belongs to that particular window. All these expert classifiers are designed to classify 10 classes of targets, although some windows may not consist of all 10 target classes. We implemented each expert classifier by using a committee-of-networks classifier, described earlier, as shown in figure 4.

The gating network is also a committee-of-networks classifier. The gating network is designed so that each of its outputs estimates the probability that the input target chip belongs to the corresponding window. The number of output nodes of the gating network is 4. The system diagram of the complete system is shown in figure 10.

Figure 10. Block diagram of modular neural network classifier.
5. Experimental Results

5.1 Classification of Gating Network

The gating network is a committee-of-networks classifier with several member networks and an SG NN on the top of the member networks. The gating network is designed so that each of its outputs estimates the a posteriori probability of its corresponding window. The input data set is the entire training set, since data set partitioning is not needed for training the gating network. The inputs to each member network are the multiresolution features extracted from one local receptive field of the target chip. The number of output nodes of a member network is equal to the number of windows, which was set to 4 in the work reported here. The number of hidden nodes for each member network in the committee is 50, based on our experience designing the committee-of-networks classifier, discussed in section 3.3. The SG NN of the gating network receives the outputs of member networks as its inputs, and then calculates the final output of the gating network.

The results of the gating network performance alone are shown in tables 4 and 5. From the confusion matrix, we observe that the small window (Window 1) is easy to confuse with the medium window (Window 0), while Window 0 is in turn confused with the tall window (Window 3). Window 3 is confused with the large window (Window 2). In practice, the gating network is a shape classifier, which classifies target chips into one of the windows. The greatest confusion occurs between the tall and large windows, 3 and 2. Table 4 shows that the target chips belonging to these two windows are largely disjoint. Although combining these two windows into one might improve the window classification performance of the gating network, the largely disjoint membership of these two windows would reduce the target classification performance of the expert classifiers.

Window classification is an easier task than target classification, for a number of reasons. The windows were designed by the K-means algorithm to maximize the separation between windows, and thus minimize the difficulty in classifying windows. Also, there are only four windows, rather than 10 targets. The window classifier does suffer from a disadvantage. Because the window grouping was based entirely on target silhouettes, and because individual windows contain several different target types with different internal signatures, it is reasonable to suppose that the window clas-
Table 4. Confusion matrix of window classification by gating network for SIG training data. Probability of correct classification is 89.42%.

<table>
<thead>
<tr>
<th>Window</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1784</td>
<td>196</td>
<td>11</td>
<td>243</td>
<td>2234</td>
</tr>
<tr>
<td>1</td>
<td>105</td>
<td>1618</td>
<td>1</td>
<td>32</td>
<td>1756</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>6</td>
<td>2327</td>
<td>287</td>
<td>2631</td>
</tr>
<tr>
<td>3</td>
<td>115</td>
<td>27</td>
<td>66</td>
<td>3568</td>
<td>3776</td>
</tr>
</tbody>
</table>

Table 5. Confusion matrix of window classification by gating network for ROI test data. Probability of correct classification is 85.23%.

<table>
<thead>
<tr>
<th>Window</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>515</td>
<td>62</td>
<td>5</td>
<td>52</td>
<td>634</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>729</td>
<td>10</td>
<td>27</td>
<td>780</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>6</td>
<td>314</td>
<td>140</td>
<td>471</td>
</tr>
<tr>
<td>3</td>
<td>74</td>
<td>24</td>
<td>86</td>
<td>1391</td>
<td>1575</td>
</tr>
</tbody>
</table>

sifter must rely on the thermal gradient at the silhouette edge of the target to the exclusion of the internal thermal signature information. The silhouette information is more stable than the internal information, because of thermal signature variability due to environmental conditions (although the information content of the silhouette is obviously less than the information content of the silhouette and internal signature together). The relative performance of the window classifier on the SIG training and ROI testing sets, compared with the relative performance of the expert networks on the data sets, is instructive. The window classifier shows little decrease in performance between the training and testing sets, while the expert networks show much greater generalization problems, suggesting that a preponderance of the classification information is in the silhouette gradient.

5.2 Classification of Expert Classifiers

Results for the individual expert classifiers and the mixture-of-experts modular network (MEMN) classifier are summarized in table 6. To demonstrate the improvement performed by the MEMN classifier (following a divide-and-conquer strategy), we also show the classification results for the committee-of-networks modular network (CNMN) classifier in the four window categories. For the ROI testing set, each expert classifier outperforms the CNMN classifier for its category (window) by 12 to 19 percent. There are two reasons for the improvement. First, the CNMN classifier learns the entire target data set, which is a more difficult problem than learning a subset of it. Second, the windows allow the removal of extraneous background that can only confuse the classifier. To support these conclusions, we trained an expert classifier without clipping and expanding
Table 6. Classification results for all classifiers.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>CNMN</th>
<th>MEMN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td>SIG</td>
<td>ROI</td>
</tr>
<tr>
<td>0</td>
<td>94.32</td>
<td>77.44</td>
</tr>
<tr>
<td>1</td>
<td>88.67</td>
<td>52.44</td>
</tr>
<tr>
<td>2</td>
<td>97.15</td>
<td>65.18</td>
</tr>
<tr>
<td>3</td>
<td>95.71</td>
<td>74.54</td>
</tr>
<tr>
<td>Single</td>
<td>94.75</td>
<td>68.81</td>
</tr>
<tr>
<td>Ground truth</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Oracle</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hard limited</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mixture</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

target chips for category Window 1. This expert classifier gives performance results of 93.28 and 63.85 percent for the SIG training and ROI testing sets, respectively. It gives 5 and 10 percent improvement for both data sets when the mixture model is adopted, and 5 and 5 percent improvement for both data sets when clipping and expanding operations are adopted.

The expert classifier for classifying the category Window 1, the smallest window, has the worst probability of correct classification. The clipping and expanding operations do help by removing large areas of background. For example, the probability of correct classification for category Window 1 performed by its expert classifier improves around 10 and 16 percent for the SIG and ROI data sets. However, the effective target area for category Window 1 is small, so that the characteristics of individual targets are not easily distinguished.

5.3 Classification of Mixture-of-Experts Classifiers

As mentioned earlier, each individual expert classifier is trained on only the subset of the training data that belongs to its category, while the gating network is trained on all the data. The gating network is designed to obtain the final output of the mixture-of-experts modular network classifiers by linearly combining the outputs of the expert classifiers. The probabilities of correct window selection performed by the gating network are 89.89 and 85.23 percent for the SIG training set and the ROI testing set, respectively. The mixture-of-experts modular network classifier results in a probability of correct classification of 95.49, 90.53, and 75.58 percent for the SIG training set, the SIG testing set, and the ROI testing set, respectively. The mixture-of-experts modular network classifier shows improvement over the committee-of-networks classifier by around 7 percent for the ROI test-
ing set, but only 1 percent for the SIG training set. Tables 7 and 8 show the confusion matrices for the mixture-of-experts classifier on the training and testing sets, respectively.

For comparison, we have also combined the experts using a hard limited gating network. Instead of using a linear combination of the expert networks weighted by the gating network's output, we used only the output of that expert network which had the highest gating network output. Results are shown in table 6.

We also show the results for an "oracle" gating network, which selects the correct class if any of the individual expert classifiers do so. The results of the oracle serve as a theoretical upper bound for the MEMN classifier. Of course, there is no way to ensure that a gating network achieves this. Another result shown is based on a "ground-truth" gating network, which selects windows according to the ground truth. If the gating network were perfect and achieved 100-percent probability of correct window selection, the probabilities of correct target classification for the SIG training set and the ROI testing set would be 98.15 and 83.44 percent, respectively. On the other hand, the MEMN classifier has the potential to produce results that match the ground truth if the gating network is designed perfectly.

Table 7. Confusion matrix of target classification by modular neural network classifier for SIG training data. Probability of correct classification is 95.49%.

<table>
<thead>
<tr>
<th>Type</th>
<th>HMMWV</th>
<th>BMP</th>
<th>T72</th>
<th>M35</th>
<th>ZSU23</th>
<th>2S1</th>
<th>M60</th>
<th>M113</th>
<th>M3</th>
<th>M1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMMWV</td>
<td>964</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>14</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>990</td>
</tr>
<tr>
<td>BMP</td>
<td>11</td>
<td>986</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>4</td>
<td>1035</td>
</tr>
<tr>
<td>T72</td>
<td>2</td>
<td>4</td>
<td>1103</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>10</td>
<td>2</td>
<td>3</td>
<td>8</td>
<td>1141</td>
</tr>
<tr>
<td>M35</td>
<td>6</td>
<td>0</td>
<td>3</td>
<td>1021</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1042</td>
</tr>
<tr>
<td>ZSU23</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1098</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>1120</td>
</tr>
<tr>
<td>2S1</td>
<td>15</td>
<td>40</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>1031</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>1117</td>
</tr>
<tr>
<td>M60</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>18</td>
<td>2</td>
<td>1078</td>
<td>3</td>
<td>8</td>
<td>4</td>
<td>1131</td>
</tr>
<tr>
<td>M113</td>
<td>12</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>618</td>
<td>4</td>
<td>11</td>
<td>665</td>
</tr>
<tr>
<td>M3</td>
<td>5</td>
<td>12</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>1</td>
<td>8</td>
<td>9</td>
<td>12</td>
<td>992</td>
<td>1059</td>
</tr>
</tbody>
</table>

Table 8. Confusion matrix of target classification by modular neural network classifier for ROI testing data. Probability of correct classification is 75.58%.

<table>
<thead>
<tr>
<th>Target</th>
<th>HMMWV</th>
<th>BMP</th>
<th>T72</th>
<th>M35</th>
<th>ZSU23</th>
<th>2S1</th>
<th>M60</th>
<th>M113</th>
<th>M3</th>
<th>M1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMMWV</td>
<td>651</td>
<td>35</td>
<td>18</td>
<td>7</td>
<td>19</td>
<td>9</td>
<td>11</td>
<td>25</td>
<td>4</td>
<td>20</td>
<td>799</td>
</tr>
<tr>
<td>BMP</td>
<td>20</td>
<td>535</td>
<td>28</td>
<td>10</td>
<td>26</td>
<td>30</td>
<td>7</td>
<td>14</td>
<td>11</td>
<td>17</td>
<td>698</td>
</tr>
<tr>
<td>T72</td>
<td>15</td>
<td>24</td>
<td>545</td>
<td>6</td>
<td>49</td>
<td>24</td>
<td>38</td>
<td>7</td>
<td>18</td>
<td>43</td>
<td>769</td>
</tr>
<tr>
<td>M35</td>
<td>34</td>
<td>5</td>
<td>13</td>
<td>463</td>
<td>8</td>
<td>3</td>
<td>12</td>
<td>16</td>
<td>4</td>
<td>19</td>
<td>577</td>
</tr>
<tr>
<td>M60</td>
<td>7</td>
<td>13</td>
<td>58</td>
<td>22</td>
<td>26</td>
<td>17</td>
<td>421</td>
<td>1</td>
<td>11</td>
<td>41</td>
<td>617</td>
</tr>
</tbody>
</table>
6. Conclusions and Future Work

This report demonstrates the improved performance that we obtain from using a combination of feature decomposition and data decomposition strategies for training modular NNs to classify ground vehicles in FLIR imagery. The data decomposition technique is particularly helpful for view-based vision applications, because of the reduction in extraneous background pixels that can be achieved by windowing.

Future work will concentrate on training the classifiers with novel bootstrapping techniques that form additional training samples from combinations of existing samples. Preliminary results suggest that these techniques will improve performance. In addition, performance could be improved by the application of a weight-cutting algorithm to the individual NNs.
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A modular neural network classifier has been applied to the problem of automatic target recognition (ATR) of targets in forward-looking infrared (FLIR) imagery. The classifier consists of several independently trained neural networks operating on features extracted from a local portion of a target image. The classification decisions of the individual networks are combined to determine the final classification. Experiments show that decomposition of the input features results in performance superior to a fully connected network in terms of both network complexity and probability of classification. The classifier's performance is further improved by the use of multiresolution features and by the introduction of a higher level neural network on top of the expert networks, a method known as stacked generalization. In addition to feature decomposition, we implemented a data decomposition classifier network and demonstrated improved performance. Experimental results are reported on a large set of FLIR images.