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[Text] Abstract

A strong scattering source in the nose-cone direction of a flying vehicle is its antenna. Its contribution to the radar cross section (RCS) includes the structural-scattering term and the mode-scattering term caused by retransmission. The latter is unique to an antenna which is a loaded scatterer. This paper presents the scattering mechanism and analytical computation method for these two terms and introduces several technical ways to reduce RCS and their effectiveness.

I. Introduction

In order to improve the survival and penetration capability of modern military aircraft, it is necessary to minimize the effective RCS of the target. Results from a great deal of experimental work show that an antenna is a very strong scattering source from certain viewing angles. For example, the paraboloidal antenna at the front contributes significantly to the RCS in the nose-cone direction. Since an antenna is an energy transducer between free waves and guided waves, it has excellent electrical properties during reception in order to provide maximum signal power to the load (receiver). Therefore, the scattering from a receiving antenna is far more complex than that from an ordinary scattering body. In addition to the electromagnetic scattering generated by induced current on the antenna, reflected power due to load mismatch also results in a secondary current distribution on the antenna. Subsequently, the antenna retransmits. In order to effectively control and minimize RCS and not to affect its operation, it is necessary to study the scattering mechanism of antennas and analytical methods to calculate RCS in order to find feasible means to lower antenna RCS.

II. Scattering Mechanism of Antennas

Foreign scholars performed theoretical studies on antenna scattering as early as the 1950's-60's. They treated the transmitting antenna (T) which generates the incident electromagnetic wave, the scattering antenna (S) which passively scatters and retransmits electromagnetic wave and the receiving antenna (R) which detects the scattering field as a linear system with three terminals. Various expressions for the scattering field at the receiving antenna were derived from network analysis. They all include two parts. First is a structural scattering term which is independent of the load of the scattering antenna. It is the scattering field generated by current induced on the antenna from the incident wave and is similar in mechanism to a normal scattering object. The other part is the antenna mode which varies with the load. It is the scattering field retransmitted by the antenna which is generated by reflected power due to load mismatch. This is unique for antennas because they are loaded scattering objects. Green' derived the following expression for such a scattering field with the physical significance discussed above:

\[ \mathbf{E}_s(Z_i) = \mathbf{E}_i(Z_i^*) - \Gamma I(Z_i^*) \mathbf{E}_o \]  (1)

where \[ \mathbf{E}_i(Z_i) \] is the scattering field of a scattering antenna under a load \( Z_i \) at receiving antenna \( R \), \[ \mathbf{E}_o \] is the field generated by a unit of exciting current at \( R \), \( I(Z_i^*) \) is the current generated by the scattering antenna from incident-wave excitation under conjugate matching load, and \( \Gamma \) is the voltage reflection coefficient due to load mismatch and can be expressed by the following equation:

\[ \Gamma = (Z_i - Z_o^*)/(Z_i + Z_o) \]  (2)

where \( Z_o \) is the impedance of the scattering antenna.
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Figure 1. A Triple-Port System Consisting of Transmitting, Scattering, and Receiving Antennas

Obviously, the second term on the right hand side of equation (1) is the mode term and is dependent on the radiation characteristics of the antenna. Its scattering directivity diagram is the radiation directivity diagram of the antenna. Its corresponding RCS contribution is determined by the magnitude of the reflected wave. Hence, it is also known as the effective echo area.

III. Analysis of Antenna RCS

The theoretical definition of RCS (see Figure 1) is:

\[ \sigma = \lim_{\lambda \to 0} 4\pi R^2 \left| \frac{E_i}{E_o} \right|^2 \]  (3)

where \( E_i \) includes both scattering fields shown in equation (1). The first term determines the structural RCS of the
antenna $\sigma_r$ and the second term is the RCS from the antenna mode $\sigma_e$. The superposition of their phases is the overall RCS of the antenna:

$$\sigma = |\sqrt{\sigma_r} + \sqrt{\sigma_e}e^{i\psi}|^2 \quad (4)$$

where $\psi$ is the relative phase difference of the two scattering fields shown on the right hand side of equation (1). Usually, it is very difficult to analytically determine the structural term $\sigma_r$, mode term $\sigma_e$ and phase difference $\psi$. It requires solving an extremely complicated electromagnetic-field boundary-value problem. In engineering, it is usually estimated using a variety of approximation methods.

In order to analyze the contribution of the mode term $\sigma_e$, let us refer to the three-antenna system shown in Figure 1. Assuming that the distance between the transmitting antenna and scattering antenna and that between the scattering antenna and receiving antenna are both equal to $R$ and the gain function (directivity) of the scattering antenna is $G(0, \phi)$, when the incident wave field is $E_i$, the amount of incident power captured by the scattering antenna is:

$$P_i = (E_i^2/120 \pi) S_e(\theta, \phi_i) \mu_i \quad (5)$$

where $0 \leq \mu_i \leq 1$ is the polarization-matching factor between the transmitting antenna and scattering antenna. When polarization is completely in sync, $\mu_i = 1$. When they are orthogonal to each other, $\mu_i = 0$. $S_e(\theta, \phi_i)$ is the effective reception area of the scattering antenna in the direction of the transmitting antenna (i.e., incident wave direction $\theta_i, \phi_i$). It can be determined by the gain factor of the antenna in that direction:

$$S_e(\theta, \phi_i) = (\lambda^2/4 \pi) G(\theta, \phi_i) \quad (6)$$

When there is load mismatch at the scattering antenna ($Z_s$ not equal to $Z_r$), the power reflected is $P_r G^2$ and $G$ is the voltage reflection coefficient which is determined by equation (2). This part of power is retransmitted by the antenna which produces the mode-scattering-field term $E_s$ at the receiving antenna $R$. Its power density is:

$$E_s^2/120 \pi = (P_r G^2/4\pi R^2) G(\theta, \phi_i) \mu_r \quad (7)$$

where $0 \leq \mu_r \leq 1$ is the polarization-matching factor between the scattering antenna and receiving antenna. $G(\theta, \phi_i)$ is the gain factor in the direction of the receiving antenna (i.e., direction of wave $\theta, \phi_i$).

By substituting equations (5), (6) and (7) into (2), it is possible to determine the contribution of the mode term to the RCS due to antenna retransmission:

$$\sigma_e = (\lambda^2/4\pi) (\theta_i, \phi_i) G(\theta, \phi_i) \mu_r \mu_i G^2 \quad (8)$$

The above RCS equation is for two radar stations. For a single station (i.e., backscattering), because $G(\theta, \phi_i) = G(\theta, \phi_i) = G$, $\mu_i = \mu_r = \mu$. Hence, equation (8) is simplified to:

$$\sigma_e = (\lambda^2/4\pi) G^2 \mu^2 G^2 = \sigma_e$$

This equation indicates that with matching antenna polarization ($\mu = 1$) and total load reflection ($\Gamma = 1$), the mode term of RCS is equal to the product of effective reception area and gain:

$$\sigma_e = (\lambda^2/4\pi) G^2 = \sigma_e$$

The structural term of RCS is dependent upon the type and structure of the antenna. Since its scattering mechanism is similar to an ordinary scattering body, $\sigma_e$ can be calculated by conventional electromagnetic-wave scattering theory. When the size of the antenna is far greater than the radar wavelength, various high-frequency approximation methods, such as the geometric optics method, physical optics method, geometric diffraction method, and complex-ray method, are often used.\textsuperscript{8-10} Figure 2 shows the structural term of the RCS (solid line)\textsuperscript{11} in the X band of a Cassegrain antenna with primary and secondary diameter of 27 cm and 6.8 cm, respectively, using the geometric diffraction method and complex-ray method. When the secondary surface is replaced by a planar disk of identical diameter, the structural term $\sigma_e$ is shown as the broken curve.\textsuperscript{12} This demonstrates that antenna structure has a significant impact on $\sigma_e$.\textsuperscript{30}

The phase difference $\psi$ between the mode term and structure term of the scattering field is very difficult to model and calculate. It may be between zero and $2\pi$. Therefore, total RCS given by (4) varies over a range:

$$\sigma_{\text{min}} = |\sqrt{\sigma_r} - |\sigma_e| |^2 \leq \sigma \leq |\sqrt{\sigma_r} + |\sigma_e| |^2$$

$$\sigma_{\text{max}} = |\sqrt{\sigma_r} |^2$$

(11)
Usually, in order to estimate the RCS of an antenna, $\sigma_a$ and $\sigma'_{\text{antenna}}$ are considered to be similar in magnitude and $\psi = 0$. Therefore, the total RCS of an antenna is:

$$\sigma \approx (\lambda^2/\pi) G^2 = 16 \pi^2 (S_a/\lambda)^2 \quad (12)$$

where $G$ is the gain of the antenna, $S_a$ is the geometric area of the antenna aperture, and $\psi$ is antenna aperture utilization coefficient. This equation shows that for a given antenna, the higher the radar frequency is the larger the RCS becomes. Using the 27-cm-diameter antenna shown in Figure 2 as an example, assuming $\psi = 0.25$, the RCS is $\sigma = 10 \text{ dBsm}$ [decibels per square meter] at $\lambda = 3.2 \text{ cm}$. At $\lambda = 2 \text{ cm}$, $\sigma = 14 \text{ dBsm}$. Equation (12) is also applicable to linear antennas. For a shorted half-wave dipole antenna, $G\approx 1.64$, and therefore equation (12) yields $\sigma\approx 0.85\lambda^2$, which is in excellent agreement with experimental results.

IV. RCS Reduction Techniques

Usually, RCS can be reduced by shaping, using wave-absorbing materials and loading. The RCS of an antenna, which is a loaded scattering body in a special shape, can be reduced as follows.

1. Low-RCS Profile Shield

This method employs a low-RCS profile shield to cover the antenna so that the incident radar wave is scattered by the shield, instead of entering the antenna, to lower its RCS. When the antenna is not in use (such as when a terminal-guidance radar or an airborne radar is not turned on), a metal shield can be used to “camouflage” the antenna; this is known as the antenna camouflage technique. Figure 3 shows the experimental results of the RCS of a 27-cm-diameter Cassegrain antenna before and after camouflage. It shows that the RCS in the nose-cone direction could be lowered by approximately 10 dB. There are other types of antenna camouflage techniques such as “burying” the antenna into the fuselage, or rotating the antenna 90° and returning it to its normal position when in use. However, this requires sufficient space. It is structurally difficult to realize at the nose of a missile.

The above camouflage techniques cannot be used to reduce RCS when the antenna is in use. A filter type of shield may be used instead of a metal screen. It may be a high-pass, low-pass or band-pass filter, depending upon the operating frequency of the antenna and the frequency of the hostile radar (i.e., stealth frequency). The shield may be of a grid structure or an FSS (frequency selective surface) structure. Within the operating band of the antenna, the filter causes some insertion loss, but would not alter other characteristics of the antenna. With respect to other radar frequencies outside the antenna band, the filter shield has excellent reflection characteristics to prevent it from entering the antenna system. Using an inclined FSS flat plate, RCS can be reduced by approximately 10 dB.
2. Lowering RCS Within Antenna Operating Band

FSS shielding can only deal with RCS outside the operating band. It is ineffective within the operating band of the antenna. In order to lower RCS in the band, it is necessary to reduce the structure term and mode term of the scattering. To reduce the structure term, we have to use a low-RCS antenna system, such as the one we will discuss below. To reduce the mode term, it is necessary to match the load and polarization characteristics. From equation (9), with a given gain and frequency, the smaller the reflection coefficient $\Gamma$ and polarization matching factor $\mu$ are, the smaller $\sigma_e$ becomes. Figure 4 shows the dependence of $\sigma_e$ upon $\Gamma$ (or $\mu$). It shows that if the voltage reflection coefficient $\Gamma = 0.1$ (corresponding to a voltage standing wave ratio of $\rho = 1.2$), then the mode term $\sigma_e$ can be lowered by approximately 20 dB.

It is also possible to lower the RCS of the antenna with respect to an orthogonally polarized wave by using the polarization isolation property. If the antenna operates in a horizontally polarized mode, it is possible to use a vertical-grid low-RCS shield to reflect a vertically polarized wave in the band on the grid surface. A paraboloidal reflective surface may be made with a horizontal-grid structure to focus a horizontally polarized wave from the source reflected from the surface and to allow a vertically polarized incident radar wave to penetrate the surface and be absorbed by an absorbing material.

3. Load-Cancellation Technique

From equations (4) and (11) we know that the phase difference $\psi$ between the structure term and mode term has a significant impact on the total RCS. Although it is very difficult to theoretically analyze $\psi$, it can be adjusted by experimental means to make $\sigma_s$ and $\sigma_e$ cancel each other in order to reduce the total RCS. Figure 5 shows the monostatic RCS curves measured experimentally with a 27-cm-diameter Cassegrain antenna with a shorted piston added to the feeder. Changing the position of the piston shifts the phase of the reflection coefficient (i.e., the mode term of the scattering field). The total RCS of the antenna can be reduced by approximately 10 dB. Figure 6 shows the effect of a pair of pistons on a horn antenna with $G = 15.1$ dB. Under optimal conditions, its RCS can be reduced by approximately 30 dB.

In addition to adjusting $\psi$ to cancel the two terms, it is also possible to introduce an artificial load. For instance, adding a load at the reflection surface of a Cassegrain antenna can lower its RCS by approximately 3-5 dB.
The disadvantage of load cancellation is its frequency sensitivity. It can only be used in a narrow band. In order to deal with various radar frequencies, an adaptive loading technique must be used. Load amplitude and phase are adjusted on a real-time basis from detected parameters such as frequency, polarization and incident direction of the radar wave in order to reduce RCS in an optimal manner. Obviously, this would increase the complexity of the equipment tremendously.

4. Low-RCS Array Antenna Technique

Compared to an antenna with a reflective metallic surface, an array antenna system has better low-RCS characteristics. Because the structure-term RCS for a planar array antenna is proportional to the number elements, we should use high-gain low-RCS antenna elements, such as dielectric director elements or traveling wave microstrip elements, to the extent possible. In order to reduce RCS further, elements may be mounted on a suitable curved surface or directly installed on the surface of the flying object to form a "conformal" antenna array. In this case, simpler elements such as oscillator, slot, microstrip, etc., may be used. However, array design becomes very complicated. In order to obtain satisfactory antenna gain, side-lobe voltage, single-pulse sum-and-difference and beam-scanning characteristics, delicate calculations and adjustments are required. The number of antennas may be reduced by using phased-array multi-purpose antenna arrays to further lower the RCS of the target.

V. Conclusions

The study of RCS reduction of an antenna—as a strong scattering source of a flying object—has attracted attention all over the world. The preliminary discussion on antenna scattering mechanism and RCS reduction presented in this paper will aid this effort. Due to some unique characteristics of antennas, certain effective RCS-reduction methods (such as reshaping and wave-absorbing materials) cannot be directly applied to antennas. This makes stealth research on antennas very difficult. There is a great deal of theoretical and experimental work to be done in order to provide a satisfactory solution to this problem (not only lowering antenna RCS but also leaving its characteristics unaffected).
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[Text] Abstract

The scattering characteristics of military flying targets are described. High-frequency scattering mechanism, radar cross section (RCS) analysis methods, RCS reduction approaches and low-RCS target detection techniques are discussed. Some latest achievements and urgent problems are presented.
I. Introduction

Since World War II, radar has been the most effective means of target detection. With the development of electronics and computer technology, radar performance continues to improve and its capabilities are constantly being perfected. It has become a fatal threat to any offensive weapons. To defeat radar and enhance the survivability and capabilities of military targets, for over 20 years a number of powerful nations have been secretly conducting research on target scattering characteristics and stealth technology and have developed a variety of stealth airplanes and missiles.

This paper describes the scattering mechanism of the electromagnetic wave of a radar from a target in flight. The purpose is not to comprehensively present all existing theories and methods. Instead, it is focused on the latest achievements and urgent problems to be resolved.

II. High-Frequency Scattering Mechanism of Complex Target

The scattering of radar waves from a military target belongs to the domain of "high-frequency" scattering. Based on the local nature of a high-frequency field, the scattering of a complex target can be decomposed into several scattering centers. The total cross section is the sum of the RCS phases of all the individual scattering centers:

\[
\sigma = \left| \sum_{n=1}^{N} \sqrt{\sigma_n} \exp(j2\pi R_n) \right|^2
\]

where \(\sigma_n\) and \(R_n\) represent the RCS of the nth scattering center and its distance to the threatening radar, respectively. When the target attitude angle varies, the above equation predicts an extremely large RCS fluctuation (target glimmer). Less than 1° change in attitude angle can lead to 1-2 orders of magnitude of change in RCS.

Figure 1 shows a measured RCS direction pattern of a typical missile model (X-band, horizontally polarized). It shows that the target has very strong echoes from lateral scattering and the nose cone.

The major mechanism of lateral scattering is mirror reflection from the target surface. Its scattering centers include the missile body, vertical tail and wings. They can be simulated by cone, plate and angle reflectors. Because the scattering mechanism is simple and easy to control, lateral scattering is not a major threat to the target.

The nose cone is a totally different story. The majority of threatening radar waves are in that area. Furthermore, there are numerous scattering centers in the nose-cone sector which are usually non-mirror scattering. The scattering mechanism is very complex and difficult to model and estimate. Therefore, it is important to study the scattering mechanism in this area.

The large-diameter concave structure at the nose cone is the most important scattering mechanism. The engine air intake is a typical concave-cavity structure. Since scattering comes from multiple interaction between the wall, flow deflector and compressor blade, it is very difficult to simulate using conventional methods. In addition, if the target has an automatic-homing nose cone, its final guidance antenna and radar compartment also form a complex concave structure. The scattering mechanism of an antenna is even more complicated than that of an ordinary object. Because an antenna is a
loaded scattering object, in addition to the structure-scattering term \( \sigma_s \), there is a mode-scattering term \( \sigma_m \) due to load mismatch. Therefore, the total RCS of an antenna is:

\[
\sigma = \sqrt{\sigma_s} + \sqrt{\sigma_m} \exp(j \psi) \tag{2}
\]

where \( \psi \) is the relative phase difference between the two scattering terms. Based on antenna theory, it is possible to derive an approximate formula to estimate the maximum RCS of an antenna\(^3\) as follows:

\[
\sigma_{\text{max}} = \frac{1}{\pi} G^2 \lambda^2 \tag{3}
\]

where \( G \) is the gain of the antenna and \( \lambda \) is the operating wavelength.

If the flying object has no nose cone and air intake, then various discontinuities at the leading and trailing edges of the wings and the tail become the major scattering mechanism. They can be treated by geometric diffraction theory. The mirror reflection from the nose of the flying object is also a conic sector scattering mechanism and can be estimated by geometric optics.

Another important scattering mechanism from the conical sector is the scattering of surface traveling waves. When an incident radar wave excites a slender object, if there is an incident electric field component along the direction of propagation on the surface, there is a surface current traveling wave. When the forward traveling wave meets a discontinuous structure (e.g., tail end, wing tip), the reflected traveling wave will produce an effective scattering echo in the nose-cone sector. It may be three orders of magnitude larger than that of the mirror echo from geometric optics.\(^6\) Unfortunately, the research on this scattering mechanism is not sufficient; it is not possible to use a simple formula to quantitatively determine the scattering intensity.

**III. Theoretical Analysis of RCS**

The RCS of a target is a complex physical quantity. It is dependent upon geometric and material characteristics of the target such as shape, dimensions and structure, as well as its electrical parameters. It is also related to the direction, wavelength and polarization of the incident wave. Using electromagnetic scattering theory and modern computer technology to estimate target RCS is an effective means in the study of target characteristics and stealth technology.

In principle, all electromagnetic scattering methods are applicable to RCS calculation. However, in practice the classical boundary-value method and integration-equation-moment method are useless for large targets. Only various high-frequency method and integration-equation-moment method are effective.\(^2,4\) The geometric optics method and geometric diffraction method can provide satisfactory estimates for curved mirror reflection and straight and curved-edge diffraction. Their inadequacy in transition and caustic zones can be corrected by a consistent diffraction method and effective electromagnetic current method, respectively. The physical optics method integrates the scattering field of surface-induced current and simplifies the process by using the standing phase principle. Satisfactory results can be obtained in the mirror direction. It may be expanded to any direction by using diffraction theory and the incremental-length diffraction coefficient. The plane-wave spectrum method employs Fourier transforms to convert the aperture field integral to a spectrum integral and uses the saddle-point method to compute the integral in approximation. The micro-wave network method is based on transmission-line theory or waveguide theory and may be used to analyze the scattering characteristics of certain structures.

Numerous studies have been conducted throughout the world. Satisfactory results have been obtained in estimating the scattering characteristics and RCS of most metallic targets. Nevertheless, there are still many challenging problems remaining involving a number of actual structures, such as dielectric antenna housings, wave-absorbing coatings and composite-material structures, antennas (re energy absorption and scattering), and concave structures such as air intakes and exhaust; there is also the problem of surface-traveling-wave scattering. They are either hard to model theoretically or difficult to compute numerically; some new methods therefore need to be developed.

The complex ray theory developed in recent years\(^7,8\) can simplify the calculation of certain targets. For instance, the complex-ray near-axis approximation method and collective-ray method can simplify the RCS calculation of layered dielectric targets (such as radomes, wave-absorbing coatings and composite wings).\(^9,10\) As for large-diameter concave structures such as air intakes, tail exhausts, bifacial wing angles, cockpits and antenna and radar housings, a complex-ray expansion method may be used\(^11,12\) to simplify complex-ray tracking and field-strength calculation. More accurate RCS results have been obtained. Figure 2 shows the modeling and experimental results of an 84 x 110 mm\(^2\) curved air inlet.\(^13,14\) The dotted curve is the calculated result, which is in good agreement with the solid-line experimental data. The line-dot curve is the result from a waveguide model. Obviously, its accuracy is poor.
IV. RCS Reduction and Stealth Technology

The purpose of RCS research is to control target scattering in order to reduce RCS in the direction of hostile radar. With regard to high-frequency scattering from a complex target, the first problem is to identify flickering points that generate intense scattering so that effective measures can be taken to suppress scattering. After strong scattering points are eliminated, some secondary or weak scattering mechanisms will become predominant factors. Hence, there is an increasingly costly price to pay in RCS reduction technology which involves constraints in manpower, financial resources, dimensions, weight and structure. Furthermore, its optimization involves a compromise of a number of factors including stealth, aerodynamics, control and guidance, and cost.

It is generally believed that radar wave-absorbing materials, external profiling and loading cancellation are three viable ways to reduce RCS. Nevertheless, these basic RCS reduction techniques will develop into different forms depending upon the target, scattering mechanism, and direction, frequency and polarization of the incoming wave.

On the side, wave-absorbing materials are the most effective way to suppress mirror reflection. A magnetic wave-absorbing material made of ferrite iron carbonyl powder has been widely coated on the surface of airplanes. Upon normal incidence onto a planar structure at the central frequency, this material can reduce reflectance by 20-30 dB. However, away from the central frequency, or coming at an angle, or onto a curved surface, the wave-absorbing effect falls off very rapidly. This is an urgent issue in the study of wave-absorbing materials. Although the frequency bandwidth can be expanded by using a structure with multiple layers which resonate at different frequencies, its use is limited by weight and thickness. Another direction in wave-absorbing materials is to develop novel composite materials to replace metallic components. It is estimated that more than one-half of structural materials used on military aircraft will be made of new wave-absorbing composite materials by the end of this century.

External profiling is another effective means to suppress scattering. This stealth mechanism is not based on energy absorption. Instead, energy is scattered outside the coverage area of the hostile radar by the external profile design. The use of wing-fuselage merging techniques, buried cockpits, V-shaped oblique tails, and elimination of tail and rudder are effective techniques to suppress strong bifacial-angle scattering. Delta wings, variable sweptforward or sweptback wings, and use of absorbent materials at the edges can significantly reduce the diffractive contribution of wing edges. Using internal weapon hangers and eliminating pods and protruding edges can further reduce target scattering at the nose cone. These techniques have been successfully used in the design of U.S. military aircraft. Stealth profiling technology is closely related to aircraft system design and some compromises are required.

In order to reduce the RCS of the nose cone, measures are first taken to improve key scattering sources such as the inlet and antenna. Changing the conventional straight air intake to a curved or variable cross-section inlet is an effective stealth method. As shown in Figure 2, the RCS of the S-shaped inlet is approximately 5 dB lower compared to that of a straight tube. Installing reflective screens on the radial surface of the inlet, adding an electromagnetic wave-interference device in the tube, inserting dielectric grids or applying absorbent
coatings on the inner wall, and using piggyback or slotted air intakes can also reduce backscattering of the nose cone. However, all these measures must not disturb the flow field distribution of the inlet and thrust performance of the aircraft.

In order to suppress antenna scattering in the nose-cone direction, the simplest and most effective method is to use an antenna disguise technique. When it is not operating, the antenna is pointing away from the nose cone. Or, a low-RCS cover is used. The disguise cover may be metallic or have a frequency-selective surface or a polarization-selected structure. Figure 3 shows a RCS directional pattern of a missile model with a disguise cover. The echo from the nose cone is significantly reduced and the peak RCS is lowered by approximately 10 dB. Frequency-selection and polarization-filtering techniques can also be used in the design of antenna reflective surfaces. Precision matching techniques can be used in the design of antenna feed sources. These methods can further reduce antenna scattering.

Compared to a reflective surface antenna, an array antenna system has a lower RCS. Using high-gain low-RCS emitting elements, changing a flat array into a curved array or conformal array, using digital phase-shifting devices and computers to realize phase-controlled scanning and adaptive beam-forming can also lower the contribution to the RCS of the antenna. However, these measures will increase complexity and cost.

There was a great deal of interest in loading cancellation technology in the 1960's. Scattered echo from passive loads can cancel the scattering from other parts. For instance, slots may be opened on conductive surfaces such as the wing. The amplitude and phase of this artificial scattering can be adjusted by connecting to cavities to reach a certain total impedance. An admittance adjustment plate may be added to the antenna waveguide to have its mode term and structure term cancel each other. Adjusting the size and position of the secondary reflective surface can make the main and secondary reflective surface cancel each other. Adjusting the depth of the main reflective surface may cause mirror reflection and edge diffraction to cancel each other. However, all passive cancellation techniques are limited by frequency band, polarization and incident direction. To obtain cancellation effects of practical value, it is necessary to use an adaptive active loading technique. Based on the intensity, waveform, frequency, polarization and incident direction of the hostile radar detected, the reflection characteristics of the target are quickly calculated. Then, the waveform, amplitude and phase of the artificially added pulse are immediately adjusted to obtain the optimal RCS reduction. Due to the complexity of technology and equipment involved, this technique has not been used in any weapons system.

Anti-radar stealth technology often employs a number of techniques mentioned above. It was estimated that an optimal profile design could have a 5-8 dB effect. Wave-absorbing materials could reduce RCS by 7-10 dB. Special measures such as air intakes, antennas and passive loading could lower it by 4-6 dB each. Through a combination of various techniques, modern military aircraft has achieved a stealth effect of over 20 dB. The B-2 bomber is a milestone in the modernization of the U.S. Air Force. Figure 4 shows its external appearance. The aircraft is 21 m long and 5.2 m high. Its wingspan is 52 m. It has delta wings but no tail. It has a sawtooth-shaped trailing edge. The leading edge uses a honeycomb structure made of an absorbing material. Its surface is
Engines installed on top of wings

Leading edge made of honeycomb material coated with special materials

Exhaust is cooled and heat is dissipated by a choke

No vertical tail or rudder

Cockpit glass is made of a special material capable of preventing radar waves from entering the cockpit

Figure 4. External Profile of the B-2 Bomber

coated with a wave-absorbing film. Composite fiber-reinforced carbon and epoxy materials are used internally. Four engines are mounted on top of the wings. The canopy is made of a transparent glass capable of reflecting microwaves. There is no vertical tail or rudder. After taking these measures, it was reported that its RCS is only 0.3-0.5 m². Compared to B-52, it has achieved a 23-25 dB stealth effect.

V. Counter-Stealth Detection Technology

In order to deal with developing stealth technology, counter-stealth theory and technique are also being investigated. However, they are far from being as mature as stealth technology. Currently, counter-stealth technology is primarily focused on problems associated with stealth technology. New radar systems or electromagnetic scattering theories are used to detect low-RCS targets.

An effective counter-stealth method is to build an air-defense radar network over a very wide frequency range. Since the present stealth measures (especially wave-absorbing materials) are primarily for centimeter-wave radar, the RCS reduction effect falls off rapidly with increasing and decreasing frequency. Therefore, developing millimeter-wave and sub-millimeter-wave radar at the high-frequency end and meter-wave and centimeter-wave radar or short-wave over-the-horizon radar at the low-frequency end can lower the effectiveness of the stealth effect. In addition, it is very hard to jam a wide-band air-defense radar network. This is what we need to counter aircraft with both stealth and radar-jamming capability.

Further improvement of existing radar systems can also suppress stealth effects to some extent. Increasing transmission power is undesirable because it increases the probability of exposure. More advanced signal-processing techniques should be used to improve the detection capability. An adaptive detection scheme for the polarization characteristics of scattered waves from the target should be used. Based on the phase-coherence behavior of a multiple-scattering center, a multi-channel receiver system is used to adaptively adjust amplitude, and phase in order to superimpose the same phase. Synthetic aperture and inverse synthetic aperture theories are used to raise the cumulative number of pulses of similar parameters. Pulse compression techniques can be used to raise the mean transmission power while ensuring the range resolution. These measures can improve the detection capability of existing radar systems of low-RCS targets.

Since most stealth measures are taken specifically against a single radar station below, it is not difficult to detect existing stealth airplanes by constructing a dual or multiple radar station system or developing airborne early-warning platforms with downward-looking capability.

Developing passive electronic transducers such as passive radar and infrared sensor technology are also effective ways to counter low-RCS targets. A highly sophisticated system can receive sufficient information from the electromagnetic radiation and thermal radiation from a stealth aircraft to complete a number of passive measurements such as location and speed. Passive systems are receiving more attention than active radar systems.

New theories in electromagnetic scattering and backscattering can be used to develop some novel target detection and identification techniques. For example, a radar without a carrier frequency can be developed based on the impact effect of the target in response to a very narrow single-cycle wave. The pole and natural resonant frequency of the target can be extracted by an oblique response method or singularity-expansion method. In addition, the scattering characteristics of the target are
used to analyze the scattering field and to process back-scattering in order to achieve target detection and identification. These new theories and techniques are still in an exploratory stage and are some distance away from being used in the field.

VI. Conclusions

Stealth technology, developed based on target scattering characteristics and RCS studies, and high-energy laser weapons and cruise missiles are the three major technical innovations in military science in the 1980's. They will bring new dimensions to weapons development in the 1990's and in future wars. In addition, they will promote new developments in a series of technical fields such as aeronautics, astronautics, mechanical engineering, electronics, computer science, chemical engineering and materials science. There are still a large number of challenging theoretical topics and key technical issues to be resolved in stealth and counter-stealth technology. Various nations are conducting additional studies on these subjects.

The author wishes to thank Professors Lin Weigan and Xie Chufang for their concern and guidance.
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[Excerpts] Abstract

Complex astigmatic wave theory is an effective method for analyzing the electromagnetic characteristics of 3-D radomes. In this work, numerical results of an ellipsoidal radome are expressed in terms of stereoscopic graphs. Compared with experimental results, this method can effectively simplify the analysis, calculation and design optimization of dielectric radomes.

I. Introduction

Developments in modern aeronautic and astronautic technology have imposed very demanding requirements for radomes. In addition to meeting aerodynamic and mechanical properties, electrical properties must also be satisfied. However, due to the presence of the dielectric interface of the radome, the directivity diagram of the antenna must be distorted and the inherent characteristics of the radar are affected. Therefore, methods for designing satisfactory radome from theoretical analysis and optimization calculation has attracted a great deal of interest. The study of the electromagnetic properties of radomes involves transmission and scattering of high-frequency electromagnetic waves in dielectric layers. Conventional methods such as the geometric optics method, physical optics method, plane-wave-spectrum surface integration method and microwave network
method are often used. However, difficulties are encountered in numerical analysis and integration involving 3-D radomes with arbitrary curvature and structure. In this paper, spatial geometry and complex astigmatic wave theory are used to study the electromagnetic characteristics of an arbitrary 3-D radome in order to avoid complicated field integration. Furthermore, theoretical analysis and numerical results of an ellipsoidal sandwich radome are shown as an example and compared with experimental data. It was found that complex astigmatic wave theory is an effective way to analyze the 3-D propagation and scattering of focused beams.

IV. Numerical Analysis

Based on the complex astigmatic wave theory described above, computer modeling for the ellipsoidal radome shown below in Figure 2 is performed. Its medium interface equation is:

\[ r_i = (x, y, z; \sqrt{1 - x^2/a_i^2 - y^2/b_i^2} - 500) \] (21)

where \( i = 1, 2, 3, 4 \), represents the interface layer number; \( a_i = b_i = 265 \text{ mm}, c_i = 1,295 \text{ mm}; a_2 = b_2 = 265.5 \text{ mm}, c_2 = 1,295.5 \text{ mm}; a_3 = b_3 = 269.5 \text{ mm}, c_3 = 1,299.5 \text{ mm}; a_4 = b_4 = 270 \text{ mm}, c_4 = 1,300 \text{ mm}; \) dielectric constant of the medium \( \varepsilon_1 = \varepsilon_3 = 3.2, \tan \delta_1 = \tan \delta_3 = 1.4 \times 10^{-2}; \varepsilon_2 = 1.08, \tan \delta_2 = 2.4 \times 10^{-3}; \) operating wavelength \( \lambda = 31.689 \text{ mm}; \) complex astigmatic wave width parameter \( b_{H} = 333.28 \text{ mm}, b_{E} = 1,327.5 \text{ mm}, \) phase center position \( \Delta_{H} = 4.6\lambda \text{ and } \Delta_{E} = 1.4\lambda. \)

Under the above experimental conditions, sum-and-difference wave-penetration directivity diagrams of the radome were calculated and measured. Figure 3(a) shows the measured and calculated directivity diagrams on the H-plane when the sum wave penetrates the ellipsoidal radome and in the absence of the radome when \( \zeta_{0} = 0^\circ. \) The figure shows that the theoretical and experimental results are in good agreement for the main lobe. Its accuracy coincides with the error analysis. However, there is some error on the side lobe. Nevertheless, this error is acceptable for engineering applications when applying this theory to the study of scattering and propagation properties in three dimension.

Figure 3(b) and (c) represent theoretical values of 3-D stereoscopic graphs of the sum wave without and with the radome, respectively. In these figures, \( x \) and \( y \) are the rectangular coordinates of the observation point \( P(x, y, z). \) Further, \( x^2 + y^2 + z^2 = R^2, \) where \( R \) is the spherical radius of the observation region. Its transmission coefficient is \( K = 97.21 \text{ percent}. \) This shows that this ellipsoidal sandwich radome has a considerably high transmittance in the nose-cone direction.

Figure 4(a) shows directivity diagrams of the difference-wave radiation field and penetration field through the radome on the H plane with \( \zeta_{0} = 0^\circ. \) Because \( \zeta_{0} = 0^\circ, \) the penetration field does not produce any angular deflection due to system symmetry.

Figure 4(b) and (c) show the theoretical results of the difference-wave scattering field and penetration field across the radome. Thus, the 3-D directivity diagram of the difference wave can be visualized.

Figures 5 and 6 show the theoretical and experimental results of the scattering field and penetration field on the H plane for the sum-and-difference wave and its theoretical stereoscopic graph at \( \zeta_{0} = 15^\circ. \) Since the transmitting antenna is not symmetric with respect to the radome at this emission angle, an angular deflection is resulted. The zero depth rises and difference slope declines. Consequently, radar performance deteriorates.
Figure 3. Calculated and Measured Directivity Diagrams for an Ellipsoidal Radome at $\zeta = 0^\circ$

(a) Comparison of theoretical and experimental sum-wave-penetration field values on the H plane. Solid line—
theoretical sum-wave value without radome, broken line—theoretical sum-wave field after penetrating the radome;
xxx—experimental sum-wave value without radome, ooo—experimental sum-wave-penetration field. (b) 3-D sum-
wave stereoscopic graph without radome (theoretical). (c) 3-D sum-wave stereoscopic graph with radome (theoretical).
Figure 4. Calculated and Measured Directivity Diagrams for an Ellipsoidal Radome at $\zeta_w = 0^\circ$

(a) Comparison of theoretical and experimental difference-wave penetration field values on the H plane. Solid line—Theoretical difference-wave value without radome, broken line—Theoretical difference-wave field after penetrating the radome; xxx—Experimental difference-wave value without radome, ooo—Experimental difference-wave penetration field. (b) 3-D difference-wave stereoscopic graph without radome (theoretical). (c) 3-D difference-wave stereoscopic graph with radome (theoretical).
Figure 5. Calculated and Measured Directivity Diagrams for an Ellipsoidal Radome at $\zeta_0 = 15^\circ$

(a) Comparison of theoretical and experimental sum-wave penetration field values on the H plane. Solid line—theoretical sum-wave value without radome, broken line—theoretical sum-wave field after penetrating the radome; xxx—experimental sum-wave value without radome, ooo—experimental sum-wave penetration field. (b) 3-D sum-wave stereoscopic graph without radome (theoretical). (c) 3-D sum-wave stereoscopic graph with radome (theoretical).
Figure 6. Calculated and Measured Directivity Diagrams for an Ellipsoidal Radome at $\zeta_n = 15^\circ$

(a) Comparison of theoretical and experimental difference-wave penetration field values on the H plane. Solid line—theoretical difference-wave value without radome, broken line—theoretical difference-wave field after penetrating the radome; xxx—experimental difference-wave value without radome, ooo—experimental difference-wave penetration field. (b) 3-D difference-wave stereoscopic graph without radome (theoretical). (c) 3-D difference-wave stereoscopic graph with radome (theoretical).
V. Conclusions

The complex astigmatic wave theory used in this work expands the use of such a technique from 2-D or main plane problems to 3-D, providing some theoretical basis for realistic modeling of focused beams. It makes the study of propagation and scattering of focused beams in a complicated environment possible. However, because this complex astigmatic wave theory is based on geometric optics, it is only applicable to high-frequency electromagnetic wave fields. In addition, this focused-beam model is only used to simulate the scattering and transmission on the main lobe, which also limits the range of applications of this theory.

As a developing theory, there are still many problems to be resolved. For instance, the analysis of electromagnetic astigmatism of a dielectric medium and the transmission mechanism of complex astigmatic waves in medium with loss, dispersive medium, and anisotropic medium need to be investigated.

The author wishes to thank Professors Xie Chufang [6200 5710 2455] and Ruan Yingzheng [7086 4481 6927] of the University of Electronic Science and Technology of China for their guidance and support.
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Analysis of Target RCS by Complex Ray Expansion

This paper presents a simple method for calculating the scattering characteristics of a complex target based on complex-ray analysis and Gaussian-beam expansion of the field. Because the complex-ray method is not limited by target shape, this method may be used with any target. In this paper, a rectangular air intake is used as an example to calculate its radar cross section (RCS). Comparison of the calculated values with the measured results indicates that this method is feasible.

1. Introduction

With the advancement of stealth technology, in order to study the electromagnetic scattering characteristics of military targets, computation of RCS has received a great deal of attention. The methods used include the geometric optics method, physical optics method, geometric diffraction method, planar-wave spectroscopy method and microwave network method. These methods are effective in dealing with simple targets and small-scale models. However, complicated boundary conditions and realistic-size targets will be limited by computer memory, computation time and complexity of equations. The purpose of this study is to explore the feasibility of using Gaussian-beam expansion and complex-ray analysis to calculate the RCS of a complex target.

2. Gaussian-Beam Expansion and Complex-Ray Method

From complex-ray analysis, a complex point-source field is a focused beam toward a fixed direction in real space. It falls off rapidly on both sides of the axis like a Gaussian function. Therefore, when the incident field is the scattering field of a needle-shaped beam (e.g., radar beam), a Gaussian beam is a very good approximation. Hence, the electromagnetic scattering characteristics of the target can be calculated by complex-ray theory. However, when the target is far away from the transmitting radar, the target receives a near-planar-wave field. In this case, it is not possible to use a Gaussian beam to approximate a plane-wave field. It is necessary to expand the plane wave into a Gaussian function to use complex-ray theory for analysis.

As for Gaussian expansion, there is not yet a precise way to solve this problem. Function expansion is a pure mathematical problem. To expand a function into a linear combination of another series of functions, the key is to solve the expansion coefficients.

A basic Gaussian function can be expressed as

\[ G(x) = \sqrt{\frac{2}{\pi T}} \exp\left(-\frac{x^2}{2T^2}\right) \]  

Because a Gaussian function is not orthogonal, in order to expand a function into the sum of a series of Gaussian functions, the expansion coefficients cannot be determined one by one. It is not possible to express it by an analytical equation. Since the 1980’s, some researchers have been using biorthogonal functions to investigate the expansion of a Gaussian beam, such as Hermite-Gaussian expansion and Laguerre-Gaussian expansion.
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biorthogonal-function expansions are Gaussian-modulated orthogonal expansions. Nevertheless, the pure-Gaussian-expansion problem has not been solved.

This work uses a fitting method to expand a plane wave into a Gaussian wave (complex-point-source field). Because the signal received by a target from a distant radar is a uniform plane wave, it may be expressed by a series of uniform complex point sources of equal amplitude and phase. As shown in Figure 1, let us assume that \( E_i \) is the uniform plane wave received by the target, \( s_0, s_1, s_2, \ldots \) are a series of point sources with beam vector \( \mathbf{b} \) and spacing \( \Delta y \). By properly selecting \( \mathbf{b} \) and \( \Delta y \), it is possible to make the summation equation have a sufficient fitting accuracy.

\[
E_i \approx \sum_{l} \frac{C}{\sqrt{kR}} \exp(kb) \exp\left[\frac{k(y - l\Delta y)^2}{2b}\right],
\]  

\( l \) is an integer \( (2) \)

![Figure 1. Gaussian Beam Fitting of a Uniform Plane Wave](image)

With these equivalent complex-point sources, complex-ray theory can be used to analyze the electromagnetic scattering of the target. In near-axis complex-ray approximation, based on the attribute of the real part of the center complex ray, the tedious searching process can be avoided. The axial field can be determined simply by using the real ray trajectory.\(^6\)

\[
E_\rho = -\frac{\omega \mu_0}{\sqrt{8\pi |I_0| L_i}} \tilde{T}_M \tilde{D}_M e^{i\mathbf{k}_0 \cdot \mathbf{r}_M} \]  

(3)

where \([\tilde{t}]L_i\) is the optical path traveled by the center complex ray before scattering upon meeting any obstacle or medium interface, \([\tilde{t}]T_M\) is the overall complex transmission coefficient, \([\tilde{t}]D_M\) is the overall complex diffusion factor, and \([\tilde{t}]e\) is the total optical path along complex-ray scattering. After the axial field is found, then complex-phase and complex-amplitude correction are made for the beam axial field based on the perturbation principle.\(^6\) The approximate field at any observation point away from the main axis can be determined. As shown in Figure 2, the field at point \( P_0 \) on the main axis is known. Then, the field at point \( P \) off the center axis is:

\[
E_r \approx E_\rho e^{j\mathbf{k}_0 \cdot \mathbf{L}} \]  

(4)

where \( \Delta[\tilde{t}]L = d^2/(2[\tilde{t}]D_r) = d^2/[2(\tilde{t})f_0 + L_r] \); \( d = \mathbf{PP}_0 \) is the perturbation distance; \([\tilde{t}]f_0\) is the complex distance between the imaginary image point \([\tilde{t}]F_0\) to the point of reflection \([\tilde{t}]A\); \( L_r \) is the distance between the point of reflection to point \( P_0 \) on the axis.

It needs to be pointed out that in complex-ray expansion it is necessary to track and calculate every complex point source and the fields must be summed up to determine the total field at the observation point. However, because of the fast drop-off of the point source field, not all points are contributing to the field at a specific observation point. Therefore, integration or summation is carried out within a finite range. Thus, computation can be simplified to raise the speed.

3. Numerical Results

Figure 3 shows a 255-mm-long metal air intake with a 57 mm x 57 mm rectangular cross section. The figure also shows the track of a ray. A 1,500-line program in C language on an IBM PC/XT was written for ray-tracking and field-summation. Figure 4 shows the calculated results for the model shown in Figure 3; it is compared to the experimental and calculated results reported in references 7 and 8. From
the figure, the results calculated in this work coincide better with the experimental data. Figures 5 and 6 are the 241 RCS values calculated between -60° and +60° at 0.5° apart under vertical and horizontal polarization, respectively. From the figure, the overall RCS varying tendency agrees with measured results. Because the ray reflects many times in the air intake, when the angle varies slightly, RCS fluctuates quite a bit. In addition, the advantage of shown in Figure 4 are 2° apart) only takes 124 s of CPU time. On the average, it takes approximately 2 s to track and sum each point. This is very important for treating more complicated targets.

Figure 3. Computation Model

the method is its fast speed. Total computation of RCS over the range from -60° to +60° with 2° increments (results

Figure 4. Calculated Results of Model Shown in Figure 3 and Comparison With Results in References 7 and 8

Dotted line⑦—measured; broken line⑧—experimental; solid line⑨—experimental; -.-—this work, calculated; (horizontal polarization, \(\lambda = 3.2587\) cm)
Figure 5. RCS of Model Shown in Figure 3 Under Vertical Polarization

Figure 6. RCS of Model Shown in Figure 3 Under Horizontal Polarization
4. Conclusions

In this work, complex point sources are used to fit a plane-wave field in order to analyze the RCS of a complex target using a near-axis complex-ray approximation method. Based on the example, this method is simple and feasible, and deserving of further investigation and promotion. For example, this method can be used to calculate electromagnetic scattering of complex large-aperture cavities such as a snake-shaped inlet, an intake coated with wave-absorbing material, antenna dome, antenna and radar housing. Relevant results will be published later.
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