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1 Introduction

We have studied, developed and examined solutions to the problems of 3-D scene and image sequence representation and new view synthesis. We also have developed a video resolution enhancement algorithm. This report summarizes our efforts in each area.

2 Depth-Based Representations for Image Reconstruction and New View Synthesis

The problems of image sequence compression and new view synthesis have both received a lot of attention recently. In the former case, it is desired to compactly represent the original image set by exploiting redundancy and correlation. This issue is particularly important in applications of storage and transmission. In contrast, the goal of new view synthesis is to generate arbitrary viewpoints of a given scene primarily for visualization purposes. Notice that there exists a tradeoff between representation size and the quality of the synthesized images: As more views of the scene are added to the representation, the image quality increases as does the representation size. Hence, an interesting problem is to consider both problems at once; that is, construct a compact representation which reconstructs the original images and synthesizes new views.

We developed two depth-based representations to address these problems. The first approach involves several so-called reference frames for which depth and intensity information are both defined. New views are generated by warping the reference intensity and depth data in a manner similar to view interpolation techniques [3, 6, 14, 1, 2, 11, 5]. The second approach integrates all available information with respect to a single reference frame akin to layered representations [7, 21, 19, 22]. The representation then consists of a multivalued array of depth and intensity values which overcomes occlusions and redundancy [4]. These depth-based representations both assume the given image sequences arise from a static 3-D scene captured by a moving camera restricted to the x-y plane. Note that the exact motion of the camera is unknown a priori and will be estimated.
2.1 Depth Estimation and Synthesis

Given an image sequence, it seems intuitive to compute depth pairwise between the reference frame and each of its neighbors to generate local "depth maps". Since every frame is related by a planar translation, depth estimation can be accomplished by 1-D correspondence matching along the parallel epipolar lines. In [1], the $l_2$ norm of intensity error is minimized over possible depth values using adaptive neighborhoods $\mathcal{N}$:

$$\min_d \left\{ \sum_{(u,v) \in \mathcal{N}} \|I_k(u, v) - I_i(u', v')\|^2 \right\}$$

(1)

where predicted coordinates $(u', v')$ and disparity $d$ are related to a candidate motion vector $(m, n)$ by

$$u' = u + m$$

(2)

$$v' = v + n$$

(3)

$$d = \sqrt{m^2 + n^2} = \frac{f}{z} \sqrt{b_x^2 + b_y^2}.$$  

(4)

While pairwise matching leads to reasonable depth results, multiframe approaches perform even better by reducing ambiguity and increasing accuracy when camera motion is known. To compute depth for a particular frame, a variant of Okutomi and Kanade's multiple-baseline algorithm is used [16]. The approach consists of finding the inverse depths that minimize the sum of component intensity errors. More precisely, suppose there are $M$ images denoted by $I_i(\cdot, \cdot)$ and let $k \in 1, 2, \ldots, M$ be the reference frame. Then, the goal is to compute inverse depth $\zeta$ for every desired point with the following expression

$$\min_{\zeta} \left\{ \sum_{i \neq k}^M \sigma_i \left( \sum_{(u,v) \in \mathcal{N}} \|I_k(u, v) - I_i(u', v')\|^2 \right) \right\}$$

(5)

where $\mathcal{N}$ is a local neighborhood around the pixel of interest, $\sigma_i$ indicates the influence of frame $i$, and $(u', v')$ are the predicted image coordinates. For planar translation, they are given by

$$u' = u - fb_{xi}\zeta$$

(6)

$$v' = v - fb_{yi}\zeta$$

(7)

Assuming the baselines $(b_{xi}, b_{yi})$ are known a priori or else computed, one can proceed to estimate the inverse depths $\zeta$ using Eqn (5) for all desired points in the frame.

Our implementation of the multiple-baseline algorithm differs from Okutomi and Kanade's in several ways. First, adaptive neighborhood sizes for $\mathcal{N}$ are employed to improve estimation in low-textured regions. The neighborhood is automatically adjusted according to the
local variance of neighboring intensities [5]. Next, instead of normalizing the largest baseline to be 1, one of the shorter baselines is considered to have unity baseline. This feature permits wider baselines to be included without drastically increasing computational time.

Because wider baselines may be used, occlusions in the scene will pose a larger problem in multiframe matching. The effects of occlusions are mitigated by the addition of $\sigma_i$ in Eqn (5) which will be on only for the frames in which the point is visible [4].

2.2 View Synthesis

Once a dense depth map has been computed using either pairwise or multiframe matching, it is relatively straightforward to warp the reference information to synthesize new views of the scene. The procedure consists of regarding the depth map as a deformable mesh of quadrilateral patches [5]. Vertices of each patch are warped by the appropriate transformation. For reconstruction of the original images, the transformation is simply

$$u' = u + \frac{fb_x}{Z}$$

$$v' = v + \frac{fb_y}{Z}$$

where $f$ is the focal length, $(b_x, b_y)$ is the amount of planar translation, and $Z$ is the depth corresponding to point $(u, v)$. Alternatively, off-plane views may be obtained by using the transformation

$$u' = \frac{r_{1,1}X + r_{1,2}Y + r_{1,3}Z + \Delta x}{r_{3,1}X + r_{3,2}Y + r_{3,3}Z + \Delta z}$$

$$v' = \frac{r_{2,1}X + r_{2,2}Y + r_{2,3}Z + \Delta y}{r_{3,1}X + r_{3,2}Y + r_{3,3}Z + \Delta z}.$$  

The interior is rendered using a traditional 2-D scan-line algorithm and Z-buffering to ensure the proper depth ordering [8]. Patches which transcend depth edges are not rendered since they may lead to “smearing” [5]. In the end, it is possible for the final image to contain “holes” which correspond to slight inaccuracies in the estimated depth or to regions unseen in the original frames.

To illustrate this synthesis procedure, consider frame 35 from the Mug sequence in Section 2.3 as shown in Figure 1 (a). Pairwise matching is performed between frame 35 and every one of its neighbors. The local depth maps are then combined to form Figure 1 (b). Figure 1 (c) is the result of warping every pixel according to its depth to synthesize a translated virtual camera.

2.3 View Interpolation

It is clear from Section 2.2 that novel views of the scene may be synthesized quite accurately and easily from a single reference intensity-depth pair. Further improvements can be made
Figure 1: Example of synthesizing new view from a single reference pair: (a) intensity image frame 35 of Mug; (b) corresponding depth map; and (c) synthesized view. The depth map is quantized to 256 gray levels where the depth is inversely related to the brightness. Note that depth has also been histogram equalized to show the contrast between the object and the surrounding background. Holes shown in red correspond to regions that become uncovered.

by introducing a second or multiple reference pairs. Hence, our first proposed representation consists of employing multiple reference pairs. One may derive this representation using the techniques described in Section 2.1 in the following steps:

1. Compute dense depth for every reference frame.
2. Estimate motion between reference frames.
3. Discard neighboring frames to form representation.
4. Generate view estimates and combine to form desired view.

Figure 2: Reconstruction of horizontal view from reference frame 35 and 65 of Mug: (a) intensity image frame 65 of Mug; (b) corresponding depth map; (c) view estimate using only reference frame 65; and (d) reconstructed view combining view estimates.
Figure 3: Reconstruction of vertical view from reference frame 35 of Mug and frame 37 of Mug2: (a) intensity image frame 37 of Mug2; (b) corresponding depth map; and (c) reconstructed view.

The above steps are applied to a real-world scene filmed by a cam-corder undergoing unknown horizontal translation at two different elevations. The two sequences, known as Mug and Mug2, were digitized to $320 \times 240$ and subsampled temporally to obtain eighteen Mug frames and seven Mug2 frames. Three frames, frames 35 and 65 from Mug and frame 37 from Mug2, were chosen to serve as reference frames; Figures 1, 2, and 3 show these reference pairs, respectively.

Using reference frames 35 and 65, the midpoint view along the same horizontal trajectory is chosen to be reconstructed. Using only reference frame 35 or 65 leads to the view estimates shown in Figure 1 (c) and Figure 2 (c), respectively. Since the holes in the view estimates do not overlap, one would expect improved results after combining the view estimates. As shown in Figure 2 (d), the combined result quality is good for the most part. The horizontal edges, e.g. top of the door, top of the mug, specularities in front of the stool, and the drawers, have been reconstructed quite well. The proposed approach takes care of problems in occluded regions; there are only a few errors to the right of the mug and near the mug handle. These artifacts arise because the depth edges were not localized perfectly.

To generate a view not originally scanned by the cam-corder, reference frames 35 and 37 are used to synthesize the midpoint on the vertical trajectory relating the two views; the result is given in Figure 3 (c). The image is a reasonable estimate of the desired view. As before, the most troublesome region in the image lies inside the handle of the mug.

More interesting views not necessarily confined to the x-y plane may be reconstructed with this representation. For instance, the viewpoint of a camera translated toward the scene can also be rendered quite easily; the resulting image is given in Figure 4 (a). Note that this view differs from a simple "zoom-in" since the latter requires only a larger focal length and it does not uncover occluded regions. The two regions above the stool are marked red because none of the reference frames has information about what lies behind the stool in the scene. Figure 4 (b) shows the view translated away from the scene with the uncovered
regions marked accordingly. Finally, Figure 4 (c) shows an oblique view of the scene taken by rotating the camera 10° clockwise and translating along both the x and z axes. The quality of the synthesized image is quite good given the amount of uncovered regions.

2.4 Multivalued Representation

In representing a 3-D scene, it is common for the images to be very similar and to exhibit a lot of redundancy. This fact is especially true when the images come from arbitrary translational motion in the x-y plane since the depth of scene points remains fixed in all the images. One possible compact representation for this case would involve remapping all visible information with respect to one particular frame. We thus consider exploiting the redundancy to form a multivalued representation (MVR) of depth and intensity. The MVR separates information into levels of occlusion and can easily handle points occluded from reference viewpoint.

Figure 5: Block diagram for the multivalued representation.

To build a MVR from a set of images, one first selects a single frame, denoted as the primary reference frame or PRF, for which the representation is defined. As diagrammed in Figure 5, the following steps are then performed:
1. Estimate motion parameters between PRF and each neighbor.
2. Calculate dense depth for PRF using multiframe algorithm.
3. Compute depth for new information in other frames.
4. Fit piecewise 3-D surfaces through depth maps.
5. Merge and reduce data to produce final MVR.

The final result consists of a multivalued array of intensities and depths corresponding to the primary reference frame. Notice that the information contained in the MVR consists of the union of intensity and depth that can be extracted from the original image data.

![Image of Mug and Mug2 sequences]

Figure 6: Example of estimating new information: (a) intensity PRF 50 of Mug; (b) depth PRF 50; (c) intensity frame 21 of Mug; and (d) new information in frame 21 wrt frame 50. As expected, the algorithm identifies the cubicle located behind the mug as well as the right border of the image, both obscured from view in frame 50.

As before, we consider the Mug and Mug2 sequences, where only nine frames of Mug and four from Mug2 are used. Frame 50, shown in Figure 6 (a), is selected as the primary reference frame for the representation. Using the multiframe algorithm leads to the depth map found in Figure 6 (b). Notice the accuracy of the estimated depths especially the descending walls. The synthesis techniques of Section 2.2 may be applied to this depth map to obtain an estimate of, say, frame 21. If this view estimate is compared with the original image (see Figure 6 (c)), one can easily extract the new information contained in frame 21 with respect to the PRF as shown in Figure 6 (d).

Applying the above algorithm, dense depth corresponding to the points visible from the PRF as well as points occluded in this frame are recovered. The intensity and depth information in level 0 are shown in Figures 7 (a) and (b). Points shown in blue correspond to regions without intensity and depth. The shape of the mug and the stool have been recovered quite well. Notice that the left and right sides descend in depth as expected. Also, the dimensions of the original image have been expanded and the points seen along the borders have been recovered. Even the legs of the stool have been extended.
Figure 7: Recovered information for level 0 of the MVR: (a) intensity and (b) depth. The depth is quantized to 256 gray levels where the depth is inversely related to the brightness. Note that depth has also been histogram equalized to show the contrast between the object and the surrounding background.

Figures 8 (a) and (b) show the recovered information in the second level of the MVR. Most of the information corresponds to points that are located behind the mug. The cubicle and the wall are both recovered from behind the mug since they were seen in some of the original images. Moreover, the ground obscured by the stool is revealed in this level. By filling in points from level 0 as in Figure 9, it appears that the mug and most of the stool have been removed. Notice that the bottom portion of the legs and part of the stool remain since the regions behind them were occluded in the original images.

Figure 8: Recovered information for level 1 of the MVR: (a) intensity and (b) depth. The cubicle located behind the mug was recovered in both intensity and depth domains. Also the wall behind the mug handle and the floor behind the stool are revealed.

The reconstruction techniques of Section 2.2 are applied to generate the original images. As an example, Frame 21 has been reconstructed in Figure 10 (a). Notice that the reconstructed quality is quite good. Similar quality is obtained in the other reconstructed images as seen in Figures 10 (b)–(d). The average PSNR for reconstructed images is 30.707 dB.
Figure 9: Points from level 1 are combined with points from level 0 to put the representation in context.

Figure 10: Examples of reconstructed views using MVR: (a) frame 21; (a) frame 37; (a) frame 40; and (d) frame 80.

Synthesized views of the scene may be generated in a similar manner. Translations toward and away from the scene are given in Figures 11 (a) and (b), respectively. Figures 11 (c) and (d) show the virtual camera undergoing arbitrary motion. Despite an increase in the number of artifacts for these views, the resulting images are reasonable and provide a convincing sense of depth.

3 Multiframe Spatial resolution Enhancement

Much recent research has focused on using signal processing to enhance the spatial resolution of images. The problem is one of image interpolation, where unknown pixels must be determined by using the constraints provided by the known pixel values. Since single frame interpolation methods are inherently limited by the amount of data available to constrain the solution, multiframe methods have been proposed to add constraints to the problem. Multiframe approaches depend on a motion estimation stage which enables combination of several low resolution frames.

We developed a two-stage technique to produce each high resolution frame of the video sequence. The general technique is shown in Figure 12. First, we use a registration technique
Figure 11: Examples of synthesized views using MVR: (a) translation toward scene; (b) translation away from scene; (c) and (d) arbitrary rotation and translation.

to determine a dense set of subpixel accuracy candidate motion vectors for several low resolution frames relative to a reference low resolution frame. Choosing a set of motion vectors per pixel instead of a single estimate is motivated by our model of the imaging process and the knowledge that perfect motion estimation is not possible in general. Next, we incorporate a sequence of low resolution frames into an initial high resolution frame estimate using the motion estimation results. Then, we apply an iterative algorithm which uses the low resolution pixel intensity and motion estimation constraints to improve the quality of our initial high resolution estimate.

Figure 12: System diagram of enhancement algorithm.

We model the imaging process based on the operation of a CCD sensor array of a camera. Since a low resolution camera simply has a larger detector area than a high resolution camera, we model the imaging process as a spatial averaging and subsampling. If the high resolution image contains any frequencies above the Nyquist frequency then there will be aliasing in the low resolution image. This aliasing is, of course, what we wish to remove with our multiframe enhancement technique. The generalized multichannel sampling theorem [17] tells us that we can do this, provided that we have perfect motion estimates between frames. The aliasing and blurring caused by the imaging process, however, makes such perfect motion estimation impossible.
3.1 Motion Estimation

As in previous methods, we perform pairwise subpixel accuracy motion estimation for each pixel of each low resolution frame relative to a reference frame. Since our experiments will deal with enhancement by a factor of two in each dimension, we perform half-pixel accuracy motion estimation. The accuracy of motion estimation may be increased for larger enhancement factors. A novelty of our technique involves how we overcome accuracy limitations caused by the imaging process. Unlike in previous attempts, our approach is to save a small set of candidate motion vectors for each pixel in each frame, instead of limiting ourselves to a single motion estimate per pixel. This set of candidate motion estimates is obtained by saving all motion estimates within a small threshold of the “best” estimate in terms of minimum MSE. We do not simply choose the minimum MSE motion estimates because the blurring and aliasing of the imaging process sometimes cause the correct motion estimate to have a non-minimum MSE.

A second motion estimation feature we utilize to increase accuracy is using the chrominance components, in addition to the luminance component, to compute our motion vectors. Our experiments verify previous studies [9] that using color components yields significant improvement over luminance only motion estimation.

3.2 Initial Estimate

After the motion estimation stage, we use the resulting sets of candidate motion vectors to combine the low resolution intensity frames, obtaining an initial high resolution frame estimate by mapping low resolution pixels to high resolution ones. Since we have a set of motion estimates for each pixel in each low resolution frame, instead of just one estimate, several scenarios can arise. In the case where exactly one low resolution pixel maps to a high resolution pixel, we keep this pixel and the corresponding motion vector. Another possibility is multiple motion vectors, either from a single frame or from several different frames, mapping several low resolution pixels to a single high resolution pixel. In this case, we choose the pixel and motion vector with the smallest MSE. Selecting low resolution pixel intensities and corresponding motion vectors in this manner enables us to reduce all the sets of candidate motion vectors from the different frames into a final set of only one intensity and one motion-vector for each high resolution pixel. A final possibility is the existence of “holes” where some high resolution pixels have no low resolution pixels mapped to them by any of the multiple motion vectors. This possibility is the worst case because we have no intensity or motion information about the corresponding high resolution pixel. Fortunately, using multiple motion estimates per pixel greatly reduces the number of holes compared to using only a single vector per pixel. Any existing holes in the initial high resolution frame estimate may be filled by a simple interpolation technique. The iterative algorithm will modify all of these initial intensity values as described below.
3.3 Iterative Enhancement Algorithm

Our iterative enhancement technique, based on Landweber’s algorithm [13], uses the combined motion estimates along with the low resolution intensity frames to iteratively modify the initial estimate. The process adjusts the high resolution estimate, according to the constraints provided by the low resolution intensities and the motion estimates, to converge upon the final high resolution frame estimate. The iterative technique relies on the fact that our only information about the original high resolution frame is embedded in the sequence of low resolution frames. At each iteration we apply a simulated imaging process to the current high resolution estimate to obtain a set of simulated low resolution frames. We then compare the set of original low resolution frames with this set of simulated frames and modify the high resolution estimate in such a way as to make the simulated set of frames more closely match the original ones at the next iteration. This approach quickly converges to the final high resolution estimate.

3.4 Results

To test our approach and compare it with other methods, we applied our technique to the Foreman sequence. We also applied bilinear interpolation and cubic B-spline interpolation to compare with our method. Figure 13 shows the qualitative results and Figure 14 shows the quantitative results for the Foreman sequence. The average PSNR is 27.78 dB when using bilinear interpolation, 28.71 using cubic B-spline interpolation, and 31.29 dB using our multiframe algorithm, i.e., a gain of 3.51 dB and 2.58 dB over bilinear and cubic B-splines algorithms.
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Figure 13: Foreman video sequence: (a) Original high resolution frame, (b) low resolution frame, (c) cubic B-spline interpolation, (d) multiframe estimate.


Figure 14: SNR plots of various techniques applied to the *Foreman* sequence.