Program Analysis via Graph Reachability

Thomas Reps
Computer Sciences Department
University of Wisconsin
1210 West Dayton Street
Madison, WI 53706, USA
reps@cs.wisc.edu
http://www.cs.wisc.edu/~reps/

Abstract

This paper describes how a number of program-analysis problems can be solved by transforming them to graph-reachability problems. Some of the program-analysis problems that are amenable to this treatment include program slicing, certain dataflow-analysis problems, and the problem of approximating the possible "shapes" that heap-allocated structures in a program can take on. Relationships between graph reachability and other approaches to program analysis are described. Some techniques that go beyond pure graph reachability are also discussed.

1. Introduction

The purpose of program analysis is to ascertain information about a program without actually running the program. For example, in classical dataflow analysis of imperative programs, the goal is to associate an appropriate set of "dataflow facts" with each program point (i.e., with each assignment statement, call statement, I/O statement, predicate of a loop or conditional statement, etc.). Typically, the dataflow facts associated with a program point \( p \) describe some aspect of the execution state that holds when control reaches \( p \), such as available expressions, live variables, reaching definitions, etc. Information obtained from program analysis is used in program optimizers, as well as in tools for software engineering and re-engineering.

Program-analysis frameworks abstract on the common characteristics of some class of program-analysis problems. Examples of analysis frameworks range from the gen/kill dataflow-analysis problems described in many compiler textbooks to much more elaborate frameworks [6]. Typically, there is an "analysis engine" that can find solutions to all problems that can be specified within the framework. Analyzers for different program-analysis problems are created by "plugging in" certain details that specify the program-analysis problem of interest (e.g., the dataflow functions associated with the edges of a program's control-flow graph, etc.).

For many program-analysis frameworks, an instantiation of the framework for a particular program-analysis problem yields a set of equations. The analysis engine underlying the framework is a mechanism for solving a particular family of equation sets (e.g., using chaotic iteration to find a least or greatest solution). For example, each gen/kill dataflow-analysis problem instance yields a set of equations that are solved over a domain of finite sets, where the variables in the equations correspond to program points and each equation is of the form:

\[
\text{val}_p = (\bigcup_{q \in \text{pre}(p)} \text{val}_q) \cup \text{kill}_p \cup \text{gen}_p.
\]

The values \( \text{kill}_p \) and \( \text{gen}_p \) are constants associated with program point \( p \): \( \text{gen}_p \) represents dataflow facts "created" at \( p \), and \( \text{kill}_p \) represents dataflow facts "removed" by \( p \).

This paper presents a program-analysis framework based on a somewhat different principle: Analysis problems are posed as graph-reachability problems. As will be discussed below, we express (or convert) program-analysis problems to context-free-language reachability problems ("CFL-reachability problems"), which are a generalization of ordinary graph-reachability problems. CFL-reachability is defined in Section 2. Some of the program-analysis problems that are amenable to this treatment include:

- Interprocedural program slicing.
- Interprocedural versions of a large class of dataflow-analysis problems.
- A method for approximating the possible "shapes" that heap-allocated structures can take on.

There are a number of benefits to be gained from expressing a program-analysis problem as a graph-reachability problem:

- We obtain an efficient algorithm for solving the program-analysis problem. In a case where the program-analysis problem is expressed as a single-source ordinary graph-reachability problem, the problem can be solved in time linear in the number of nodes and edges in the graph; in a case where the program-analysis problem is expressed as a CFL-reachability problem, the problem can be solved in time cubic in the number of nodes in the graph.
- The difference in asymptotic running time needed to solve ordinary reachability problems and CFL-reachability problems provides insight into possible trade-offs between accuracy and running time for certain program-analysis problems: Because a CFL-reachability problem can be solved in an approximate fashion by treating it as an ordinary reachability problem, this provides an automatic way to obtain an approximate (but safe) solution, via a method that is asymptotically faster than the method for obtaining the more accurate solution.

In program optimization, most of the gains are obtained from making improvements at a program's "hot spots", such as the innermost loops, which means that dataflow information is really only needed for selected locations in the program. Similarly, software-engineering tools that use dataflow analysis often require information only at a certain set of program points (in response to user queries, for example). This suggests that applications that use dataflow analysis could be made more efficient by using a \textit{demand} dataflow-analysis algorithm, which determines whether a given dataflow fact holds at a given point [1,39,27,7,31,14]. For program-analysis problems that can be expressed as CFL-reachability problems, \textit{demand} algorithms are typically obtained by solving single-target CFL-reachability problems [14].

- The graph-reachability approach provides insight into the prospects for creating parallel program-analysis algorithms. The connection between program analysis and CFL-reachability has been used to establish a number of results, some of which imply that there are limitations on the ability to create efficient parallel algorithms for interprocedural slicing and interprocedural dataflow analysis [29]. Specifically, it was shown that
  - Interprocedural slicing is log-space complete for \(P\).
  - Interprocedural dataflow analysis is \#P-hard.
  - Interprocedural dataflow-analysis problems that involve finite sets of dataflow facts (such as the classical "gen/kill" problems) are log-space complete for \(P\).

The consequence of these results is that, unless \(P = \#P\), there do not exist algorithms for interprocedural slicing and interprocedural dataflow analysis in which (i) the number of processors is bounded by a polynomial in the input size, and (ii) the running time is bounded by a polynomial in the \log{} of the input size.

- The graph-reachability approach offers insight into ways that more powerful machinery can be brought to bear on program-analysis problems [27,31].

The remainder of the paper is organized into five sections, as follows: Section 2 defines CFL-reachability. Section 3 discusses how the graph-reachability approach can be used to tackle interprocedural dataflow analysis, interprocedural program slicing, and shape analysis. Section 4 discusses algorithms for solving CFL-reachability problems. Section 5 concerns demand versions of program-analysis problems. Section 6 describes some techniques that go beyond pure graph reachability.

2. Context-Free-Language Reachability Problems

The theme of this paper is that a number of program-analysis problems can be viewed as instances of a more general problem: CFL-reachability. A CFL-reachability problem is not an ordinary reachability problem (e.g., transitive closure), but one in which a path is considered to connect two nodes only if the concatenation of the labels on the edges of the path is a word in a particular context-free language:

\textbf{Definition 2.1.} Let \(L\) be a context-free language over alphabet \(\Sigma\), and let \(G\) be a graph whose edges are labeled with members of \(\Sigma\). Each path in \(G\) defines a word over \(\Sigma\); namely, the word obtained by concatenating, in order, the labels of the edges on the path. A path in \(G\) is an L-path if its word is a member of \(L\). We define four varieties of CFL-reachability problems as follows:

i) The \textbf{all-pairs L-path problem} is to determine all pairs of nodes \(n_1\) and \(n_2\) such that there exists an L-path in \(G\) from \(n_1\) to \(n_2\).

ii) The \textbf{single-source L-path problem} is to determine all nodes \(n_2\) such that there exists an L-path in \(G\) from a given source node \(n_1\) to \(n_2\).

iii) The \textbf{single-target L-path problem} is to determine all nodes \(n_1\) such that there exists an L-path in \(G\) from \(n_1\) to a given target node \(n_2\).

iv) The \textbf{single-source/single-target L-path problem} is to determine whether there exists an L-path in \(G\) from a given source node \(n_1\) to a given target node \(n_2\).

Other variants of CFL-reachability include the multi-source L-path problem, the multi-target L-path problem, and the multi-source/multi-target L-path problem.

\textbf{Example.} Consider the graph shown below, and let \(L\) be the language that consists of strings of matched parentheses and square brackets, with zero or more \(e\)'s interspersed:

\[ L: \text{matched } \rightarrow \text{matched} \]

\[ | \text{matched} | \]

\[ | \text{matched} | \]

\[ | e | \]

\[ | e | \]

In this graph, there is exactly one L-path from \(s\) to \(t\): The path goes exactly once around the cycle, and generates the word "[(e)]ee[e[e]]". □

It is instructive to consider how CFL-reachability relates to two more familiar problems:

- An ordinary graph-reachability problem can be treated as a CFL-reachability problem by labeling each edge with the symbol \(e\) and letting \(L\) be the regular language \(e^*\). For instance, transitive closure is the all-pairs \(e^*\)-problem. (Thus, ordinary graph reachability is an example of regular-
language reachability—the special case of CFL-reachability in which the language \( L \) referred to in Definition 2.1 is a regular language.

- The context-free-language recognition problem (CFL-recognition) answers questions of the form “Given a string \( w \) and a context-free language \( L \), is \( w \in L \)?” The CFL-recognition problem for \( w \) and \( L \) can be formulated as the following special kind of single-source/single-target CFL-reachability problem: Create a linear graph \( s \to \cdots \to t \) that has \( |w| \) edges, and label the \( i \)th edge with the \( i \)th letter of \( w \). There is an \( L \)-path from \( s \) to \( t \) iff \( w \in L \) [37].

There is a general result that all CFL-reachability problems can be solved in time cubic in the number of nodes in the graph (see Section 4). This method provides the “analysis engine” for our program-analysis framework. Again, it is instructive to consider how the general case relates to the special cases of ordinary reachability and CFL-recognition:

- A single-source ordinary reachability problem can be solved in time linear in the size of the graph (nodes plus edges) using depth-first search.
- Validation that CFL-recognition can be performed in less than cubic time [34]. Unfortunately, the algorithm does not seem to generalize to arbitrary CFL-reachability problems.

From the standpoint of program analysis, the CFL-reachability constraint is a tool that can be employed to filter out paths that are irrelevant to the solution of an analysis problem. In any program-analysis problems, a graph is used as an intermediate representation of a program, but not all paths in the graph represent potential execution paths. Consequently, it is desirable that the analysis results not be polluted (or polluted as little as possible) by the presence of such paths. Although the question of whether a given path in a program representation corresponds to a possible execution path is in general, undecidable, in many cases certain paths can be identified as being infeasible because they correspond to “execution paths” with mismatched calls and returns.

In the case of interprocedural dataflow analysis, we can characterize a superset of the feasible paths by introducing a context-free language \( L(\text{realizable}) \), defined below that mimics the call-return structure of a program’s execution: The only paths that can possibly be feasible are those in which “returns” are matched with corresponding “calls”. These paths are called realizable paths.

Realizable paths are defined in terms of a program’s supergraph \( G^* \), an example of which is shown in Fig. 1. A supergraph consists of a collection of control-flow graphs, one for each procedure in the program. Each procedure call in the program is represented in \( G^* \) by two nodes, a call node and a return-site node. In addition to the ordinary intraprocedural edges that connect the nodes of the individual control-flow graphs, for each procedure call—represented, say, by call node \( c \) and return-site node \( r \)—\( G^* \) contains three edges: an intraprocedural call-to-return-site edge from \( c \) to \( r \); an interprocedural exit-to-return-site edge from the exit node of the called procedure to \( r \).

Let each call node in \( G^* \) be given a unique index from 1 to \( \text{CallSites} \), where \( \text{CallSites} \) is the total number of call sites in the program. For each call site \( c_i \), label the call-to-start edge and the exit-to-return-site edge with the symbols \( "( \)" and \( ")" \), respectively. Label all other edges with the symbol \( e \). A path in \( G^* \) is a matched path iff the path’s word is in the language \( L(\text{matched}) \) of balanced-parenthesis strings (interspersed with strings of zero or more \( e \)’s) generated from nonterminal \( \text{realizable} \) according to the following context-free grammar:

\[
\text{matched} \rightarrow \text{matched matched} \\
| ( \text{matched} ); \\
| e \\
| \varepsilon 
\]

A path is a realizable path iff the path’s word is in the language \( L(\text{realizable}) \):

\[
\text{realizable} \rightarrow \text{matched realizable} \\
| ( \text{realizable} ) \\
| \varepsilon 
\]

The language \( L(\text{realizable}) \) is a language of partially balanced parentheses: Every right parenthesis \( "\)" is balanced by a preceding left parenthesis \( "(\)" but the converse need not hold.

To understand these concepts, it helps to examine a few of the paths that occur in Fig. 1.

- The path \( start_{\text{main}} \rightarrow n_1 \rightarrow n_2 \rightarrow start_p \rightarrow n_4 \rightarrow exit_p \rightarrow n_5 \), which has word \( "ee(\text{ee})," \), is a matched path (and hence a realizable path, as well). In general, a matched path from \( m \) to \( n \), where \( m \) and \( n \) are in the same procedure, represents a sequence of execution steps during which the call stack may temporarily grow deeper—because of calls—but never shallower than its original depth, before eventually returning to its original depth.

- The path \( start_{\text{main}} \rightarrow n_1 \rightarrow n_2 \rightarrow start_p \rightarrow n_4 \), which has word \( "ee(\text{e})," \), is a realizable path but not a matched path. The call-to-start edge \( n_2 \rightarrow start_p \) has no matching exit-to-return-site edge. A realizable path from the program’s start-node \( start_{\text{main}} \) to a node \( n \) represents a sequence of execution steps that ends, in general, with some number of activation records on the call stack. These correspond to unmatched \( (\text{'}s \) in the path’s word.

- The path \( start_{\text{main}} \rightarrow n_1 \rightarrow n_2 \rightarrow start_p \rightarrow n_4 \rightarrow exit_p \rightarrow n_8 \), which has word \( "ee(\text{ee})," \), is neither a matched path nor a realizable path: The exit-to-return-site edge \( exit_p \rightarrow n_8 \) does not correspond to the preceding call-to-start edge \( n_2 \rightarrow start_p \). This path represents an infeasible execution path.

\lambda \text{SS}(-a) \quad \lambda \text{SS}(-(a)} 

(a) Example program

(b) Supergraph $G^*$

Fig. 1. An example program and its supergraph $G^*$. The supergraph is annotated with the dataflow functions for the "possibly-uninitialized variables" problem. The notation $S<x/a>$ denotes the set $S$ with $x$ renamed to $a$.

3. Three Examples

In this section, we show how three program-analysis problems can be transformed into partially balanced parenthesis problems (using languages similar to the language $L(\text{realizable})$ defined in Section 2). Although these examples illustrate the use of only a limited class of context-free languages, the full power of the CFL-reachability framework is also useful in some situations. That is, there are other program-analysis problems that can be solved by expressing them as $L$-path problems, where $L$ is a context-free language that is something other than a language of partially balanced parentheses [22].

3.1. Interprocedural Dataflow Analysis

Dataflow analysis is concerned with determining an appropriate dataflow value to associate with each point $p$ in a program to summarize (safely) some aspect of the execution state that holds when control reaches $p$. To define an instance of a dataflow problem, one needs

- The control-flow graph of the program.
- A domain $V$ of dataflow values. Each point in the program is to be associated with some member of $V$.
- A meet operator $\sqcap$, used for combining information obtained along different paths.
- An assignment of dataflow functions (of type $V \to V$) to the edges of the control-flow graph.

Example. In Fig. 1, the supergraph $G^*$ is annotated with the dataflow functions for the "possibly-uninitialized variables" problem. The possibly-uninitialized variables problem is to determine, for each node $n$ in $G^*$, a set of program variables that may be uninitialized just before execution reaches $n$. Thus, $V$ is the power set of the set of program variables. A variable $x$ is possibly uninitialized at $n$ either if there is an $x$-definition-free path from the start of the program to $n$, or if there is a path from the start of the program to $n$ on which the last definition of $x$ uses some variable $y$ that itself is possibly uninitialized. For example, the dataflow function associated with edge $n6 \to n7$ shown in Fig. 1 adds $a$ to the set of possibly-uninitialized variables after node $n6$ if either

a or g is in the set of possibly-uninitialized variables before node n6.

Below we show how a large class of interprocedural dataflow-analysis problems can be handled by transforming them into realizable-path reachability problems. This is a non-standard treatment of dataflow analysis. Ordinarily, a dataflow-analysis problem is formulated as a path-function problem: The path function pfq, for path q is the composition of the functions that label the edges of q; the goal is to determine, for each node n, the "meet-over-all-paths" solution: \[ MOP_n = \bigcap_{q \in \text{Paths}(start, n)} pf_q(\bot) \], where Paths(start, n) denotes the set of paths in the control-flow graph from the start node to n [16]. MOPn represents a summary of the possible execution states that can arise at n; \( \bot \in V \) is a special value that represents the execution state at the beginning of the program; \( pf_q(\bot) \) represents the contribution of path q to the summarized state at n.

In interprocedural dataflow analysis, the goal shifts from the meet-over-all-paths solution to the more precise "meet-over-all-realizable-paths" solution: \[ MRP_n = \bigcap_{q \in \text{RPaths(start, n)}} pf_q(\bot) \], where RPaths(start, n) denotes the set of realizable paths from the main procedure's start node to n (and "realizable path" means a path whose word is in the language L(realizable) defined in Section 2) [3,2,5,19,17,28,7]. Although some realizable paths may also be impossible execution paths, none of the non-realizable paths are possible execution paths. By restricting attention to just the realizable paths from start, we exclude some of the impossible execution paths. In general, therefore, MRPn characterizes the execution state at n more precisely than MOPn.

The interprocedural, finite, distributive, subset problems (IFDS problems) are those interprocedural dataflow-analysis problems that involve a finite set of dataflow facts, and dataflow functions that distribute over the confluence operator (either set union or set intersection, depending on the problem). Thus, an instance of an IFDS problem consists of the following:

- A supergraph \( G' \).
- A finite set \( D \) (the universe of dataflow facts). Each point in the program is to be associated with some member of the domain \( 2^D \).
- An assignment of distributive dataflow functions (of type \( 2^D \rightarrow 2^D \)) to the edges of \( G' \).

We assume that the meet operator is union; problems in which the meet operator is intersection can always be converted into an equivalent problem in which the meet operator is union.

The IFDS framework can be used for languages with a variety of features (including procedure calls, parameters, global and local variables, and pointers). The call-to-return-site edges are included in \( G' \) so that the IFDS framework can handle programs with local variables and parameters. The dataflow functions on call-to-return-site and exit-to-return-site edges permit the information about local variables and values that holds at the call site to be combined with the information about global variables and reference parameters that holds at the end of the called procedure. The IFDS problems include, but are not limited to, the classical "gen/kill" problems (also known as the "bit-vector" or "separable" problems), e.g., reaching definitions, available expressions, and live variables. In addition, the IFDS problems include many non-gen/kill problems, including possibly-uninitialized variables, truly-live variables [10], and copy-constant propagation [9, pp. 660].

Expressing a problem so that it falls within the IFDS framework may, in some cases, involve a loss of precision. For example, there may be a loss of precision involved in formulating an IFDS version of a problem that must account for aliasing. However, once a problem has been cast as an IFDS problem, it is possible to find the MRP solution with no further loss of precision.

One way to solve an IFDS problem is to convert it to a realizable-path reachability problem [18,14]. For each problem instance, we build an exploded supergraph \( G' \), in which each node (n, d) represents dataflow fact \( d \in D \) at supergraph node n, and each edge represents a dependence between individual dataflow facts at different supergraph nodes.

The key insight behind this "explosion" is that a distributive function \( f \) in \( 2^D \rightarrow 2^D \) can be represented using a graph with \( 2D + 2 \) nodes; this graph is called \( f ' s \) representation relation. Half of the nodes in this graph represent \( f ' s \) input; the other half represent its output. \( D \) of these nodes represent the "individual" dataflow facts that form set \( D \), and the remaining node (which we call \( \Lambda \)) essentially represents the empty set. An edge \( \Lambda \rightarrow d \) means that \( d \) is in \( f (\emptyset) \) regardless of the value of \( S \) (in particular, \( d \) is in \( f (\emptyset) \)). An edge \( d_1 \rightarrow d_2 \) means that \( d_2 \) is not in \( f (\emptyset) \), and is in \( f (S) \) whenever \( d_1 \) is in \( S \). Every graph includes the edge \( \Lambda \rightarrow \Lambda \); this is so that function composition corresponds to compositions of representation relations (this is explained below).

Example. The main procedure shown in Fig. 1 has two variables, x and g. Therefore, the representation relations for the dataflow functions associated with this procedure will each have six nodes. The function associated with the edge from start to n1 is \( \Lambda \cup \{x, g\} \); that is, variables \( x \) and \( g \) are added to the set of possibly-uninitialized variables regardless of the value of \( S \). The representation relation for this function is shown in Fig. 2(a).

1For some dataflow-analysis problems, such as constant propagation, the meet-over-all-paths solution is uncomputable. A sufficient condition for the solution to be computable is for each edge function \( f \) to distribute over the meet operator; that is, for all \( a, b \in V \), \( f (a \lor b) = f (a) \lor f (b) \). The problems amenable to the graph-reachability approach are distributive.
(a) $\lambda S. [x, g]$
(b) $\lambda S. S \rightarrow [x]$
(c) $\lambda S. S \rightarrow [x] \circ \lambda S. [x, g]$
(d) $\lambda S. [x, g] \circ \lambda S. S \rightarrow [x]$

Fig. 2. Representation relations for two functions and the two ways of composing the functions.

The representation relation for the function $\lambda S. S \rightarrow [x]$ (which is associated with the edge from n1 to n2) is shown in Fig. 2(b). Note that $x$ is never in the output set, and $g$ is there iff it is in $S$. □

A function's representation relation captures the function's semantics in the sense that the representation relation can be used to evaluate the function. In particular, the result of applying function $f$ to input $S$ is the union of the values represented by the "output" nodes in $f$'s representation relation that are the targets of edges from the "input" nodes that represent either $\Lambda$ or a node in $S$. For example, consider applying the dataflow function $\lambda S. S \rightarrow [x]$ to the set $\{x\}$ using the representation relation shown in Fig. 2(b). There is no edge out of the initial $x$ node, and the only edge out of the initial $\Lambda$ node is to the final $\Lambda$ node, so the result of this application is $\emptyset$. The result of applying the same function to the set $\{x, g\}$ is $\{g\}$, because there is an edge from the initial $g$ node to the final $g$ node.

The composition of two functions is represented by "pasting together" the graphs that represent the individual functions. For example, the composition of the two functions discussed above, $\lambda S. S \rightarrow [x] \circ \lambda S. [x, g]$, is represented by the graph shown in Fig. 2(c). Paths in a "pasted-together" graph represent the result of applying the composed function. For example, in Fig. 2(c) there is a path from the initial $\Lambda$ node to the final $g$ node. This means that $g$ is in the final set regardless of the value of $S$ to which the composed function is applied. There is no path from an initial node to the final $x$ node; this means that $x$ is not in the final set, regardless of the value of $S$.

To understand the need for the $\Lambda \rightarrow \Lambda$ edges in representation relations, consider the composition of the two example functions in the opposite order, $\lambda S. [x, g] \circ \lambda S. S \rightarrow [x]$, which is represented by the graph shown in Fig. 2(d). Note that both $x$ and $g$ are in the final set regardless of the value of $S$ to which the composed functions are applied. In Fig. 2(d), this is reflected by the paths from the initial $\Lambda$ node to the final $x$ and $g$ nodes. However, if there were no edge from the initial $\Lambda$ node to the intermediate $\Lambda$ node, there would be no such paths, and the graph would not correctly represent the composition of the two functions.

Returning to the definition of the exploded supergraph $G^f$: Each node $m$ in supergraph $G^f$ is "exploded" into $D + 1$ nodes in $G^f$, and each edge $m \rightarrow n$ in $G^f$ is "exploded" into the representation relation of the function associated with $m \rightarrow n$. In particular:

(i) For every node $n$ in $G^f$, there is a node $(n, \Lambda)$ in $G^f$.
(ii) For every node $n$ in $G^f$, and every dataflow fact $d \in D$, there is a node $(n, d)$ in $G^f$.

Given function $f$ associated with edge $m \rightarrow n$ of $G^f$:

(iii) There is an edge in $G^f$ from node $(m, \Lambda)$ to node $(n, d)$ for every $d \in f(\emptyset)$.
(iv) There is an edge in $G^f$ from node $(m, d_1)$ to node $(n, d_2)$ for every $d_1, d_2$ such that $d_1 \in f(\{d_2\})$ and $d_2 \in f(\emptyset)$.
(v) There is an edge in $G^f$ from node $(m, \Lambda)$ to node $(n, \Lambda)$.

Because "pasted together" representation relations correspond to function composition, a path in the exploded supergraph from node $(m, d_1)$ to node $(n, d_2)$ means that if dataflow fact $d_1$ holds at supergraph node $m$, then dataflow fact $d_2$ holds at node $n$. By looking at paths that start from node $(\text{start}_\text{main}, \Lambda)$ (which represents the fact that no dataflow facts hold at the start of procedure main) we can determine which dataflow facts hold at each node. However, we are not interested in all paths in $G^f$, only those that correspond to realizable paths in $G^f$; these are exactly the realizable paths in $G^f$. (For a proof that a dataflow fact $d$ is in MRP iff there is a realizable path in $G^f$ from node $(\text{start}_{\text{main}}, \Lambda)$ to node $(n, d)$, see [25].)

Example. The exploded supergraph that corresponds to the instance of the "possibly-uninitialized" variables problem shown in Fig. 1 is shown in Fig. 3. The dataflow functions are replaced by their representation relations. In Fig. 3, closed circles represent nodes that are reachable along realizable paths from $(\text{start}_{\text{main}}, \Lambda)$. Open circles represent nodes not reachable along realizable paths. (For example, note that nodes $(n8,g)$ and $(n9,g)$ are reachable only along non-realizable paths from $(\text{start}_{\text{main}}, \Lambda)$.) This information indicates the nodes' values in the meet-over-all-realizable-paths solution to the dataflow-analysis problem. For instance, the meet-over-all-realizable-paths solution at node exitp is the set $\{g\}$. (That is, variable $g$ is the only possibly-
uninitialized variable just before execution reaches the exit node of procedure \( P \). In Fig. 3, this information can be obtained by determining that there is a realizable path from \((\text{start}_{\text{main}}, \Lambda)\) to \((\text{exit}_{\text{P}}, a)\), but not from \((\text{start}_{\text{main}}, \Lambda)\) to \((\text{exit}_{\text{P}}, a)\).

3.2. Interprocedural Program Slicing

Slicing is an operation that identifies semantically meaningful decompositions of programs, where the decompositions consist of elements that are not necessarily textually contiguous \([36, 24, 8, 12, 26, 33]\). Slicing, and subsequent manipulation of slices, has applications in many software-engineering tools, including tools for program understanding, maintenance, debugging, testing, differencing, specialization, reuse, and merging. (See [33] for references to the literature.)

There are two kinds of slices: a backward slice of a program with respect to a set of program elements \( S \) is the set of all program elements that might affect (either directly or transitively) the values of the variables used at members of \( S \); a forward slice with respect to \( S \) is the set of all program elements that might be affected by the computations performed at members of \( S \). A program and one of its backward slices is shown in Fig. 4.

The value of a variable \( x \) defined at \( p \) is directly affected by the values of the variables used at \( p \) and by the predicates that control how many times \( p \) is executed; the value of a variable \( y \) used at \( p \) is directly affected by assignments to \( y \) that reach \( p \) and by the predicates that control how many times \( p \) is executed. Consequently, a slice can be obtained by following chains of dependences in the directly-affects relation. This observation is due to Otenstein and Otenstein \([24]\), who noted that program dependence graphs (PDGs), which were originally devised for use in parallelizing and vectorizing compilers, are a convenient data structure for slicing. The PDG for a program is a directed graph whose nodes are connected by several kinds of edges. The nodes in the PDG represent the individual statements and predicates of the program. The edges of a PDG represent
The control and flow dependencies among the procedure's statements and predicates [18,24,8]. Once a program is represented by its PDG, slices can be obtained in time linear in the size of the PDG by solving an ordinary reachability problem on the PDG. For example, to compute the backward slice with respect to PDG node \( v \), find all PDG nodes from which there is a path to \( v \) along control and/or flow edges.

The problem of interprocedural slicing concerns how to determine a slice of an entire program, where the slice crosses the boundaries of procedure calls. For this purpose, it is convenient to use system dependence graphs (SDGs), which are a variant of PDGs extended to handle multiple procedures [12]. An SDG consists of a collection of procedure dependence graphs (which we will refer to as PDGs)—one for each procedure, including the main procedure. In addition to nodes that represent the assignment statements, I/O statements, and predicates of a procedure, each call statement is represented in the procedure's PDG by a call node and by a collection of actual-in and actual-out nodes. There is an actual-in node for each actual parameter; there is an actual-out node for the return value (if any) and for each value-result parameter that might be modified during the call. Similarly, procedure entry is represented by an entry node and a collection of formal-in and formal-out nodes. (Global variables are treated as "extra" value-result parameters, and thus give rise to additional actual-in, actual-out, formal-in, and formal-out nodes.) The edges of a PDG represent the control and flow dependences in the usual way. The PDGs are connected together to form the SDG by call edges (which represent procedure calls, and run from a call node to an entry node) and by parameter-in and parameter-out edges (which represent parameter passing, and which run from an actual-in node to the corresponding formal-in node, and from a formal-out node to all corresponding actual-out nodes, respectively).

In Fig. 4, the graph shown on the right is the SDG for the program that appears on the left.

One algorithm for interprocedural slicing was presented in Weiser's original paper on slicing [36]. This algorithm is equivalent to solving an ordinary reachability problem on the SDG. However, Weiser's algorithm is imprecise in the sense that it may report effects that are transmitted through paths that have mismatched calls and returns (and hence do not represent feasible execution paths). The slices obtained in this way may include unwanted components. For example, there is a path in the SDG shown in Fig. 4 from the node of procedure \( main \) labeled "sum=0" to the node of \( main \) labeled "printf i." However, this path corresponds to an "execution" in which procedure \( add \) is called from the first call site in \( main \), but returns to the second call site in \( main \). This could never happen, and so the node labeled "sum=0" should not be included in the slice with respect to the node labeled "printf i."

Although it is undecidable whether a path in the SDG actually corresponds to a possible execution path, we can again use a language of partially balanced parentheses to exclude from consideration paths in which calls and returns are mismatched. The parentheses are defined as follows: Let each call node in SDG \( G \) be given a unique index from 1 to \( CallSites \), where \( CallSites \) is the total number of call sites in the program. For each call site \( e \), label the outgoing parameter-in edges and the incoming parameter-out edges with the symbols "(" and ")", respectively; label the outgoing call edge with ")." Label all other edges in \( G \) with the symbol "(." (See Fig. 4.)

Slicing is slightly different from the CFL-reachability problems defined in Definition 2.1. For instance, a backward slice with respect to a given target node \( t \) consists of the set of nodes that lie...
on a realizable path from the entry node of main to \( t \) (cf. Definition 2.1). However, as long as \( t \) is located within a procedure that is transitively callabale from main, we can change this problem into a single-target CFL-reachability problem (in the sense of Definition 2.1(iii)). We say that a path in an SDG is a slice path iff the path's word is in the language \( L(\text{slice}) \):

\[
\text{unbalanced-right} \rightarrow \text{unbalanced-right matched}
\]

\[
\mid \text{unbalanced-right } \lambda \text{, for } 1 \leq i \leq \text{CallSites}
\]

\[
\text{slice} \rightarrow \text{unbalanced-right realizable}
\]

The nodes in the backward slice with respect to \( t \) are all nodes \( n \) such that there exists an \( L(\text{slice}) \)-path between \( n \) and \( t \). That is, the nodes in the backward slice are the solution to the single-target \( L(\text{slice}) \)-path problem for target node \( t \).

To see this, suppose that \( r \mid s \) is an \( L(\text{slice}) \)-path that connects \( n \) and \( t \), where \( r \) is an \( L(\text{unbalanced-right}) \)-path and \( s \) is an \( L(\text{realizable}) \)-path. As long as \( t \) is located within a procedure that is transitively callabale from main, there exists a path \( p \mid q \) (of control and call edges) that connects the entry node of main to \( n \), where \( p \) is an \( L(\text{realizable}) \)-path and \( q \) "balances" \( r \); that is, the path \( q \mid r \) is an \( L(\text{matched}) \)-path. It can be shown that the path \( p \mid q \mid r \) is an \( L(\text{realizable}) \)-path.

3.3. Shape Analysis

Shape analysis is concerned with finding approximations to the possible "shapes" that heap-allocated structures in a program can take on [30,15,23]. This section addresses shape analysis for imperative languages that support non-destructive manipulation of heap-allocated objects. Similar techniques apply to shape analysis for pure functional languages.

We assume we are working with an imperative language that has assignment statements, conditional statements, loops, I/O statements, goto statements, and procedure calls; the parameter-passing mechanism is either by value or value-result; recursion (direct and indirect) is permitted; the language provides atomic data (e.g., integer, real, boolean, identifiers, etc.) and Lisp-like constructor and selector operations (nil, cons, car, and cdr), together with appropriate predicates (equal, atom, and null), but not replace and rplacd operations. Because of the latter restriction, circular structures cannot be created; however, dag structures (as well as trees) can be created. We assume that a read statement reads just an atom and not an entire tree or dag. For convenience, we also assume that only one constructor or selector is performed per statement (e.g., \("y := \text{cons(car}(x), y)\"\) must be broken into two statements: \("\text{temp} := \text{car}(x); y := \text{cons(temp}, y)\)\)). (The latter assumption is not essential, but simplifies the presentation.)

Example. An example program is shown in Fig. 5. The program first reads atoms and forms a list \( x \); it then traverses \( x \) to assign \( y \) the reversal of \( x \). This example will be used throughout the remainder of this section to illustrate our techniques.

![Fig. 5. A program, its control-flow graph, and its equation dependence graph. All edges of the equation dependence graph shown without labels have the label id. The path shown by the dotted lines is a hd_path from atom to node (n/2,y).](image-url)
A collection of dataflow equations can be used to capture an approximation to the shapes of a superset of the terms that can arise at the various points in the program [30,15]. The domain Shape of shape descriptors is the set of selector sequences terminated by at or nil: Shape = [L((hd+at) nil)](at nil) Each sequence in L((hd+at) nil) represents a possible root-to-leaf path. Note that a single shape descriptor in Shape may contain both the selector sequences hd tl at and hd tl hd at, even though the two paths cannot occur together in a single term.

Dataflow variables correspond to (program-point,program-variable) pairs. For example, if x is a program variable and p is a point in the program, then v(p,x) is a dataflow variable. The dataflow equations are associated with the control-flow graph's edges; there are several dataflow equations associated with each edge, one per program variable. The equations on an edge p → q reflect the execution actions performed at node p. Thus, the value of a dataflow variable v(p,q) approximates the shape of x just before q executes. The dataflow-equation schemas are shown in Fig. 6.

Procedure calls with value parameters are handled by introducing equations between dataflow variables associated with actual parameters and dataflow variables associated with formal parameters to reflect the binding changes that occur when a procedure is called. (By introducing equations between dataflow variables associated with formal out-parameters and dataflow variables associated with the corresponding actuals at the return site, call-by-value-result can also be handled.)

When solved over a suitable domain, the equations define an abstract interpretation of the program. The question, however, is: "Over what domain are they to be solved?" One approach is to let the value of each dataflow variable be a set of shapes (i.e., a set of sets of root-to-leaf paths) and the join operation be union [30,15]. Functions cons, car, and cdr are appropriate functions from shape sets to shape sets. For example, cons is defined as:

$$\text{cons} =_D \lambda S_1, S_2. \{ \text{hd}, p_1 | p_1 \in S_1 \} \cup \{ \text{tl}, p_2 | p_2 \in S_2 \} \cup \{ \text{cons}, p_1, p_2 | p_1 \in S_1 + S_2 \}$$

In our work, however, we use an alternative approach: The value of each dataflow variable is a single Shape (i.e., a single set of root-to-leaf paths), and the join operation is union [23]. Functions cons, car, and cdr are functions from Shape to Shape. For example, cons is defined as:

$$\text{cons} =_D \lambda S_1, S_2. \{ \text{hd}, p_1 | p_1 \in S_1 \} \cup \{ \text{tl}, p_2 | p_2 \in S_2 \}$$

With both approaches, solutions to shape-analysis equations are, in general, infinite. Thus, in practice, there must be a way to report the "shape information" that characterizes the possible values of a program variable at a given program point indirectly—i.e., in terms of the values of other program variables at other program points. This indirect information can be viewed as a simplified set of equations [30], or, equivalently, as a regular-tree grammar [15,23].

The use of domain Shape in place of 2_shape involves some loss of precision. A feeling for the kind of information that is lost can be obtained by considering the following program fragment:

$$\text{if } \cdots \text{ then } p: A \Rightarrow \text{cons}(B, C)$$
$$\text{else } q: A \Rightarrow \text{cons}(D, E)$$
$$\text{fi}$$

As r. . .

The information available about the value of A at program point r in the two approaches can be represented with the following two tree grammars:

(i) $$v(p,A) \rightarrow \text{cons}(v(p,B), v(p,C))$$
(ii) $$v(p,A) \rightarrow \text{cons}(v(p,B), v(p,D), v(p,C), v(p,E))$$

Grammar (i) uses multiple cons right-hand sides for a given nonterminal [15]. In grammar (ii), the link between branches in different cons alternatives is broken, and a single cons right-hand side is formed with a collection of alternative nonterminals in each arm [23]. The shape descriptions are sharper with grammars of type (i); with grammar (ii), nonterminals $$v(p,B)$$ and $$v(p,E)$$ can never occur simultaneously as children of $$v(p,A)$$, whereas grammar (ii) associates nonterminal $$v(p,A)$$ with trees of the form $$\text{cons}(v(p,B), v(p,E))$$.

We now show how shape-analysis information can be obtained by solving CFL-reachability problems on a graph obtained from the program’s dataflow equations.

**Definition 3.1.** Let Eqn_q be the set of equations for the shape-analysis problem on control-flow-graph G. The associated equation dependence graph has two special nodes atom and empty.

<table>
<thead>
<tr>
<th>Form of source-node p</th>
<th>Equations associated with edge p → q</th>
</tr>
</thead>
<tbody>
<tr>
<td>x := a, where a is an atom</td>
<td>$$v(p,a) = {\text{at}}$$</td>
</tr>
<tr>
<td>read(x)</td>
<td>$$v(p,a) = {\text{at}}$$</td>
</tr>
<tr>
<td>x := nil</td>
<td>$$v(p,a) = {\text{nil}}$$</td>
</tr>
<tr>
<td>x := y</td>
<td>$$v(p,a) = v(p,y)$$</td>
</tr>
<tr>
<td>x := car(y)</td>
<td>$$v(p,a) = \text{car}(v(p,y))$$</td>
</tr>
<tr>
<td>x := cdr(y)</td>
<td>$$v(p,a) = \text{cdr}(v(p,y))$$</td>
</tr>
<tr>
<td>x := cons(y, z)</td>
<td>$$v(p,a) = \text{cons}(v(p,y), v(p,z))$$</td>
</tr>
</tbody>
</table>

Fig. 6. Dataflow-equation schemas for shape analysis.
together with a node \( (p, z) \) for each variable \( v_{(p, z)} \) in Eqn. 7. The edges of the graph, each of which is labeled with one of \{ \( id \), \( hd \), \( tl \), \( hd^{-1} \), \( tl^{-1} \) \}, are defined as shown in the following table:

<table>
<thead>
<tr>
<th>Form of equation</th>
<th>Edge(s) in the equation dependence graph</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_{(p, z)} = { \text{at} } )</td>
<td>( \text{atom} \rightarrow (q, x) )</td>
<td>( id )</td>
</tr>
<tr>
<td>( v_{(p, z)} = { \text{nil} } )</td>
<td>( \text{empty} \rightarrow (q, x) )</td>
<td>( id )</td>
</tr>
<tr>
<td>( v_{(p, z)} = v_{(p, y)} )</td>
<td>( (p, y) \rightarrow (q, x) )</td>
<td>( id )</td>
</tr>
<tr>
<td>( v_{(p, z)} = \text{cons}(v_{(p, z)}, v_{(p, y)}) )</td>
<td>( (p, y) \rightarrow (q, x) ) ( (p, z) \rightarrow (q, x) )</td>
<td>( hd ) ( tl )</td>
</tr>
<tr>
<td>( v_{(p, z)} = \text{car}(v_{(p, y)}) )</td>
<td>( (p, y) \rightarrow (q, x) )</td>
<td>( hd^{-1} )</td>
</tr>
<tr>
<td>( v_{(p, z)} = \text{cdr}(v_{(p, y)}) )</td>
<td>( (p, y) \rightarrow (q, x) )</td>
<td>( tl^{-1} )</td>
</tr>
</tbody>
</table>

The equation dependence graph for this section's example is shown in Fig. 5.

Shape-analysis information can be obtained by solving three CFL-reachability problems on the equation dependence graph, using the following context-free grammars:

\[
\begin{align*}
L_1: & \quad \text{id\_path} \rightarrow \text{id\_path} \text{id\_path} \\
& \quad | \text{hd} \text{id\_path} \text{hd}^{-1} \\
& \quad | \text{tl} \text{id\_path} \text{tl}^{-1} \\
& \quad | \text{id} \\
L_2: & \quad \text{hd\_path} \rightarrow \text{id\_path} \text{hd} \text{id\_path} \\
L_3: & \quad \text{tl\_path} \rightarrow \text{id\_path} \text{tl} \text{id\_path}
\end{align*}
\]

The language \( L_1 \) represents paths in which each \( \text{hd} \) (\( \text{tl} \)) is balanced by a matching \( \text{hd}^{-1} \) (\( \text{tl}^{-1} \)). These paths correspond to values transmitted along execution paths in which each cons operation (which gives rise to a \( \text{hd} \) or \( \text{tl} \) label on an edge in the path) is eventually "taken apart" by a matching \( \text{car} \) (\( \text{hd}^{-1} \)) or \( \text{cdr} \) (\( \text{tl}^{-1} \)) operation. Thus, the second and third rules of the \( L_1 \) grammar are the grammar-theoretic analogs of McCarthy’s rules: "\( \text{car}(\text{cons}(x, y)) = x \)" and "\( \text{cdr}(\text{cons}(x, y)) = y \)" [21].

The language \( L_2 \) represents paths that are slightly unbalanced—those with one unmatched \( \text{hd} \); these paths correspond to the possible values that could be accessed by performing one additional \( \text{car} \) operation (which would extend the path with an additional \( \text{hd}^{-1} \)). The language \( L_3 \) also represents paths that are slightly unbalanced—in this case, those with one unmatched \( \text{tl} \); these paths correspond to the possible values that could be accessed by performing one additional \( \text{cdr} \) operation (extending the path with \( \text{tl}^{-1} \)).

**Example.** Suppose we are interested in characterizing the shape of program variable \( y \) just before the exit statement of the program shown in Fig. 5. We can determine information about the possible origin of the root constituent of \( y \) at \( n12 \) by solving the single-target \( L_1 \)-path problem for \( \langle n12, y \rangle \). This yields the set \{ \( \langle n12, y \rangle, \langle n8, y \rangle, \langle n11, y \rangle, \text{empty} \} \). This indicates that \( y \) is either nil or was allocated at \( n10 \) during an execution of the second while loop. Similarly, the solution to the single-target \( L_2 \)-path problem for \( \langle n12, y \rangle \) is the set \{ \( \langle n10, \text{temp} \rangle, \langle n5, z \rangle, \langle n4, z \rangle, \text{atom} \) \}. This indicates that the atom in \( \text{car}(y) \) is one originally read in as the value of \( z \) (See Fig. 5, which shows an \( L_2 \)-path from \( \text{atom} \) to \( \langle n12, y \rangle \)). Finally, the solution to the single-target \( L_3 \)-path problem for \( \langle n12, y \rangle \) is the set \{ \( \langle n10, y \rangle, \langle n9, y \rangle, \langle n8, y \rangle, \langle n11, y \rangle, \text{empty} \} \). This indicates that the tail of \( y \) is either nil or was allocated at \( n10 \) during an execution of the second while loop.

This information can be interpreted as the following regular-tree grammar:

\[
\langle n12, y \rangle \rightarrow \langle n12, y \rangle | \langle n8, y \rangle | \langle n11, y \rangle | \text{empty} \\
\text{cons}(\langle n10, \text{temp} \rangle) | \langle n5, z \rangle | \langle n4, z \rangle | \text{atom} | \langle n10, y \rangle | \langle n9, y \rangle | \langle n8, y \rangle | \langle n11, y \rangle | \text{empty}
\]

**4. Algorithms for Solving CFL-Reachability Problems**

CFL-reachability problems can be solved via a simple dynamic-programming algorithm. The grammar is first normalized by introducing new nonterminals where necessary so that the right-hand side of each production has at most two symbols (either terminals or nonterminals). Then, additional edges are added to the graph according to the patterns shown in Fig. 7 until no more edges can be added. The solution is obtained from the edges labeled with the grammar's root symbol. When an appropriate worklist algorithm is used, the running time of this algorithm is cubic in the number of nodes in the graph [22]. (This algorithm can be thought of as a generalization of the

![Fig. 7. Patterns for adding edges to solve a CFL-reachability problem. In each case, the dotted edge is added to the graph.](image-url)
Although all CFL-reachability problems can be solved in time cubic in the number of graph nodes, one can sometimes do asymptotically better than this by taking advantage of the structure of the graph that arises in a program-analysis problem. For instance, with IFDS problems, the number of nodes in the exploded supergraph is NO, where N is the number of nodes in the supergraph and D is the size of the universe of dataflow facts. However, by taking advantage of the structure of the exploded supergraph, IFDS problems can be solved in time $O(N^2D)$, which is asymptotically better than the general-case time bound of $O(N^3D^2)$ [28,14]. A similar improvement over the general-case time bound can be obtained for interprocedural slicing, as well [26].

5. Solving Demand Versions of Program-Analysis Problems

An exhaustive dataflow-analysis algorithm associates with each point in a program a set of "dataflow facts" that are guaranteed to hold whenever that point is reached during program execution. By contrast, a demand dataflow-analysis algorithm determines whether a single given dataflow fact holds at a single given point [1,27,14]. Demand analysis can sometimes be preferable to exhaustive analysis for the following reasons:

- **Narrowing the focus to specific points of interest.** Software-engineering tools that use dataflow analysis often require information only at a certain set of program points. Similarly, in program optimization, most of the gains are obtained from making improvements at a program’s "hot spots"—in particular, its innermost loops. The use of a demand algorithm has, in some cases, the potential to reduce drastically the amount of work spent in earlier phases by propagating only relevant demands (e.g., "What are the alias pairs (x,y) such that x is in DMod(c)"?).

- **Reducing work in preliminary phases.** In problems that can be decomposed into separate phases, not all of the information from one phase may be required by subsequent phases. For example, the MayMod problem determines, for each call site, which variables may be modified during the call. This problem can be decomposed into two phases: computing side effects disregarding aliases (the so-called DMod problem), and computing alias information [3]. Given a demand (e.g., "What is the MayMod set for a given call site c?"), a demand algorithm has the potential to reduce drastically the amount of work spent in earlier phases by propagating only relevant demands (e.g., "What are the alias pairs (x,y) such that x is in DMod(c)")?

- **Sidestepping incremental-updating problems.** A transformation performed at one point in the program can affect previously computed dataflow information at other points in the program. In many cases, the old information at such points is no longer safe, the dataflow information needs to be updated before it is possible to perform further transformations at such points. Incremental dataflow analysis could be used to maintain complete information at all program points; however, updating all invalidated information can be expensive. An alternative is to demand only the dataflow information needed to validate a proposed transformation; each demand would be solved using the current program, so the answer would be up-to-date.

- **Demand analysis as a user-level operation.** It is desirable to have program-development tools in which the user can ask questions interactively about various aspects of a program [20]. Such tools are particularly helpful when debugging, when trying to understand complicated code, or when trying to transform a program to execute efficiently on a parallel machine. Because it is unlikely that a programmer will ask questions about all program points, solving just the user’s sequence of demands is likely to be significantly less costly than performing an exhaustive analysis.

Of course, determining whether a given fact holds at a given point may require determining whether other, related facts hold at other points (and those other facts may not be "facts of interest" in the sense of the second bullet-point above). It is desirable, therefore, for a demand-driven program-analysis algorithm to minimize the amount of such auxiliary information computed.

For program-analysis problems that have been transformed into graph-reachability problems, demand algorithms are obtained for free, by solving a single-target or multi-target graph-reachability problem. For instance, the problem transformation described in Section 3.1 has been used to devise demand algorithms for interprocedural dataflow analysis [25,14,13]. Because an algorithm for solving single-target reachability problems focuses only on the nodes that reach the specific target(s), it minimizes the amount of extraneous information computed.

In the case of IFDS problems, to answer a single demand we need to solve a single-source/single-target $L$(realizable)-path problem: "Is there a realizable path in $G^*$ from node $(\text{start}_{\text{main}},\Lambda)$ to node $(n,d)$?" For an exhaustive algorithm, we need to solve a single-source $L$(realizable)-path problem: "What is the set of nodes $(n,d)$ such that there is a realizable path in $G^*$ from $(\text{start}_{\text{main}},\Lambda)$ to $(n,d)$?". In general, however, it is not known how to solve single-source/single-target (or single-source/multi-target) CFL-reachability problems any faster than single-source CFL-reachability problems. Experimental results showed that in situations when only a small number of demands are made, or when most demands are answered yes, a demand algorithm for IFDS problems (i.e., for the single-source/single-target or single-source/multi-target $L$(realizable)-path problems) runs faster than an exhaustive algorithm (i.e., for the single-source
L(realizable)-path problem) [14,13].

In the case of partially balanced parenthesis problems, it is possible to use a hybrid scheme: that is, one in between a pure exhaustive and a pure demand-driven approach. The hybrid approach takes advantage of the fact that there is a natural way to divide partially balanced parenthesis problems into two stages. The first stage is carried out in an exhaustive fashion, after which individual queries are answered on a demand-driven basis. In the description that follows, we explain the hybrid technique for backward interprocedural slicing [12,26]. A similar technique also applies in the case of IPDS problems.

The preprocessing step adds summary edges to the SDG. Each summary edge represents a matched path between an actual-in and an actual-out node (where the two nodes are associated with the same a call site). Let P be the number of procedures in the program; let E be the maximum number of control and flow edges in any procedure's PDG; and let Params be the the maximum number of actual-in vertices in any procedure's PDG. There are no more than \(\text{CallSites \times Params}^2\) summary edges, and the task of identifying all summary edges can be performed in time \(O((P \times E \times \text{Params}) + (\text{CallSites} \times \text{Params}^2))\) [26]. By the augmented SDG, we mean the SDG after all appropriate summary edges have been added to it.

The second, demand-driven, stage involves only regular-reachability problems on the augmented SDG. In the second stage, we use the following two linear grammars:

\[
\begin{align*}
\text{unbalanced-right'} & \Rightarrow \text{unbalanced-right'} \text{ summary} \rightarrow \text{realizable'} \rightarrow \text{summary, realizable'} \\
& | \text{unbalanced-right'} e \\
& | \text{unbalanced-right'}, \text{\texttt{\textbackslash}s\texttt{CallSites}} \\
& | \text{\texttt{\{}} \text{realizable'} \text{\texttt{\textbackslash}s\texttt{CallSites}} \\
& | \varepsilon
\end{align*}
\]

Suppose we wish to find the backward slice with respect to SDG node \(n\). First, we solve the single-target \(L(\text{realizable})\)-path problem for node \(n\), which yields a set of nodes \(S\). Let \(S'\) be the subset of actual-out nodes in \(S\). The set of nodes in the slice is \(S\) together with the solution to the multi-target \(L(\text{unbalanced-right})\)-path problem with respect to \(S'\).

An advantage of this approach is that each node in the reachability problem—and hence each slice—can be solved in time linear in the number of nodes and edges in the augmented SDG; i.e., in time \(O((P \times E) + (\text{CallSites} \times \text{Params}^2))\).

This approach is used in the Wisconsin Program-Slicing Tool, a slicing system that supports essentially the full C language. (The system is available under license from the University of Wisconsin. It has been successfully applied to slice programs as large as 51,000 lines.)

6. Program Analysis Using More Than Graph Reachability

The graph-reachability approach offers insight into ways that machinery more powerful than the graph-reachability techniques described above can be brought to bear on program-analysis problems [27,31].

One way to generalize the CFL-reachability approach stems from the observation that CFL-reachability problems correspond to a restricted class of Datalog programs, so-called "chain programs". Each edge \(m \to n\) labeled \(e\) is represented by a fact \(e(m,n)^t\); each production \(A \to B \in C\) is encoded as a chain rule \(a(X,Z) \Rightarrow b(X,Y), c(Y,Z)^t\). A CFL-reachability problem can be solved using bottom-up semi-naive evaluation of the chain program [37]. This observation provides a way for program-analysis tools to take advantage of the methods developed in the logic-programming and deductive-database communities for the efficient evaluation of recursive queries in deductive databases, such as tabulation [35] and the Magic-sets transformation [2,4]. For instance, algorithms for demand versions of program-analysis problems can be obtained from their exhaustive counterparts essentially for free by specifying the problem with Horn clauses and then applying the "Magic-sets" transformation [27]. The fact that CFL-reachability problems are related to chain programs, together with the fact that chain programs are just a special case of the logic programs to which tabulation and transformation techniques apply, suggests that more powerful program-analysis algorithms can be obtained by going outside the class of pure chain programs [27].

A different way to generalize the CFL-reachability approach so as to bring more powerful techniques to bear on interprocedural dataflow analysis was presented in [31]. This method applies to problems in which the dataflow information at a program point is represented by a finite environment (i.e., a mapping from a finite set of symbols to a finite-height domain of values), and the effect of a program operation is captured by a distributive "environment-transformer" function. Two of the dataflow-analysis problems that this framework handles are (decidable) variants of the constant-propagation problem: copy-constant propagation and linear-constant propagation. The former interprets assignment statements of the form \(x = 7\) and \(y = x\). The latter also interprets statements of the form \(y = -2x + 5\).

By means of an "explosion transformation" similar to the one utilized in Section 3.1, an interprocedural distributive-environment-transformer problem can be transformed from a meet-over-all-realizable-paths problem on a program's supergraph to a meet-over-all-realizable-paths problem on a graph that is larger, but in which every edge is labeled with a much simpler edge function (so-called "micro-function") [31]. Each micro-function on an edge \(d_x\) captures the effect that the value of symbol \(d_x\) in the argument environment has on the value of symbol \(d_y\) in the result environment. Fig. 8 shows the exploded representations of four environment-transformer functions.
used in constant propagation. Fig. 8(a) shows how the identity function $\lambda_{env} env$ is represented. Figs. 8(b)–(d) show the representations of the functions $\lambda_{env} env[x \mapsto 7]$, $\lambda_{env} env[y \mapsto env(x)]$, and $\lambda_{env} env[y \mapsto -2*env(x)+5]$, which are the functions for the statements $x = 7$, $y = x$, and $y = -2*\Lambda + 5$, respectively. ($\Lambda$ is used to represent the effects of a function that are independent of the argument environment. Each graph includes an edge of the form $\Lambda \rightarrow \Lambda$, labeled with $\lambda_{v,v}$; as in Section 3.1, these edges are needed to capture function composition properly.)

Dynamic programming on the exploded supergraph can be used to find the meet-over-all-realizable-paths solution to the original problem: An exhaustive algorithm can be used to find the values for all symbols at all program points; a demand algorithm can be used to find the value for an individual symbol at a particular program point [31]. An experiment was carried out in which the exhaustive and demand algorithms were used to perform constant propagation on 38 C programs, which ranged in size from 300 lines to 6,000 lines. The experiment found that

- In contrast to previous results for numeric Fortran programs [11], linear-constant propagation found more constants than copy-constant propagation in 6 of the 38 programs.
- The demand algorithm, when used to demand values for all uses of scalar integer variables, was faster than the exhaustive algorithm by a factor ranging from 1.14 to about 6.
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