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1 Introduction

Measurement error models commonly begin with an underlying model where one or more of the independent variables are measured with error. The distinguishing feature of a measurement error problem is that we cannot observe those variables which are measured with error directly. The goal of measurement error modeling is to obtain understanding from the model. Attainment of this goal requires careful analysis.

This selection problem is from statistical consulting. When I (Xun Lin) was a statistical consultant in the summer of 1996, one of my clients came up with a problem which can be simplified as follows.

Suppose we have $k$ treatments $\Pi_i, i = 1, \ldots, k$ and $n$ observations from each treatment. For each treatment $\Pi_i, i = 1, \ldots, k$ and each observation $j = 1, \ldots, n$, we have the following model:

$$Y_{ij} = \beta_0i + \beta_{1i}X_{ij} + \epsilon_{ij}, \quad W_{ij} = X_{ij} + U_{ij},$$

where $\{(X_{ij}, U_{ij}, \epsilon_{ij}), 1 \leq j \leq n\}$ are independently but not necessarily identically distributed random vectors with means $(0, 0, 0)$ and variances $(\sigma_{xii}, \sigma_{uui}, \sigma_{eii})$. For $i = 1, \ldots, k$ and $j = 1, \ldots, n$, $(X_{ij}, U_{ij}, \epsilon_{ij})$ are independent to each other. But $X_{ij}$ cannot be observed, instead we can only observe $(W_{ij}, Y_{ij})$. We assume that for each $i$, $\sigma_{uui}$ is known and $\sigma_{xii} > 0$.

A treatment $\Pi_i$ is said to be the best if the associated slope parameter $\beta_{1i}$ is the largest among the $k$ slope parameters, otherwise the treatment is said to be nonbest. The goal of this selection problem is to select the best treatment from the $k$ treatments.

Let $\Omega = \{\beta_1 = (\beta_{11}, \beta_{12}, \ldots, \beta_{1k})|\beta_{1i} \in \mathbb{R}, i = 1, \ldots, k\}$ be the parameter space. Let $\alpha = (a_1, \ldots, a_k)$ be an action, where $a_i = 0, 1, i = 1, \ldots, k$. When action $\alpha$ is taken, $a_i = 1$ means that treatment $\Pi_i$ is selected as the best treatment; otherwise $a_i = 0$ and $\Pi_i$ is excluded as the nonbest. For $i = 1, \ldots, k$, let $W_i = (W_{i1}, \ldots, W_{in})$, $Y_i = (Y_{i1}, \ldots, Y_{in})$, $X = (X_1, \ldots, X_k)$, and $Y = (Y_1, \ldots, Y_k)$. Let $\chi$ be the sample space generated by $(W, Y)$. Since the true order of $\beta_{11}, \ldots, \beta_{1k}$ is unknown, we denote $\beta_{1[1]} \leq \beta_{1[2]} \leq \ldots < \beta_{1[k]}$. For simplicity, we assume that $\beta_{1[k]} - \beta_{1[k-1]} = 2\delta > 0$.

A selection rule $d((w, y)) = (d_1((w, y)), \ldots, d_k((w, y)))$ is a mapping defined on $\chi$, where $d_i((w, y))$ is the probability that given $W = w$ and $Y = y$, $\Pi_i$ is selected as the best. Also, $\sum_{i=1}^{k} d_i((w, y)) = 1$, for all $(w, y) \in \chi$.

We consider the following loss function:

$$L(\beta, \alpha) = \begin{cases} 1, & \text{if a nonbest treatment is selected,} \\ 0, & \text{if the best treatment is selected.} \end{cases}$$

2
2 Formulation of the Selection Procedure

The population moments of \((W_{ij}, Y_{ij})\) satisfy

\[
(\mu_{wi}, \mu_{yi}) = (0, \beta_{0i}),
\]

and

\[
(\sigma_{wui}, \sigma_{wyi}, \sigma_{yyi}) = (\sigma_{xxi} + \sigma_{uui}, \beta_{1i}\sigma_{xxi}, \beta_{1i}^2\sigma_{xxi} + \sigma_{eii}).
\]

The sample means \((\bar{W}_i, \bar{Y}_i)\) and the sample covariates \((S_{wui}, S_{wyi}, S_{yyi})\), where, for example,

\[
\bar{W}_i = \frac{1}{n} \sum_{j=1}^{n} W_{ij},
\]

\[
S_{wyi} = \frac{1}{n-1} \sum_{j=1}^{n} (W_{ij} - \bar{W}_i)(Y_{ij} - \bar{Y}_i),
\]

will be the bases of our selection procedure.

We use estimators of the unknown parameters by replacing the unknown population moments with their sample estimators. For the quantities defined above to be proper estimators, \(\sigma_{xxi}\) must be positive. We have \(\sigma_{xxi} = S_{wui} - \sigma_{uui}\) when \(S_{wui} - \sigma_{uui}\) is positive, otherwise we set \(\sigma_{xxi} = S_{yyi}^{-1}S_{wyi}^2\). We also have

\[
\hat{\beta}_{1i} = \begin{cases} (S_{wui} - \sigma_{uui})^{-1} S_{wyi}, & \text{if } S_{wui} - \sigma_{uui} > 0, \\ S_{wyi}^{-1} S_{yyi}, & \text{otherwise}. \end{cases}
\]

Since we take \(n\) samples from each treatment, our selection procedure will be \(d_n(w, \bar{y}) = (d_{1n}(w, \bar{y}), d_{2n}(w, \bar{y}), \ldots, d_{kn}(w, \bar{y}))\), where

\[
d_{in}(w, \bar{y}) = \begin{cases} 1, & \text{if } \hat{\beta}_{1i} \text{ is the largest among the } k \text{ slope estimates}, \\ 0, & \text{otherwise}, \end{cases}
\]

when \(W = w\) and \(Y = \bar{y}\) are observed.
3 Performance of the Selection Procedures

In this section we study the performance of the selection procedures. We first analyze the expected risk of the proposed procedure.

Definition 1. A sequence of selection procedures \( \{ d_n(w, y) \}_{n=1}^{\infty} \) is said to be asymptotically optimal of order \( e_n \) if \( E^{(W, Y)} L(\beta, d_n(w, y)) = O(e_n) \), where \( e_n \) is a sequence of positive numbers such that \( \lim_{n \to \infty} e_n = 0 \).

Denote \( P_n \) to be the probability measure generated by the random observations \( (W, Y) \), and for each \( (w, y) \in \chi \), let

\[
i^* = \{ i | \beta_{1i} = \max_{1 \leq j \leq k} \beta_{1j}, \ i = 1, \ldots, k \},
\]

and

\[
i_n^* = \{ i | \hat{\beta}_{1i} = \max_{1 \leq j \leq k} \hat{\beta}_{1j}, \ i = 1, \ldots, k \}.
\]

Then, the expected risk of the proposed selection procedure is

\[
E^{(W, Y)} L(\beta, d_n(x, y))
\]

\[
= \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ i^* = i, i_n^* = j \}
\]

\[
\leq \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ i^* = i, i_n^* = j, \delta_{wui} - \delta_{wuj} - \delta_{wui} - \delta_{wuj} > \frac{\sigma_{xxi}}{2}, \delta_{wui} - \delta_{wuj} > \frac{\sigma_{xxj}}{2} \}
\]

\[
+ \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ i^* = i, i_n^* = j, \delta_{wui} - \delta_{wuj} - \delta_{wui} - \delta_{wuj} \leq \frac{\sigma_{xxi}}{2} \}
\]

\[
+ \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ i^* = i, i_n^* = j, \delta_{wui} - \delta_{wuj} - \delta_{wui} - \delta_{wuj} \leq \frac{\sigma_{xxj}}{2} \}
\]

\[
\leq \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ \beta_{1i} - \hat{\beta}_{1i} > \delta, \delta_{wui} - \delta_{wuj} - \delta_{wui} - \delta_{wuj} > \frac{\sigma_{xxi}}{2}, \delta_{wui} - \delta_{wuj} > \frac{\sigma_{xxj}}{2} \}
\]

\[
+ \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ \beta_{1j} - \hat{\beta}_{1j} > \delta, \delta_{wui} - \delta_{wuj} - \delta_{wui} - \delta_{wuj} > \frac{\sigma_{xxi}}{2}, \delta_{wui} - \delta_{wuj} > \frac{\sigma_{xxj}}{2} \}
\]

\[
+ \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ \delta_{wui} - \delta_{wui} \leq \frac{\sigma_{xxi}}{2} \}
\]
+ \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ S_{uwj} - \sigma_{uuj} \leq \frac{\sigma_{xxj}}{2} \} \\
\leq \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ \beta_{1i} - \hat{\beta}_{1i} > \delta, S_{wui} - \sigma_{uui} > \frac{\sigma_{xxi}}{2} \} \\
+ \sum_{i=1}^{k} \sum_{j=1, j \neq i}^{k} P_n \{ \hat{\beta}_{1j} - \beta_{1j} > \delta, S_{wuj} - \sigma_{uuj} > \frac{\sigma_{xxj}}{2} \} \\
+ 2k \sum_{i=1}^{k} P_n \{ S_{wui} - \sigma_{uui} \leq \frac{\sigma_{xxi}}{2} \} \\
\leq 2k \sum_{i=1}^{k} P_n \{ |\beta_{1i} - \hat{\beta}_{1i}| > \delta, S_{wui} - \sigma_{uui} > \frac{\sigma_{xxi}}{2} \} \\
+ 2k \sum_{i=1}^{k} P_n \{ S_{wui} - \sigma_{uui} \leq \frac{\sigma_{xxi}}{2} \}.

From above we observe that it suffices to analyze the convergence rates of the followings two sequences:

\begin{align*}
P_n \{ S_{wui} - \sigma_{uui} \leq \frac{\sigma_{xxi}}{2} \}, & \quad P_n \{ |\beta_{1i} - \beta_{1i}| \geq \delta, S_{wui} - \sigma_{uui} > \frac{\sigma_{xxi}}{2} \}.
\end{align*}

(12)

We analyze the rate of convergence under the following conditions.

### 3.1 When The $\alpha$-th Moment Exists ($\alpha > 2$)

In this subsection we suppose that the $\alpha$-th ($\alpha > 2$) moments of $(X_{ij}, U_{ij}, \epsilon_{ij})$ exist, that is,

\begin{align*}
E|X_{ij}|^\alpha < \infty, & \quad E|U_{ij}|^\alpha < \infty, & \quad E|\epsilon_{ij}|^\alpha < \infty.
\end{align*}

(13)

We will show that the expected risk of the proposed selection procedure converges to 0 at the rate of $o(n^{-(\alpha/2-1)})$.

We introduce some useful lemmas. The first lemma is well known, a similar result can be found in Baum and Katz (1965).

**Lemma 1.** Let $X_1, \ldots, X_n$ be independent random variables with mean 0. Suppose for a fixed number $\alpha > 1$, $E|X_i|^\alpha < \infty$, for $i = 1, \ldots, n$, then for any $\epsilon > 0$,
\[ P\{ \sum X_i/n \geq \epsilon \} = o(n^{-(\alpha-1)}) \]  

(14)

As a consequence of Lemma 1, we have

**Lemma 2.** Let \( X_1, \ldots, X_n \) be independent random variables, with mean \( EX_i = \mu \) and variance \( \text{Var}X_i = \sigma^2 \), for \( i = 1, \ldots, n \). Also let \( \bar{X} = \frac{1}{n} \sum X_i \) and \( S_n^2 = \frac{1}{n-1} \sum (X_i - \bar{X})^2 \). Suppose for \( i = 1, \ldots, n \) and a fixed number \( \alpha > 2 \), \( E|X_i|^{\alpha} < \infty \), then for any \( \epsilon > 0 \),

\[ P\{ |S_n^2 - \sigma^2| \geq \epsilon \} = o(n^{-(\alpha/2-1)}) \]  

(15)

**Proof.**

\[
P\{ |S_n^2 - \sigma^2| \geq \epsilon \} = P\{ |\frac{1}{n-1} \sum_{i=1}^{n} X_i^2 - \frac{n}{n-1} \bar{X}^2 - \sigma^2| \geq \epsilon \} \]

\[
\leq P\{ |\frac{1}{n-1} \sum_{i=1}^{n} X_i^2 - \frac{n}{n-1} (\mu^2 + \sigma^2)| \geq \frac{\epsilon}{2} \}
\]

\[+ P\{ |\frac{n}{n-1} \bar{X}^2 - \frac{n\mu^2 + \sigma^2}{n-1}| \geq \frac{\epsilon}{2} \}
\]

\[
= P\{ |\frac{1}{n} \sum (X_i^2 - (\mu^2 + \sigma^2))| \geq \frac{n-1}{n} \frac{\epsilon}{2} \}
\]

\[+ P\{ |\bar{X}^2 - \mu^2| \geq \frac{\epsilon}{2} - \frac{1}{n} \sigma^2 \}
\]

\[
= P\{ |\frac{1}{n} \sum (X_i^2 - (\mu^2 + \sigma^2))| \geq \frac{\epsilon}{4} \}
\]

\[+ P\{ |\bar{X}^2 - \mu^2| \geq \frac{\epsilon}{4} \}
\]

\[:= I_1 + I_2, \quad (17)\]

for \( n \) large enough, that is, when \( n \geq \max(2, \lceil \frac{4\sigma^2}{\epsilon} \rceil + 1) \), we have \( \frac{n-1}{n} \frac{\epsilon}{2} \geq \frac{\epsilon}{4} \) and \( \frac{\epsilon}{2} - \frac{1}{n} \sigma^2 \geq \frac{\epsilon}{4} \). From Lemma 1, we have

\[
I_1 = P\{ |\frac{1}{n} \sum (X_i^2 - (\mu^2 + \sigma^2))| \geq \frac{\epsilon}{4} \}
\]

\[= o(n^{-\alpha/2-1}) \]

(18)

and
\[ I_2 = P\{|\bar{X}^2 - \mu^2| \geq \frac{\epsilon}{4}\} \]
\[
= P\{|(\bar{X} + \mu)(\bar{X} - \mu)| \geq \frac{\epsilon}{4} \text{ and } (\bar{X} + \mu) > (2\mu + 1)\} + P\{|(\bar{X} + \mu)(\bar{X} - \mu)| \geq \frac{\epsilon}{4} \text{ and } (\bar{X} + \mu) \leq (2\mu + 1)\} \]
\[
\leq P\{|\bar{X} - \mu| > 1\} + P\{4(2\mu + 1)|\bar{X} - \mu| \geq \epsilon\} = o(n^{-(\alpha-1)}). \]

From Lemma 2, we can see that
\[
P\{S_{wui} - \sigma_{wui} \leq \frac{\sigma_{xzi}}{2}\} = P\{S_{wui} - \sigma_{wui} \leq -\frac{\sigma_{xzi}}{2}\} \]
\[
= o(n^{-(\alpha/2-1)}). \]

Moreover,
\[
P_n\{|\hat{\beta}_{1i} - \beta_{1i}| \geq \delta, S_{wui} - \sigma_{wui} > \frac{\sigma_{xzi}}{2}\} \]
\[
= P_n\{|\frac{S_{wui}}{S_{wui} - \sigma_{wui}} - \beta_{1i}| \geq \delta, S_{wui} - \sigma_{wui} > \frac{\sigma_{xzi}}{2}\} \]
\[
\leq P_n\{|S_{wui} - \beta_{1i}(S_{wui} - \sigma_{wui})| \geq \delta \frac{\sigma_{xzi}}{2}\} \]
\[
= P_n\{|\frac{1}{n-1} \sum_{j=1}^{n} (W_{ij} - \bar{W}_i)(Y_{ij} - \bar{Y}_i) - \beta_{1i}(\frac{1}{n-1} \sum_{j=1}^{n} (W_{ij} - \bar{W}_i)^2 - \sigma_{wui})| \geq \delta \frac{\sigma_{xzi}}{2}\} \]
\[
= P_n\{|\frac{1}{n-1} \sum_{j=1}^{n} W_{ij}Y_{ij} - \frac{n}{n-1} \bar{W}_i\bar{Y}_i - \frac{1}{n-1} \beta_{1i} \sum_{j=1}^{n} W_{ij}^2 + \frac{n}{n-1} \beta_{1i} \bar{W}_i^2 + \beta_{1i}\sigma_{wui}| \geq \delta \frac{\sigma_{xzi}}{2}\} \]
\[
\leq P_n\{|\frac{1}{n-1} \sum_{j=1}^{n} W_{ij}Y_{ij} - \frac{n}{n-1} \beta_{1i}\sigma_{xzi}| \geq \delta \frac{\sigma_{xzi}}{6}\} \]
\[
+ P_n\{|\frac{n}{n-1} \bar{W}_i\bar{Y}_i - \frac{n}{n-1} \beta_{1i}W_i^2 - \frac{1}{n-1} \beta_{1i}\sigma_{wui}| \geq \delta \frac{\sigma_{xzi}}{6}\} \]
\[
+ P_n\{|\frac{1}{n-1} \beta_{1i} \sum_{j=1}^{n} W_{ij}^2 - \frac{n}{n-1} \beta_{1i}(\sigma_{xzi} + \sigma_{wui})| \geq \delta \frac{\sigma_{xzi}}{6}\} \]
\[
:= J_1 + J_2 + J_3. \]

For any \( i = 1, \ldots, k \), \( \{W_{ij}Y_{ij}, j = 1, \ldots, n\} \) are independent random variables with mean \( E(W_{ij}Y_{ij}) = \beta_{1i}\sigma_{xzi} \). By Holder's inequality,
\[ E|W_{ij}Y_{ij}|^{\alpha/2} \leq \sqrt{E|W_{ij}|^{\alpha}E|Y_{ij}|^{\alpha}} < \infty, \]  

(23)

therefore, we have

\[ J_1 = P_n\{\frac{1}{n} \sum_{j=1}^{n} (W_{ij}Y_{ij} - \beta_{1i}\sigma_{xxi}) \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{6} \} \]  

(24)

\[ = o(n^{(-\alpha/2-1)}). \]  

(25)

\[ \bar{W}_i\bar{Y}_i - \beta_{1i}\bar{W}_i^2 \]  

(26)

\[ = \bar{W}_i(Y_i - \beta_{1i}\bar{W}_i) \]

\[ = \bar{W}_i(\beta_{0i} + \bar{e}_i + \beta_{1i}\bar{U}_i) \]

\[ = \beta_{0i}\bar{W}_i + \bar{e}_i\bar{W}_i + \beta_{1i}\bar{X}_i\bar{U}_i + \beta_{1i}\bar{U}_i^2, \]

we observe that

\[ J_2 = P_n\{ |\beta_{0i}\bar{W}_i| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \} \]  

(27)

\[ \leq P_n\{ |\beta_{0i}\bar{W}_i| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \} \]

\[ + P_n\{ |\bar{e}_i\bar{W}_i| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \} \]

\[ + P_n\{ |\beta_{1i}\bar{X}_i\bar{U}_i| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \} \]

\[ + P_n\{ |\beta_{1i}\bar{U}_i^2 - \frac{1}{n}\beta_{1i}\sigma_{uui}| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \} \]

\[ \leq P_n\{ |\beta_{0i}\bar{W}_i| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \} \]

\[ + P_n\{ |\bar{e}_i| \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \} + P_n\{ |\bar{W}_i| \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \} \]

\[ + P_n\{ |\sqrt{\beta_{1i}\bar{X}_i} \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \} + P_n\{ |\sqrt{\beta_{1i}\bar{U}_i} \geq \sqrt{\frac{n-1}{n} \delta \sigma_{xxi}} \} \]

\[ + P_n\{ |\beta_{1i}\bar{U}_i^2 - \frac{1}{n}\sigma_{uui}| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \}. \]
Then by Lemma 1, we have

\[ P_n\{|\beta_0 \bar{W}_i| \geq \frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24}\} = \begin{cases} o(n^{-(\alpha - 1)}), & \text{if } \beta_0 \neq 0, \\ 0, & \text{if } \beta_0 = 0, \end{cases} \]

(28)

\[ = o(n^{-(\alpha - 1)}), \]

(29)

\[ P_n\{|\tilde{\varepsilon}_i| \geq \sqrt{\frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24}}\} = o(n^{-(\alpha - 1)}), \]

(30)

\[ P_n\{|\bar{W}_i| \geq \sqrt{\frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24}}\} = o(n^{-(\alpha - 1)}), \]

(31)

\[ P_n\{|\sqrt{\beta_3 i \bar{X}_i}| \geq \sqrt{\frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24}}\} = o(n^{-(\alpha - 1)}), \]

(32)

\[ P_n\{|\sqrt{\beta_{11} \bar{U}_i}| \geq \sqrt{\frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24}}\} = o(n^{-(\alpha - 1)}), \]

(33)

\[ \leq P_n\{|\sqrt{\beta_1 \bar{U}^2_i} - \frac{1}{n} \sigma_{uui}\} \geq \frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24} - \frac{1}{n} \beta_{11} \sigma_{uui}\} \]

\[ = P_n\{|\sqrt{\beta_1 \bar{U}^2_i} \geq \sqrt{\frac{n-1}{n} \delta \frac{\sigma_{xxi}}{24}} - \frac{1}{n} \beta_{11} \sigma_{uui}\}\]

\[ = o(n^{-(\alpha - 1)}), \]

(34)

\[ J_3 = P_n\{|\frac{1}{n} \sum_{j=1}^n W_{ij}^2 - \beta_1 (\sigma_{xxi} + \sigma_{uui})| \geq \frac{n-1}{n} \delta \frac{\sigma_{xxi}}{6}\} \]

\[ = o(n^{-(\alpha/2 - 1)}). \]

Hence, by combining the above arguments, we have the following theorem.
**Theorem 1.** The selection procedure \( d_n(w, y) \), defined in (8), is asymptotically optimal with convergence rate of order \( o(n^{-(\alpha/2-1)}) \) under condition (13). That is,

\[
E^{(w, y)} L(\hat{\beta}, d_n(w, y)) = o(n^{-(\alpha/2-1)}).
\]

(35)

### 3.2 When The Moment Generating Function Exists

In this subsection we suppose that the moment generating functions of \( \{X_{ij}^2, U_{ij}^2, e_{ij}^2\} \) exist in a neighbourhood of the origin, that is, for \(-T \leq t \leq T, \)

\[
E e^{tX_{ij}^2} < \infty, \quad E e^{tU_{ij}^2} < \infty, \quad E e^{te_{ij}^2} < \infty.
\]

(36)

where \( T \) is a positive constant.

--

We first introduce the following lemma, which can be found in Petrov (1995).

**Lemma 3.** Let \( \{X_1, \ldots, X_n\} \) be independent random variables with mean \( EX_i = 0, i = 1, \ldots, n \). Suppose there exist positive constants \( g_1, \ldots, g_n \) and \( T \) such that

\[
E e^{tX_i} \leq e^{g_it^2/2} \quad (i = 1, \ldots, n)
\]

(37)

for \(-T \leq t \leq T \). Let \( G_n = \sum_{i=1}^{n} g_i \), then

\[
P(|\sum_{i=1}^{n} X_i| \geq x) \leq \begin{cases} e^{-(x^2/2G_n)}, & \text{if } 0 \leq x \leq G_nT, \\ e^{-(T^2/2)}, & \text{if } x > G_nT. \end{cases}
\]

(38)

The following lemma clarifies the probabilistic meaning of the conditions of Lemma 3.

**Lemma 4.** Let \( X \) be a random variable with mean \( EX = 0 \). The following two assertions are equivalent:

(I) There exist positive constants \( g \) and \( H \) such that

\[
E e^{tX} \leq e^{g_t^2/2} \quad \text{for } -H \leq t \leq H,
\]

(39)

(II) There exists a positive constant \( T \) such that

---
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\[ E e^{tx} < \infty \quad \text{for } -T \leq t \leq T. \] (40)

**Proof.** It is clear that (I) implies (II). We now prove that (II) also implies (I). If (II) is fulfilled, then the random variable \( X \) has the moments of all orders, and the following relation holds:

\[ \log E e^{tx} = \frac{1}{2} \sigma^2 t^2 + o(t^2) \] (41)

as \( t \to 0 \), where \( \sigma^2 = EX^2 \). For any constant \( g > \sigma^2 \), the inequalities \( \log E e^{tx} \leq gt^2/2 \) and \( E e^{tx} \leq e^{gt^2/2} \) hold for all sufficiently small \( t \), that is, (I) is true. This completes the proof of Lemma 4. As we can see in the proof, we can always set \( g = 2\sigma^2 \).

We further assume that the 4-th moments of \( \{X_{ij}, U_{ij}, \epsilon_{ij}\} \) are bounded, that is, there exists a positive constant \( C \) such that

\[ EX^4_{ij} < C, \quad EU^4_{ij} < C, \quad E\epsilon^4_{ij} < C. \] (42)

We can see from (42) that \( EW^4_{ij}, EY^4_{ij} \) and \( E(W_{ij}Y_{ij})^2 \) are all bounded.

We analyze \( P_n \{ S_{wvi} - \sigma_{wvi} \leq \frac{\sigma_{xxi}}{2} \} \) first.

\begin{align*}
P_n \{ S_{wvi} - \sigma_{wvi} \leq \frac{\sigma_{xxi}}{2} \} & \leq P_n \{ |S_{wvi} - \sigma_{wvi}| \geq \frac{\sigma_{xxi}}{2} \} \\
 & \leq P_n \{ \left| \frac{1}{n} \sum_{j=1}^{n} W_{ij} - \sigma_{wvi} \right| \geq \frac{n - 1}{n} \frac{\epsilon}{2} \} \\
 & \quad + P_n \{ |\bar{W}_i^2| \geq \frac{\epsilon}{2} - \frac{1}{n} \sigma^2 \} \\
 & = P\{ \left| \frac{1}{n} \sum_{j=1}^{n} (W_{ij} - \sigma_{wvi}) \right| \geq \frac{\epsilon}{4} \} \\
 & \quad + P\{ |\bar{W}_i| \geq \sqrt{\frac{\epsilon}{4}} \} \\
 & := K_1 + K_2, \tag{44}
\end{align*}

for \( n \) large enough, that is, when \( n \geq \max(2, \lceil 4\epsilon^2 \rceil + 1) \), we have \( \frac{n - 1}{n} \frac{\epsilon}{2} \geq \frac{\epsilon}{4} \) and \( \frac{1}{2} \frac{\epsilon}{4} \geq \frac{\epsilon}{4} \). Since for \( j = 1, \ldots, n \), \( E(W_{ij} - \sigma_{wvi}) = 0 \) and for \(-T/2 \leq t \leq T/2\),
\[ E e^{iW_{ij}^2} \leq E e^{i(X_{ij} + U_{ij})^2} \leq E(e^{2|X_{ij}^2|}e^{2|U_{ij}^2|}) = E(e^{2|X_{ij}^2|})E(e^{2|U_{ij}^2|}) < \infty. \] (45)

By Lemma 3 and Lemma 4, we have

\[ K_1 = P\left\{\left|\frac{1}{n}\sum_{j=1}^{n}(W_{ij}^2 - \sigma_{wui})\right| \geq \frac{\epsilon}{4}\right\} \]

\[ \leq \begin{cases} 
  e^{-\left(n^2\epsilon^2/32G_n\right)}, & \text{if } \epsilon \leq 2TG_n/n, \\
  e^{-\left(T\epsilon/8\right)n}, & \text{if } \epsilon > 2TG_n/n,
\end{cases} \] (46)

where \( G_n \) is twice the sum of the \( n \) variances of \((W_{ij}^2 - \sigma_{wui}), j = 1, \ldots, n\). Since \((EW_{ij}^2, j = 1, \ldots, n)\) are bounded, \( G_n = O(n) \). Therefore,

\[ K_1 = P\left\{\left|\frac{1}{n}\sum_{j=1}^{n}(W_{ij}^2 - \sigma_{wui})\right| \geq \frac{\epsilon}{4}\right\} \]

\[ \leq \begin{cases} 
  e^{-\left(n^2\epsilon^2/32G_n\right)}, & \text{if } \epsilon \leq 2TG_n/n, \\
  e^{-\left(T\epsilon/8\right)n}, & \text{if } \epsilon > 2TG_n/n,
\end{cases} \]

\[ = O(e^{-c_{K_1}^n}), \] (47)

where \( c_{K_1}^* \) is a positive constant. Similarly, for \(-T \leq t \leq T,\)

\[ E e^{iW_{ij}} \leq E e^{i|W_{ij}|} \leq E e^{i|W_{ij}|+1} < \infty. \] (48)

\[ K_2 = P\{|\bar{W}_{ij}| \geq \sqrt{\frac{\epsilon}{4}}\} \]

\[ = O(e^{-c_{K_2}^n}), \] (49)

where \( c_{K_2}^* \) is also a positive constant.

Next we consider \( P_n\{|\hat{\beta}_{1i} - \beta_{1i}| \geq \delta, S_{wui} - \sigma_{wui} > \frac{\sigma_{wui}}{2}\}. \) We have

\[ P_n\{|\hat{\beta}_{1i} - \beta_{1i}| \geq \delta, S_{wui} - \sigma_{wui} > \frac{\sigma_{wui}}{2}\} \] (50)
\[
\begin{align*}
\leq P_n \left\{ \frac{1}{n-1} \sum_{j=1}^{n} W_{ij}Y_{ij} - \frac{n}{n-1} \beta_{1i} \sigma_{xxi} \right\} \geq \frac{\delta \sigma_{xxi}}{6} \\
+ P_n \left\{ \frac{n}{n-1} - \frac{n}{n-1} \beta_{1i} \bar{W}_i^2 - \frac{n}{n-1} \beta_{1i} \sigma_{uui} \right\} \geq \frac{\delta \sigma_{xxi}}{6} \\
+ P_n \left\{ \frac{1}{n-1} \beta_{1i} \sum_{j=1}^{n} W_{ij}^2 - \frac{n}{n-1} \beta_{1i} \left( \sigma_{xxi} + \sigma_{uui} \right) \right\} \geq \frac{\delta \sigma_{xxi}}{6} \\
:= L_1 + L_2 + L_3.
\end{align*}
\]

For any \( i = 1, \ldots, k \), \( \{ W_{ij}Y_{ij}, j = 1, \ldots, n \} \) are independently but not necessarily identically distributed random variables. By Cauchy-Schwarz's inequality, we have, for \(-T/2 \leq t \leq T/2\),

\[
E e^{itW_{ij}Y_{ij}} \leq E e^{it\left(W_{ij}^2 + Y_{ij}^2\right)/2} \leq \sqrt{E e^{itW_{ij}^2} E e^{itY_{ij}^2}} < \infty.
\]

(51)

Besides, for each \( i \) and \( j \), the variance of \( W_{ij}Y_{ij} \) is bounded, therefore,

\[
L_1 = P_n \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} (W_{ij}Y_{ij} - \beta_{1i} \sigma_{xxi}) \right| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{6} \right\}
\]

(52)

\[
= O(e^{-c_{L_1}^2 n}),
\]

(53)

where \( c_{L_1}^2 \) is a positive constant. Next we analyze \( L_2 \) and \( L_3 \). Similarly,

\[
L_2 \leq P_n \left\{ \left| \beta_{0i} \bar{W}_i \right| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \right\}
\]

(54)

\[
+ P_n \left\{ |\bar{e}_i| \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \right\} + P_n \left\{ |\bar{W}_i| \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \right\}
\]

\[
+ P_n \left\{ |\sqrt{\beta_{1i}} \bar{X}_i| \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \right\} + P_n \left\{ |\sqrt{\beta_{1i}} \bar{U}_i| \geq \sqrt{\frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24}} \right\}
\]

\[
+ P_n \left\{ |\beta_{1i} (\bar{U}_i^2 - \frac{1}{n} \sigma_{uui})| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{24} \right\}
\]

(55)

\[
= O(e^{-c_{L_2}^2 n}),
\]

and

\[
L_3 = P_n \left\{ \left| \frac{1}{n} \beta_{1i} \sum_{j=1}^{n} W_{ij}^2 - \beta_{1i} (\sigma_{xxi} + \sigma_{uui}) \right| \geq \frac{n-1}{n} \frac{\delta \sigma_{xxi}}{6} \right\}
\]

(56)

\[
= O(e^{-c_{L_3}^2 n}),
\]

(57)
where \( c^*_L \) and \( c^*_R \) are positive constants. Hence, by the above argument, if we set \( c^* = \min(c^*_R, c^*_L) \), then \( c^* > 0 \). We have the following theorem.

**Theorem 2.** The selection procedure \( d_n(w, y) \), defined in (8), is asymptotically optimal with convergence rate of order \( O(e^{-c^*n}) \) under conditions (36) and (42). That is,

\[
E^{(w,y)} L(\hat{\beta}, d_n(w, y)) = O(e^{-c^*n}).
\]  

(58)

We consider two special situations next.

**Two special situations.**

1. \( \{(X_{ij}, U_{ij}, \epsilon_{ij}), 1 \leq j \leq n\} \) are normally distributed. In this case, \( \{(X_{ij}, U_{ij}, \epsilon_{ij})\} \) are i.i.d. \( N_3((0,0,0), \text{diag}(\sigma_{xx}, \sigma_{uu}, \sigma_{e\epsilon})) \). Since \( (X_{ij}^2 / \sigma_{xx}, U_{ij}^2 / \sigma_{uu}, \epsilon_{ij}^2 / \sigma_{e\epsilon}) \) are \( \chi^2 \) distributed and the moment generating functions of them exist in a neighbourhood of 0, and the 4-th moments of \( \{(X_{ij}, U_{ij}, \epsilon_{ij})\} \) are also bounded, by Theorem 2, we have that, in the normal case, the selection procedure \( d_n(w, y) \), defined in (8), is asymptotically optimal with the rate of convergence of order \( O(e^{-c^*n}) \).

2. \( \{(X_{ij}, U_{ij}, \epsilon_{ij}), 1 \leq j \leq n\} \) are bounded. Then conditions (36) and (42) always hold and therefore, the selection procedure \( d_n(w, y) \) is asymptotically optimal with convergence rate of order \( O(e^{-c^*n}) \).

4 Simulations

We carried out a simulation study to investigate the performance of the selection procedure \( d_n \). The expected risk \( E^{(w,y)} L(\hat{\beta}, d_n(w, y)) \) is used as measure of the performance of the selection rule. For any observations \((W, Y)\), let

\[
D(W, Y) = \begin{cases} 1, & \text{if we make a wrong selection,} \\ 0, & \text{if we make a correct selection.} \end{cases}
\]  

(59)

Then, by the law of large numbers, the sample mean of \( D(W, Y) \), based on our observations, can be used as an estimator of the expected risk \( E^{(w,y)} L(\hat{\beta}, d_n(w, y)) \).

The simulation scheme is described as follows:

1. For each \( j = 1, \ldots, n \) and each \( i=1, 2 \) and 3, we generated independent random observations \((X_{ij}, U_{ij}, \epsilon_{ij})\) from multivariate normal \( N_3((0,0,0)^T, \text{diag}(\sigma_{xx}, \sigma_{uu}, \sigma_{e\epsilon})) \).

2. Let \( W_{ij} = X_{ij} + U_{ij} \) and \( Y_{ij} = \beta_{0i} + \beta_{1i}X_{ij} + \epsilon_{ij} \).
3. Based on \((W_{ij}, Y_{ij})\), we obtained the estimators of \(\beta_{1i}\), then made the selection and computed \(D(W, Y)\).

4. Step 1, 2 and 3 were repeated 4000 times. The average of \(D(W, Y)\) based on the 4000 repetitions, which is denoted by \(D_n\), is used as an estimator of the expected risk \(E^{(W, Y)} L(\beta, d_n(W, Y))\).

The results are listed for the case where

\[
\begin{align*}
\sigma_{xx1} &= \sigma_{xx2} = \sigma_{xx3} = 1, \\
\sigma_{uu1} &= \sigma_{uu2} = \sigma_{uu3} = 1, \\
\sigma_{ee1} &= \sigma_{ee2} = \sigma_{ee3} = 0.25, \\
\beta_{01} &= \beta_{02} = \beta_{03} = 0, \\
\beta_{11} &= 0, \beta_{12} = 1, \beta_{13} = 2.
\end{align*}
\]

and

\[n = 5, 10, 15, 20, 30, 40, 50, 100.\]

From the results of the simulation (see the last page), we can observe that the values of \(D_n\) decrease quite rapidly as \(n\) increases, for \(n \leq 100\). This supports Theorem 2 that the rate of convergence is of order \(o(e^{-c^n})\).
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<table>
<thead>
<tr>
<th>$n$</th>
<th>$D_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.250</td>
</tr>
<tr>
<td>10</td>
<td>0.090</td>
</tr>
<tr>
<td>15</td>
<td>0.030</td>
</tr>
<tr>
<td>20</td>
<td>0.003</td>
</tr>
<tr>
<td>30</td>
<td>0.001</td>
</tr>
<tr>
<td>40</td>
<td>0.001</td>
</tr>
<tr>
<td>50</td>
<td>0.000</td>
</tr>
<tr>
<td>100</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Simulation