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Ultrasonic \textit{in – situ} wafer temperature sensor for semiconductor processing

1 Introduction

Temperature is one of the most common and important process parameters in semiconductor manufacturing. A search in Stanford University Library database INSPEC with subject key words “temperature and semiconductor processing” results in over 2700 scientific articles in a subset of engineering and physics publications in the last 8 years. Especially, accurate measurement of wafer temperature and its spatial distribution become critical as the tolerances in device dimensions get tighter [18]. These concerns define the properties of the desired temperature sensor for semiconductor processing. The required measurement accuracy of the temperature sensor is around $\pm 1^\circ$C for many processes [10]. The sensor should be able to measure temperature with this accuracy in the $-100^\circ$C to $1200^\circ$C range for different processes. Due to contamination and temperature uniformity concerns, non-contact temperature measurement methods are preferred. Real-time, \textit{in – situ} sensors are required for real-time closed loop control of wafer temperature. Furthermore, information on temperature uniformity is essential especially for processing of wafers with 20 cm or larger diameter.

Currently, optical pyrometry is the dominant technique for temperature measurement in the semiconductor industry. In pyrometry, radiation from the wafer is used to measure its temperature in a non-contact fashion [20]. This type of temperature measurement is typically at a single point on the wafer with an accuracy that is limited by variations in wafer emissivity during processing and interference from other light sources [25, 26, 27]. There are emissivity correction methods, but they are generally complex and costly [5]. Another major problem with pyrometry is the lack of sensitivity at low temperatures, since the radiated power from the wafer is proportional to the fourth power of its temperature. This limits the use of pyrometers to process temperatures higher than $400^\circ$C, which is not acceptable for many processing steps. Since thermocouples cause contamination and temperature non-uniformity during thermal processing, thermocouples attached at different locations on the wafer can only be used for calibration purposes. Approaches utilizing thermal expansion measurements provide average wafer temperature with low accuracy and require special reflective structures on the wafer [3, 19]. Ellipsometry is also used for simultaneous oxide film thickness and temperature measurements [21]. This technique is limited to dielectric films only, and the temperature accuracy is limited to $\pm 20^\circ$C.

The use of ultrasonic waves for wafer temperature measurement was initiated and
realized at Stanford University by Lee and co-workers [13, 10]. In that study, laser ultrasound techniques were used to generate and detect acoustic waves both in the wafer and its immediate ambient. Although, in principle, the method should be able to measure wafer temperature accurately, the required SNR is difficult to achieve. To overcome this difficulty, the ultrasonic wafer temperature sensor (UTS) using Hertzian contact transducers for $A_o$ mode Lamb wave excitation was also first demonstrated by the same group [10, 11, 12]. The already existing quartz support pins were modified to act as Hertzian contact transducers. UTS can also be considered as a “non contact” technique since it does not require any “additional” contact to the wafer in single wafer processing systems. A time-of-flight (TOF) measurement technique was used to infer wafer temperature in situ in a rapid thermal processing (RTP) environment with ±5°C accuracy relying on calibration with thermocouples.

In this report, we calculate the temperature sensitivity of the $A_o$ mode Lamb waves in wafers of typical semiconductor processing materials. We also discuss the effect of thin films on the $A_o$ mode Lamb wave propagation and their temperature sensitivity. We show that for some thin film materials, there are critical frequencies where the thin film sensitivity is minimized. This information proved to be useful for simultaneous film thickness and temperature measurements [17, 16]. We describe the implementation and integration of UTS to the rapid thermal multiprocessor (RTM) at Stanford University. As an example, we describe the use of UTS for in situ temperature and crystallinity monitoring in the manufacture of thin film transistors for flat panel displays. We also present results of in situ wafer temperature tomography using 8 spring loaded sensors and a 3 zone tomography system for the RTM.

2 Temperature sensitivity of the $A_o$ mode Lamb waves

In order to understand and optimize the UTS, one should investigate the temperature sensitivity of the $A_o$ mode Lamb wave and its dependence on various parameters. These parameters include the frequency of operation, wafer dimensions, thin film coatings of different materials, wafer material anisotropy, wafer surface roughness and topology. A few these factors were examined in a previous study [10]. However, the Lamb wave theory used in that study assumes that the wafer material is isotropic. Also, the effect of thin films on the wafer were included via an approximate perturbation approach.

We base our exact calculations on the surface impedance approach discussed in [?]. One of the advantages of the UTS is that it can be used with different semiconductor wafer materials without any modification. Since the measurement is based on mechanical
properties only, optical (transparency, emissivity etc.), electrical (doping density etc.) properties do not affect the measurements [8]. As the most common wafer materials, we calculate the temperature sensitivity for silicon, gallium arsenide and quartz/glass wafers. In Fig. 1, we plot the temperature sensitivity of phase velocity \( \left( \frac{dV_p}{dT} \right) \) of the \( A_0 \) mode as a function of \( fd \) for these materials. The effect of temperature is included in the calculations using the measured temperature coefficients. For silicon and fused quartz we use the data from McSkimin, and for gallium arsenide we use the data from Garland et al. as compiled in table 2 [14, 7]. For silicon and gallium arsenide, the calculations are done assuming propagation in \(<100>\) direction on the (001) surface of wafers. The temperature coefficient \( k_{12} \) for isotropic materials can be obtained using the relation \( c_{12} = c_{11} - 2c_{44} \).

<table>
<thead>
<tr>
<th>Material</th>
<th>( k_{11} ) (1/°C)</th>
<th>( k_{44} ) (1/°C)</th>
<th>( k_{12} ) (1/°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>(-6.75 \times 10^{-5})</td>
<td>(-4.4 \times 10^{-5})</td>
<td>(-9.95 \times 10^{-5})</td>
</tr>
<tr>
<td>GaAs</td>
<td>(-1.5221 \times 10^{-4})</td>
<td>(-3.78 \times 10^{-5})</td>
<td>(-2.87 \times 10^{-4})</td>
</tr>
<tr>
<td>Fused quartz</td>
<td>(+2.32 \times 10^{-4})</td>
<td>(+1.45 \times 10^{-4})</td>
<td></td>
</tr>
<tr>
<td>Aluminum</td>
<td>(-2.796 \times 10^{-4})</td>
<td>(-5.11 \times 10^{-4})</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Temperature coefficients of elastic constants of common semiconductor materials. The temperature dependent constants are calculated by the equation \( c_{ij}(T) = c_{ij}(T_0)(1 + k_{ij}(T - T_0)) \).

The sensitivity figures are calculated at 20°C, and found to be of the order of \( 10^{-5}/\text{°C} \) for all three materials. Fused quartz has a positive temperature coefficient in contrast with silicon and gallium arsenide, in which the phase velocity of Lamb wave decreases with increasing temperature. Although the sensitivity figures are small, they are nearly an order of magnitude larger than the corresponding thermal expansion coefficients [15]. These curves also suggest that at a given frequency, the wafer thickness variations do not affect the temperature coefficient significantly. However, wafer thickness variations cause shifts in the temperature measurement by UTS due to phase velocity dispersion. These shifts can be corrected if the initial process temperature is known.

We also examine the effect of anisotropy on the temperature coefficient by calculating its variation with propagation direction of Lamb waves. The results for (001)-cut silicon and gallium arsenide at \( fd = 0.1 \text{ MHz-mm} \) are shown in Fig. 2. The four fold symmetry of these materials on this plane is also observed in the temperature sensitivity. The maximum variation is 5.5% and 13% for silicon and gallium arsenide, respectively. These results show that the alignment of measurement direction is important to minimize the effect of wafer alignment on temperature measurements.
2.1 Effect of thin films and wafer roughness

In many semiconductor processing steps, one or more thin layers are present or being deposited on the wafers. These films affect the phase velocity of the Lamb waves propagating in the relatively thick semiconductor wafer. It is possible to exploit this sensitivity to measure the thickness and other properties of these films [17]. To investigate the effects of thin films on Lamb wave propagation in wafers we use the surface impedance approach. We use the elastic properties of film materials tabulated in Simmons and Wang [6]. Fig. 3 shows the $A_o$ mode Lamb wave phase velocity variation in a 0.5 mm thick (001) silicon wafer as a function of film thickness. These film materials are commonly used in semiconductor processing. The propagation is in $<100>$ direction at $f=200$ kHz. The phase velocity variation is linear in this film thickness range, since the film is a small perturbation on the much thicker silicon wafer. Aluminum and silicon dioxide have elastic properties similar to silicon, and their main effect is to increase thickness in this small perturbation regime. With its high density (7.9 gr/cm$^3$), the copper film loads the silicon wafer, therefore decreases the phase velocity with a -0.6m/sec/μm rate. Silicon nitride is harder than silicon with a comparable density. Hence, silicon nitride film stiffens the silicon wafer with 2.8 m/sec/μm change in phase velocity. The results indicate that the density and shear elastic constant ($c_{44}$) of the film material relative to silicon dominate the change in the phase velocity. This is expected
Figure 2: Variation of absolute temperature sensitivity of $A_0$ mode phase velocity with measurement direction on (100)-cut silicon and GaAs wafers. The wafer thickness is 0.5 mm and the frequency is 200 kHz.

due to the shear nature of the $A_0$ mode, which is predominantly a flexural wave in this $fd$ range.

Thin film sensitivity ($\frac{dv}{vdh}$) of the $A_0$ mode Lamb wave is also a function of frequency due to its dispersive nature and the multilayered waveguide structure. In Fig. 4 we plot this variation as a function of $fd$, where $d$ denotes the silicon wafer thickness. The sensitivity is calculated assuming a 500 Å film deposition on the wafer ($dh = 500$ Å). Silicon nitride and copper films stiffen and load the wafer, respectively in the whole frequency range. For aluminum and silicon dioxide films, the phase velocity sensitivity is negligible around $fd = 0.8$ MHz-mm and $fd = 3.2$ MHz-mm, respectively. At low frequencies, these films have the effect of increasing the wafer thickness, hence increasing the phase velocity due to dispersion. At high frequencies, the acoustic energy is concentrated more at the surfaces and the slower phase velocity of the films start to dominate as predicted by perturbation theory [2]. These $fd$ regions can be used to minimize thin film effects during temperature measurements for these particular materials. Also, noting that the temperature sensitivity is a slowly varying function of frequency (Fig. 1), one can use Hertzian contact transducers operating at two different frequencies to simultaneously monitor both the temperature and thin film thickness. These predictions are verified by experiments in an aluminum sputtering station and in-situ
temperature and thin film thickness measurement is realized using transducers operating at 550 kHz and 1.5 MHz on 0.5 mm thick silicon wafers [16]. For the applications of the UTS, thin films have two different effects. The phase velocity variation due to the thin film causes an absolute shift of TOF measurements at constant temperature. In addition to that, the temperature sensitivity of the $A_0$ mode changes in the presence or during the growth of films with different thermal properties. We model the second effect by including the variation of thin film elastic constants with temperature in the calculations. Fig. 5 shows the results for silicon dioxide and aluminum films on a 0.5 mm thick silicon wafer at 200 kHz. The temperature sensitivity decreases by 1.4% for 1 $\mu$m of silicon dioxide film. In case of aluminum it increases by 2.2%. These changes are expected, considering the temperature coefficients of the film materials [6]. These results show that the cross coupling between the effects of thin films and the temperature is not significant. For practical cases of thin (100-200Å) gate oxide deposition, the effect of the films can be neglected still achieving ±1°C temperature accuracy.

Wafer backside roughness is a problem for temperature measurement systems using pyrometry and optical detection due to emissivity and reflectivity variations [25]. To analyze the effects of surface roughness on the UTS, we use the perturbation approach [2]. Since the wavelength and the wafer thickness are much larger than the rms surface roughness, the perturbation approach is appropriate for calculations. The surface roughness causes an
increase in phase velocity and also attenuates the Lamb wave. The results of the perturbation calculation of change in phase velocity changes are shown in Fig. 6, for 10 cm and 20 cm diameter silicon wafers with 0.5 mm and 0.725 mm thickness, respectively. These are typical dimensions of commercial semiconductor wafers. The operation frequency is 200 kHz and the wavelength of the Lamb wave is around 5-6 mm. The attenuation caused by the surface roughness is extremely small and is not plotted. The main temperature measurement error is due to phase velocity changes, which is smaller than $1 \times 10^{-5}$ for rms surface roughness up to $10 \mu$m. The corresponding temperature difference is less than $\pm 1^\circ$C for surface roughness variation up to $65 \mu$m. These figures suggest that the UTS is virtually independent of wafer roughness variations and hence surface topology.

3 Time of flight measurement method

A typical implementation of the UTS using Hertzian contact transducers is shown in Fig. 7. If the wafer is supported only by the quartz pins, the maximum number of transducers is limited to 3. In many semiconductor process chambers the wafer is held against a flat or slightly curved surface by mechanical or electrostatic clamping. In this case, more than 3
transducers can be used for average temperature measurement and its distribution on the wafer as we discuss in the following sections. In a typical temperature measurement cycle, one of the Hertzian contact transducers is used as a transmitter. A short duration (< 1μsec), high negative voltage pulse (100V < |V_{peak}| < 1000V) is applied to the transmitter to excite Lamb waves in the wafer. Since the Hertzian contact transducer is used in the low fd region, only the $A_0$ mode Lamb wave is excited. Most of the longitudinal wave excited in the quartz buffer rod is reflected from the tip of the transducer as an echo signal. A particular zero crossing in this signal is taken as the timing reference as shown in Fig. 8. The Lamb wave in the wafer travels from the transmitter to the receiver and is detected at the receiver transducer terminals and amplified by a pre-amplifier. Since the piezoelectric transducer has an electrical impedance of 1-10 kΩ, the pre-amplifier is designed to have a high input impedance and low input noise current. The TOF is then measured by a precision time interval counter between the time reference from the echo signal and a zero-crossing in the received signal. The zero-crossing selection is made by enabling the counter by TTL signals generated at the master timer. The TOF is read by the computer through the GPIB connection and converted to temperature using a theoretical calculation or an experimental calibration curve. The temperature sensitivity of the TOF technique is not equal to either the phase or the group velocity sensitivity. Although the wave packet travels with the group velocity, the zero crossing measurement depends on the phase velocity as well.
Figure 6: Normalized $A_0$ mode Lamb wave phase velocity change with rms surface roughness for 0.5 mm and 0.725 mm silicon wafers. Frequency is 200 kHz.

Given the the wide frequency spectrum of the pulse signals, it is logical to do the temperature sensitivity calculations directly on the signals in the frequency domain. To obtain the theoretical sensitivity, we assume that the Lamb wave signal that has a frequency spectrum of $S_t(f, r = 0)$ at the transmitter location, that is independent of temperature and can be calculated from the received signal spectrum at $T = T_o$. If the receiver is located more than 3 wavelengths away from the transmitter, we can use the far field assumption for the cylindrically diverging Lamb waves and write the frequency spectrum of the signal at $r = 0$ in terms of the signal at $r = r_o(T_o)$ as

$$S_t(f, r = 0) = S_r(f, T_o, r_o(T_o)) \sqrt{k(f, T_o)r_o(T_o)} e^{j(k(f, T_o)r_o(T_o))}$$  \hspace{1cm} (1)

To find the signal at the transmitter correctly, the wafer thickness and transmitter-receiver distances are obtained by external measurements and incorporated in the calculations. The temperature dependence of phase velocity is included in the wavenumber $k(f, T)$. Thermal expansion of the wafer is included in $r_o(T)$ using the published thermal expansion data [15]. The received signal at another temperature $T = T_1$ is calculated by propagating the spectrum back and taking the real part of the inverse Fourier transform

$$s_r(t, T_1, r_o(T_1)) = Re\{FT^{-1}\{S_t(f, r = 0) \frac{1}{\sqrt{k(f, T_1)r_o(T_1)}} e^{-j(k(f, T_1)r_o(T_1))}\}\}$$.  \hspace{1cm} (2)
The temperature sensitivity of a particular zero crossing in the received signal is found from these theoretical signals. Basically, it is assumed that all the temperature dependence during the process is confined to the Lamb wave propagation in the wafer. By taking the time reference from the echo signal it is assumed that the effect of heating of the buffer rods is eliminated. Even with these assumptions, good agreement is observed between the measured and predicted TOF sensitivities. In Fig. 9, a typical measured TOF vs. thermocouple temperature curve obtained in the RTM is shown along with the calculated curve. For the given signal and transmitter-receiver distance of 83.4 mm, the TOF sensitivity is calculated as 1.78 nsec/°C. Part of the discrepancy in the curves is due to the non uniform temperature distribution of the wafer. The thermocouple measures the temperature at a single point, whereas the UTS gives the average temperature on the measurement path. The dependence of TOF on temperature is linear for all practical process temperature ranges, since the temperature coefficient is very small.

The procedure outlined above can be modified to include the effect of wafer thickness. The dependence of phase velocity on wafer thickness is a function of frequency and it is different than the temperature dependence. So, given sufficient SNR, both variables can be inverted using the information at different frequencies. The same argument is also valid for distance inversion.

The assumptions for the theoretical calculation may not be valid in some cases. For
Figure 8: Timing diagram for selection of zero crossings in echo and received signals for TOF measurement. The transducers have center frequency of 500 kHz.

example, when the buffer rods are rapidly and unevenly heated, or there is humidity so that the Hertzian contact is significantly dependent on temperature, the calculated sensitivity may be in large error. In those cases an experimental calibration can be used. Experimental calibration is done by heating the wafer uniformly in several steps to the process temperature and recording the TOF as well as the temperature read by thermocouples attached to the wafer. Assuming that the process is repeatable, a look-up table or a polynomial fit can be used to convert TOF to temperature for in-situ temperature measurement. This calibration technique gives satisfactory results as will be discussed in the next section.

Given the small temperature coefficient of TOF measurement, high SNR is required for accurate temperature measurements. In Fig. 10, we plot a measured curve of the temperature accuracy of the UTS as a function of SNR. This curve is valid for a transmitter-receiver distance of 80 mm and a transducer operating around 200 kHz. The SNR is adjusted by increasing the force on the Hertzian contact. The same effect can be realized by increasing the radius of curvature at the tip of the buffer rod. The curve shows that in order to measure the wafer temperature with ±1°C accuracy, the SNR of the UTS should be larger than 50 dB. This figure is achieved with 10 cm wafers by Hertzian contact transducers with 10 cm tip radius and low noise electronics.
Figure 9: TOF vs. temperature curve for UTS and corresponding thermocouple readings.

4 Implementation in Stanford RTM

As an application platform for the UTS, we use the experimental RTM developed at the Center for Integrated Systems at Stanford University [22]. The schematic of the RTM is shown in Fig. 11. In this chamber, the wafer is supported by three fused quartz support pins and heated by a circularly symmetric three zone tungsten halogen lamps. The light flux is coupled to the wafer through a quartz window. To integrate the UTS in the RTM, some parts of the RTM have were modified. The main modification is the change of the base plate of the chamber to incorporate 3 Hertzian contact transducers in place of the support pins. This configuration provides excellent acoustical isolation and vacuum sealing. The base plate is water cooled to prevent heating of the piezoelectric transducer. The piezoelectric transducers are held outside the chamber, at room temperature. Due to the special structure of the chamber, which was not designed for the UTS, the 3 mm diameter quartz buffer rods have to be 22 cm long. This causes mechanical stability problems resulting in amplitude variations while the UTS is used with 10 cm wafers, whereas with 15 cm and 20 cm wafers, which are the industry standards, the mechanical stability is not a problem and SNR in excess of 50 dB is obtained with a tip radius of 10 cm.

In Fig. 12, TOF data collected at 10 Hz rate during a typical run is plotted. The corresponding thermocouple reading is plotted in Fig. 13. The data rate is mainly determined
Figure 10: Estimated temperature error of the UTS as a function of SNR. During measurements SNR is varied by changing the force on the Hertzian contact.

by the decay rate of the Lamb waves in the wafer. At atmospheric pressures, a 10 Hz data rate which is desirable for in-situ control is easily achievable. The dynamic range of the UTS and the high SNR in the 20°C to 800°C range is evident from the curves. Again we note that the thermocouple indicates the temperature at the center of the wafer, whereas the ultrasonic sensor provides an average temperature.

The UTS is also incorporated in a real-time temperature control system. A single path TOF measurement is used to control the state of the wafer. Using experimental calibration, a single input single output controller is designed to track a TOF recipe [4]. The result of such a run is shown in Fig. 14. The dashed line represents the targeted TOF values, and the solid line is the actual data. The TOF data tracks the desired response in a closed control loop, again with a 10 Hz data rate.
5 Application in in–situ temperature and crystallinity monitoring

Thin film transistors have extensive applications in active matrix liquid crystal displays. Fabrication of low temperature polysilicon thin film transistors for driver circuitry on low-cost glass display substrates will reduce the cost of these displays significantly [28]. Use of glass substrates imposes tight tolerances on the process temperature range. These materials begin to warp around 600°C, a condition that is not acceptable for display applications. To prevent warpage, it is necessary to limit the peak process temperature and minimize the thermal budget. Rapid thermal annealing (RTA) emerges as a solution to this problem [28, 9, 24]. Using RTA, high quality thin film transistors can be produced with high throughput. This requires an endpoint detection method that monitors the substrate temperature in–situ.
Figure 12: Measured TOF during a typical run in RTM. The corresponding thermocouple data is shown in Fig. 13.

and accurately.

As mentioned earlier, pyrometers are commonly used for temperature monitoring in RTA whose reading is depends on emissivity. The thin films present on the wafer surface are also known to affect the emissivity [27]. The film material, film thickness and crystallization phase of the film are important factors in determining the emissivity. During the RTA of thin films on transparent substrates, such as glass, crystalline phase transitions take place, resulting in significant emissivity variations. Consequently, a method which is particularly insensitive to emissivity is required. Since UTS is virtually independent of optical properties of the wafer, it enables isolation of emissivity variations from the temperature measurements. Since emissivity variations due to phase transitions determine the heating profile, UTS provides crystallinity information through accurate temperature measurements.

We used quartz wafers as substrates for crystallinity monitoring experiments. The substrates are coated with thin (100-150 nm) amorphous silicon films. Since the films are very thin as compared to the 0.5 mm thick substrates, the UTS basically measures the substrate temperature. However, since in the RTM and most RTA chambers the wafers are heated by a lamp, the thin films dominate the heating profile. The optical absorption coefficient of thin amorphous films is higher than the absorption of a polysilicon film. Hence, amorphous films are more opaque than polycrystalline films of the same thickness. Because of this,
Figure 13: Wafer temperature measured by the thermocouple attached to the wafer during the same run as in Fig. 12. The temperature varies from room temperature to more than 800°C.

The absorption of light by the film drops drastically during the amorphous-polycrystalline phase transition. Since, the quartz/glass substrates are transparent to the lamp radiation, the crystal phase of the films determine the substrate temperature.

To monitor thin film crystallization during RTA, the UTS is used for in-situ temperature measurements and hence control crystalline phase transitions. In contrast to silicon wafers, thermocouples can not be used even for experimental calibration, because they affect the temperature distribution significantly. Therefore, the temperature coefficients of the particular quartz wafers are obtained by TOF experiments in an oven. The temperature sensitivity of TOF for two particular zero crossings in the received signal are found from the slope of TOF vs. temperature curves in the 20–75°C range. The temperature range is limited to prevent the piezoelectric transducers from depoling. Using these experimental data, the temperature coefficients of the elastic constants of the quartz substrate are inverted using Eq. 1 and 2 in a MATLAB optimization routine. The error in these coefficients is estimated to be 4% due to temperature dependence of PZT transducers and distance measurements. With these parameters, the UTS has a TOF sensitivity of -3.11 nsec/°C for measurements on quartz wafers in the RTM.

A typical temperature profile measured by the UTS during the RTA of a quartz wafer is
Figure 14: Measured TOF during a real time controlled recipe run. The controller is active from $t=70$ sec to $t=400$ sec.

shown in Fig. 15. At the start of the first run, the thin film is amorphous. The temperature clearly drops at the amorphous-polycrystalline transition although the input light flux is kept constant. In the consequent run, the film which is initially polycrystalline does not have this peculiar temperature drop and does not heat up as much as the amorphous film. This verifies the higher light absorption of the silicon film in amorphous phase. The peak temperature during RTA is measured to be $588^\circ$C with $12^\circ$C standard deviation in 6 different runs. Thus, the temperature repeatability is around 2%. These figures are 10-25º less than the published data on the RTA of quartz wafers [9]. We note that the UTS measures average wafer temperature along the measurement path. Also the RTM lamp is designed for silicon substrates and uniformity is not optimal for quartz substrates. Because of this the temperature distribution during RTA is clearly not uniform as evidenced by visual inspection of the wafers.

To correlate the temperature measured by the UTS and the crystalline phase transitions, the process is stopped at points A,B and C as shown in Fig. 15. Transmission electron microscopy (TEM) micrographs of the corresponding films are shown in Fig. 16, 17, 18. At point A, the film is completely amorphous and the electron diffraction pattern does not show any diffraction rings. Fig. 17 shows the high sensitivity of the UTS to crystalline transition. At the point where the temperature drop occurs, few crystal nucleation sites emerge. Detection of this transition is critical to obtain larger grain size for high quality thin
Figure 15: Wafer temperature measured by UTS during the RTA of amorphous silicon on quartz substrate. The wafer is heated two times by the same lamp power recipe without taking it out of the RTM.

film transistors. At point C, the temperature is stable and the films are fully polycrystalline as evidenced in the diffraction pattern.

The feasibility of crystallization monitoring for high quality thin film transistor fabrication is verified by Subramanian et al [23]. A set of 10 cm quartz control wafers are annealed in a conventional furnace at 500°C for 120 hours as control elements. Another set of wafers are first annealed in RTM until point B to create nucleation sites for grain growth using the temperature measurement by the UTS. The wafers are further annealed in the furnace for 24 hours at 500°C for crystallization with large grains. Fig. 19 shows the electron mobility in PMOS thin film transistors produced from these two sets of wafers as a function of radial position on the wafer. The mobility of thin film transistors annealed in RTM using the UTS for endpoint detection is nearly 25% higher than furnace annealed transistors. The mobility is clearly improved especially in the region between 30-45 mm, where the nucleation was nearly completely started. The spatial variation in wafer temperature and mobility can be correlated by temperature tomography which is discussed in the next sections. The UTS clearly provides a unique tool for in – situ crystallinity and temperature monitoring during the RTA of thin films on transparent substrates. This enables production of thin film transistors with improved performances with higher throughput.
Figure 16: TEM micrograph of the thin silicon film at point A. The film is still totally amorphous as evidenced in the blurred electron diffraction pattern.

6 In-situ temperature tomography for semiconductor processing

Average temperature is of limited use for multi variable temperature uniformity control purposes. Of more interest is the temperature distribution on the wafer. Using the UTS with a single transmitter-receiver pair gives the average wafer temperature along the path joining the transmitter and receiver. By making measurements on different paths covering the wafer surface and using tomographic reconstruction, real-time temperature distribution on the wafer is obtained. In this section we describe two temperature tomography systems that can be used for clamped and simply supported semiconductor wafers, respectively.

6.1 Temperature tomography with 8 sensors

When the wafer is clamped to a flat surface as in case of many semiconductor process chambers, the number of support pins can be larger than three. In this case, each sensor can
be individually spring loaded to have a reproducible contact with the wafer. Spring loading also improves the SNR of the system by increasing the area of the Hertzian contacts, and hence the coupling of the acoustic energy to the wafer.

As an application of the UTS in this kind of process chamber, eight quartz pins are used to measure average temperature along different paths covering the whole wafer surface. This was achieved by using one sensor as transmitter and all the others as receivers as shown in Fig. 20, and then sequencing each of the eight sensors as a transmitter. After data acquisition, tomographic reconstruction techniques are used to calculate in-situ, wafer temperature distribution. Computer-controlled electronic circuitry was used to multiplex the signals and perform transmit/receive switching between the transducers. For each complete data set, a short electrical pulse is applied to the chosen transducer and the TOF to the other seven sensors are measured. The same acquisition is performed for each sensor by changing the transmitter under computer control; the TOF data is stored in a measurement vector. The receivers are scanned sequentially, resulting in a data acquisition time of 1.4 sec. If a separate counter is used for each receiving channel, the data for each transmitter can be captured during a single excitation cycle, hence the data acquisition time can be reduced to 0.4 sec.
Figure 18: TEM micrograph of the thin silicon film at point C. The film has passed the phase transition everywhere. The sharp diffraction rings indicate the polycrystalline nature of the film.

For tomographic reconstruction, the linear equation solving approach is feasible, since a maximum number of 28 pixel values is to be calculated. Different pixel maps are considered for reconstruction. The projection matrix elements are calculated as the normalized length of the measurement paths in the corresponding pixel, assuming constant acoustic wave velocity, and hence temperature, in each pixel. The inverse of the projection matrix is calculated only once because the geometry was fixed for given pin locations. To compensate for the effect of anisotropy in tomographic reconstruction, a separate calibration is done for each measurement path. The system is used to obtain tomographic temperature images of a 10 cm, 0.5 mm thick, (100) p-type silicon wafer. C-type thermocouples are welded at three different locations of the wafer to provide temperature reference. A 500 W tungsten halogen lamp is used as the heating source. For calibration, TOF data is collected for each measurement path while the wafer temperature is kept steady at different levels, taking the thermocouple readings as a reference. These data points are then used to write the temperature as a third order polynomial of TOF. Image reconstruction is performed as follows: The measurement vector, formed by TOF measurements, is multiplied by the inverse of the projection matrix to get the TOF in each pixel. The actual pixel temperatures are
calculated using the polynomials obtained from calibration. Since the algorithm consists of a matrix multiplication and polynomial evaluation, the time required for calculation is negligible as compared to the time of data acquisition. Fig. 21 shows a reconstructed image of the wafer along with the thermocouple locations and readings. In this particular case, the heating lamp is masked in order to get a circularly-symmetric temperature distribution, and circular ring is chosen as the pixel shape. This pixel map is convenient for temperature control of rapid thermal processors having a circularly-symmetric heating lamp structure as in case of RTM [1]. The pixel values were in excellent agreement with thermocouple readings, except for the outermost ring. The error resulting from the assumption of constant temperature across the pixel is proportional to the temperature gradient in that pixel. Since the heat loss from the edge of the wafer is higher as compared to the center, the temperature gradient near the edge is large as observed from the thermocouple readings. This results in loss of accuracy in tomographic reconstruction, especially near the edge. Assuming a 10°C linear temperature variation and a single measurement path across a pixel, the mean error in assigning the average temperature value to the whole pixel is ±5°C, with a ±2°C accuracy in the average measurement. It should be noted that this is the worst case, considering that the error decreases with increasing number of measurement paths used to calculate the pixel value. By incorporating the information obtained from simulation of rapid thermal processors in tomographic reconstruction, and increasing the number of sensors, these errors
Figure 20: Sensor locations and measurement paths for wafer temperature tomography with 8 sensors.

can be reduced.

6.2 3-Zone temperature tomography

By increasing the number of spring loaded sensors, it is possible to increase the spatial resolution and obtain high SNR. However, in many rapid thermal processing systems, as well as the Stanford RTM, the wafer is simply supported by 3 quartz rods. This limits the number of sensors and the maximum force that can be applied to the Hertzian contacts. Using the first zero crossings for TOF data with three sensors, only three different paths can be used for wafer temperature measurement.

To use the available sensors and the paths to get wafer temperature distribution, a three zone tomography system is developed. Since the RTM has a circularly symmetric heating lamp structure with three independent zones, the temperature zones are also chosen as concentric circles. The following issues are considered in optimizing the zone dimensions and sensor locations:
1. The mechanical stability and high signal to noise ratio,
2. A well conditioned tomographic reconstruction matrix,
3. Insensitivity to wafer alignment.
As mentioned before, the mechanical stability depends on the force at the Hertzian contacts. In order to get linearly independent measurement paths, the sensors should be placed at angles different than 120° from each other resulting an uneven force distribution, which can be calculated from sensor positions. The reconstruction matrix should consist of linearly independent vectors and should not be ill-conditioned to have noise immunity. The sensor positions and the tomography zone dimensions determine the reconstruction matrix. Wafer alignment is also an issue, because of the anisotropic nature of silicon. The paths directions should be determined to minimize errors due to variations in the wafer orientations. A weighted error function taking these factors into account is constructed and it is minimized using the commercial MATLAB software package. The result of the optimization is approximately sketched in Fig 22. The optimized values obtained for the pixel radii are \( r_1 = 0.5337 \) and \( r_2 = 0.7071 \), normalized to wafer radius. The angles are \( \theta_1 = 115.8^\circ \) and \( \theta_2 = 270^\circ \).

A base plate with the optimized sensor positions was manufactured and computer controlled electronics were implemented to multiplex the transmitter and receiver sensors. Results of an initial experiment with the system is shown in Fig. 23. During the experiment, a 10 cm diameter silicon wafer is used. In the first part of the measurements only the center lamp is used at 80% power and turned off when the wafer temperature is stabilized. The
procedure is then repeated by the intermediate and outer zones with 50% lamp power. The TOF data is recorded simultaneously at a rate of 10 Hz for the 3 measurement paths. Path 1 is the longest path going through the center zone and it is affected most by turning the center zone of the lamp and path 3 is the shortest path traversing mainly the outermost pixel, and it is affected the least by the center lamp zone. The differences in the TOF variations indicate that, these paths carry independent information that may be used for multi variable closed loop wafer temperature control. The mobility distributions shown in Fig. 19 provides a means to verify the three zone temperature tomography results. This in turn can be utilized to improve uniformity of the RTA of thin film transistors.

7 Conclusion

Our efforts in ultrasonic temperature measurement for semiconductor processing showed that the approach is feasible for real implementations. By monitoring the temperature and thin film crystallization in – situ we revealed a unique ability of the ultrasonic temperature sensor. The improved PMOS transducers is just a sign of a new area of applications. We also realized in – situ temperature tomography, which is very useful especially for large wafers. The three zone tomography has already begun finding applications in thin film
Figure 23: TOF variations of the measurement paths for 3-pin tomography with activation of different zones of the RTM lamp.

crystallization experiments. Our theoretical results on effect of thin films also helped us optimize the in – situ temperature and film thickness sensor.
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