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1 Introduction

Background

Instead of perceiving the landscape as several independent parcels, managers must deal with the entire landscape and begin to anticipate how activities in one area might affect the physical and biotic properties of adjoining areas (Turner et al. 1995).

Land management offices responsible for the management of natural resources, endangered species, water quality, aesthetics, and economic productivity of the land, are turning toward dynamic, spatial, ecological modeling for assistance in making decisions. However, informed, conscientious land use decisions that preserve complex relationships within ecosystems and among communities living on the landscape emerge only by rigorously testing various land management strategies. Until recently, the only "laboratory" available for systems analysis was the open environment itself. Development in computer technology and modeling approaches now offer effective research alternatives. Consequently, local, state, and Federal land management offices are beginning to develop dynamic, spatial, ecological models as tools to help design, integrate, and test varied land management strategies across space and time. Typically, these models are discipline-specific, such as hydrology, ecology, economics, human activity, biodiversity, and engineering.

The research described in this report is part of a larger program being conducted at the Construction Engineering Research Laboratories (USACERL) in Champaign, IL. The program seeks to develop a foundation for collaborative, interdisciplinary land simulation models in support of balancing military training with requirements to manage the natural systems for sustainability. The primary purpose of the current study is to demonstrate state-of-the-art landscape simulation capabilities for assessing the effect of training on habitat.

This report describes the development of a dynamic, spatial, ecological model designed to help manage and protect an endangered species, the Desert Tortoise (Gopherus agassizii), living at Fort Irwin, a U.S. Army training center in the central Mojave Desert of California. The model will enable military planners to minimize the effect of training on the landscape. Desert landscapes, however, are exposed to many other human disturbances, including hazardous waste disposal and weapons
testing. The Desert Tortoise Model is therefore a generic prototype of the sort of tool needed to predict potential consequences and the degree of severity that highly disruptive land uses can have upon the natural and human environment. Dynamic simulation models are tools with applications extending well beyond the ecological realm and into the fields of public health, real estate development, and transportation systems.

Fort Irwin is located approximately 50 km northeast of Barstow, California. The installation is 2600 sq km; about the size of Rhode Island. The terrain is characterized by extremes: dramatic changes in elevation, temperature, and precipitation. The summer temperature can climb to 46 °C and it can fall to -7°C during the winter, the only season receiving significant precipitation (the Mojave Desert is the driest of all North American deserts). For 50 years the U.S. military has used this environment as a training center, and researchers believe that the prolonged, intensive training regime and associated disturbances (i.e., road construction and traffic) to the landscape, have had a significant impact on the Desert Tortoise habitat, as reflected in a decline of the tortoise population living at Fort Irwin between 1950 and 1990.

The Desert Tortoise Model can be categorized as a “spatially explicit model” (Pulliam, Dunning Jr., and Liu 1992; Turner et al. 1995), and “since the spatial layout of the landscape is explicitly incorporated, spatially explicit models can be used to indicate how populations or communities might be affected by changes in landscape structure” (Dunning et al. 1995). This research developed a computer-based dynamic, spatial, ecological simulation model. It is driven by a model combining mathematical, logical, and stochastic processes created and defined by the research team. The initial conditions are established by the use of a “picture” or “snapshot” of the system at some real or artificial start time. This may use various forms of input data including raster images, vector data, point information, and object status and location. Differences between the output and the seed values reveal the simulated changes within the landscape associated with various land management schemes.

**Objective**

The objective of this research was to create and demonstrate a dynamic, spatial, ecological simulation model, the Desert Tortoise Model, to assist military land management offices in finding the appropriate balance between training activities and preservation of the desert tortoise habitat.
Approach

To develop the integrated dynamic simulation, two classes of advanced students were assigned to the project as multidisciplinary research teams. The first class convened in the spring of 1994 as Geography 495 “Advanced Ecological Modeling.” This practicum class consisted of the following students:

Eric Fellinger (Geography)
Steve Harper (Ecology, Ethology, and Evolution)
Safia Aggarwal (Landscape Architecture)
Ken Hlinka (Geography)
Michelle Duffield (English)
Nupur Mohan (Landscape Architecture)
Pablo Parysow (Forestry)
Hsuan-Chih Lu (Urban and Regional Planning)
Kirk Lin (Ecology, Ethology, and Evolution)

Dr. Scott Isard, a professor in the department of Geography actively participated in developing the climate submodel. Dr. Anthony Krzysik, USACERL, provided lectures, a library of material on the Mojave and Desert Tortoise, and answers to a continual stream of questions. During the summer and fall of 1994 Mr. Fellinger, working for USACERL as a research assistant, pulled several different submodels together into a single model and then converted it into a spatially explicit model. The course was offered again in the Spring of 1995. This second multidisciplinary team was joined for the semester by:

Julie Sitz (Anthropology)
John C. Bovv (Ecology, Ethology, and Evolution)
Shaun Levi (Geography)
Stacy O’Leary (Geography)

This team further refined and developed the model. During the summer of 1995 the following people worked together very closely as research assistants to debug the model and get the final version running in a spatially-specific manner:

Steve Harper
Shaun Levi
Douglas Briggs (Computer Science)
During the entire development, the teams were supported with software developed and maintained by Dr. Thomas Maxwell of the University of Maryland’s Maryland International Institute of Ecological Economics. This software allowed a model developed for two homogenous 1 sq km patches of land to be applied simultaneously to each cell in an array of cells on a landscape.

The multidisciplinary research teams used both single-cell and multiple-cell modeling tools to create the dynamic, spatial, ecological Desert Tortoise Model. The focus was to simulate pertinent environmental factors at Fort Irwin in order to capture the dynamics of the tortoise population relevant for the military’s land management. The model attempts to describe such variables as preferred habitat locales and general dispersal patterns. The model makes no attempt to predict future landscape disturbances such as additional road construction, incursion of telephone poles and other buildings where tortoise predators perch, and specific training impacts. Running the model for several centuries theoretically produces a reference point for how an undisturbed tortoise population might be distributed across Fort Irwin.

This model is an experimental test-bed for evaluating the relative impacts of alternative land management scenerios. A second report will document a number of experiments conducted with the model.

The following discussion describes in detail the construction and findings of the first step of the Desert Tortoise dynamic, spatial, ecological habitat model, and presents a proposal for the second step of model research. The discussion begins with a description of the process used to build the model and is intended to offer insight into strategies that can be used by other interdisciplinary research teams coordinating similar large-scale, ecological modeling efforts.
2 Pre-model Development Steps

Identify Operational Boundary Conditions

The following discussion outlines the approach used by the multidisciplinary research team to identify the context of the modeling exercise.

Model Objectives

The most important activities before work could begin were to identify the principle objectives and scope of the modeling activity. As mentioned previously, the Desert Tortoise Model is designed to assist military land managers in finding the appropriate balance between training activities and preservation of the desert tortoise habitat (compliance with environmental regulations). Nonmilitary land management offices may also benefit from the model or models similar to it. Practically speaking, the model attempts to address the following types of questions:

- Where are the highest densities of tortoises?
- What is preferred tortoise habitat and where is it located across the installation?
- What are critical times of the year for the tortoise population (i.e., mating/nesting) and where, with as much precision as possible, do these events occur?
- How does training affect the vegetation in the tortoise habitats on Fort Irwin?
- Other than training maneuvers, what aspects of the human activities at Fort Irwin impinge upon desert tortoise habitats, and to what degree?

Data Sources

A combination of data including raster maps, satellite imagery, vector maps, and point data were used to calibrate initial conditions within the model. Vegetation coverage was provided by transect data from the Land Condition Trend Analysis (LCTA) program at USACERL. A back propagation neural network converted the data into GIS raster maps of Fort Irwin. Similarly, tortoise density data measured by Krzysik (1993) was used to generate raster tortoise density maps.
**Computational Environment**

The land simulation model that was applied to 1 sq km patches of land was developed with a graphical programming language called STELLA.* STELLA is a desktop modeling tool that uses icons and schematics, linked with equations as the mechanism to build models. STELLA removes the barriers that often exist in traditional modeling/programming tools, and opens up the modeling process to a wider group of participants because it is easy to learn and operate. Within the context of the multidisciplinary team, STELLA was an excellent facilitator between the different disciplines and modeling backgrounds.

Fort Irwin was divided into a 57x57 array of 1-km grid cells. To apply the model simulation across multiple cells, STELLA equations were translated into C++ programs using the Spatial Modeling Environment (SME) developed by Thomas Maxwell, University of Maryland (Maxwell and Costanza 1993; Maxwell 1995). SME then mimics the same functions of the single-cell STELLA model, but it runs the model within each cell of the landscape. It not only runs the unit cell model simultaneously for each 1 sq km cell, but allows for movement between adjacent cells.

**Time and Space Decisions**

Based on the model objectives, the tools, and data sources available for constructing the model, the research team defined the parameters for the model itself; namely time and space dimensions.

**Time Frame**

Like weather reports generated by elaborate weather pattern models, the longer the simulation runs, the less confidence one has in the results. The same risks apply to a dynamic, spatial ecological model. How rapidly will the predictability of the model decay over time? The model may demonstrate stability at a gross scale, but reveal apparently random output at a detailed scale. In other words, the overall pattern remains the same, but details of exactly where the pattern is located may change with different runs of the simulation. To preserve the highest integrity of output and minimize the computational burden, as well as accommodate the longevity of desert tortoises (tortoises have been reported to live between 50 and 100 years) and the immediacy of land use management decisions, the “results” of the model will be gleaned from a 100-year time span. This time span will allow us also to make the

---

* STELLA is a product of High Performance Systems, Inc. 400 Lyme Road, Suite 300, Hanover, NH 04755, (800) 332-1202.
best use of available data in capturing short-term, seasonal factors without slowing down the model and producing only overly-generalized and inaccurate results. This time frame also extends the vision of land managers by presenting a long-term forecast, rather than a short-term prediction defined by the longevity of the current generation. When coordinated with a seasonal and smaller time-step, the 100-year time span maintains an efficient calculation and running time.

**Time-step Considerations**

Three basic possibilities were taken into consideration as to what time-step the model should use: fixed, variable, and event driven.

Fixed. This is conceptually the most simple time-step, but functionally the most limiting. The model runs with a set time-step, such as a day, a month, or a year. A known time-step simplifies the model because all equations are generated with respect to the same time-step. A fixed time-step, by its definition cannot accommodate variability in the system. For example, if the time-step is weekly the model can’t capture daily temperature and moisture fluctuations, or plant growth. However, a daily time-step would miss the effects of a flash flood that takes just seconds but causes great devastation to vegetation.

Variable. One alternative to the fixed time-step is a variable time-step; there are two options available. First, the time-step is set to a large resolution that can be dynamically modified as changes occur and are detected within the model. For example, returning to the flash flood event mentioned above, when the storm occurs the model will detect the fast changing activities taking place, and will stop the simulation, back up, and rerun the model using an appropriately smaller time-step. The second variable time-step alternative is to set different fixed time-steps to different parts of the model. This approach provides some computational relief while maintaining the relative simplicity of fixed time-steps.

Event driven. This approach has no time steps; rather, time is managed by a calendar that schedules events. A plant submodel within the larger model may execute plant growth and then schedule itself to be updated at some later time based on its own rate of activity. The storm submodel could be programmed to run at a specific time, and while it runs, the storm model can interact with the plant model and schedule the plant submodel to “grow” faster in response to the influx of water. This approach is most attractive for models that have limited computing resources. From a modeler’s perspective, however, it is the
most time-consuming approach as it requires significantly larger simulation models to be created.

Due to software limitations, a fixed time-step was the most realistic choice available, although ideally, being able to run different parts of the model — the tortoises and the vegetation growth, for instance — at different time-steps would have been preferred. This is something to address in future research.

The most practical time-step available for this research was a 1-month time-step. It accommodated seasonal changes within the landscape, such as weather patterns, tortoise nesting and egg-laying seasons, and vegetation growth cycles. It also generates output that is reasonable to interpret versus daily or weekly time-steps that may provide too much detail, or an annual time-step with output that is too aggregated.

**Spatial Resolution**

The final parameter to consider was the spatial resolution of Fort Irwin. Given that the model is to be placed within individual cells across the landscape, how many of those cells are necessary to accurately describe the changes that occur over time, and how many cells can be handled given the computational limits of the available hardware? One of the key assumptions built into the model is that the spatial distribution of characters and events across the landscape is critical in understanding how these entities interact. Given that the model uses a fixed time-step, the spatial resolution needs to conform to that time-step. For example, if a predator moves 100 meters in 1 time-step over a terrain that is divided into 10-meter units, that predator will appear to be unaffected by time and space constraints. In essence, it will “warp” through space, avoiding any obstacles or opportunities in its path. Hence, a fixed time-step directly affects the resolution of the salient terrain features. Terrain resolution schemes can be categorized as follows:

Fixed. The terrain is divided into a regular array of square grid cells or hexagons. This is a conceptually simple strategy.

Hierarchical. Models that simulate activities that occur at different spatial resolutions may adopt a spatial data structure that organizes information in a hierarchical fashion. Each cell or hexagon can be iteratively decomposed into increasingly smaller components. Large entities (weather systems, flocks of birds, clouds of spores or pollens) are allowed to move rapidly across the environment using relatively long time-steps and large spatial patches.
Smaller entities (individuals or vehicles) can operate at smaller time-steps and within smaller patches. With this strategy, data is stored simultaneously at varying scales.

Variable. In the case of a large object or entity that moves slowly across the landscape (a roaming herd of ungulates, or population of invading species), one may want to preserve the entity as a whole, yet include detailed spatial structures defining the dynamically varying extent of the entity. This type of operation requires the maintenance of spatial extent at a fine resolution (such as 10 to 100 m). However, small objects can be simulated at a grosser resolution.

A fixed-cell size was determined to be the most practical spatial resolution given computer limitations, and the team selected a 1 sq km grid cell dividing the entire landscape of Fort Irwin. Tortoises have home ranges that extend up to 1 sq km and this was the primary reason supporting the team’s decision. However, the area of 1 sq km does compromise details such as variations in slope, which are important in determining the likelihood of a tortoise building a burrow within a region. These assumptions will be discussed further within the tortoise submodel section of this report.
3 The Desert Tortoise Model

“All models are wrong. Some models are useful.” –W. E. Demming.

The Desert Tortoise Model is a collection of four separate submodels, all constructed with STELLA modeling software (see previous chapter). Each model was built by a different combination of research team members. This division of labor and cross-disciplinary approach allowed individuals to apply their expertise to the most appropriate area(s) of the project. Thus the model is an interdependent web of four distinct aspects of Fort Irwin’s landscape: climate, including hydrology and temperature; vegetation; tortoise population growth; and tortoise movement.

Climate Submodel

Purpose

There are four main purposes of the climate-hydrology submodel:

1. Model the average monthly available soil moisture for each cell. This information is contained in the converter labeled “C_Normal_SM”.
2. Model the average yearly soil moisture for each cell. This information is contained in the converter labeled “C_Max_SM”.
3. Model a mechanism to monitor the current level of soil moisture as compared with the normal soil moisture levels. This information is managed in the converter labeled “C.Relative_SM”.

Climate is the driving mechanism for the model. Fundamental features of the desert climate (monthly temperature, surface temperature, precipitation, evapotranspiration, and soil moisture) are simulated.

Approach

To generate variables, the model replicates some fundamental features of the desert climate; the mean temperature, mean maximum temperature, and precipitation. Additionally, the model must simulate the extreme variability in these measures within the desert climate. This is accomplished with a “normal” statistical distribution. Temperature data are further modified based on the topographic and
elevation changes across the landscape. Data from Landsat 5 were used in a statistical regression to determine the appropriate dependence of temperature on solar azimuth angle and elevation.

The soil water balance is calculated via the classic Thornthwaite method, developed in 1948, with some alterations based on more recent findings. Mean monthly temperature values are used to calculate the potential evapotranspiration in each cell; the actual evapotranspiration depends on the degree of saturation of the soil. The change in soil moisture in each month depends on the initial level of soil moisture, the amount that transpires, and the amount of water that infiltrates the soil. Infiltration is assumed to be 100 percent during the gentle polar-front rains of the winter, and 40 percent during the characteristically violent thunderstorms of the Mojave summer. Soil moisture may vary between a minimum of zero and a maximum given by the available water content of the soil. Once this maximum is reached and soil is saturated, all additional precipitation will leave the system as runoff. Due to limitations of the GIS software, surface water is not explicitly considered. Figure 1 represents the climate submodel.
Generating precipitation and temperature

A 20-year (1973-1992) historical temperature record from Barstow, California and a 20-year precipitation record from the Goldstone Echo rain gauge inside Fort Irwin were used to simulate precipitation and temperature.

Precipitation in any desert is extremely variable, though extremely low, and this variability presents a modeling challenge. The precipitation-generation module (Figure 2) reproduces the variability of the precipitation yet maintains a reasonable mean for the output. The historical distribution of precipitation at Goldstone Echo does not conform to the ordinary normal distribution, nor does it seem to correspond to a Poisson distribution. A reasonable approximation to the precipitation distribution seemed to be a normal distribution with a standard deviation equal to or greater than the mean. But this sort of distribution would incorporate negative values, and that is undesirable. So the following function is used to generate precipitation in millimeters:

\[
C\text{\_MONTHLY\_PRECIP} = \text{MAX} (\text{NORMAL} (\text{Precip\_Normals}, (0.5 \times \text{Precip\_Normals} + 0.2 \times \text{Precip\_st\_devs})), 0) \times 25.4
\]

The MAX function serves to keep precipitation from becoming negative. The factor 
"0.5*Precip\_Normals + 0.2*Precip\_st\_devs", the adjusted standard deviation, was determined by a series of 50-year simulations that generated the monthly mean and maximum amount of precipitation. The adjusted standard deviation given in the equation provides sufficient variability in the output values yet does not significantly change the mean of the output distribution. Means are consistently within 5 percent of the observed 20-year value, but generated maxima are often considerably smaller than those observed. Given that long-term effects are the focus of the model, the output is acceptable.

![Figure 2. The precipitation model.](image-url)
In higher elevations, mean monthly temperatures may dip below the freezing point of water for a time-step or more. These low temperatures should lead to snowfall. This issue is ignored, however, for two reasons. First, tortoises generally do not inhabit regions in high altitudes; they are rarely found above an elevation of 1220 m (4000 ft). Consequently, snowfall will not directly affect their habitat. Secondly, all runoff, including snow melt, is assumed to run entirely off of the base in one time-step. Thus, precipitation of any kind falling on one cell has no effect on any other cell. This feature of the model is discussed in more detail later.

Temperatures are not recorded anywhere inside of Fort Irwin, but the National Oceanic and Atmospheric Administration (NOAA) station in Barstow, approximately 10 miles east of the fort, was a suitable data source for input to the temperature module (Figure 3). This data is presented graphically in the converters “Temp/Temp_halfrange/Precip Normals” and “Temp/Temp_halfrange/Precip st devs”. The “temperature_halfrange” represents the difference between the monthly mean and the monthly mean maximum temperature. It was observed that the mean and mean maximum temperature data for each month were consistent with a normal distribution. Thus, actual output is generated in the model using STELLA’s built-in function “NORMAL,” and the observed 20-year normals and standard deviations as parameters. The outputs are labeled “MMT” (mean monthly temp at Barstow) and “MMMT” (mean monthly max temp at Barstow). The equations are:

\[
\text{MMT} = \text{NORMAL} (\text{Barstow Temp Normals}, \text{Barstow Temp st devs}, 4322)
\]

\[
\text{MMMT} = 
\text{MMTemp} + \text{NORMAL} (\text{Barstow Temp halfrange Normals}, \text{Barstow Temp halfrange st devs}, 4322)
\]

Thus, each month’s mean temperature varies within the appropriate historical values according to a normal distribution. The maximum temperature is higher than the mean by a value that is determined in the same manner.
As a general note, the use of a 1-month time-step creates one conspicuous disadvantage to the temperature- and precipitation-generation techniques; there isn’t any temporal auto-correlation. In reality, a hot July or a wet July will probably be followed by a hot or wet August. The model, as it stands, does not produce this behavior. As a result, the simulated annual ranges in temperature and, especially, in precipitation, are not as great as the data suggest they should be. One possible method of overcoming this difficulty in simulating variability is to simply tabulate the historical values of temperature and precipitation and run them repetitively. This was not done because it removes the fundamental unpredictability of the desert climate. However, it is certainly a valid alternative to the approach used here.

**Temperature modification**

As one moves up any slope, or upward through the air, the air temperature tends to fall at a rate known as the lapse rate of temperature. Therefore, temperatures at any point should be adjusted by an amount given by the lapse rate. Furthermore, those land areas that receive more direct solar energy, or insolation, will tend to be warmer than those that receive less. The amount of insolation received by a land area is determined by topography and the time of year. Regions most perpendicular to the sun’s rays will receive the most insolation, and therefore be the warmest. (In mountainous terrain, there will also be shading effects; for the sake of simplicity, we do not consider these in the model.)

These details of temperature are modeled as follows (Figure 4). First, temperature is adjusted for elevation by adding the factor $T_e = T + \lambda (\Delta\text{elev})$, where $\lambda$ gives the lapse rate, and $\Delta\text{elev}$ gives the difference in elevation between the current cell and the elevation of the station at which temperatures were recorded (Barstow, California).

Temperature is adjusted for spatially differing insolation using the concept of the solar azimuth. The azimuth, denoted here by $z$, is the angle between the sun’s rays and the “normal” to the surface in question. In the model, $z$ must be calculated from the slope and aspect of the cell, the latitude of the location, and the solar declination (a function of the time of year). We assume that temperatures can be corrected for insolation differences via $T'z = T_{45} + \tau (2\cos(z) - 1)$, where $T_{45}$ is the temperature observed at $z = 45^\circ$ above the horizon. The interpretation of this equation is that when the sun’s rays are normal to a surface, that surface is warmer than $T_{45} by \tau^\circ$; when the sun’s rays are tangent to a surface, the surface is colder than $T_{45} by \tau^\circ$.

The parameters $\tau$ and $\lambda$ were determined using a random sample of 1000 data points from a Thematic Mapper Band 6 image of Fort Irwin, from the satellite Landsat 5. The TMB6 data were converted into degrees Kelvin using the appropriate equations.
from EOSTAT; Landsat Technical Notes, (No. 1, Aug 1986), allowing us to perform a statistical regression of the form

\[ T' = T_o + \lambda \{(elev) + \tau(f(z))\} \]

where \( f(z) = 2\cos(z) - 1 \). The adjusted r-square of the multiple regression was only 0.17, but F- and T-tests were significant to greater than 99 percent, and the resulting values of

\[ \lambda = -0.00165 \text{ °K/ft} = -0.00297 \text{ °F/ft}, \]

and

\[ \tau = -3.71 \text{ °K} = -6.68 \text{ °F} \]

agree very well with expectations. Note that \( \lambda \) is the lapse rate of the surface temperature of Fort Irwin, which may be substantially different from the vertical, environmental lapse rate.

Having determined \( \lambda \) and \( \tau \), only \( T_o \) remains to be determined. Due to the way in which \( \tau \) is defined, \( T_o \) must be the temperature on a cell at the base elevation, with a solar azimuth of 45°. Recorded temperatures were measured at the base elevation, but at an unknown solar azimuth. Here it is assumed that the measurement station
is on a flat slope. In such a case, the solar azimuth will be just the solar declination, or $z = \varphi$, and it can be shown that

$$T = T_m + \lambda (\Delta \text{elev}) + 2 \tau (\cos(z) - \cos(\varphi))$$

where $T_m$ in the static sense refers to the recorded temperature. In the context of the climate model, $T_m$ refers to the mean monthly temperature, based on the observed 20-year values, that was generated earlier.

**The Water Balance**

The two remaining calculations performed within the model are the yearly and monthly soil moisture values (C_Max_SM and C_Normal_SM, respectively). In determining the first value, we used the climactic water balance model of Thornthwaite and Mather (1955). This model is based on the principle that moisture can be stored in the ground, up to a maximum level. Once soil is fully saturated, soil moisture accumulation ceases, and water entering the system must either leave immediately as runoff or become standing surface water. Soil moisture also can, and here frequently does, become depleted. There are many mechanisms associated with soil moisture/groundwater accumulation, infiltration and movement; however, the large time-step (dt) used in this project, along with various software limitations, require that many simplifying assumptions be made. Figure 5 shows the water balance process.

The maximum amount of water that can be absorbed by the soil varies with soil type, and is given by a quantity called Available Water Content (AWC). An AWC value is the maximum possible soil moisture minus a typical, initial value of soil moisture for that specific soil (Bedient and Huber, 1992). Due to the high evapotranspiration and

![Figure 5. The water balance process.](image-url)
low precipitation rates, the typical initial soil moisture was assumed to be equal to the minimum possible soil moisture. AWC values for the nine dominant soils at Fort Irwin were obtained from the U.S. Department of Agriculture, Soil Conservation Service located in Davis, California. These data are given in units of "inches per inch," meaning the available content in inches per inch of soil depth. Since we wish to model the actual volume of water present in the soil, we must assume a subsurface depth at which the existence of water will be unimportant for plants; we call this depth the "depth of interest." We assume a depth of interest of 30 centimeters, a reasonable approximation of the typical "rooting" depth of plant species frequently consumed by tortoises. This value, however, can be changed readily by adjusting the Depth_of_interest converter in the STELLA model.

There are five components of the water balance process: precipitation (previously discussed), infiltration, evapotranspiration, runoff, and the stock of soil moisture.

**Infiltration.** Not all precipitation that falls on an area necessarily infiltrates the soil, even if the soil moisture is not at capacity. Several factors regulate the maximum rate at which a given soil type will allow infiltration. However, the use of measured infiltration rates naturally requires values of duration and intensity of precipitation. These latter data are not available; only monthly precipitation totals are available. Therefore, we make some coarse assumptions.

The precipitation regime at Fort Irwin has dual maxima; one in the winter (a broad peak of about 1 inch per month from January through March) and one in July (a rather sharp peak of 0.7 inch). Winter precipitation in the Mojave desert typically occurs very steadily, and is brought by polar-front cyclones that are severely weakened by passing over the Sierra Nevada Mountains. Summer precipitation, on the other hand, consists of sporadic, violent thunderstorms that originate over the Gulf of California. We assume that if the soil is not saturated, all winter precipitation will be absorbed due to the slow rate of influx. On the other hand, because of the intensity of summer storms, their short duration, the highly variable slopes, and the soil composition, we assume that approximately 60 percent of the summer precipitation will run off.

General hydrologic principles related to recharge of aquifer systems indicate that only 10 percent of precipitation will infiltrate the soil and find its way to an aquifer system as recharge (Visocky and Sherril 1985). This is typical for recharge in the Midwest; however, this recharge is regulated and directed by the large percentages of silts and clays associated with the soil matrix. Desert soils do not contain high percentages of silts and clays and this allows large amounts of precipitation to infiltrate under the right circumstances. High infiltration is corroborated by the high permeabilities (rate of diffusion of a fluid through a porous body under standard
Evapotranspiration. Evapotranspiration is the total of all water naturally leaving the ground surface and the leaves of plants in gaseous form. Here we use the Thornthwaite model of evapotranspiration (Thornthwaite 1948), which is an empirically derived relationship between mean monthly temperature and soil moisture. The natural energy-demand for water is represented by Potential Evapotranspiration (PET). This quantity is given by:

\[
\text{PET} = 1.6 \cdot \text{PET} \_\text{factor} \cdot (10 \cdot \text{Air} \_\text{temp} \_\text{Cel} / \text{TH} \_i)^\text{TH} \_a
\]

where TH_i and TH_a are site-specific functions of the average monthly temperature of the area and the PET_factor corrects for not having 12-hour days and 30-day months. PET gives the amount of water that will be evaporated if there is an infinite supply. (Note: the constants in the Thornthwaite model are designed for use with temperature data in units of degrees Celsius, and give PET in units of centimeters.)

Actual evapotranspiration (AET) is that amount of moisture that leaves the surface in gaseous form, and will differ from PET due to finite water availability. Thornthwaite (1948) gives the equation:

\[
\text{AET} = \text{PET} \cdot \frac{\text{Available} \_\text{Soil} \_M}{\text{AWC}}
\]

More recent work (Abdul-Jabbar et al. 1983; Sammis et al. 1986) suggests a modified form of this relationship for use in arid regions:

\[
\text{IF Soil} \_M / \text{AWC} \leq 0.5
\]
\[
\text{THEN AET} = \text{PET} \cdot 2 \cdot \text{Soil} \_M / \text{AWC}
\]

\[
\text{ELSE AET} = \text{PET}
\]

This is the form we use. Clearly, if soil is saturated, evaporation will take place at just the level determined by PET, as is required.

Problems with the Thornthwaite model. While the Thornthwaite model of evapotranspiration, is well known and simple, a great number of recent studies show
it to be inadequate at precisely predicting actual evapotranspiration, particularly in very arid regions. Jain and Sinai (1985) show that the Thornthwaite model underestimated values of AET by as much as 50 percent during hot months in the Jordan Valley of Israel. Salih and Sendil (1983), working in central Saudi Arabia, show that the Modified-Jensen-Haise method of predicting AET generates the most accurate results, a finding that is corroborated by the work of Samani (from a discussion in Salih and Solaiman 1989). Salih and Sendil (1983) go on to show that methods to estimate AET that use only temperature data (such as the Thornthwaite model) are consistently less accurate predictors of AET than methods that incorporate some other variable. The Modified-Jensen-Haise method, for example, requires both temperature and insolation data.

Since only reliable temperature data were available to us, we were precluded from using a more sophisticated model, incorporating variables such as insolation or average wind speed, in the analysis. Furthermore, models such as the Jensen-Haise method tend to be designed for prediction at a smaller temporal scale, such as 1 day. Thus, as it stands, the model may tend to overestimate available soil water, particularly in the summer. As a result, the sensitivity of the modeled ecosystem to extremes in temperature may be mitigated.

Vegetation and evapotranspiration. Most water balance models make use of empirical data relating AET to the vegetative cover (Sammis et al. 1986). At this point, though, it would appear that the appropriate connection has not been completed. Evans, Sammis, and Cable (1981), analyzing AET at four desert sites, found that: “In no case was there an appreciable difference in evapotranspiration rates between a bare soil and an adjacent vegetated plot for any extended period of time” (p 217). No finding to the contrary has been discovered, so we assume that evapotranspiration will have no dependence on the vegetative cover at any point within Fort Irwin.

Runoff. In the Thornthwaite model, the water that neither infiltrates nor evaporates is referred to as the surplus. Surplus water must either become surface water at the cell where it falls or become “runoff,” and flow out of the cell. Naturally, the terrain will determine which of these occurs.

We do not consider surface water primarily because in the current desert climate, though surface water may exist, it generally will not stand for an entire month, which is the length of the time-step. Given the terrain of Fort Irwin, semipermanent surface water will be spatially rare. Since we explicitly assume no surface water, all surplus water in the water balance must leave the system as runoff. We make an assumption that is very important to note, namely that within each month, surplus
water not only leaves the cell on which it falls as precipitation, but that it leaves the entire base. Via the equation:

\[
\text{IF Potential}_{\text{infiltration}} > \text{AWC} - \text{C}_\text{Soil_Moisture} \\
\text{THEN Runoff} = \text{C}_\text{Monthly_Precip} - (\text{AWC} - \text{C}_\text{Soil_Moisture}) \\
\text{ELSE C}_\text{Monthly_Precip} - \text{Potential}_{\text{infiltration}}
\]

Runoff is constrained to be just the difference, if any, between water that falls as precipitation and water that infiltrates the soil. The lesser value of Potential_{infiltration} and AWC minus C_{Soil_Moisture} is the amount of water that infiltrates the soil.

There are many highly technical model simulations related to hydrologic processes that potentially could be incorporated into this project; however, these models typically work at time-steps well below the 1-month time-step in this model. Time-steps on the order of minutes are common. Also, the hydrologic principles of infiltration, runoff, leakage, absorption, interception, saturation, etc., all require detailed field data for calibration. Much of these data are, to date, not available for this area. To this end, this portion of the project included detailed discussions and attempts to incorporate a more advanced model for determining soil moisture, infiltration, and runoff. Unfortunately, the lack of appropriate data and the time-step constraint prohibited the use of such a model. Given the hydrologic setting of this area, this seems to be a reasonable approach.

**Delta SM (change in soil moisture).** The amount by which the stock of soil moisture changes is controlled by the flow, "Delta_SM". If evapotranspiration exceeds infiltration, there will always be withdrawal from the stock. However, if more precipitation falls than can be evaporated, the soil will be recharged only to the extent that it can absorb water. Once the soil is saturated, all additional precipitation will run off.

If none of the above-mentioned constraints are encountered, the change in soil moisture will be just the difference between the water that evapotranspires from and the water that permeates into the soil. Carefully considering this relation, however, one will note another drawback to the use of a 1-month time-step. The unmodified time-series relationship would be

\[
\text{SM}_{t+1} = \text{SM}_t + \text{I}_t - \text{AET}_t
\]
where $I_t$ and $AET_t$ are the infiltration and actual evapotranspiration, respectively, in month $t$. But recall that if the soil is less than one-half saturated, $AET$ is given by

$$AET_t = SM_t \times \frac{PET_t}{AWC}$$

Since $SM_t$ depends on infiltration in the previous month ($I_{t-1}$), we see that water is available to be evaporated only in the month following the period in which it falls as precipitation. As a result, evapotranspiration tends to lag precipitation by a month, a phenomenon that is intuitively unsound and presents several practical problems.

This lag effect can be eliminated by modifying the equation for $AET$, replacing $SM_t$, the initial monthly value, with an estimate of the average monthly value given by $(SM_{t+1} + SM_t)/2$. Thus we assume that in calculating the water balance, the average monthly soil moisture is a better basis for the calculation of $AET$ than the initial value. So now, using

$$SM_{t+1} = SM_t - I_t - \frac{SM_{t+1} + SM_t}{2} \times \frac{PET_t}{AWC}$$

we get

$$SM_{t+1} - SM_t = \Delta SM_t = \frac{I_t - SM_t \times \frac{PET_t}{AWC}}{1 - \left(\frac{PET_t}{2 \times AWC}\right)}$$

This relation is used in the model, within the converter "Unchecked DSM". The constraints on $\Delta SM$ imposed by the soil's AWC are imposed in calculating the flow "DSM".

**Soil Moisture.** By "turning off" the randomization of the temperature and precipitation values, and simply using the 20-year mean values in a simulation run, an initial value of soil moisture can be determined. We refer to this as a deterministic run of the model, and can be accomplished through the converter-flag labeled "C_Deterministic". If this flag is set to zero (turned off), precipitation and temperature will vary within normal distributions, as discussed. If set to one (turned on), the model will generate precisely the mean monthly temperatures and total precipitation for each month, year after year. In a deterministic run, any initial setting and given AWC will quickly yield an unchanging temporal pattern of soil moisture. Since January is the first month when the model is run, the December
value of soil moisture is used as the stock initialization (Figure 6).

The average monthly AWC of the soil for a given month was generated using a deterministic run of the climate sector. The monthly output was in the form of spatially-explicit maps; one for each month. These individual maps are then used as the "normal" monthly soil moisture values for each cell and these values are compared to the current soil moisture, "C_Monthly_SM", when determining the index of soil moisture.

"C_Max_SM" is the maximum soil moisture in a year. It is either the soil moisture found in January or in February, the months following the wettest season of the year within the desert.

\[
C_{\text{Max_SM}} = \max (G_{\text{JAN_SM}}, G_{\text{FEB_SM}})
\]

**Vegetation Submodel**

The vegetation submodel (Figure 7) provides a rough rendering of the current plant community distribution and growth at Fort Irwin. The plant community can have direct, indirect, and interactive effects on desert tortoise populations at Fort Irwin. Desert tortoises are herbivores during the majority of their life span, therefore, they satisfy energy and nutritional demands, including a proportion of water consumption, by consuming plants. Because tortoises are tightly linked with the producer trophic level, they may be directly affected by changes in vegetation quantity or quality. Predicted direct effects of decreased vegetation include decreased available energy, nutrients, and water for tortoises. Similarly, changes in vegetation quantity or community type may change the habitat structure experienced by tortoises. For example, decreasing vegetative cover will reduce available shaded areas that provide shelter from the hot sun during the day. Tortoise growth rates, physical condition, survivorship, space use, and reproduction all may respond directly to alterations within the plant community.
Figure 7. The vegetation submodel.

The plant community may also have indirect effects on desert tortoise populations, such as a decline in vegetation cover that may increase the risk of tortoises encountering predators. Or the effects of vegetation quality or quantity may be interactive (the effect of one factor is conditional, depending on the level of another factor). For example, mortality factors like disease or predation, may become important only when animals are experiencing energetic, nutritional, or water deficits brought about by decreases in the plant quality or quantity.

Approach

A GIS map of total vegetative cover for Fort Irwin was generated from actual cover estimates determined at 200 randomly selected points. These data were collected and made available in conjunction with the Land Condition Trend Analysis (LCTA) program at USACERL. Each point represents a 100-m linear transect. For each transect, a rod was dropped vertically at 1-m intervals, with the height and species of vegetation recorded for every plant that touched the rod. An estimate of aerial cover was calculated as the percentage of the sampling points along a transect that
touched some vegetation. Because plants were identified as species, we were also able to generate individual estimates of cover for shrubs, forbs, and grasses.

Maps of vegetative cover for the entire base were generated using a back-propagation neural network (Wu and Westervelt 1994). The neural network determined the best correlation between the ground truth data and existing maps (satellite images from thematic mapper bands 1 through 7, elevation, slope, watershed, and road buffer). These correlations were then used to extrapolate vegetation cover estimates from the ground truth data to the entire base. The amount of vegetation on Fort Irwin was quantified in units of percent aerial cover rather than as numbers of plants or amount of biomass. The dynamics of seasonal changes in vegetation were described using the logistic equation (Ricklefs 1990):

\[ \frac{dN}{dt} = rN(1-N/K) \]

The rate of increase decreases as a linear function of the size of the population (N). When the population size is lower than the carrying capacity (K), the population continues to increase, although at a slower rate, as population approaches the carrying capacity.

**Vegetation Carrying Capacity**

Carrying capacity maps were also generated with a back-propagation neural network that determined the best correlation between the “permanent” physical characteristics of the cell (e.g., slope, aspect, soil type, elevation) and data from 500 points randomly selected from the northern section of Fort Irwin. This northern area is assumed to be at or very near “original” carrying capacity given that the region hasn’t been exposed to severe human impacts. Figure 8 shows the vegetation carrying capacity module.
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**Figure 8.** The vegetation carrying capacity module.
It is possible for the initial vegetation (t = 0) in cells previously impacted by human activity to be significantly below the carrying capacity determined by permanent physical factors. The model assumes a negative linear relationship between the carrying capacity and the degree of human activity within the cell. Thus, the carrying capacity, “K_compacted”, was reduced by a fixed proportion relative to soil compaction.

\[
K_{\text{Compacted}} = K_{\text{Adjusted}} - (K_{\text{Adjusted}} \times \text{propchange}_Kadj)
\]

where “propchange_Kadj” converts the impact of relative soil compaction index into the proportional decrease in vegetation carrying capacity. “Propchange_Kadj” is derived from the soil compaction index, “Relative_Compaction”, that converts the level of soil compaction within each cell into an index between 0 and 1 based on soil strength, 17 kg/cm², and undisturbed soil strength, 4 kg/cm².

\[
\text{Relative_Compaction} = (\text{Soil_Compaction} - 4) / 13.
\]

As carrying capacity values in general were assumed to correspond to average soil moisture conditions, carrying capacity of each cell was predicted to be affected by yearly variability in soil moisture. The carrying capacity within each cell increases when the current monthly soil moisture is greater than the average, and decreases when less than the average, “K_Adjusted”. Although the exact magnitude of the effect of relative moisture on the carrying capacity has not been documented, desert plant communities have been shown to be strongly affected by the timing and amount of precipitation (Beatley 1974; Inouye 1991; Lane, Romney, and Hakonson 1984; Schlesinger and Jones 1984). Additional human impacts beyond conditions already present at the installation have been ignored and, consequently, the carrying capacity will increase as the soils regenerate and plant succession evolves. Thus, the impact that compaction has on the carrying capacity will decrease, the “propchange_Kadj” will approach zero, and carrying capacity will resume a predisturbance carrying capacity of “K_Adjusted” where moisture is the primary limiting factor.

**Plant Succession**

The vegetative community within each cell was described in terms of major plant categories (shrubs and annuals) and phases of growth (green and brown). This approach allowed the model to describe community level shifts in composition due to disturbance and secondary successional changes, yet it also eliminated the need for a highly detailed model that is required if individual plant species are modeled (Figure 9 shows the plant succession module). The percent shrub cover at the climax state was determined in a manner similar to that used to calculate the carrying
capacity for each cell. Five hundred points were randomly selected from an area that had not recently been used for training activities. Multiple regression analysis was used to determine the amount of coverage that was comprised of shrubs. The following multiple regression relationship accounted for 25 percent of the variability in aerial shrub cover:

\[
\text{Shrub carrying capacity} = 4.69 + \text{slope} \times 0.36 + \text{aspect} \times 0.01 - \text{elevation} \times 0.001 + \text{elevation}^2 \times 0.001 - \text{slope} \times \text{aspect} \times 0.001 - \text{slope} \times \text{elevation} \times 0.001
\]

We used this relationship to assign the percent shrub at the climax state for each cell across the grid. The shrub carrying capacity determined by physical factors was also reduced by a fixed proportion relative to soil compaction. This approach reflected the reduction in shrub cover and allowed for the subsequent rapid colonization by annuals following disturbance to occur (Goran, Radke, and Severinghaus 1983; Prose, Metzger, and Wilshire 1987). The vegetative community was predicted to return, with a constant return rate, to the climax state following disturbance; however, decades may be required for desert vegetation communities to recover their original composition before disturbance (Prose, Metzger, and Wilshire 1987; Wallace, Romney, and Hunter 1980), and there is debate as to whether communities ever return to the predisturbance state (Knapp 1992). The model assumes plant communities would return to the predisturbance state. As a means to calculate the rate of return, it was further assumed that following a major shift in community type (from 30 percent to 1 percent shrub cover) it would take 70 years for a cell to return to climax state.
Green and Brown Vegetation

Although the intrinsic rate of population increase may be directly affected by the physical environment, it is primarily a characteristic of individual populations of a species. This measure is empirically determined from life-table information (Ricklefs 1990). Because such detailed knowledge of growth rates was deemed unnecessary, the research team estimated a single intrinsic rate of increase value (r) for all green vegetation. The green vegetation in both community types was estimated to closely approach the carrying capacity of the cell during the growing season (period of vegetative growth and reproduction). The growing season for both community types was determined to be during the 6-month period from December through May (Beatley 1974). For the vegetation to approach the carrying capacity during the growing season, it was determined that an intrinsic rate of natural increase of 0.85 was required. Following the growing season, most green vegetation became senescent and is classified as brown vegetation within the model. All communities (i.e., any combination of shrubs and annuals) were assumed to have green cover at the beginning of the growing season equal to 25 percent of the maximum green cover of the previous growing season. This approach simulated the observations that part of the shrub leaves remain green over the summer and fall months and that there is mass germination of annuals before the beginning of the growing season specified in the model (Beatley 1974). The senescence process was modeled to occur in a linear fashion over the 6 nongrowing months. Thus, the values of r, proportion green vegetation at the start of a growing season, and length of growing season were defined in the model independent of community type. Figure 10 shows the green and brown vegetation module.
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Figure 10. The green and brown vegetation module.
Brown vegetation (i.e., litter and standing dead), plays an important role in desert ecosystems, especially in nutrient cycling, energy flow, seedling establishment, and invertebrate activity (West 1979). Brown vegetation is included in the model because it can be consumed by tortoises, although it is not preferred forage. Brown vegetation is lost from the system via decomposition. Rates of decomposition play an important role in the desert ecosystem, especially with regard to nutrient cycling and energy flow (Zak and Freckman 1991); however, there is little known about the litter consumers and decomposition rates in North American deserts (West 1983). The structure and density of soil microfauna may be strongly affected by abiotic components, especially soil moisture and temperature (Zak and Freckman 1991), although the quantitative relationship between decomposition rates and these physical factors has not been described for natural systems. Generally, substantial accumulation of litter is not observed in deserts (except directly under shrubs, in excavations, or in arroyos; see Whitford 1986). A model of decomposition rates has been proposed (Goodall 1981); however, this model was considered to be too detailed to be useful for the tortoise model. Decomposition rates of the present model were estimated as a function of soil moisture and surface temperature so that results were consistent with the observation that litter does not accumulate to substantial levels. Vegetation is also decreased due to tortoise consumption, but this has minimal effect on the actual vegetation cover.

Desert Tortoise Submodel

Purpose

This submodel of tortoise population dynamics serves as the key component of the overall model. Inputs from the three other submodels coalesce in this section and determine the potential impacts that different levels of habitat quality, and eventually training impacts, will have on the desert tortoise population at Fort Irwin. Because the desert tortoise is both an endangered species and an indicator species for desert ecological conditions, the information generated in this submodel should be valuable for developing effective management strategies.

Approach

Five stocks (or cohorts) representing desert tortoises at different stages of their life cycle form the basic structure of the tortoise submodel (Figure 11). Factors such as birth, death, recruitment, and mortality change the number of tortoises in each of these stocks. These influences vary in intensity depending on changes in habitat condition over time. These five cohorts are: eggs, hatchlings, juveniles, adults, and elders, and are divided according to their age. This method of categorization agrees
with classification systems presented in the literature (see pp 56-59 in Hohman, Ohmert, and Schwartzmann 1980), and will be further explained in the following sections.

Only the female members of the tortoise population are represented in the model. The decision not to model males was based on two specific reasons. One reason is that the long-term sex ratio remains close to parity as a result of migration. Evidence for this argument comes from Berry (1976), who analyzed four desert tortoise populations and found that in all four populations the sex ratios were close to 1:1 (p 40). The second reason is that only the females lay eggs. Their ability to store sperm ensures that even occasional contact with males will allow them to lay viable eggs. Therefore, the total tortoise population is achieved by doubling the female population total.

Limited appropriate quantitative data in the literature necessitated the interjection of educated assumptions in order to construct the model. For example, although tortoises are known to prefer succulent, green forage to dry, brown plants (Avery 1992; Esque 1994; Henen 1992), data on the exact quantities of forage consumed by tortoises was not available — at least not in a form that could be readily and accurately used in the model. Indices were used to capture the correct relationship
between factors such as food, water, predation, disease needed for calculations to determine the number of tortoises in each cohort that will survive during each time-step.

**Submodel Cohorts**

The five main sections of the submodel and explanations of the equations influencing them are presented in the following paragraphs.

**Eggs.** The first stage in the desert tortoise life cycle is the egg cohort, represented in the model by the stock “T_EGGS”. Eggs flow into this stock through “Births” and flow out either through losses due to egg mortality, represented by “Death E” or through recruitment to the hatchling cohort, represented by the outflow entitled “Hatch” (Figure 12).

Tortoise births in the model take place as a result of adult and elder egg-laying (elder tortoises are assumed to have a lower reproductive rate). Breeding activities in the wild take place during the spring, with peak breeding in March and June. Eggs are laid in the model after a 3-month gestation, during the months of May through July.

![Figure 12. The eggs cohort of the tortoise submodel.](image-url)
(Luckenbach 1981; Woodbury and Hardy 1948). Given that females have the ability to produce multiple clutches, the “prop_rep_adult” variable delineates a decreasing percentage of the adult population that is likely to reproduce during the spring. Research and observation of tortoises under natural conditions indicates that females can produce either one or two clutches of eggs per year (Ernst and Barbour 1972; Luckenbach 1981), but other research indicates not all females lay a clutch every year (Hohman, Ohmart, and Schwartzmann 1980). This model assumes that on average each adult female lays 1.84 clutches per season. Consequently, the model subdivides the proportion of adult tortoises that reproduce as follows: 100 percent of the population lay eggs in May, 80 percent in June, and 4 percent in July. This assumption is based on fieldwork that found the percentage of reproductive females observed laying one clutch was 100 percent, and 84 percent of females laid a second clutch during that same breeding season (Turner et al. 1984).

\[
\text{prop}_{\text{rep_adult}} = \text{If MONTH} = 4 \text{ then 1.00 else if MONTH} = 5 \text{ then 0.80 else if MONTH} = 6 \text{ then 0.04 else 0.00}
\]

Note that the model begins at time-step 0, which is January. So month 4 represents May, and month 12 corresponds with the second January.

Elder female tortoises also reproduce, but at a reduced rate of about 30 percent of the adult tortoise population (personal communication, Dr. Anthony J. Krzysik, Ecologist, USACERL, summer 1995). Incubation time is 3 months (hatching occurs between August and October), or three time-steps, which is consistent with the literature (Hohman, Ohmart, and Schwartzmann 1980; Luckenbach 1981).

The frequency of clutch production and the actual number of eggs produced in the model tortoise population are associated with the physical condition of the tortoise, “T_condition”, which is an index that calculates the number of eggs laid by female adults and elders. The health or condition of the tortoise determines the size of the clutches produced. In the wild, clutch size averages from four to five eggs, although numbers as low as two and as high as fourteen have been documented (Ernst and Barbour 1972; Luckenbach 1981). The model assumes a correlation between tortoise condition and habitat quality such that if the vegetative cover is sparse and water availability low, fewer eggs will be produced; whereas, good habitat conditions result in higher egg production levels — up to a maximum of 14 eggs per clutch per reproductive female (Hohman, Ohmart, and Schwartzmann 1980). Once the number of eggs produced per female per time-step (dt) is calculated, the total number of eggs laid per cell per dt, “Egg_lay”, can be determined using the equation:

\[
\text{Egg}_{\text{lay}} = \text{Clutch}_{\text{Size}} * (\text{(prop}_{\text{rep_adult}} * \text{INT(T_ADULT)}) + (\text{prop}_{\text{rep_elder}} * \text{INT(T_ELDERS)}))
\]
The sex ratio within the desert tortoise population is approximately 1:1. Thus, dividing "Egg_lay" in half (the "Sex_ratio" variable) yields the number of female "Births" added to the cell’s tortoise population each time-step.

While the literature provides some description of egg survivorship rates, this information is not specific and assumptions have to be made about the interaction and importance of different factors affecting egg mortality. Research has found that "it is common for 50% of a clutch from desert tortoises in captivity to be infertile, and similar losses may occur in the wild" (Luckenbach 1981), and that predation could account for approximately 23 percent of prenatal mortality in one desert tortoise population (Turner et al. 1984). Egg survivorship within the model, "E survive", became a function of predation ("E Die pred") — a constant that mimics Lukenbach's findings of 50 percent — and infertility ("E Die infert") — an index based on vegetative cover. We assume that in cells with better cover, mortality due to predation is reduced; vegetative cover camouflages tortoises and their nests (we have not found documentation that supports this conclusion, but it seems logical). Egg survivorship is then calculated with the following equation:

$$E_{survive} = \text{EXP} \left( \text{LOGN} \left( E_{surv\_total} \right) \times \left(1/\text{Incu\_Time}\right) \right)$$

This equation is devised in such a way as to compensate for the discrepancy between the fixed time-step embedded within the model and the real world maturation time that tortoise eggs require (Hannon 1994:pp 110-114).

Under natural conditions, incubation generally has been observed to vary between 90 and 120 days (Luckenbach 1981). As mentioned earlier, the model assumes a 90-day incubation time. Immediately after tortoises emerge from their shells, they move into the hatchling cohort of the model.

**Hatchlings.** The next stage in the desert tortoise life cycle is the hatchling cohort, represented in the model by the stock "T HATCH". As mentioned earlier, hatchlings flow into this stock from the egg cohort through "Hatch", and they flow out either through losses due to hatchling mortality, represented by "Death Ha" or through recruitment to the juvenile cohort, represented by the outflow titled "grow" (Figure 13).

From the desert tortoise literature, the actual annual mortality rate of hatchlings is not known (Turner et al. 1984). So, like egg survivorship, assumptions were made to calculate hatchling survivorship, "Ha Survive". Hatchling survival depends on when the tortoises are hibernating or aestivating, predation, and natural causes including inadequate food or water supply. With the exception of eggs, all cohorts of tortoises hibernate and aestivate (Medica, Bury, and Luckenbach 1980).
Hibernation generally occurs during the fall and winter in the months November through February (Luckenbach 1981), and aestivation usually occurs in midsummer when temperatures approach 39.5 °C, at which point tortoises would experience severe thermal stress and may die if they do not seek shade or the cooler temperatures of burrows (Luckenbach 1981). The summer months associated with aestivation are June and July (Nagy and Medica 1986). Given the 1-month time-step, the model operates on the average monthly temperature, which doesn’t reach 39.5 °C during the 20-year record, 1970-1990. Thus, estivation doesn’t significantly influence tortoise behavior within the model.

When not hibernating, hatchling mortality is the sum of the proportion that die due to predation (we assume up to 32 percent) and natural causes, including inadequate food or water supply (constant at 10 percent in all cells). Based on the information that predation of young tortoises, and particularly hatchlings, tends to be higher than predation on adults (Luckenbach 1981), we assume predation is a more important mortality factor. Under the best conditions, a total of 85 percent of the hatchlings survive; under the worst conditions, a total of 58 percent survive. This gives some variation about the mean value of 79 percent used by Luke (1990), that we assume represents “average” to “good” conditions. This number differs greatly from previous estimates of 1 to 3 percent survival (Anonymous 1973 cited in Luke 1987). During hibernation, only 5 percent die due to other factors, such as disease (undocumented assumption). The experimental survival rate is a function of the following:

\[ Ha_{\text{surv\_exp}} = \begin{cases} 1 & \text{IF Hibernate} = 1 \\ (1 - H_{\text{Die\_hib}})^5 & \text{ELSE} (1 - H_{\text{Die\_natl}} - H_{\text{Die\_pred}})^5 \end{cases} \]

Note that the power function converts annual survival rates into stage-specific survival rates.
Using the same conversion principles outlined in the previous section, this equation then becomes the model survivorhip function:

\[ \text{Ha\_Survive} = \exp(\logn(H\_surv\_exp) \times \frac{1}{\text{Hatchling\_Time}}) \].

Tortoises remain in the hatchling cohort until their shells completely ossify, which usually occurs when the tortoise is 5 years old (Luckenbach 1981). "Hatchling time" in the model is set accordingly. The reason for basing the "hatchling cohort" age-class division on the level of shell development is that a soft-shelled tortoise is much more vulnerable to predation than a tortoise with a hardened shell (Luckenbach 1981). For example, raven predation on desert tortoises is primarily restricted to hatchlings whose shells are less than 110 mm maximum carapace length; in other words, small tortoises with soft shells. So, higher mortality rates distinguish hatchlings from the next cohort — juveniles.

**Juveniles.** Tortoises remain in the juvenile cohort, "T JUVENILE", until they are lost either through juvenile mortality, represented by "Death J" or through recruitment to the adult cohort, represented by the outflow entitled "mature" (Figure 14).

Juvenile desert tortoises are those individuals who have ossified shells but who have not yet reached sexual maturity. Predation rates are lower in juveniles than hatchlings. Like the two preceding cohorts, the literature available doesn't offer substantial empirical descriptions of survivorship within the juvenile population. Again, survivorship within the model is based on our best assumptions. When not
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hibernating, mortality is the sum of the proportion that die due to predation (we assume up to 22 percent), inadequate food (up to 4.4 percent), and inadequate water supply (up to 13.2 percent). We also have added a constant proportion of 1.7 percent of juveniles who die each month (regardless of the season) due to diseases (frequency of disease has been assumed to be density-independent in another model; see Luke 1990, p 256). Under best conditions, a total of 87.1 percent of juveniles survive and under worst condition a total of 38.9 percent survive. This gives some variation about the mean value of 83 percent used by Luke (1990), which we assume represents "average" to "good" conditions (thus much higher mortality can be observed in cells with "bad" conditions). During hibernation, a constant 2.7 percent die due to disease (1.7 percent) and other unknown factors (1 percent; undocumented).

\[ J_{\text{surv\_exp}} = \text{IF Hibernate} = 1 \]
\[ \text{THEN} (1 - J_{\text{Die\_hib}} - J_{\text{Die\_disease}})^{17.5} \]
\[ \text{ELSE} (1 - J_{\text{Die\_disease}} - J_{\text{Die\_food}} - J_{\text{Die\_pred}} - J_{\text{Die\_water}})^{17.5} \]

Note that power function is included to change annual survival estimate into stage-specific survival.

The model survival rate is calculated using:

\[ J_{\text{Survive}} = \exp(\text{LOGN}(J_{\text{surv\_total}}) * (1/Juv_{\text{Time}})) \].

Juveniles usually mature into adults sometime between the ages of 15 and 20, though it can take more or less time depending on habitat conditions (Woodbury and Hardy 1948). The model assumes an average juvenile time, "Juv Time," of 17.5 years. Juveniles enter the next cohort, adults, at 22.5 years of age.

**Adults.** The next stage in the desert tortoise life cycle is the adult cohort, represented in the model by the stock "T ADULT". As mentioned earlier, adults flow into this stock from the juvenile cohort through "mature", and they flow out either through losses due to adult mortality, represented by "Death RA" or through recruitment to the elders cohort, represented by the outflow entitled "Aging" (Figure 15).

Total adult mortality has been estimated to be between 1 and 2 percent per year (Luckenbach 1981; Turner et al. 1984), and as a result, is lower than the mortality of younger tortoises. Yet to complete the adult survivorship functions, we made assumptions about mortality based on predation, food and water supply, disease, and other natural causes. "Adult_Survive" is calculated the same way as the juvenile survivorship rates. The only differences between the adult and juvenile rates are
that predation of juveniles is higher than adults. Tortoises remain adults until they reach 62.5 years old. All surviving adults older than 62.5 years move into the final cohort — elders.

**Elders.** The final stage in the desert tortoise life cycle is the elder cohort, represented in the model by the stock “T ELDERS”. This is the second adult cohort in the model. Adults flow into this stock through “aging” and flow out through mortality (Figure 16). The reason for dividing the adult population is to distinguish between those mature individuals who can reproduce, and those older tortoises who are reproducing but at a generally lower rate.

Elder survival, “Eld_Survive,” is calculated the same way as adults and juvenile survivorship. In fact, elder survivorship uses the same mortality variables (predation, disease, food and water availability) used for the adult cohort.

\[
\text{Elder\_surv\_exp = IF Hibernate = 1} \\
\quad \text{THEN (1 - Adult\_Die\_hib\_aest -Adult\_Die\_disease)^10} \\
\quad \text{ELSE (1 - Adult\_Die\_disease - Adult\_Die\_food - Adult\_Die\_water - } \\
\quad \quad \text{Adult\_Die\_pred)^10}
\]

The same conversion is used to transform this experimental survivorship rate into a rate appropriate for the model time-step of 1 month.
In the model, elders can survive up to 10 years. The maximum age that can be reached by a tortoise in our model is about 75 years, which is supported by the literature on desert tortoises (Turner et al. 1984).

**Tortoise Dispersal Submodel**

*Purpose*

The purpose of the tortoise dispersal submodel is to simulate movements of tortoises between adjacent cells as well as calculate changes in juvenile, adult, and elder tortoise densities due to dispersal. Values generated in this submodel are used by the tortoise submodel to adjust tortoise densities within each cell.

*Approach*

The general approach was to simulate juvenile, adult, and elder tortoise dispersal movements by designing a set of rules that dictate when and where tortoises move (Figure 17). The net change in the number of tortoises within a cell due to dispersal is the difference between the number of tortoises that emigrated and the number of tortoises that immigrated. Dispersal movements are restricted by three primary factors: hibernation, tortoise density, and cell conditions (vegetative cover and availability of green vegetation). Conditions of adjacent cells do not entice animals to emigrate from an acceptable cell. But, the condition of each adjacent cell, relative to the other three adjacent cells, determines the proportion of emigrants that
imigrate into that cell. The total number of tortoises immigrating into a cell is the sum of immigrants from each of four directions, and represents the number of animals that emigrate from adjacent cells into the cell of interest. Due to limitations in the available software, tortoises can only move the distance of one cell per time-step (1 km/month), and the direction of movement is restricted to the four cardinal directions (i.e., no diagonal movement).

Dispersal

To date, no published study has investigated the long-range dispersal movements of desert tortoises. Given the importance of movement between populations or subpopulations to population genetics and long-term viability, more detailed studies are needed for threatened and endangered species such as the desert tortoise. Gibbons (1986) borrowed generalizations about dispersal in other turtles to infer causes of long-distance movements in desert tortoises. The following four behavioral and habitat conditions, documented in other turtles, each may contribute to dispersal in desert tortoises (Gibbons, 1986): (1) nest site selection, (2) seasonal migration, (3) departure from unfavorable habitat conditions, and (4) movement by males in search of females. The relative importance of each condition is unknown for many
turtle species; clearly, such information should be collected in order to manage threatened and endangered species more effectively.

As mentioned previously, the Desert Tortoise Model assumes that male and female tortoises are similar with regard to growth, reproduction, and survivorship; therefore, only females are modeled explicitly, and a 1:1 sex ratio is used (see "Desert Tortoise Submodel" section). Given this modeling structure, it was not possible to incorporate dispersal patterns due to movement by males in search of females. Also, the spatial resolution of 1 sq km limits the model's ability to describe potential nest site locations in detail. Burrows are often located in the walls of washes, but with a 1 sq km resolution, washes are too small to detect. Thus it is assumed that each cell can have multiple burrow sites, thus burrow sites do not specifically determine where tortoises migrate. Of the four conditions described above, two were incorporated into the model as incentives for dispersal, and it was assumed that both forces affected males and females equally: (1) seasonal migration and (2) departure from unfavorable habitat conditions.

Desert tortoises hibernate and aestivate to reduce physiological stresses associated with temperature extremes. However, as mentioned previously, the 1-month time-step precludes incorporating aestivation behavior, given that average monthly temperature data doesn't reveal the daily fluctuations of temperature extremes during the summer. For this reason, of those two behaviors, only hibernation significantly influences tortoise movement.

Tortoises emigrate from cells that have relatively low amounts of vegetative cover, low amounts of available green forage, and high tortoise densities. The first two factors are described with the converter "Hab_suitability", the habitat suitability of a cell. This is an index (from 0 to 1) that determines the degree of "push" that forces a tortoise to leave a cell. The index is a function of the vegetation cover and the available food within the cell.

\[
\text{Hab\_Suitability} = (\frac{\text{V\_PCT\_GRN\_AVAIL}}{100}) \times (\frac{\text{V\_TOTAL\_COVER}}{100})
\]

As the function approaches zero, a larger number of tortoises move. These are the physical conditions that help determine if a tortoise will emigrate. Figure 18 shows the dispersal rules.

Tortoise density also affects the tortoise's desire to remain within a cell. Tortoises are not territorial, their home ranges do overlap, and they are social animals. Exactly how the social relations within the population work is not well known, and we found no published literature on the topic. Given that juveniles are younger and not reproducing, it was assumed that they were more mobile and less valued within
the social structure. Thus, juveniles were more sensitive to densities. With an assumed tortoise carrying capacity, “K_Tort”, of 100 tortoises per square kilometer (that is 100 females, or 200 total tortoises), the proportion of juveniles, adults, and elders that dispersed due to population pressures were calculated with the following equations:

\[ J_{Disp\_Dens} = \begin{cases} 0.5 \times (T\_ADULT + T\_ELDERS + T\_JUV) - K\_Tort & \text{if } K\_Tort > 0 \\ 0 & \text{otherwise} \end{cases} \]

\[ A_{Disp\_Dens} = \begin{cases} 0.25 \times (T\_ADULT + T\_ELDERS + T\_JUV) - K\_Tort & \text{if } K\_Tort > 0 \\ 0 & \text{otherwise} \end{cases} \]

\[ E_{Disp\_Dens} = \begin{cases} 0.25 \times (T\_ADULT + T\_ELDERS + T\_JUV) - K\_Tort & \text{if } K\_Tort > 0 \\ 0 & \text{otherwise} \end{cases} \]

The two general push forces, habitat suitability and density, were then combined and augmented with the parameters of elevation and seasonality. If the elevation is above 1067 m (3500 ft) it's highly unlikely that one would find a tortoise in that environment, although there are anomalies. Physiological constraints may prevent tortoises from using high elevation areas, regardless of the availability of food and shelter. Additionally, if the tortoise is hibernating, then migration is assumed to not
occur. The total proportion of juveniles, adults, and elders that could emigrate from a cell is determined by this general equation:

\[
\text{Total Dispersion} = \text{If Hibernation} = 1 \text{ then } 0.0 \text{ else if } G_{\text{ELEV}} \geq 3500 \\
\text{then } T_{\text{ADULT}} (\text{or } T_{\text{JUV}} \text{ or } T_{\text{ELDERS}}) \text{ else } (A_{\text{Disp Dens}} + A_{\text{Disp Phys}})
\]
4 Results and Future Research

This technical report documents the design and development of a spatially explicit habitat and population model of the Desert Tortoise. A second report will extend the model by adding a training impacts component and will discuss the results of a series of experiments. These experiments will attempt to provide insights into the comparative impacts of different training intensities in time and in space. Current and potential training intensities will be compared to help identify strategies that preserve the training effectiveness of Fort Irwin while increasing the tortoise population viability.

An initial result established by running the entire model for 100 years on the entire landscape is presented in Figure 19. The model is initialized with tortoise and vegetation densities derived from measurements associated with current training intensities. The average tortoise density begins at 2.8 tortoise/sq km, drops to 1.1 and then rises to 4.1 at 100 years. This result appears to be associated with a decline in tortoise densities in some areas while other areas (currently supporting training) are repopulated and develop strong densities. Causes for the initial drop
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need to be investigated. There are a number of independent possibilities. It is possible that the current population estimates are too high. This could be due to sampling error, error in estimation, or error in the application of the neural network used to convert transect population estimates to full-map coverage estimates. It is also possible that current training patterns have forced tortoises into areas that are not optimal for reproduction. As these tortoises die and are not replaced by juveniles, the population in these areas declines. It is certainly likely that our current lack of behavioral information about the tortoise and its movements in response to environmental characteristics contributes to the puzzle. Future experiments with the model will help address questions raised by Figure 19. Continuing sensitivity analyses will also be useful in analyzing the current model and the relationship of its various parameters to the behavior of the model.

The Proposed Sensitivity Analysis Approach

The objective of sensitivity analysis (SA) of the spatially explicit model, the SME version, is to determine the degree to which manipulation of a certain factor, or some combination of factors, affects the results of the model. Because few other modelers have undertaken SA of complex, spatial models, a need exists to develop a novel approach that incorporates "traditional" SA of the single-cell model as well as "spatial" SA of the multiple-cell model.

The most scientific way to determine which factors have the greatest influence on results (the highest sensitivity) is by systematically testing each factor and all possible combinations of factors. There are two basic methods to use. The first involves using the same sensitivity perturbation in all affected cells, but varying the proportion of cells that are affected by the perturbation. The second approach involves the use of multivariate permutation tests that could be used to determine if two output maps were "significantly" different. Although these tests are relatively new, they are already available as computer programs and published in peer-reviewed journals (Reich and Czaplewski 1993).

Recommended Strategy

This recommended approach determines the sensitivity of results to changes in single factors, and thus does not address factor interactions (so will not find "lethal combinations"). It combines the traditional SA techniques of varying the magnitude of perturbation to a factor ("% Factor Changed") as well as the spatial SA technique in which the number of cells affected by the perturbation is changed ("% Cells Affected"). Both factors are manipulated, and the resulting output can be tested to
determine if it is statistically different from output generated by the preperturbed model using multivariate tests. This SA would begin with primary factors (factors that are passed on to other sectors and state variables). If the model is stable to changes in these factors, there is no need to conduct SA on “contributing” variables. This analysis will also include nonempirically derived constants.

The magnitude of perturbation could be handled in the single-cell model by incorporating a “sensitivity factor” variable and making the factor of interest the product of the original value and the “sensitivity factor.” The spatial component would be best managed by creating a “g_sensitivity” map in GRASS (the Geographic Resources Analysis Support System), with each cell having one of two integers used to represent “affected” (e.g., 1) and “unaffected cells” (e.g., 0). The maps would be generated by randomly assigning “0” values to the correct proportion of cells. To incorporate the spatial component, the “sensitivity factor” in the single-cell model would need to be modified to:

$$\text{IF } g\text{-sensitivity} = 0$$
$$\text{THEN } \langle\text{original function}\rangle$$
$$\text{ELSE sensitivity_factor } \langle\text{original function}\rangle$$

A simple approach would probably suffice, such as changing five levels of “% Factor Changed” (0% change, 25, 50, 75, and 100% reduction) and five levels of “% Cells Affected” (0, 25, 50, 75, and 100% of cells). Of course, the unperturbed model is represented by any combination that involves either 0% Factor Changed or 0% Cells Affected, so there are really 4 levels for each manipulation and 16 possible combinations. It would probably be best to generate numerous random “g_sensitivity” maps for each level of “% Cells Affected” (e.g., 5 different maps each with 25 percent of cells affected). Additionally, because this is a nondeterministic model it would probably be best to compare output from numerous runs of the same combination of SA conditions (e.g., 5 runs at 25% Factor Changed using Map 1 of 50% Cells Affected). Using this approach, 25 runs would be conducted for each of the 16 combinations, or a total of 400 runs for each factor.

For each factor, we could produce results as a graph indicating which combinations of the two types of manipulations produced significantly different results. One way to do this would be to present the mean P-value of the significance tests (mean of all 25 runs) for each of the 16 combinations of SA manipulation. As an example, consider the factor of interest to be Adult Survival; the output may look like Table 1 where each value represents the mean P-value of 25 runs.

The relative sensitivity of the model to each single factor could be found by comparing graphs produced for the factors of interest. The model would be
considered most sensitive to factors that have graphs in which statistical differences (P < 0.05) occur at lower levels of “% Cells Affected” and “% Factor Changed” (i.e., towards the origin). It would also be possible to define a “curve” that defines the P = 0.05 “contour” on each graph, but this would require conducting runs for a much larger number of combinations of manipulations.

An additional method for testing the model would be to use the coefficient of variation (“CV" = SD / mean). The CV for a factor in the model could be compared with observed CVs from field studies or with results from other “accepted” simulation models found in the literature. For example, the CV of January temperature should be similar to CV for January temperature observed at nearby meteorological stations or with other models that simulate desert temperatures. Comparisons made at different temporal scales (such as monthly, yearly, 10-yr, 100-yr) would make this a more robust form of validation. Using CVs to validate the model is relatively easy for factors in the climate and vegetation submodels, but it will be much more difficult to find appropriate “reference” datasets for factors in the tortoise and migration submodels.

This degree of extensive validation and testing is both temporally and computationally intensive. Major funding needs to be devoted to this portion of the research project in order to proceed.

<table>
<thead>
<tr>
<th>Table 1. Sample Sensitivity Analysis Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Factor Changed</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>100%</td>
</tr>
<tr>
<td>75%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>25%</td>
</tr>
</tbody>
</table>

*Each value represents the mean P-value of 25 runs.*
5 Summary

This report documents the development of a dynamic, spatial, ecological simulation model of Desert Tortoise habitat and population densities on the Fort Irwin, CA, landscape. The model is intended to be useful in evaluating the direct, indirect, short-term, and long-term impacts of human activities on the habitat that supports Desert Tortoise populations.

Most models are developed for the purpose of scientifically understanding some component of the natural system. Such models are typically very precise and carefully assembled with respect to the component of the system being studied. Because they do not simulate all important components of a system, they have limited utility for making land management decisions. This Desert Tortoise habitat and population simulation model is developed to be part of a computer-based land management decision support system.

To create this simulation model, two graduate classes were assembled during the spring semesters of 1994 and 1995. During the following summers some students from the class were selected to further develop and refine the model. Students were drawn from a number of different departments including Geography; Forestry; Ecology, Ethology and Evolution; Computer Science; Urban and Regional Planning; and Anthropology.

Classes were divided into a number of teams. The classes, as wholes, outlined the final model and divided it into submodels that were then assigned to teams. Students applied their particular backgrounds and interests to the models that provided the best match. Four basic submodels emerged: climate, vegetation, tortoise growth, and tortoise migration.

This model uses three key software products. The initial conceptual and then the full unit model was designed and developed with a graphical dynamic simulation language called STELLA. The model specified the dynamics within 1 sq km cells of the Mojave Desert. Fort Irwin, California was gridded into a 57 by 57 grid of these cells. The geographical information system used to manipulate the spatial data was the Geographic Resource Analysis Support System (GRASS). The unit models developed using STELLA were then translated into C++ computer programs that applied the model simultaneously to each unit cell.
Development of this model should now be followed by further research to validate the model and to analyze the sensitivity of various portions of the model to varying input parameters and landscape states. This model was developed to address the anticipated changes in Desert Tortoise population densities expected from different land management scenarios. Because tortoise individuals can live more than 75 years, impacts can be associated with long lag periods. For example, initiating a land management practice that somehow stops tortoise reproduction will have disastrous effects on the population, but those impacts may not be noticed for a decade or more. This model must be sufficiently predictive over the course of at least 50 years and perhaps 100 years or more. Models predicting this far into the future suffer, as a whole, because of the obvious inability to field test the entire model. Instead, a sensitivity analysis should be run on the model to identify the model components to which the overall model is most sensitive. Those parameters, algorithms, or data must then be examined more thoroughly. Similarly, the sources of error and their cumulative impacts on the model should be understood and analyzed. Through these processes the reliability of the model can be increased.

The model should be used to evaluate and compare different land management scenarios. With the completion of a sensitivity and error analysis, the model outputs will, of course, be more reliable. Even without further analysis the model should be useful to assess the direction of change (if not the actual magnitude) in habitat suitability related to a particular change in management.

In a follow-up report, a number of experiments with the model will be reported. First, the model will be run on the installation with all human impacts (military training) removed. What vegetation patterns emerge? Are the vegetation densities similar to those found in undisturbed areas of the Mojave? Second, the model will be run on the landscape resulting from the first experiment with human activities similar to those currently occurring. Do the resulting patterns and densities match current conditions? Third, the training spatial patterns will be maintained, but the training intensity will be varied. How do steady-state population densities change with respect to training intensities? Fourth, the training temporal patterns will be varied. If training could be ceased for a full month, which month is associated with the greatest change in steady-state tortoise populations. Fifth, training patterns will be changed. Can corridors be created that result in significant changes in tortoise densities? The documented results of a number of different experiments will provide land managers with a scientific basis for encouraging or discouraging certain land management scenarios with respect to the Desert Tortoise and its habitat.
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Appendix: Full Model
TORTOISE
Dispersal Rules

TORTOISE MIGRATION
Climate Sub-Model

\[ C_{\text{Soil\_Moisture}}(t) = C_{\text{Soil\_Moisture}}(t - dt) + (\text{Delta\_SM}) \times dt \]
INIT \( C_{\text{Soil\_Moisture}} = G_{\text{INIT\_SM}} \)

\( \text{Delta\_SM} = \text{If Unchecked\_DSM} > (AWC-C_{\text{Soil\_Moisture}}) \) Then \( \text{INT}(AWC-C_{\text{Soil\_Moisture}}) \)
Else If Unchecked\_DSM < (-1)\(^*\)(C_{\text{Soil\_Moisture}}) then \( \text{INT}((-1)\(^*\)(C_{\text{Soil\_Moisture}})) \)
Else \( \text{INT}(\text{Unchecked\_DSM}) \)

\[ AWC = (G_{\text{AWC\_per\_inch/100}})\times\text{Depth\_of\_interest} \]

\( \text{Base\_elevation} = 2105 \)

\[ \text{Cos\_z} = (\text{COS(latitude)}\times\text{COS(rad\_slope)} - \\
\text{SIN(latitude)}\times\text{COS(rad\_aspect)}\times\text{SIN(rad\_slope)}\times\text{COS(solar\_dec)} + \\
\text{COS(latitude)}\times\text{COS(rad\_aspect)}\times\text{SIN(rad\_slope)} + \\
\text{SIN(latitude)}\times\text{COS(rad\_slope)}\times\text{SIN(solar\_dec)} \]

\[ C_{\text{Air\_temp\_Cel}} = (C_{\text{Air\_temp\_Frh-32}})/1.8 \]

\[ C_{\text{Air\_temp\_Frh}} = \text{IF } z >= 0 \text{ THEN MMTemp} + \text{(Base\_elevation} - G_{ELEV})\times\text{lapse\_rate/1000} - \text{tau} + 2\times(\text{Cos\_z-COS(solar\_dec))} \]
ELSE MMTemp + (Base\_elevation - G_{ELEV})\times(lapse\_rate/1000) - \text{tau} \]

\[ C_{\text{Max\_SM}} = \text{max}(G_{\text{JAN\_SM}}, G_{\text{FEB\_SM}}) \]

\[ C_{\text{MONTHLY\_PRECIP}} = \text{If C\_Deterministic = 0 THEN} \]
MAX(NORMAL(Precip\_Normals, (0.5\timesPrecip\_Normals+ 0.2\timesPrecip\_st\_devs)), 0.0) \times 25.4 ELSE Precip\_Normals\times25.4 \]

\[ C_{\text{Normal\_SM}} = \text{IF } \text{MONTH}=0 \text{ THEN } G_{\text{JAN\_SM}} \text{ ELSE IF } \text{MONTH}=1 \text{ THEN } \]
\[ G_{\text{FEB\_SM}} \text{ ELSE IF } \text{MONTH}=2 \text{ THEN } G_{\text{MAR\_SM}} \text{ ELSE IF } \text{MONTH}=3 \text{ THEN } \]
\[ G_{\text{APR\_SM}} \text{ ELSE IF } \text{MONTH}=4 \text{ THEN } G_{\text{MAY\_SM}} \text{ ELSE IF } \text{MONTH}=5 \text{ THEN } \]
\[ G_{\text{JUN\_SM}} \text{ ELSE IF } \text{MONTH}=6 \text{ THEN } G_{\text{JUL\_SM}} \text{ ELSE IF } \text{MONTH}=7 \text{ THEN } \]
\[ G_{\text{AUG\_SM}} \text{ ELSE IF } \text{MONTH}=8 \text{ THEN } G_{\text{SEP\_SM}} \text{ ELSE IF } \text{MONTH}=9 \text{ THEN } \]
\[ G_{\text{OCT\_SM}} \text{ ELSE IF } \text{MONTH}=10 \text{ THEN } G_{\text{NOV\_SM}} \text{ ELSE IF } \text{MONTH}=11 \text{ THEN } \]
G_{\text{DEC\_SM}} \text{ ELSE 999 \}

\[ C_{\text{Relative\_SM}} = \text{IF } C_{\text{Soil\_Moisture}} < 1.0 \text{ AND } C_{\text{Normal\_SM}} < 1.0 \text{ THEN } 1.0 \text{ ELSE } \]
\[ C_{\text{Soil\_Moisture}} / \text{MAX}(C_{\text{Normal\_SM}}, 1.0) \]

\[ C_{\text{Surf\_Temp\_C}} = ((C_{\text{SURF\_TEMP\_F-32}})/1.8) \]

\[ C_{\text{SURF\_TEMP\_F}} = \text{IF } z >= 0 \text{ THEN (MMMTemp} + \text{(Base\_elevation} - G_{ELEV})\times\text{lapse\_rate/1000} - \text{tau} + 2\times(\text{Cos\_z-COS(solar\_dec))}) \]
ELSE (MMMTemp + (Base\_elevation - G_{ELEV})\times(lapse\_rate/1000) - \text{tau}) \]

\[ \text{Date} = 30\times\text{MONTH}+15 \]

\[ \text{Depth\_of\_interest} = 30 \times 10 \]

\[ \text{lapse\_rate} = 2.9 \]
latitude = 34*PI/180

MMMTmp = IF C_Deterministic=0 THEN
  MMMTtmp + NORMAL(Barstow_Temp_halfrangeNormals, Barstow_Temp_halfrange_st_devs, 4322)
ELSE MMMTtmp + Barstow_Temp_halfrangeNormals

MMMTmp = IF C_Deterministic=0 THEN
  NORMAL(Barstow_TempNormals, Barstow_Temp_st_devs, 4322)
ELSE Barstow_TempNormals

PET_mm = IF (C_Air_temp_Cel>0) Then
  (1.6*(10*C_Air_temp_Cel/TH_i)^TH_a)*PET_factor * 10
ELSE 0

Potential_Infiltration = If (MONTH > 9 or MONTH < 5) THEN C_MONTHLY_PRECIP
ELSE 0.4*C_MONTHLY_PRECIP

rad_aspect = G_ASPECT*PI/180

rad_slope = G_SLOPE*PI/180

Runoff = If Potential_Infiltration > AWC-C_Soil_Moisture then C_MONTHLY_PRECIP-
  (AWC-C_Soil_Moisture)
else C_MONTHLY_PRECIP-Potential_Infiltration

solar_dec = (PI/180) * 23.5 * COS(2*PI*(date - 172)/365)

tau = 6.68

TH_a = 1.926

TH_i = 87.71

Uncheeked_DSM = IF (C_Soil_Moisture/AWC) <= 0.5 THEN
  (Potential_Infiltration - C_Soil_Moisture*PET_mm/AWC) / (1+(PET_mm/(2*AWC)))
ELSE Potential_Infiltration - PET_mm

z = ARCTAN(SQRT(1-(Cos_z*Cos_z))/Cos_z)

Barstow_Temp_halfrangeNormals = GRAPH(MONTH)
(0.00, 14.3), (1.00, 15.1), (2.00, 15.0), (3.00, 16.1), (4.00, 16.7), (5.00, 17.5), (6.00, 17.5), (7.00, 17.1), (8.00, 17.0), (9.00, 16.7), (10.0, 15.1), (11.0, 14.3)

Barstow_Temp_halfrange_st_devs = GRAPH(MONTH)
(0.00, 2.27), (1.00, 2.11), (2.00, 1.90), (3.00, 1.72), (4.00, 1.24), (5.00, 1.56), (6.00, 0.98), (7.00, 0.98), (8.00, 1.95), (9.00, 1.88), (10.0, 1.84), (11.0, 2.71)

Barstow_TempNormals = GRAPH(MONTH)
(0.00, 45.9), (1.00, 50.5), (2.00, 54.8), (3.00, 61.0), (4.00, 69.2), (5.00, 78.1), (6.00, 84.9), (7.00, 82.8), (8.00, 76.4), (9.00, 65.5), (10.0, 53.1), (11.0, 45.7)

Barstow_Temp_st_devs = GRAPH(MONTH)
(0.00, 2.31), (1.00, 2.51), (2.00, 2.74), (3.00, 4.15), (4.00, 2.58), (5.00, 2.19), (6.00, 2.06), (7.00, 2.21), (8.00, 2.75), (9.00, 3.64), (10.0, 2.51), (11.0, 2.60)

PET_factor = GRAPH(MONTH)
(0.00, 0.86), (1.00, 0.84), (2.00, 1.03), (3.00, 1.10), (4.00, 1.22), (5.00, 1.23), (6.00, 1.25), (7.00, 1.17), (8.00, 1.03), (9.00, 0.97), (10.0, 0.85), (11.0, 0.83)

PrecipNormals = GRAPH(MONTH)
(0.00, 1.02), (1.00, 0.99), (2.00, 1.10), (3.00, 0.2), (4.00, 0.19), (5.00, 0.00), (6.00, 0.26), (7.00, 0.71), (8.00, 0.4), (9.00, 0.16), (10.0, 0.27), (11.0, 0.54)

Precip_st_devs = GRAPH(MONTH)
(0.00, 0.86), (1.00, 1.12), (2.00, 1.04), (3.00, 0.28), (4.00, 0.31), (5.00, 0.01), (6.00, 0.36), (7.00, 0.98), (8.00, 0.65), (9.00, 0.35), (10.0, 0.34), (11.0, 0.71)

**Tortoise Migration Sub-Model**

A_Disp_Mortality = 0.2
A_GO_E = TOTAL_A_DISP*REL_E_PULL
A_GO_E@W = 0
A_GO_N = TOTAL_A_DISP*REL_N_PULL
A_GO_N@S = 0
A_GO_S = TOTAL_A_DISP*REL_S_PULL
A_GO_S@N = 0
A_GO_W = TOTAL_A_DISP*REL_W_PULL
A_GO_W@E = 0
E_Disp_Mortality = 0.5
E_GO_E = TOTAL_E_DISP*REL_E_PULL
E_GO_E@W = 0
E_GO_N = TOTAL_E_DISP*REL_N_PULL
E_GO_N@S = 0
E_GO_S = TOTAL_E_DISP*REL_S_PULL
E_GO_S@N = 0
E_GO_W = TOTAL_E_DISP*REL_W_PULL
E_GO_W@E = 0
Hab_Suitability = (V_PCT_GRN_AVAIL/100) * (V_TOTAL_COVER/100)
J_Disp_Mortality = 0.5
J_GO_E = TOTAL_J_DISP * REL_E_PULL
J_GO_E@W = 0
J_GO_N = TOTAL_J_DISP * REL_N_PULL
J_GO_N@S = 0
J_GO_S = TOTAL_J_DISP * REL_S_PULL
J_GO_S@N = 0
J_GO_W = TOTAL_J_DISP * REL_W_PULL
J_GO_W@E = 0

K_Tort = 100

M_NETCHANGE_AD = TOTAL_A_DISP - (A_Disp_Mortality * TOTAL_ADULT_IN)
M_NETCHANGE_EL = TOTAL_E_DISP - (E_Disp_Mortality * TOTAL_ELDER_IN)
M_NETCHANGE_JV = TOTAL_J_DISP - (J_Displacement * TOTAL_JUVENILE_IN)

No_A_Displacement_Dens = IF (T_ADULT + T_ELDERS + T_JUV) - K_Tort > 0 THEN 
prop_above_K * ((T_ADULT + T_ELDERS + T_JUV) - K_Tort) ELSE 0

No_A_Displacement_Phys = {Prop_Unk_Displacement +} Possible_Prop_A_Phys * T_ADULT

No_E_Displacement_Dens = IF (T_ADULT + T_ELDERS + T_JUV) - K_Tort > 0 THEN 
prop_above_K * ((T_ADULT + T_ELDERS + T_JUV) - K_Tort) ELSE 0

No_E_Displacement_Phys = {Prop_Unk_Displacement +} Possible_Prop_A_Phys * T_ELDERS

No_J_Displacement_Dens = IF (T_ADULT + T_ELDERS + T_JUV) - K_Tort > 0 THEN 
prop_above_K * ((T_ADULT + T_ELDERS + T_JUV) - K_Tort) ELSE 0

No_J_Displacement_Phys = Possible_Prop_J_Phys * T_JUV

Prop_Unk_Displacement = 0

PULL_CALC = PULL_ELEV * PULL_COVER

PULL_CALC@E = 1
PULL_CALC@N = 1
PULL_CALC@S = 1
PULL_CALC@W = 1
PULL_COVER = V_TOTAL_COVER/100
PULL_ELEV = MAX(0.0, (1-(G_ELEV/3500))

TOTAL_ADULT_IN = A_GO_E@W + A_GO_N@S + A_GO_S@N + A_GO_W@E

TOTAL_A_DISP = IF Hibernation = 1 THEN 0.0 ELSE 
IF G_ELEV >= 3500 THEN T_ADULT ELSE 
(No_A_Displacement_Dens + No_A_Displacement_Phys)

TOTAL_ELDERS_IN = E_GO_B@W + E_GO_N@S + E_GO_S@N + E_GO_W@E

TOTAL_E_DISP = IF Hibernation = 1 THEN 0.0 ELSE 
IF G_ELEV >= 3500 THEN T_ELDERS ELSE 
(No_E_Displacement_Dens + No_E_Displacement_Phys)

TOTAL_JUVENILE_IN = J_GO_E@W + J_GO_N@S + J_GO_S@N + J_GO_W@E

TOTAL_J_DISP = IF Hibernation = 1 THEN 0.0 ELSE 
IF G_ELEV >= 3500 THEN T_JUV ELSE 
(No_J_Displacement_Dens + No_J_Displacement_Phys)

TOTAL_PULL =
PULL_CALC@W + PULL_CALC@S + PULL_CALC@N + PULL_CALC@E

Possible_Prop_A_Phys = GRAPH(Hab_Suitability)
(0.00, 1.00), (0.1, 0.105), (0.2, 0.045), (0.3, 0.02), (0.4, 0.02), (0.5, 0.015), (0.6, 0.015), (0.7, 0.01), (0.8, 0.01), (0.9, 0.005), (1, 0.00)

Possible_Prop_J_Phys = GRAPH(Hab_Suitability)
(0.00, 1.00), (0.1, 0.105), (0.2, 0.045), (0.3, 0.02), (0.4, 0.02), (0.5, 0.015), (0.6, 0.015), (0.7, 0.01), (0.8, 0.01), (0.9, 0.005), (1.00, 0.00)

prop_above_K = GRAPH(((T_ADULT+T_ELDERS+T_JUV) - K_Tort)/K_Tort)
(0.00, 0.00), (0.12, 0.03), (0.24, 0.07), (0.36, 0.125), (0.48, 0.185), (0.6, 0.255), (0.72, 0.325), (0.84, 0.41), (0.96, 0.515), (1.08, 0.655), (1.20, 0.995)

Tortoise Growth Sub-Model

T_ADULT(t) = T_ADULT(t - dt) + (Mature - Aging - Death_A - Net_Mig_A) * dt
INIT T_ADULT = G_ADULT

Mature = IF TIME = 0 THEN 0 ELSE max(0, (J_Survive*(1/Juv_Time)*T_JUV))
{adult recruitment per dt per cell}

Aging = IF TIME = 0 THEN 0 ELSE max(0, (A_Survive*(1/A_Time)*T_ADULT))
{rate of elder recruitment per dt per cell}

Death_A = IF TIME = 0 THEN 0 ELSE max(0, ((1-A_Survive)/DT) * T_ADULT)

Net_Mig_A = IF TIME = 0 THEN 0 ELSE M_NETCHANGE_AD

T_EGGS(t) = T_EGGS(t - dt) + (Births - Hatch - Death_E) * dt

INIT T_EGGS = 0

Births = Egg_lay * Sex_Ratio

Hatch = IF TIME = 0 THEN 0 ELSE max(0, (E_Survive * (1 / Incu_Time) * T_EGGS))

Death_E = IF TIME = 0 THEN 0 ELSE max(0, (1-E_Survive) * T_EGGS)

T_ELDERS(t) = T_ELDERS(t - dt) + (Aging - nat_death - Net_Mig_E) * dt

INIT T_ELDERS = G_ELDER

Aging = IF TIME = 0 THEN 0 ELSE max(0, (A_Survive*(1/A_Time)*T_ADULT))
{rate of elder recruitment per dt per cell}

nat_death = IF TIME = 0 THEN 0 ELSE max(0, (1 - Eld_Survive) * T_ELDERS)

Net_Mig_E = IF TIME = 0 THEN 0 ELSE M_NETCHANGE_EL

T_HATCH(t) = T_HATCH(t - dt) + (Hatch - Grow - Death_Ha) * dt

INIT T_HATCH = G_HATCHLING

Hatch = IF TIME = 0 THEN 0 ELSE max(0, (E_Survive * (1 / Incu_Time) * T_EGGS))

Grow = IF TIME = 0 THEN 0 ELSE max(0, (Ha_Survive * (1 / Hatchling_Time) * T_HATCH))

Death_Ha = IF TIME = 0 THEN 0 ELSE max(0, (1 - Ha_Survive) * T_HATCH)

T_JUV(t) = T_JUV(t - dt) + (Grow - Net_Mig_J - Mature - Death_J) * dt
INIT T_JUV = G_JUVENILE

Grow = IF TIME = 0 THEN 0 ELSE max(0.0, (Ha_Survive * (1 / Hatchling_Time) * T_HATCH))

Net_Mig_J = IF TIME = 0 THEN 0 ELSE M_NETCHANGE_JV

Mature = IF TIME = 0 THEN 0 ELSE max(0.0, (J_Survive*(1/Juv_Time)*T_JUV))
{adult recruitment per dt per cell}

Death_J = IF TIME = 0 THEN 0 ELSE max(0.0, ((1-J_Survive)/DT) * T_JUV)

Adult_Die_disease = 0.0175

Adult_Die_hib = 0.01

Adult_Die_pred = 0.001

Adult_surv_total = IF Hibernation = 1 THEN (1 - Adult_Die_hib - Adult_Die_disease)^40 ELSE (1 - Adult_Die_disease - Adult_Die_food - Adult_Die_water - Adult_Die_pred)^40

A_Survive = IF Adult_surv_total = 0 THEN 0 ELSE EXP(LOGN(Adult_surv_total)*(1/A_Time)*DT)

A_Time = 480 {40 years}

cell_area = 1 {km^2}

Density = TOTAL_TORT/cell_area {Number of tortoises per cell}

Egg_lay = Clutch_Size * ((prop_rep_adult * INT(T_ADULT)) + (prop_rep_elder * INT(T_ELDER)))

Eld_Survive = IF Eld_surv_total = 0 THEN 0 ELSE EXP(LOGN(Eld_surv_total) * (1 / Eld_Time))

Eld_surv_total = IF Hibernation = 1 THEN (1 - Adult_Die_hib - Adult_Die_disease)^10 ELSE (1 - Adult_Die_disease - Adult_Die_food - Adult_Die_water - Adult_Die_pred)^10

Eld_Time = 120 {number of months before elders die}

E_Die_infert = 0.50

E_Survive = EXP(LOGN(E_surv_total) * (1 / Incu_Time))

E_surv_total = 1 - E_Die_infert - E_Die_pred

Hatchling_Time = 60 {5 years}

Ha_Survive = EXP(LOGN(H_surv_total) * (1 / Hatchling_Time))

Hibernation = IF C_Air_temp_Cel >= 35 OR C_Air_temp_Cel <= 15 THEN 1 ELSE 0

H_Die_hib_aest = 0.05
H_Die_natl = 0.10

H_surv_total = IF Hibernation = 1 THEN (1 - H_Die_hib_aest)^5 ELSE (1 - H_Die_natl - H_Die_pred)^5

Incu_Time = 3

Juv_Time = 210 {number of months needed for juveniles to mature into reproductive adults; 17.5 years}

J_Die_disease = 0.017

J_Die_hib_aest = 0.01

J_Survive = IF J_surv_total = 0 THEN 0
ELSE EXP(LOGN(J_surv_total)*(1/Juv_Time)*DT) {model juvenile survival}

J_surv_total = IF Hibernation = 1 THEN (1 - J_Die_hib_aest - J_Die_disease)^17.5
ELSE (1 - J_Die_disease - J_Die_food - J_Die_pred - J_Die_water)^17.5

pct_adult = 100 * (T_ADULT/Total_Female_Tortoises)

pct_elder = 100 * (T_ELDERS/Total_Female_Tortoises)

pct_hatchling = 100 * (T_HATCH / Total_Female_Tortoises)

pct_juv = 100 * (T_JUV/Total_Female_Tortoises)

prop_rep_adult = IF MONTH = 4 THEN 1.00 ELSE IF MONTH = 5 THEN 0.80 ELSE IF MONTH = 6 THEN 0.04 ELSE 0.00

prop_rep_elder = 0.30 * prop_rep_adult

Sex_Ratio = 0.50

Total_Female_Tortoises = T_ELDERS + T_JUV + T_ADULT + T_HATCH

TOTAL_TORT = Total_Female_Tortoises*2 {total tortoises per cell}

T_Stat = food_stat * water_stat

Adult_Die_food = GRAPH(V_PCT_GRN_AVAIL)
(0.00, 0.0657), (4.55, 0.0648), (9.09, 0.0631), (13.6, 0.0602), (18.2, 0.0543), (22.7, 0.0464), (27.3, 0.0347), (31.8, 0.0218), (36.4, 0.0136), (40.9, 0.00867), (45.5, 0.0075), (50.0, 0.0075)

Adult_Die_water = GRAPH(C_Relative_SM)
(0.00, 0.13), (0.273, 0.125), (0.545, 0.12), (0.818, 0.108), (1.09, 0.088), (1.36, 0.0633), (1.64, 0.0432), (1.91, 0.0288), (2.18, 0.0208), (2.45, 0.0162), (2.73, 0.015), (3.00, 0.015)

Clutch_Size = GRAPH(T_Stat)
(0.5, 0.00), (0.55, 0.00), (0.6, 0.21), (0.65, 0.63), (0.7, 1.19), (0.75, 1.82), (0.8, 3.22), (0.85, 5.74), (0.9, 9.80), (0.95, 12.5), (1.00, 14.0)

E_Die_pred = GRAPH(V_TOTAL_COVER)
(0.00, 0.23), (10.0, 0.225), (20.0, 0.216), (30.0, 0.202), (40.0, 0.185), (50.0, 0.152),
(60.0, 0.101), (70.0, 0.0437), (80.0, 0.0138), (90.0, 0.0023), (100, 0.00)

food_stat = GRAPH(V_PCT_GRN_AVAIL)
(0.00, 0.5), (5.00, 0.69), (10.0, 0.797), (15.0, 0.868), (20.0, 0.912), (25.0, 0.948),
(30.0, 0.973), (35.0, 0.99), (40.0, 0.998), (45.0, 1.00), (50.0, 1.00)

H_Die_pred = GRAPH(V_TOTAL_COVER)
(0.00, 0.319), (10.0, 0.311), (20.0, 0.297), (30.0, 0.271), (40.0, 0.234), (50.0, 0.161),
(60.0, 0.12), (70.0, 0.0878), (80.0, 0.0703), (90.0, 0.0541), (100, 0.05)

J_Die_food = GRAPH(V_PCT_GRN_AVAIL)
(0.0, 0.044), (5.00, 0.0429), (10.0, 0.0414), (15.0, 0.0387), (20.0, 0.0326), (25.0,
0.0238), (30.0, 0.0179), (35.0, 0.0146), (40.0, 0.013), (45.0, 0.012), (50.0, 0.012)

J_Die_pred = GRAPH(V_TOTAL_COVER)
(0.00, 0.22), (10.0, 0.218), (20.0, 0.206), (30.0, 0.182), (40.0, 0.145), (50.0, 0.108),
(60.0, 0.0824), (70.0, 0.0712), (80.0, 0.064), (90.0, 0.0608), (100, 0.06)

J_Die_water = GRAPH(C_Relative_SM)
(0.00, 0.132), (0.3, 0.132), (0.6, 0.129), (0.9, 0.121), (1.20, 0.107), (1.50, 0.0851),
(1.80, 0.063), (2.10, 0.0506), (2.40, 0.0441), (2.70, 0.0409), (3.00, 0.04)

water_stat = GRAPH(C_Relative_SM)
(0.00, 0.5), (0.3, 0.69), (0.6, 0.797), (0.9, 0.868), (1.20, 0.912), (1.50, 0.948), (1.80,
0.973), (2.10, 0.993), (2.40, 0.998), (2.70, 1.00), (3.00, 1.00)

Vegetation Sub-Model

max_green(t) = max_green(t - dt) + (in_max - out_max) * dt

INIT max_green = 0

in_max = max(0.0, (if MONTH =4 then V_PCT_GRN else 0.0))

out_max = max(0.0, (if MONTH =10 then max_green else 0.0))

percent_shrub(t) = percent_shrub(t - dt) + (shrub_recover) * dt

INIT percent_shrub = G_PCT_SHRUB

shrub_recover = max(0.0, (IF growing_season = 1 and pct_climax_shrub - percent_shrub
>= rate_of_recover THEN rate_of_recover ELSE IF growing_season = 1 and
pct_climax_shrub - percent_shrub > 0 THEN pct_climax_shrub - percent_shrub ELSE 0))

Soil_Compaction(t) = Soil_Compaction(t - dt) + (- Recovery_rate) * dt

INIT Soil_Compaction = G_COMPACTION

Recovery_rate = GRAPH(Soil_Compaction {UNITS: kg/(cm^2*month)})
(4.00, 0.00), (4.10, 0.00), (4.20, 0.00), (4.30, 0.00), (4.40, 0.00), (4.50, 0.001), (4.60, 0.0009), (4.70, 0.0019), (4.80, 0.003), (4.90, 0.0045), (5.00, 0.0059), (5.10, 0.0079), (5.20, 0.0102), (5.30, 0.0116), (5.40, 0.0121), (5.50, 0.0121), (5.60, 0.0121), (5.70, 0.0121), (5.80, 0.0121), (5.90, 0.0121), (6.00, 0.0121)

\[ V_{PCT\_BRN}(t) = V_{PCT\_BRN}(t - dt) + (\text{outgreen} - \text{outbrown}) \times dt \]

**INIT** \( V_{PCT\_BRN} = G_{ADJBROWN} \)

\[ \text{outgreen} = \text{if}\ \text{TIME} = 0 \text{ then } 0 \text{ else max}(0.0, (\text{IF } K_{\text{Compacted}} = 0 \text{ THEN } V_{PCT\_GRN} \text{ ELSE IF growing season} = 1 \text{ THEN} (\text{propdie_competn} \times r \times V_{PCT\_GRN}^2 / K_{\text{Compacted}}) \text{ ELSE MAX(grncoverloss_natl, 0)))} \]

\[ \text{outbrown} = \text{if}\ \text{TIME} = 0 \text{ then } 0 \text{ else MAX}(0.0, \text{brncoverloss_decomp}) \]

\[ V_{PCT\_GRN}(t) = V_{PCT\_GRN}(t - dt) + (\text{ingreen} - \text{outgreen}) \times dt \]

**INIT** \( V_{PCT\_GRN} = G_{ADJGREEN} \)

\[ \text{ingreen} = \text{if}\ \text{TIME} = 0 \text{ then } 0 \text{ else max}(0.0, (\text{IF growing season} = 0 \text{ or } K_{\text{Compacted}} = 0 \text{ THEN } 0 \text{ ELSE IF } V_{PCT\_GRN} > 0 \text{ THEN } V_{PCT\_GRN} \times r \times \text{propnogrow_competn} \times r \times V_{PCT\_GRN}^2 / K_{\text{Compacted}} \text{ ELSE } K_{\text{Compacted}} \times 0.01)) \]

\[ \text{outgreen} = \text{if}\ \text{TIME} = 0 \text{ then } 0 \text{ else max}(0.0, (\text{IF } K_{\text{Compacted}} = 0 \text{ THEN } V_{PCT\_GRN} \text{ ELSE IF growing season} = 1 \text{ THEN} (\text{propdie_competn} \times r \times V_{PCT\_GRN}^2 / K_{\text{Compacted}}) \text{ ELSE MAX(grncoverloss_natl, 0)))} \]

\[ \text{brncoverloss_decomp} = V_{PCT\_BRN} \times \text{propdecomp_natl} \]

\[ \text{climax_shrub_cover} = (4.690945 + G_{SLOPE} \times 0.355581 + G_{ASPECT} \times 0.010774 + G_{ELEV} \times 0.001556 + G_{ELEV} \times G_{ELEV} \times 0.000008861 + G_{SLOPE} \times G_{ASPECT} \times -0.0000462 + G_{SLOPE} \times G_{ELEV} \times -0.000064029) \]

\[ \text{Distance from } K = G_{VEG\_K} - V_{PCT\_GRN} \]

\[ \text{grncoverloss_natl} = \text{max_green} \times 0.75 / 6 \]

\[ \text{growing season} = \text{if} \text{ MONTH} \leq 4 \text{ or } \text{ MONTH} = 11 \text{ then } 1 \text{ else } 0 \]

\[ K_{\text{Adjusted}} = \text{propchange}_K \times G_{VEG\_K} \]

\[ K_{\text{Compacted}} = K_{\text{Adjusted}} - (K_{\text{Adjusted}} \times \text{propchange}_K) \]

\[ \text{max_decomp} = 0.5 \]

\[ \text{pct_climax_shrub} = 100 \times (\text{climax_shrub_cover} / G_{VEG\_K}) \]

\[ \text{propchange}_K = 0.15 \times \text{Relative Compaction} \]

\[ \text{propdecomp_natl} = \text{propdecomp_SM} \times \text{propdecomp_ST} \times \text{max_decomp} \]
propdie_competn = 0.1
propnogrow_competn = (1 - propdie_competn)

r = 0.85

rate_of_recover = 0.00069

Relative_Compaction = (Soil_Compaction - 4)/13

shrub_cover = (percent_shrub/100) * V_PCT_GRN

V_PCT_GRN_AVAIL = V_PCT_GRN - shrub_cover*0.75

V_TOTAL_COVER = V_PCT_BRN + V_PCT_GRN

propchange_K = GRAPH(C_Relative_SM)
(0.00, 0.909), (0.2, 0.935), (0.4, 0.956), (0.6, 0.973), (0.8, 0.987), (1, 1.00), (1.20, 1.01), (1.40, 1.02), (1.60, 1.02), (1.80, 1.02), (2.00, 1.03)

propdecomp_SM = GRAPH(C_Soil_Moisture)
(0.00, 0.27), (3.90, 0.485), (7.80, 0.64), (11.7, 0.75), (15.6, 0.835), (19.5, 0.9), (23.4, 0.945), (27.3, 0.98), (31.2, 1.00), (35.1, 1.00), (39.0, 1.00)

propdecomp_ST = GRAPH(C_Surf.Temp.C)
(11.0, 0.2), (14.2, 0.46), (17.4, 0.65), (20.6, 0.815), (23.8, 0.915), (27.0, 0.98), (30.2, 1.00), (33.4, 1.00), (36.6, 1.00), (39.8, 1.00), (43.0, 1.00)

Inputs

cellsiz = 1
C_Deterministic = 1
G_ADJBROWN = GIS data layer
G_ADJGREEN = GIS data layer
G_ADULT = GIS data layer
G_APR_SM = GIS data layer
G_ASPECT = GIS data layer
G_AUG_SM = GIS data layer
G_AWC_per_inch = GIS data layer
G_COMPACTION = GIS data layer
G_DEC_SM = GIS data layer
G_ELDER = GIS data layer
G_ELEV = GIS data layer
G_FEB_SM = GIS data layer
G_HATCHLING = GIS data layer
G_INTT_SM = GIS data layer
G_JAN_SM = GIS data layer
G_JUL_SM = GIS data layer
G_JUN_SM = GIS data layer
G_JUVENILE = GIS data layer
G_MAR_SM = GIS data layer
G_MAY_SM = GIS data layer
G_NOV_SM = GIS data layer
G_OCT_SM = GIS data layer
G_PCT_SHRUB = GIS data layer
G_SEP_SM = GIS data layer
G_SLOPE = GIS data layer
G_VEG_K = GIS data layer
Hab = 1
MONTH = MOD(TIME,12)
on_map = 1
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