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Abstract

This thesis examines the transitive closure operation and more general linear recursive operations in deductive databases from a semigroup standpoint. An algebraic theory capable of completely characterizing all redundancy encountered upon the expansion of linear recursive inference rules is first developed, and then the scope and computational complexity of the theory is studied. In addition, we sharpen and extend earlier results on efficient boundedness testing and more general query containment problems.
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Chapter 1

Introduction

This thesis is an examination of the interplay between three ideas: relational databases, transitive closure operations, and semigroups.

1.1 Motivation

Recently, there has been a growing realization that large scale relational database systems will achieve their maximum flexibility and usefulness only if they allow sophisticated querying operations. Because logic-based methods can be used not only to specify the simplest querying operations, but also can be employed as full-fledged programming languages in their own right, much attention has been given to the possibility of extending the more primitive relational querying operations (e.g., select, project, join) to include more advanced constructs from logic programming languages, such as Prolog [Cloc81]. In particular, because first-order relational database query languages lack expressive power [AhUI79], the use of recursion as a query primitive has received increasing attention in the database community [ChHa85], [GMN84], [Ullm85]. Unfortunately, the addition of recursion to a query language carries a heavy penalty when we come to query optimization, because it has been discovered [Vard88], [GMSV87] that many natural questions one would like answered about general recursive programs, even in the more simple querying contexts, are either combinatorially difficult [SaYa80] or even undecidable [Vard88]. Recent authors have therefore turned to the identification of restricted classes of recursive programs for which particular optimizations can be performed efficiently [Ioan89], [Sar89a], [RSUV89], and much useful effort has been made to isolate what it is that makes a given program difficult to optimize.
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Given a database query, how does one compute the answer in the most efficient way? Unfortunately, even the first step of defining what we might mean by "the most efficient way" is problematic [Ban86a]. Should one attempt to define the complexity of a query in terms of the query itself, or should the underlying database play a role in the definition as well? Because one may construct examples to show how the varying structure of the underlying database can exert a heavy influence not only on the complexity of alternative evaluation algorithms, but also on the size of the resulting query answers, one is tempted to include a consideration of the size and structure of the database in the definition of query complexity, and indeed this approach has its advantages [ChHa82]. However, there is a parallel investigative line that has also been taken. We may simply describe it as syntactic query analysis. Here, authors have attempted to divorce the analysis of a query from its underlying database, and they have shown how strong results about the complexity of evaluating a recursive query may be won by considering its recursive expansions in conjunction with the idea of conjunctive query containment. In their strongest possible forms, syntactic analysis results may imply either that a recursively defined query is in fact replaceable by a nonrecursively defined one—a boundedness result—or they may make clear some aspect of the redundancy inherent in recursive expansion of queries that is relevant to the efficiency of most recursive query evaluation algorithms [Banc86b].

Here, our focus will be restricted to the simplest manifestations of recursive queries, the linear recursive queries. For us, such queries will manifest themselves as pure Horn clause rules without function symbols or negation; their syntax will conform to the Datalog language, which is a syntactic subset of Prolog more fully described below. At the core of the syntactic analysis of such queries is the question: given a set of linear recursive queries, how can we recognize the query containments between their various recursive expansions? Unfortunately, the general problem of recognizing query containment is NP-complete [ChMe77], so a retreat from the search for efficient and all-encompassing theories is well advised. Moreover, even some of the simplest possible restricted questions about query containments between general recursive query expansions have been remarkably resistant to the attacks of several authors, and one need not look far to find undecidability results for particular problems.

The present thesis adds to the growing body of work on syntactic query analysis by introducing a set of constructive techniques for query containment problems that we may loosely describe as semigroup methods. At the center is the observation that the recursive
expansion of linear recursive rules can be viewed as an abstract associative operation whose inverse or factorization properties may reveal the structure of query containments. Our methods will have the advantage that when they work completely, they will give us a complete and succinct description of all the query containments that are encountered upon recursive expansion of a set of queries; the query containment information will come to us in the form of a semigroup presentation. Such information will impinge not only on the often-studied boundedness properties of queries, but also on rule commutativity and recursive redundancy properties that have been suggested by earlier authors in syntactic query analysis contexts. Our results will lead us both to new syntactic analysis problems as well as to reconsiderations of previously proposed issues, and we shall also have some new things to say about some of the simplest manifestations of linear recursive queries.

1.2 Databases and Datalog

We shall take Codd's relational model [Codd70] of databases as our starting point. The following basic definitions follow those to be found for example in [Sagi87].

We shall think of the information stored in a database as represented as a finite number of finite mathematical relations. More formally, a relation $Q$ for a predicate $q$ is a set of ground atoms of some fixed arity. Such atoms have only constants and no variables occurring in them—for example, $q(4, john, 2, 2)$ might be a typical ground atom. A collection of such relations (which may have different arities) is then called a database. If $Q_1, Q_2, \ldots, Q_i$ are relations for predicates $q_1, q_2, \ldots, q_i$, then the set of all the ground atoms that occur in the various relations $Q_i$ is called an interpretation or a structure.

A Datalog program is a finite set of Horn clause rules (see, for example, [Ullm88]), each of which is required to have only predicates, variables, and constants in its head and body. Function symbols, negation, as well as other common constructs from logic programming languages (for example, lists, Prolog cuts, or arithmetic operations) are not allowed. The Horn-clause rules defining a Datalog program are often more simply referred to as rules. Each rule has a head, appearing on the left-hand side of the symbol : $\leftarrow$, and a body, appearing on the right-hand side of the : $\leftarrow$ symbol. The head of a rule is required to be a single atomic formula or simply atom, that is, a predicate with variables in each of its argument positions. The body of a rule is a (possibly empty) conjunction of atoms. A rule with an empty body is also sometimes called a fact.
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Suppose Π is a fixed Datalog program. If a predicate \( p \) occurs as the head predicate of some rule of Π, then \( p \) is called an intensional database predicate, (or IDB predicate). Predicates \( q \) of Π not occurring in any rule head are called extensional database predicates, (or EDB predicates). The input to a Datalog program Π is a fixed relation \( Q \) for each extensional predicate \( q \) of Π, and the collection of all such relations is called the extensional database. The output computed by Π is in effect a relation for each intensional predicate, and it is called the intensional database.

Example 1.1 The following Datalog program Π has two rules, \( r_1 \) and \( r_2 \):

\[
\begin{align*}
  r_1 : & \text{ancestor}(XY) : - \text{father}(XY) \\
  r_2 : & \text{ancestor}(XY) : - \text{ancestor}(XZ) \land \text{father}(YZ)
\end{align*}
\]

Here, the predicate father is extensional, while the predicate ancestor is intensional. If we additionally specify the particular input extensional database relation

\[
\text{father}(\text{Paul, Paul Jr.})
\]
\[
\text{father}(\text{Paul Jr., Paul III}),
\]

then the output computed by Π is the relation

\[
\begin{align*}
  \text{ancestor}(\text{Paul, Paul Jr.}) \\
  \text{ancestor}(\text{Paul Jr., Paul III}) \\
  \text{ancestor}(\text{Paul, Paul III}).
\end{align*}
\]

The intuition that the output of Datalog program should be definable from its input by starting with its input EDB relations and then applying rules exhaustively to derive all output IDB relations can be made mathematically precise, and in fact it shall be our assumption throughout that the method of fixed point evaluation [Ullm88] is used to assign a unique minimal model to the relations of a Datalog program, given its input. It is known that the minimal model containing any given EDB relations is unique, and that it corresponds exactly to the set of facts one can derive, using the rules, from the given database. We again refer the reader to [Ullm88] for a more detailed explanation of the minimal model construction.
1.3 Linear recursion

If the head predicate \( p \) of a Datalog rule \( r \) also appears in its body, then the rule \( r \) is said to be recursive. If \( r \) is recursive with head predicate \( p \), and \( p \) occurs only once in the body of \( r \), then we shall say that \( r \) is a rule linear recursive in \( p \). Regardless of whether \( r \) is recursive or not, the variables of \( r \) that occur in the head of the rule are called its distinguished variables; other variables that occur only in the body of \( r \) are called nondistinguished variables. Except where otherwise noted, we shall always be considering Datalog programs consisting of one or more linear recursive rules, with each linear recursive in a single predicate \( p \).

1.4 Semigroups

A semigroup \((S, \cdot)\) is a set \( S \) with a binary operation, denoted by \( \cdot \), satisfying the associativity law: \( z \cdot (y \cdot x) = (z \cdot y) \cdot x \). If \( S \) additionally has an identity element \( 1 \) satisfying \( z \cdot 1 = 1 \cdot z = z \) for all elements \( z \in S \), then \( S \) is called a monoid.

In this thesis we shall be principally concerned with semigroups and monoids that arise in the analysis of transitive closure-like rules. Among the simplest of such semigroups are the free semigroups.

1.4.1 Free semigroups

Let \( A \) be a set called an alphabet, the elements of \( A \) to be called letters. A word in \( A \) is a nonempty finite sequence \( x_1 x_2 \cdots x_n \) of elements of \( A \). Two words \( x_1 x_2 \cdots x_n \) and \( y_1 y_2 \cdots y_m \) are defined to be equal if and only if they coincide as sequences—that is, we must have \( m = n \) and \( x_i = y_i \) for \( 1 \leq i \leq n \). We shall use the notation \( A^+ \) to denote the set of all words in the alphabet \( A \). If we define a binary operation \( \cdot \) on \( A^+ \) by the concatenation operation

\[
(x_1 x_2 \cdots x_n)(y_1 y_2 \cdots y_m) = x_1 x_2 \cdots x_n y_1 y_2 \cdots y_m,
\]

then \((A^+, \cdot)\) is a semigroup which we shall call the free semigroup on \( A \). The implication

\[
x_1 x_2 \cdots x_n = y_1 y_2 \cdots y_m \Rightarrow m = n \text{ and } x_i = y_i \text{ for } 1 \leq i \leq n
\]

expresses the fact that every word \( w \in A^+ \) has a unique factorization as a product of elements of \( A \).
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A subsemigroup $T$ of a semigroup $(S, \cdot)$ is a subset of $S$ that is closed under $\cdot$, that is, $x_1, x_2 \in T$ implies $x_1 x_2 \in T$. If $A$ is a subset of a semigroup $S$, then there is a smallest subsemigroup of $S$ containing $A$, which we shall call the subsemigroup generated by $A$, and we shall use the notation $\langle A \rangle$ to stand for this semigroup. The semigroup $\langle A \rangle$ coincides with the set of all finite products of elements of $A$. Any subset $A$ of $S$ such that $\langle A \rangle = S$ is called a set of generators of $S$; there always exists such a set, for example, we may take $A = S$. If $S$ is a free semigroup on the alphabet $A$, then $\langle A \rangle = A^+$ and $A$ is a set of generators of $S$.

A homomorphism $\psi$ from a semigroup $(S, \cdot)$ to a semigroup $(T, o)$ is a mapping $\psi$ from $S$ into $T$ such that $\psi(x \cdot y) = \psi(x) o \psi(y)$ for all $x, y \in S$. The following elementary result [Lall79] connects the ideas of free and general semigroups via the use of homomorphisms:

**Theorem 1.2** If $\psi$ is a fixed mapping from a set $A$ into a semigroup $S$, then there exists a unique homomorphism $\hat{\psi}$ from the free semigroup $A^+$ into $S$ such that $\hat{\psi}(x) = \psi(x)$ for all $x \in A$. Also, $\hat{\psi}$ is onto if and only if $\psi(A)$ is a set of generators of $S$.

**Proof** For $w = x_1 x_2 \cdots x_n \in A^+$, define $\hat{\psi}(w) = \psi(x_1) \psi(x_2) \cdots \psi(x_n)$. The mapping $\hat{\psi}$ is therefore forced to be a homomorphism, and we see in fact that if $\hat{\psi}$ is to be a homomorphism at all, then the given definition is forced on us. So $\hat{\psi}$ is unique. Finally, $\hat{\psi}(A)$ will be a set of generators of $S$ if and only if each $s = \psi(y_1) \psi(y_2) \cdots \psi(y_m) = \hat{\psi}(y_1 y_2 \cdots y_m)$ for some $y_1, \ldots, y_m \in A$. Equivalently, $\hat{\psi}$ must be onto. \[\Box\]

1.4.2 Presentations

Theorem 1.2, when applied to a set $A$ of generators of a semigroup $S$, yields the following corollary.

**Corollary 1.3** Every semigroup $S$ is a homomorphic image of the free semigroup $A^+$ on any set $A$ of generators of $S$.

The corollary is important because it lies at the root of the idea of a semigroup presentation, which it is our next task to describe.

The idea of a semigroup presentation arose most importantly in the context of certain decidability problems in logic [Thue12], [Post47]. Our principal interest in presentations will be to use them to capture redundancy occurring amongst the recursive expansions of a
database query—but here we anticipate ourselves a bit. For now, all we need to do is pick up the basic definitions.

Let $S$ be a semigroup. A set $A$ is called a set of generating symbols for $S$ under the mapping $\psi : A \rightarrow S$ if the homomorphic extension $\hat{\psi}$ of the free semigroup $A^*$ (given by defining $\hat{\psi}(x_1 \cdots x_n) = \psi(x_1) \cdots \psi(x_n)$ as in Theorem 1.2) is onto. If $A$ is a set of generating symbols for $S$ under $\psi$, then when two words $w_1, w_2 \in A^*$ satisfy $\hat{\psi}(w_1) = \hat{\psi}(w_2)$, we say that $S$ satisfies the relation $w_1 = w_2$, or that $w_1 = w_2$ is a relation in $S$.

If we are given a set of relations $\{w_i = w'_i, i \in I\}$ in $S$, then we define a word $v \in A^*$ to be directly derivable from a second word $v' \in A^*$ if either $v = rv_i s$ and $v' = rv'_i s$, or $v = rv_i s$ and $v' = rv'_i s$ for some $i \in I$ and $r, s \in A^*$. When $v = v_0, v_1, \ldots, v_m = v'$ is a sequence of words, each member of the sequence directly derivable from its predecessor and successor (if they exist), then we say that $v$ is derivable from $v'$ (in $n$ steps).

If $v$ is derivable from $v'$ under a set of relations $\{w_i = w'_i, i \in I\}$ in $S$, then $v = v'$ is itself a relation in $S$. We shall say therefore that $v = v'$ is consequence of the relations $\{w_i = w'_i, i \in I\}$ in $S$, or sometimes that $v = v'$ is implied by the given relations. If all relations in $S$ are consequences of $\{w_i = w'_i, i \in I\}$, then $\langle A | \{w_i = w'_i, i \in I\} \rangle$ is called a presentation of $S$ defined by $\psi$.

Thus, to give an example of a semigroup $S$ it is enough to give a set of generators $A$ and relations $\{w_i = w'_i, i \in I\}$. To be absolutely precise, we should say that the semigroup $S$ is in fact defined to be the quotient of $A^*$ by the congruence on $A^*$ generated by all pairs $(w_i, w'_i)$, with $i \in I$. Here, a congruence is simply an equivalence relation $\rho$ on $S$ that is stable under left and right multiplication, and the elements of a quotient semigroup are defined to be the equivalence classes of a congruence with multiplication between elements inherited from $S$. We shall not concern ourselves with the details of this congruence-quotient construction here because we shall carry it out in detail for our particular rule expansion semigroups, in Chapter 2, below; for precise definitions of these terms and a verification congruence-quotient construction in the general case, consult [Lal79].

1.4.3 Transformation semigroups

In addition to semigroups presented by generators and relations, a second type of semigroup will arise frequently in our work. These are the transformation semigroups. Here we are again just interested in the basic definitions.

Suppose that $n$ is a positive integer, and let $I_n = \{1, 2, \ldots, n\}$. A transformation of $I_n$
is just a function $f : I_n \to I_n$. If $f$ is onto, then $f$ is called a permutation. The set of all transformations of $I_n$ admits an associative multiplication defined by function composition, and if $F$ is a set of transformations of $I_n$ closed under function composition, then we call $F$ a transformation semigroup.

One natural way to represent a given transformation $f$ is to use a directed substitution graph on the vertices $I_n$, with a directed edge $i \to j$ if $f(i) = j$. We see immediately that the substitution graph of $f$ has uniform outdegree 1, and that if $f$ is a permutation, then the substitution graph of $f$ partitions into directed cycles, some of which may be trivial directed cycles (i.e., loop edges) corresponding to fixed points of $f$. The substitution graph of a general transformation $f$ may have vertices belonging to no directed cycle, although if $i$ is such a vertex, then there is a minimal $l \geq 1$ such that $f^l(i)$ is contained in some directed cycle of the substitution graph. In this case, the vertex $i$ is called stem, and $l$ is called its height. Vertices belonging to directed cycles of the substitution graph are defined to have height zero.

For example, let $f$ be the transformation of $I_{10}$ defined by the mapping

$$\begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\ 4 & 2 & 1 & 7 & 3 & 10 & 1 & 5 & 7 & 10 \end{pmatrix}.$$ 

The substitution graph of $f$ has three directed cycles. Two of these are trivial directed cycles involving the fixed points 2 and 10; the third is a directed cycle $1 \to 4 \to 7 \to 1$ on the three vertices 1, 4, and 7 in this order. The remaining vertices 3, 5, 6, 8, and 9 are stem. Of these, 3, 6, and 9 have height 1; the vertex 5 has height 2, while 8 has height 3.

1.5 Overview

In this section we survey our main results and describe the thesis organization. Some technical terms are necessarily left undefined in the present overview; the most important terminology appears in italics. We shall also relate some earlier work to our own.

1.5.1 Thesis organization and main results

Chapter 2 introduces the basic mathematical object studied in this thesis, the rule expansion semigroup. Roughly, the elements of a rule expansion semigroup consist of the set of all top-down recursive expansions of a rule set $S$ of linear recursive Datalog rules, every such
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rule being linear recursive in a single IDB relation \( p \). The multiplication in a rule expansion semigroup is defined by rule expansion. In Section 2.2.3 we introduce a simple method for the calculation of rule expansions in the presence of multiple recursive rules, and call the method syntactic expansion.

There is a natural partial ordering \( \succeq \) by query containment on the elements of rule expansion semigroups; most problems that arise in syntactic query analysis can be phrased in terms of questions about this partial ordering. An important elementary property of the query containment ordering that is exploited throughout the thesis is that recursive expansion respects query containment; a proof appears in our “Splicing Lemma,” Lemma 2.4. We close our introductory chapter with a few simple examples of rule expansion semigroups, and give a brief discussion of how basis rules fit into our scheme.

Detecting query containments amongst the various recursive expansions of a rule set is in general a difficult problem; for example, a recent result of Saraiya [Sar89b] shows that deciding even the simplest commutative containment relationship \( r_1 r_2 \succeq r_2 r_1 \) is NP-complete in the general case. However, in Chapter 3 we show how it is possible under certain circumstances to win a complete description of all query containments encountered upon recursive expansion of a set of rules by appealing to the ideas of free rules and rule factorization. Basically, the idea is that a rule is free if it satisfies no query containments, and if the elements of a given rule set can be written as recursive expansions of free rules, then methods from free semigroup theory may be used to give a complete description of all query containments in terms of a semigroup presentation. Such information often reveals information about the rule commutativity or boundedness properties of recursive queries, and we introduce these issues.

In Chapter 4 we begin a study of the applicability of our techniques in the general case by focusing on the query containment structure of a single linear recursive rule. There is a close connection between the ideas of rule freeness and sirup uniform boundedness here; in particular, a recent difficult decidability result of Vardi [Vard90] suggests that the true complexity of our techniques may be “just on the side of decidability.” Our own contribution here is first a technical containment depth result that gives us some limited information about the query containment structure of a single rule; more importantly, the notation we introduce will allow us to later present a single efficiently testable sufficient condition for sirup unboundedness that simultaneously subsumes several earlier criteria for this problem. There is a close connection between the transformation structure of the substitution graph of
a rule and the EDB subgoals of its recursive expansions that can be exploited in analysing boundedness; in particular, in our cut and cut completion conditions, maximal height stem variables play a critical role.

In Chapter 5 we turn to the other side applicability issues when we take up the problem of rule factorization. Intuitively, a linear rule $r$ factors if it can be obtained as a recursive expansion of simpler rules $r_1$ and $r_2$. Because our techniques from Chapter 3 assume such factorizations to be given, the factorization problem is basic to the applicability of our techniques. We begin by introducing the idea of an irreducible rule, and we show that every rule has a factorization into irreducibles. Assuming first that the arity of a linear recursive rule $r$ is bounded, we give an algorithm to factor $r$ in polynomial time; we shall call our method the $\Gamma$-multigraph algorithm. When the arity of $r$ is not bounded, the $\Gamma$-multigraph method fails to run in time polynomial in the size of the rule, so we develop a second method called the flow graph algorithm to factor general rules in polynomial time as well, albeit at a sometimes worse time complexity than that in the bounded arity case. Next, we consider unique factorization, and we show that although unique factorization properties are usually not present in rule expansion semigroups, nevertheless there are particular situations when a weaker notion of unique factorizations exists, and we show how to exploit these factorizations by using the idea graph semigroups, which reappear in Chapter 6 as well.

Chapter 6 demonstrates how semigroup techniques may be brought to bear on the study of the query containments of linear chain rules, which are a simple class of rules that arise in both practical and theoretical settings. The thesis closes with some open questions and speculation about as yet unproven conjectures.

1.5.2 Related work

The work most similar to our own is the Ph.D. thesis of Jeff Naughton [Naug87]. Most of our elementary definitions have been taken directly either from his thesis, or alternatively from a sequence of papers Naughton wrote in conjunction with Yehoshua Sagiv [Naug86b], [Naug86a], [NaSa87], [NaSa88], [Naug88]. Most importantly, the concepts of uniform boundedness and boundedness, and the idea of a chain in the context of recursive expansions of linear recursive rules (arising for us in Chapter 4) can be traced to Naughton and Sagiv. Even the idea of a free rule set, which is central to the present work, has its genesis in an observation of Naughton that containment freedom between recursive expansions is "a useful property." [Naug87]. Here, we have taken Naughton's comment, and have expanded
it into another thesis!

Other work closely related to our own can be found in the papers of Yannis Ioannidis [Ioan85], [Ioan89], [IoRa88]. In particular, interesting discussions of rule commutativity and its consequences for the processing of linear recursion can be found in [Ioan89], and also in [RSUV89]. Ioannidis and Wong [IoWo88] give an algebraic account of linear recursion in relational databases that in part anticipates our own rule expansion semigroup definition in Chapter 2, below. With a few exceptions, all the semigroup theory we employ can be found in the clear exposition of Lallement [Lal79].

A recent Ph.D. thesis by Guozhu Dong [Dong88] uses language quite similar to our own. Dong writes that his object is to study "the composition of Datalog mappings in order to analyze the situation where a sequence of Datalog program queries are evaluated serially," and then he goes on to study the "reverse process of composition," which he calls decomp-position. He develops the notion of a prime program as one which cannot be decomposed, and then proves results relating boundedness to the decomposability of programs into single rule primes. In its general spirit and outline, Dong's work bears a resemblance to our own, in particular because commutativity and unique factorization properties arise naturally for him, as they will for us. The difference between Dong's work and our own, however, stems from first principles—while our notion of "composition" corresponds to recursive expansion of rules, Dong's composition is relative to cascading execution of complete Datalog programs. For example, Dong would say that a single program \( \Pi \) decomposes into single rule programs \( \Pi_1 \) and \( \Pi_2 \) if the relation computed by \( \Pi \) is obtainable by computing the fixed point of \( \Pi_1 \) and then using this fixpoint as a start point for a second \( \Pi_2 \) fixed point computation, while we would say that \( \Pi \) decomposes (actually factors, in our language) if \( \Pi \) is the rule obtained by recursively expanding the rule \( \Pi_1 \) by the rule \( \Pi_2 \). The two notions do not appear to overlap—for example, it is not even known whether testing for indecomposibility in Dong's sense is decidable, while our rule factorization into irreducibles is decidable, and in fact can be carried out in time polynomial in the size of the rule.

Still more discussion of other authors' work and its relation to our own will be found at various places throughout our work.
Chapter 2

Rule expansion semigroups

Our basic mathematical object of study is the rule expansion semigroup. Roughly, the elements of a rule expansion semigroup consist of the set \( \mathcal{J}(S) \) of top-down expansions of a set \( S \) of linear recursive Datalog rules, with "multiplication" defined by rule expansion. A precise definition and some examples appear in Section 2.2.4 below.

Two points should be made. First, we shall consider only finite sets of rules \( S \). The restriction is a natural one: real programs are finite. Second, to ensure that two elements of \( \mathcal{J}(S) \) can always be "combined," (i.e., multiplied), we shall restrict our attention only to sets \( S \) containing linear recursive rules over a single recursive predicate \( p \). Finally, we shall always assume the head predicate of such a recursive rule to consist of distinct variables. Even with our restrictions, we shall see not only that a rule expansion semigroup \( \mathcal{J}(S) \) can be a mathematical object of considerable complexity—for example, every finite group is isomorphic to a rule expansion semigroup—but also that our methods will apply to the study of more simple and "natural" Datalog recursions, such as the simple transitive closure rule for graphs (see Section 2.1).

Corresponding to every rule expansion semigroup \( \mathcal{J}(S) \) there is a natural partial ordering \( \preceq \) given by query containment. We take up the details in Section 2.2.

Important to our viewpoint is the implicit restriction that the generating set \( S \) of a rule expansion semigroup contain no basis (that is, nonrecursive) rules. Our motivation for this simplification is twofold. First, by removing the basis rules from a program, we endow its recursive rules with a multiplicative structure that can be studied independently from its basis rules. Second, often basis rules "make no difference," in the sense that their reintroduction into a program often does not change the query containment properties that are
2.1 Linear rules and top-down expansion

A natural starting point is the simple transitive closure rule for directed graphs:

\[ u : p(XY) : - p(XA) \& e(AY). \]  \hspace{1cm} (2.1)

If we additionally take the basis rule

\[ b : p(XY) : - e(XY), \]

we can think of the program \( \Pi = \{ u, b \} \) as defining a "directed path" relation \( p \) from a given directed "arc" relation \( e \).

Let \( S = \{ u \} \). Expanding the rule \( u \) by itself recursively, we obtain an infinite set \( \mathcal{J}(S) \) of rules

\[ u : p(XY) : - p(XA) \& e(AY), \]
\[ u^2 : p(XY) : - p(XA') \& e(A'A) \& e(AY), \]
\[ u^3 : p(XY) : - p(XA'') \& e(A'A') \& e(A'A) \& e(AY), \]

together with the general rule for every \( i \geq 3 \),

\[ u^i : p(XY) : - p(XA^{(i-1)}) \& e(A^{(i-1)}A^{(i-1)}) \& \cdots \& e(A'A) \& e(AY). \]  \hspace{1cm} (2.2)

The names \( u, u^2, u^3, \ldots \) we have given to these rules are meant to be suggestive: in some sense there is a correspondence between this set \( \mathcal{J}(S) \) of top-down rule expansions and the free semigroup \( \{ u, uu, uuu, \ldots \} \) generated by the formal symbol \( u \) (with "multiplication" corresponding to string concatenation). In Example 2.7 below, we make this correspondence precise.
2.2 Partial ordering by query containment

To continue, we need a slightly more complicated example. Let \( S = \{s, t\} \) consist of the two rules

\[
s : p(XY) : - p(BA) \& e(XB) \& e(AY) \quad (2.3)
\]
\[
t : p(XY) : - p(AB) \& e(BY) \& e(YA) \& e(IA), \quad (2.4)
\]

and suppose that \( \mathcal{P} \) and \( \mathcal{E} \) are fixed finite sets containing initial sets of \( p \)- and \( e \)-facts, respectively. Then we can use the two rules \( s \) and \( t \) to compute new \( p \)-facts. For example, let

\[
\mathcal{P} = \{p(2,5), p(2,4)\}
\]

be an initial set of \( p \)-facts, and let

\[
\mathcal{E} = \{e(4, 1), e(1, 2), e(3, 2), e(5, 3), e(1, 6), e(2, 2)\}
\]

be an initial set of \( e \)-facts. Then by using the rule \( t \) and the facts \( p(2,5), e(5,3), e(3,2), \) and \( e(2,2) \), we can infer the \( p \)-fact \( p(2,3) \):

\[
t : p(2,3) : - p(2,5) \& e(5,3) \& e(3,2) \& e(2,2). \quad (2.5)
\]

Here, we have used the bindings \( X = 2, Y = 3, A = 2, \) and \( B = 5 \).

More facts can be proved by recursive expansion of the rules \( s \) and \( t \). For example, substituting the rule \( t \) for the \( p \)-subgoal in the rule \( s \), we obtain the rule

\[
st : p(XY) : - p(A'B') \& e(B'A') \& e(4A') \& e(BA') \& e(BX) \& e(AY). \quad (2.6)
\]

We have given the name "\( st \)" to this rule in order to suggest that it is obtained by "multiplying" (i.e. expanding) the rule \( s \) by the rule \( t \). We can use the rule \( st \) to infer the \( p \)-fact \( p(5,6) \): we have

\[
st : p(5,6) : - p(2,4) \& e(4,1) \& e(1,2) \& e(3,2) \& e(5,3) \& e(1,6),
\]

where we have used the bindings \( A = 1, A' = 2, B = 3, B' = 4, X = 5, \) and \( Y = 6 \). Naively, we may expect that given arbitrary initial fact sets \( \mathcal{P} \) and \( \mathcal{E} \), we may be forced to expand the two rules \( s \) and \( t \) in arbitrary combinations in order to find all the \( p \)-facts implied by these two rules. However, in this particular case, a considerable simplification is possible. In fact, any \( p \)-fact which can be inferred using the rules \( s \) and \( t \) together can be inferred by using the rule \( s \) alone. To see why, we need to develop the idea of a containment mapping.
2.2. PARTIAL ORDERING BY QUERY CONTAINMENT

2.2.1 Containment mappings

We return to the rules \( s \) and \( t \) above (equations 2.3 and 2.4). Let \( \phi \) be the function mapping the set of head and body predicates of \( s \) into the set of head and body predicates of \( t \) as follows:

\[
\begin{align*}
\phi(p_{XY}) &= p_{XY} \\
\phi(o_{BA}) &= o_{AB} \\
\phi(o_{X}) &= o_{X} \\
\phi(o_{A}) &= o_{A}.
\end{align*}
\]

The mapping \( \phi \) satisfies the following four properties:

1. \( \phi \) maps the head predicate of \( s \) to the head predicate of \( t \), and these predicates have the same name.

2. \( \phi \) maps each body predicate of \( s \) to a body predicate of \( t \) with the same name.

3. If \( q_1 \) and \( q_2 \) are predicates of \( s \) with identical distinguished variables at positions \( i \) and \( j \), respectively, then \( \phi(q_1) \) and \( \phi(q_2) \) have identical distinguished variables at positions \( i \) and \( j \), respectively.

4. If \( q_1 \) and \( q_2 \) are predicates of \( s \) with identical nondistinguished variables at positions \( i \) and \( j \), respectively, then \( \phi(q_1) \) and \( \phi(q_2) \) have identical variables (distinguished or nondistinguished) at positions \( i \) and \( j \), respectively.

A mapping like \( \phi \), satisfying conditions 1-4 above, is called a containment mapping.

Corresponding to every containment mapping \( \phi \) from a rule \( r_1 \) to a rule \( r_2 \) there is a unique derived mapping \( \dot{\phi} \) which maps the set of variables of \( r_1 \) into the set of variables of \( r_2 \), and agrees with \( \phi \) at the predicate variable level. For the particular containment mapping \( \phi \) above, the derived mapping \( \dot{\phi} \) is given by

\[
\begin{align*}
\dot{\phi}(X) &= X  \\
\dot{\phi}(Y) &= Y  \\
\dot{\phi}(A) &= B  \\
\dot{\phi}(B) &= A.
\end{align*}
\]
When a containment mapping \( \phi : r_1 \rightarrow r_2 \) from a rule \( r_1 \) to a rule \( r_2 \) exists, then any fact that can be concluded by using one application of the rule \( r_2 \) can also be concluded by using one application of the rule \( r_1 \). (The converse is also true: see Theorem 2.1 below). For example, consider the derivation 2.5 above, where it was shown how to obtain the \( p \)-fact \( p(2, 3) \) using the rule \( t \). The containment mapping \( \phi \) above shows us how to derive this same fact using the rule \( s \). Here are the details. For each subgoal in the body of \( s \), we use the derived mapping \( \hat{\phi} \) and \( t \)-derivation of \( p(2, 3) \) to find an \( s \)-derivation of this fact. The \( t \)-derivation of the \( p(2, 3) \) was given in Equation 2.5, and had bindings \( X = 2 \), \( Y = 3 \), \( A = 2 \), and \( B = 5 \). The derived mapping \( \hat{\phi} \) is given by
\[
\begin{align*}
\hat{\phi}(X) &= X = 2 \\
\hat{\phi}(Y) &= Y = 3 \\
\hat{\phi}(A) &= A = 2 \\
\hat{\phi}(B) &= B = 5
\end{align*}
\]
The associated \( s \)-derivation is then
\[
s : p(\hat{\phi}(X), \hat{\phi}(Y)) : - p(\hat{\phi}(B), \hat{\phi}(A)) \& s(\hat{\phi}(X), \hat{\phi}(B)) \& s(\hat{\phi}(A), \hat{\phi}(Y)).
\]
(2.7)
or equivalently,
\[
s : p(2, 3) : - p(2, 5) \& s(2, 2) \& s(5, 3).
\]

To show the nonexistence of a containment mapping \( \phi \) from a rule \( r_1 \) to a rule \( r_2 \), it is often convenient to work with derived mappings. For example, consider the two top-down expansions \( u^2 \) and \( u^3 \) of the simple transitive closure rule 2.1, above:
\[
\begin{align*}
u^2 : p(XY) & : - p(X A') \& s(A' A) \& s(A Y), \\
u^3 : p(XY) & : - p(X A'') \& s(A'' A') \& s(A' A) \& s(A Y).
\end{align*}
\]
We claim there is no containment mapping "either way" between these two rules. Here, we shall show only that there is no containment mapping \( \phi : u^2 \rightarrow u^3 \) (see Example 3.3, below, for the converse in a generalized form).

Suppose there were a containment mapping \( \phi : u^2 \rightarrow u^3 \). Because there is only one occurrence of the predicate \( p \) in the body of each rule, condition 2 on \( \phi \) forces \( \phi(p(X A')) = p(X A'') \). The derived mapping \( \hat{\phi} \) therefore has \( \hat{\phi}(X) = X \), and \( \hat{\phi}(A') = A'' \). Because \( \hat{\phi}(A') =
2.2. PARTIAL ORDERING BY QUERY CONTAINMENT

If \( t'' \), we must have \( \phi(e(t'')) = e(t''t') \), since the latter is the only predicate which has \( t'' \) in position 1. The latter equation in turn forces \( \phi(t') = t' \) in the derived mapping. On the other hand, condition 3 forces \( \phi(e(t Y)) = e(t Y) \), because \( e(t Y) \) is the only body predicate of \( u^2 \) which has the distinguished variable \( Y \) occurring in position 2. The derived mapping \( \phi \) consequently has \( \phi(t) = t \), which together with \( \phi(t') = t' \), above, amounts to a contradiction: \( \phi \) is not single-valued. We conclude that no such containment mapping \( \phi \) exists.

2.2.2 The query containment theorem

Now let \( s \) and \( t \) be arbitrary Datalog rules with the same head predicate \( p \). We say \( s \) contains \( t \) (and write \( t \preceq s \)) if, for every initial database \( D \) over the predicates appearing in the bodies of \( s \) and \( t \), the set of \( p \)-facts which can be derived by one application of the rule \( t \) is a subset of the set of \( p \)-facts which can be derived by one application of the rule \( s \). Note that we do not consider \( p \)-facts that are derivable only by recursive expansion of the rules \( s \) and \( t \) in this definition.

The following theorem can be traced to [ChMe77], although the present proof follows the argument in [Ullm88] closely.

Theorem 2.1 (The query containment theorem) Let \( s \) and \( t \) be two Datalog rules. Then \( s \) contains \( t \) if and only if there exists a containment mapping \( \phi : s \rightarrow t \).

Proof Suppose first that there is a containment mapping \( \phi : s \rightarrow t \), and let \( p = p(x_1 \cdots x_n) \) be an arbitrary \( p \)-fact which is \( t \)-derivable over a particular database \( D \). We need to show that \( p \) is also \( s \)-derivable over \( D \). We proceed as we did with the \( s \)-derivation 2.7 of the previous section: for each variable \( v \) (distinguished or nondistinguished) occurring in \( s \), we bind this value to \( \phi(v) \). Because \( \phi \) is a function, this binding scheme is consistent; because \( \phi \) maps the head predicate of \( s \) to the head predicate of \( t \), the \( p \)-fact \( p(x_1 \cdots x_n) \) appears at the head of the rule \( s \). Finally, each resulting bound predicate in the body of \( s \) is easily seen to be a fact of \( D \). Thus the effect of binding each variable \( v \) of \( s \) to \( \phi(v) \) is to produce an \( s \)-derivation of the \( p \)-fact \( p \). We have proven the theorem in one direction.

Conversely, suppose that \( t \preceq s \). We need to construct a containment mapping \( \phi : s \rightarrow t \). To each distinct variable \( v \) occurring in \( t \), assign a unique ground symbol \( \tau(v) \). Then for each predicate \( q \) in the body of \( t \), create a \( q \)-fact by substituting \( \tau(v) \) for each variable \( v \) in \( q \). Let \( D \) be the database constructed in this way. If the head predicate of \( t \) is \( p(I_1 \cdots I_n) \),
then the $p$-fact $p = p(\tau(I_1) \cdots \tau(I_n))$ is $t$-derivable over $D$. Because $t \leq s$, we see that $p$ is also $s$-derivable over $D$; moreover, the facts used in any such $s$-derivation necessarily come from $D$. We now have in hand an $s$-derivation and a $t$-derivation of the $p$-fact $p$, each over the database $D$. Here’s how to construct a containment mapping $\phi : s \rightarrow t$. First, we map the head predicate of $s$ to the head predicate of $t$, as we must. Then, for each body predicate $q$ in $s$, we examine the corresponding bound predicate used in the $s$-derivation of $p$, above. This bound predicate is necessarily a fact of $D$, which in turn arose from some body predicate $r$ of $t$. We then define $\phi(q) = r$. (If multiple choices for $r$ exist, the choice may be made arbitrarily). That $\phi$ is indeed a containment mapping follows directly from the uniqueness of the values $\tau(v)$. 

2.2.3 Syntactic expansion

Up to this point, we have been a bit imprecise about how linear Datalog rules are recursively expanded to form new rules (such as the rule “$at$” in equation 2.6, above). In the present section, we shall make the recursive expansion process mathematically precise. Our method is basically a generalization of the “ExpandRule” procedure described by Naughton [Naug86a], although our “subgoal substitutions” are perhaps more reminiscent of the “substitution graphs” of [JAN87] than they are of Naughton’s “A/V Graphs.” In any case, where both [Naug86a] and [JAN87] are more concerned with expanding a single recursive rule, here we formalize the process by which an arbitrary set of linear recursive rules each with the same head predicate $p$ can be expanded in arbitrary orders. There is no mystery in our method, however: it is little more than a formalization of how one carries out recursive expansion by hand. We shall call our method syntactic expansion.

To do an expansion of a linear recursive rule $u$ by a second such rule $v$ correctly, we must focus on two issues. First, we must identify the way in which some variables of $u$ are passed down to $v$ through the recursive subgoal $p$ of $u$. Second, we must have a method to distinguish between nondistinguished variables that arise newly in the expansion of $v$ from their counterparts in $u$. For example, consider the two rules $u$ and $v$ defined as follows:

\begin{align*}
u : p(x_1 x_2 x_3 x_4) & : - p(x_2 x_1 x_4) \& a(x_3 b) \quad (2.8) \\
v : p(x_1 x_2 x_3 x_4) & : - p(x_3 x_1 x_4) \& 2(x_4 x_2 c x_3). \quad (2.9)
\end{align*}

To expand $u$ by $v$, we first form subgoal substitutions corresponding to $u$ and $v$. The subgoal substitution corresponding to a rule is obtained by positionally pairing each variable
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in the head of the rule with the corresponding variable in the recursive $p$ subgoal in the body of the rule. Thus for the rule $u$ we have the subgoal substitution

$$(X_1;X_2, X_2;X_1, X_3;A, X_4;X_4)_u,$$  \hspace{1cm} (2.10)

which we read as "In $u$, $X_1$ is replaced by $X_2$, $X_2$ is replaced by $X_1$, $X_3$ is replaced by $A$, and $X_4$ is replaced by $X_4$." Similarly, the subgoal substitution for $v$ is written

$$(X_1;A, X_2;X_1, X_2;X_3, X_4;B)_v.$$  

Next, we must compose the respective subgoal substitutions to obtain a third substitution

$$(X_1;A;A', X_2;X_1;X_2, X_3;X_3;A, X_4;B;B')_{uv}.$$  \hspace{1cm} (2.11)

There are several important points to be made. First, observe that to form the substitution for $uv$, we have begun with the substitution for $v$, and have followed it with the substitution for $u$ (not the reverse order). Also, note that the nondistinguished variables $A$ and $B$ of $v$ have been replaced by the new formal symbols $A'$ and $B'$, respectively, in the $u$-half of the $uv$ subgoal substitution. These substitutions are necessary in order to avoid confusion between the $A$'s and $B$'s of $u$ and those of $v$. More formally, we could have written the symbols $(A;A')_u$ and $(B;B')_u$ as part of the $u$-subgoal substitution 2.10, above, to stand for these two substitutions, but because such substitutions are inherent in recursive expansion by $u$ regardless of the particular rule $u$, we call them implicit substitutions, and do not write them down in subgoal substitution expressions. In more general compositions of subgoal substitutions, we must replace $A'$ by a second formal symbol $A''$, and $A''$ by $A'''$, and so on, so that in general, every linear recursive rule $r$ has an infinite set of implicit substitutions of the form $(A^{(0)};A^{(i+1)})_r$, corresponding to every variable $A$ occurring in $r$ that doesn't appear in the head of the rule.

A symbol like $(X_3;X_1;X_2)_{uv}$, which is part of the the subgoal substitution expression 2.11 above, is called a substitution chain, and we read it as "In $uv$, $X_3$ is replaced by $X_1$, which is replaced in turn by $X_2". We should think of a substitution chain as no more than a composition of mappings, so that the substitution chain $(X_3;X_1;X_2)_{uv}$ is really just a more involved way of writing $(X_3;X_2)_{uv}$. However, when we are proving things about recursive expansion, it sometimes will be more convenient to work with substitution chains in their unsimplified forms.
Now, how do we use these subgoal substitutions to expand rules? It is easiest if we think of an abstract expansion tree to which the appropriate variable substitutions are applied at every node. For example, to expand $u$ by $v$, we first write down an expansion tree of the form

$$p(X_1, X_2, X_3, X_4)$$

$$\downarrow$$

$$p(X_1|X_2, X_2|X_1, X_3|A, X_4|X_4) \quad e(X_2, A, B)$$

$$\downarrow$$

$$p(X_1|A|A', X_2|X_1, X_2|X_3|A, X_4|B|B') \quad f(X_4|X_4, X_2|X_1, C|C', X_3|A)$$

Note that to the EDB subgoals $e$ and $f$, we have applied only the variable substitutions corresponding to the expansions along the path leading from these subgoals to the root of the tree, so that $e$ has no subgoal substitutions applied to its variables, while $f$ has only the $u$-substitution applied to its variables. Next, we simplify the substitution chains at every variable position in every node of the tree by replacing each substitution chain with its terminal symbol, obtaining the simplified expansion tree

$$p(X_1, X_2, X_3, X_4)$$

$$\downarrow$$

$$p(X_2, X_1, A, X_4) \quad e(X_3, A, B)$$

$$\downarrow$$

$$p(A', X_2, A, B') \quad f(X_4, X_1, C', A)$$
begin
Write down the rule \( r = r_{m} \).
for \( i = (m-1) \) down to 1 do begin
(1) Apply the \( r_{i} \) subgoal substitution
to all variables in the body of \( r \).
(2) Append the nonrecursive subgoals of \( r_{i} \) to \( r \).
{= Loop invariant: \( r = r_{i} \ldots r_{m} \) =}
end
end

Figure 2.1: Deriving \( r = r_{1}r_{2}\ldots r_{m} \) by syntactic expansion.

The rule expansion \( uv \) itself can now be read off from the root and leaves of the tree:
we have

\[
uv : p(X_1X_2X_3X_4) : = p(A'X_2AB') & f(X_4X_1C'A) & e(X_3AB).
\]  

(2.12)

Having established a method for expanding one rule \( r_1 \) by a second one \( r_2 \), we turn next
to the general problem of syntactically expanding an arbitrary set of linear recursive rules
in a specified order. Suppose then that we are interested in expanding \( r_1r_2\ldots r_m \). Because
subgoal substitutions compose "in the reverse order," we may apply the simple algorithm
in Figure 2.1.

Example 2.2 As an illustration of syntactic expansion, suppose we take the three rules

\[
\begin{align*}
{r_1} & : p(X_1X_2X_3) : = p(X_2X_1A) & e(BX_3) \\
{r_2} & : p(X_1X_2X_3) : = p(AX_1B) & f(X_2CX_3) \\
{r_3} & : p(X_1X_2X_3) : = p(X_2AX_1) & g(X_3),
\end{align*}
\]

for which we wish to form the rule expansion \( r_1r_2r_3 \). Following the algorithm, we begin
by writing down the last rule of the desired expansion, \( r = r_3 \).

\[
r : p(X_1X_2X_3) : = p(X_2AX_1) & g(X_3).
\]

Entering the for loop, we apply the \( r_1 \) subgoal substitution \( \langle X_1 | X_2, X_2 | X_1, X_3 | A \rangle_{r_1} \) to all
the variables in the body of \( r \), obtaining the working expression

\[
r : p(X_1X_2X_3) : = p(X_1A'X_2) & g(A),
\]
and then we append the nonrecursive subgoal of \( r_1 \) to \( r \), to obtain the rule

\[
\begin{align*}
\vdash r_1 r_3 : p(x_1 x_2 x_3) & : - p(x_1' x_2) \land g(x) \land e(x x_3) .
\end{align*}
\]

So far, we have passed through the for loop once.

On the next pass through the loop, the \( r_2 \) subgoal substitution \( \langle X_1 \mid A, X_2, X_1, X_3 \mid B \rangle r_2 \) is applied to all the variables of \( r = r_1 r_3 \), and then the nonrecursive subgoal \( f(x_2 x_3) \) of \( r_2 \) is appended to \( r \). We obtain the rule

\[
\begin{align*}
\vdash r_2 r_1 r_3 : p(x_1 x_2 x_3) & : - p(A' x_1) \land g(A') \land e(B' x) \land f(x_2 x_3) .
\end{align*}
\]

There is only one more pass through the loop to be completed, corresponding to the \( r_1 \) occurrence at the beginning of desired expansion \( r_1 r_2 r_1 r_3 \). Passing through steps (1) and (2) of the syntactic expansion algorithm a final time, the desired rule expansion is seen to be

\[
\begin{align*}
\vdash r_1 r_2 r_1 r_3 : p(x_1 x_2 x_3) & : - p(A'' x_1) \land g(A') \land e(B'' x) \land f(x_1 x_3) \land e(x x_3) .
\end{align*}
\]

\[\]

2.2.4 The semigroup \( \mathcal{J}(S) \)

Let \( S \) be an arbitrary nonempty finite set of linear recursive Datalog rules, each with the same head predicate \( p \), and let \( \mathcal{J}(S) \) be the (infinite) set of all finite-depth top-down syntactic expansions of the rules of \( S \). If we give names \( u_1, \ldots, u_n \) to the rules in \( S \), then we can think of the elements of \( \mathcal{J}(S) \) as in one-to-one correspondence with the set \( U^* \) of all finite words in the alphabet \( U = \{ u_1, \ldots, u_n \} \). When two top-down expansions \( s \) and \( t \) in \( \mathcal{J}(S) \) simultaneously stand in the relations \( s \leq t \) and \( t \leq s \), then we write \( s \simeq t \), and say "\( s \) is equivalent to \( t \)."

**Lemma 2.3** The relation \( \simeq \) defines an equivalence relation on \( \mathcal{J}(S) \).

**Proof** To see that \( \simeq \) is reflexive, it suffices to note that we always have the trivial containment \( u \leq u \) for any rule \( u \). Also, by definition \( \simeq \) is symmetric. To show that \( \simeq \) is transitive, suppose that we have three rules \( s, t, \) and \( u \), and that \( s \simeq t \) and \( t \simeq u \). We want to show that \( s \simeq u \). Let \( \phi_1 : s \rightarrow t \) and \( \phi_2 : t \rightarrow u \) be containment mappings.
Then we claim that the composite mapping \( \phi = \phi_2 \phi_1 \) defines a third containment mapping \( \phi : s \rightarrow u \). The verifications of the four necessary conditions on \( \phi \) are easily checked. First, \( \phi \) must map the head predicate of \( s \) to the head predicate of \( u \), since \( \phi_1 \) maps the head predicate of \( s \) to the head predicate of \( t \), and \( \phi_2 \) maps the head predicate of \( t \) to the head predicate of \( u \). Similarly, \( \phi \) must map each body predicate of \( s \) to a body predicate of \( u \) with the same name, since \( \phi_1 \) and \( \phi_2 \) individually have this property. Finally, if \( q_1 \) and \( q_2 \) are predicates of \( s \) with identical (distinguished/nondistinguished) variables at positions \( i \) and \( j \), respectively, then \( \phi(q_1) \) and \( \phi(q_2) \) must also have identical (distinguished/distinguished or nondistinguished) variables at positions \( i \) and \( j \), respectively, again precisely because \( \phi_1 \) and \( \phi_2 \) individually have these properties.

We have shown therefore that \( s \preceq t \) and \( t \preceq u \) together imply \( s \preceq u \). Since the proof of the opposite containment is completely symmetric, we omit it, and conclude that \( s \succeq u \), as required.

We are now ready to define the idea of a rule expansion semigroup \( \mathcal{J}(S) \). The elements of \( \mathcal{J}(S) \) are the equivalence classes of the relation \( \simeq \) on \( \mathcal{H}(S) \). The “multiplication” in \( \mathcal{J}(S) \) is defined by rule expansion: to form the product \( J_1J_2 \) of two equivalence classes \( J_1, J_2 \in \mathcal{J}(S) \), one first takes in \( \mathcal{H}(S) \) two representative rule expansions \( j_1 \in J_1 \) and \( j_2 \in J_2 \). After finding the equivalence class \( J \in \mathcal{J}(S) \) to which the rule \( j = j_1j_2 \) in \( \mathcal{H}(S) \) belongs, one finally defines \( J_1J_2 = J \) in \( \mathcal{J}(S) \).

There are several points to be checked. First, we must check that this process is well defined; i.e., we must verify that the equivalence class to which \( j \) belongs is independent of the choice of the representatives \( j_1 \) and \( j_2 \).

Lemma 2.4 (The splicing lemma) Let \( s, t, u, \) and \( v \) be four linear recursive Datalog rules each with the same head predicate \( p \). Suppose that \( s \simeq t \) and \( u \simeq v \). Then \( su \simeq tv \).

Proof In light of the query containment theorem (Theorem 2.1), it is possible to prove the splicing lemma by either of two methods. One can either work nonconstructively with the abstract containment and monotonicity properties of Datalog rules (see below), or alternatively one can produce a constructive proof by working with containment mappings and the syntactic expansion of rules. It turns out that the former argument is simpler, and we shall present it below. But because the constructive proof yields some additional
information about the structure of containment mappings \( \phi : su \rightarrow tv \) that we shall exploit in Chapter 4, we shall present the latter argument first.

By assumption, there are containment mappings \( \phi_1 : t \rightarrow s \) and \( \phi_2 : v \rightarrow u \). We shall show that these two mappings can be "spliced together" to obtain a third containment mapping \( \phi : tv \rightarrow su \). In other words, we will have shown that the conditions \( s \leq t \) and \( u \leq v \) together imply \( su \leq tv \). Because the proof of the opposite containment is completely symmetric, we omit it.

Without loss of generality, we shall assume that the linear recursive predicate \( p \) has arity \( \alpha \geq 1 \), and that the head predicates of \( t, s, u, \) and \( v \) are all \( p(X_1X_2\ldots X_\alpha) \).

In the figure below, we illustrate the two top-down expansions \( su \) and \( tv \). As indicated, the rule \( su \) (respectively, \( tv \)) is obtained from \( s \) (respectively, \( t \)) by expanding its \( p \)-subgoal by the rule \( u \) (respectively, \( v \)). We have used triangles to indicate the collection of non-recursive predicates in a given rule expansion, and we have omitted the variables of the \( p \)-predicates for clarity.

The boxes we have put around the lower halves of each rule expansion are meant to draw particular attention to the following point, which follows directly from the definition of recursive expansion: what appears in the box in \( su \) is precisely the rule \( u \), except that the \( s \)-subgoal substitution has been applied to all of its variables, while what appears in the box in \( tv \) is precisely the rule \( v \), except that the \( t \)-subgoal substitution has been applied to all of its variables.
Also, because \( \phi_1 \) is a containment mapping, the following two properties are also immediate:

I. If \( \langle X_i; X_j \rangle_t \), then \( \langle X_i; X_j \rangle_s \).

II. If \( \langle X_i; A \rangle_t \), \( \langle X_j; A \rangle_t \), and \( \langle X_i; V \rangle_s \), then \( \langle X_j; V \rangle_s \).

In property II., the variable \( A \) is an arbitrary nondistinguished variable, while \( V \) is allowed to be any variable (distinguished or nondistinguished).

In order to construct explicitly a containment mapping \( \phi : tu \rightarrow su \), the containment mappings \( \phi_1 \) and \( \phi_2 \) may be spliced together in the following way: we make \( \phi \) agree with \( \phi_1 \) on the nonrecursive \( t \)-subgoals in \( tu \), and we make \( \phi \) agree with \( \phi_2 \) on the \( p \)-subgoal and on the nonrecursive \( v \)-subgoals of \( tu \). In other words, \( \phi \) maps the \( tu \)-predicates in triangle 1 of the figure to the \( su \)-predicates of triangle 3 in the figure exactly as \( \phi_1 \) maps these predicates from \( t \) to \( s \); also \( \phi \) maps the predicates in triangle 2 to the predicates in triangle 4 exactly as \( \phi_2 \) maps these predicates from \( v \) to \( u \). Finally, \( \phi \) maps the terminal \( p \)-predicate at the lower left-hand corner of \( tu \) to the corresponding \( p \)-predicate at the lower left-hand corner of \( su \). Of course, \( \phi \) is also made to map the head predicate of \( tu \) to the head predicate of \( su \).

We claim that the mapping \( \phi \) so constructed is a containment mapping from \( tu \) to \( su \). We shall check each of the four containment axioms in turn.

Note first that by definition, \( \phi \) maps the head predicate of \( tu \) to the head predicate of \( su \), and these predicates have the same name. So we have verified condition 1 on \( \phi \). Second, \( \phi \) must map the body \( tu \)-predicates to body \( su \)-predicates of the same name, because \( \phi_1 \) and \( \phi_2 \) do so individually. We have therefore verified condition 2 on \( \phi \). Only conditions 3 and 4 remain to be checked.

We first turn to the simpler condition 3. Because we have assumed that each of the four rules \( s, t, u \) and \( v \) has head predicate \( p(X_1X_2 \cdots X_n) \), verifying condition 3 on \( \phi \) comes down to checking that if \( X_i \) is any distinguished variable in \( tu \), then \( \phi(X_i) = X_i \) in \( su \). The verification is trivial for distinguished variables that occur in triangle 1, because \( \phi_1 \) is a containment mapping and no subgoal substitutions are applied to any of these variables when \( t \) is expanded by \( v \). Also, because \( \phi_2 \) is a containment mapping and we have property I., above, the verification is also immediate for distinguished variables of \( tu \) that occur either in triangle 2 or in the recursive \( p \)-subgoal of \( tu \).
CHAPTER 2. RULE EXPANSION SEMIGROUPS

To verify condition 4 on φ, suppose that q₁ and q₂ are predicates of tv with the same nondistinguished variable appearing in positions i and j, respectively. We must verify that φ(q₁) and φ(q₂) have identical variables (distinguished or nondistinguished) at positions i and j, respectively, in su. The only case to be considered which is not an immediate consequence of property II and the fact that φₙ and φₙ₂ are containment mappings occurs when q₁ is a predicate of triangle 1, and q₂ is either the recursive p subgoal or a predicate of triangle 2. In this case, q₁ and q₂ share some nondistinguished variable A that is necessarily passed through the intermediate p-subgoal of tv, and we must verify that φ defines the value φ(A) uniquely.

Suppose then that φ₁(A) is some variable V in the rule s. We claim that that φ(A) = V also.

In proof, note that in order for the variable A to passed to the expansion by v in tv, the rule t must have a subgoal substitution of the form (Xₖ, A)ₖ for some k, where Xₖ also appears at position j in q₂ (in v). Also, because φ₁(A) = V and φ₁ is a containment mapping, the rule s has the subgoal substitution (Xₖ, V)ₖ. Now because φ₂ is a containment mapping, u must have the variable Xₖ at position j in φ₂(q₂), and when s is expanded by u, the last Xₖ is replaced by V, so that φ(A) = V, as we claimed.

Therefore su ≤ tv, as required.

The splicing lemma can be proved nonconstructively by referring to the following monotonicity property of Datalog rules: if firing a Datalog rule r over a database D returns a set of answers A, and D' is a database containing D, then r returns an answer set A' containing A when r is fired over D'. The monotonicity property for Datalog rules follows from the monotonicity properties of the basic relational algebra operations union, select, project, and product, and a proof can be found in [Ullm88].

With the monotonicity property in hand, we now can prove the splicing lemma as follows. Let D be a database and suppose that s ≥ t and u ≥ v. If p₀ is a p-fact returned by the rule tv over D, then every intermediate p-fact p₁ at the head of v in a tv proof tree for p₀ can also be derived at the head of u in some su proof tree. Therefore, whatever p-facts Pᵥ,D can reach the p-subgoal of t through v in tv proof trees can also reach the p-subgoal of s through u in su proof trees, and these respective databases of p-facts Pᵥ,D and Pᵤ,D stand in the relation Pᵥ,D ≤ Pᵤ,D. Now by monotonicity and the fact that s ≥ t, we conclude that p₀ is also a p-fact returned by the rule su over D. So su ≥ tv, as required.
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Recall that a semigroup is a nonempty set \( G \) together with an associative binary operation on \( G \) [Hu74]. To verify that the set \( \mathcal{J}(S) \), together with the binary operation of syntactic expansion, is indeed a semigroup, we must check that the operation of top-down recursive expansion of linear Datalog rules is associative; i.e., for any three rules \( r_1, r_2, \) and \( r_3 \), the rule \((r_1 r_2) r_3\) obtained by expanding \( r_1 \) by \( r_2 \), and then expanding the result by \( r_3 \), is equivalent to the rule \( r_1 (r_2 r_3) \) obtained by expanding \( r_1 \) by the rule obtained by expanding \( r_2 \) by \( r_3 \):

**Lemma 2.5** Suppose \( r_1, r_2, \) and \( r_3 \) are linear recursive Datalog rules each with the same head predicate \( p \). Then \((r_1 r_2) r_3 \simeq r_1 (r_2 r_3)\).

**Proof** It suffices to check that the operation of subgoal substitution composition is itself an associative operation. To do this, suppose that \( \langle U|V \rangle_{r_1}, \langle T|U \rangle_{r_2}, \) and \( \langle S|T \rangle_{r_3} \) are three substitutions of \( r_1, r_2 \) and \( r_3 \), respectively. Then \( \langle S|T|U|V \rangle_{r_1 r_2 r_3} = \langle S|V \rangle_{r_1 r_2 r_3} \) regardless of whether we think of the composition as accomplished according to the "\((r_1 r_2) r_3\) grouping" \( S|(T|U|V) \), or alternatively according to the "\( r_1 (r_2 r_3)\) grouping" \( (S|T|U)|V \), so that the variable patterns in the subgoals of \( r_1 r_2 r_3 \) do not depend on the order in which we expand these three rules.

Summing up these results, we can say that while the relation \( \simeq \) on the set \( \mathcal{J}(S) \) of recursive expansions of \( S \) is a quasiorder (i.e., reflexive and transitive), \( \mathcal{J}(S) \) itself is a partially ordered semigroup with order relation \( \simeq \).

Here are some simple examples of rule expansion semigroups.

**Example 2.6** Let \( S = \{ s \} \) consist of the single rule

\[
 s : p(\xi) : - p(\eta). \tag{2.13}
\]

The set \( \mathcal{J}(S) = \{ s, s^2, s^3, \ldots \} \) consists of all top-down expansions of the rule \( s \), and is infinite. However, it is easy to see that we have \( s^{2i} \simeq s^{2j} \) and \( s^{2i-1} \simeq s^{2j-1} \) every pair of positive integers \( i \) and \( j \), so that \( \mathcal{J}(S) \) partitions into exactly two equivalences classes, namely

\[
 J_1 = \{ s^{2i} \mid i \geq 1 \},
\]

and

\[
 J_2 = \{ s^{2i-1} \mid i \geq 1 \}.
\]
The rule expansion semigroup $J(S) = \{J_1, J_2\}$ is isomorphic to the additive group $\mathbb{Z}_2$ of integers taken modulo 2.

Example 2.7 Let $S = \{u\}$ consist of the transitive closure rule 2.1 of Section 2.1, above:

$$u : p(XY) : - p(XA) \& o(AY).$$

In this example, the relation $\succeq$ on the set $\hat{J}(S) = \{u, u^2, u^3, \ldots\}$ of all top-down expansions of the rule $u$ is trivial: every element of $\hat{J}(S)$ defines its own singleton equivalence class. (For a proof, see Example 3.3 below). Thus, we have a one-to-one correspondence between $\hat{J}(S)$ and $J(S)$, and we can identify every equivalence class $J_i \in J(S)$ with the unique rule expansion $u^i$ which defines it. The rule expansion semigroup $J(S)$ is therefore isomorphic to the free semigroup $U^* = \{u, uu, uuu, \ldots\}$ generated by the formal symbol $u$.

Example 2.8 Let $S = \{u, v\}$ consist of the two rules

$$u : p(XY) : - p(XA) \& o(AY)$$
$$v : p(XY) : - p(AY) \& o(XA).$$

The elements of $\hat{J}(S)$ are in one-to-one correspondence with the set $U^*$ of all finite words over the formal alphabet $U = \{u, v\}$. It's not hard to check, however, that we have $uv \succeq vu$. We have

$$uv : p(XY) : - p(A'X) \& o(XA') \& o(AY)$$

and

$$vu : p(XY) : - p(A'X) \& o(A'Y) \& o(XA),$$

and we can show there are containment mappings both ways between these two rules. In fact, the function $\phi : uv \to vu$ given by

$$\phi(p(XY)) = p(XY)$$
$$\phi(p(A'X)) = p(A'X)$$
$$\phi(o(XA')) = o(XA)$$
$$\phi(o(A'Y)) = o(A'Y).$$
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is a containment mapping whose inverse $\phi^{-1}$ not only exists, but also is a second containment mapping $\phi^{-1} : uv \rightarrow uv$. More generally, one finds that two top-down expansions $\hat{J}_1$ and $\hat{J}_2$ in $\mathcal{J}(S)$ stand in the relation $\hat{J}_1 \succeq \hat{J}_2$ if and only if they involve the same number of expansions by the rules $u$ and $v$ individually. The rule expansion semigroup $\mathcal{J}(S)$ is therefore isomorphic to the free commutative semigroup

$$\{u^i v^j | i, j \geq 1, \text{not both } i = j = 0\}, \quad (2.14)$$
onumber

on two letters $u$ and $v$. In this semigroup, multiplying two elements $u^i v^j$ and $u^{i'} v^{j'}$ yields the element $u^{i+i'} v^{j+j'}$.

2.3 Basis rules

So far, we have ignored the basis rules of a program in order to concentrate on the multiplicative structure of its recursive rules. Unfortunately, we pay a price for this simplification when we come to study the query containment properties of a program that has its recursive rules instantiated by nonrecursive basis rules. It is not always enough to simply study the query containments on a program's set of recursive top-down expansions $\mathcal{J}(S)$. The difficulty arises because the application of basis rules of a program may introduce new query containments that are not apparent from an inspection of its recursive rules only.

Example 2.9 Consider the program $\Pi = \{b, u\}$ defined by

$$b : p(x) : = e(x)$$

$$u : p(x) : = p(y) \& e(x). \quad (2.15)$$

First, we focus only on the rule expansion semigroup $\mathcal{J}(S)$ generated by the recursive rule set $S = \{u\}$. We find that just as in Example 2.7 above, $\mathcal{J}(S)$ is isomorphic to the free semigroup $U^* = \{u, uu, uuu, \ldots\}$ generated by the formal symbol $u$. In fact, slightly more is true in the present example and in Example 2.7. Not only is there no relation $u^i \simeq u^j$ between top-down expansions unless $i = j$, but there is also not even a query containment $u^i \preceq u^j$ unless $i = j$.

However, to stop here would leave us with an erroneous picture of the query containments in $\Pi$. The actual relation $p$ that $\Pi$ defines is given by the infinite collection of conjunctive
queries

\[ b : p(X) : \rightarrow o(XA), \]

\[ \hat{u} : p(X) : \rightarrow o(A' A') \& o(XA), \]

\[ \hat{u}^2 : p(X) : \rightarrow o(A'A'') \& o( AA') \& o(XA), \]

together with the general query for every \( i \geq 3 \),

\[ \hat{u}^i : p(X) : \rightarrow o( A^{(i-1)} A^{(1)}) \& o( A^{(i-2)} A^{(1-1)}) \& \cdots \& o( AA') \& o(XA). \quad (2.17) \]

Here, we have used the notation \( \hat{u}^i \) to stand for the rule \( u^i \) with the basis rule \( b \) substituted for its \( p \)-subgoal. We see that in \( \Pi \) itself, we have the query containments \( \hat{u}^i \preceq b \) for every \( i \geq 1 \): the required containment mapping \( \phi_i : b \rightarrow \hat{u}^i \) is given by defining \( \phi_i(p(X)) = p(X) \) and \( \phi_i(o(XA)) = o(XA) \) for every \( i \geq 1 \). The consequences for efficient query processing of the program \( \Pi \) are drastic: to compute the relation \( p \), we may apply the basis rule once, and then stop. The program \( \Pi \) is therefore \textit{bounded} in the sense of Naughton and Sagiv [NaSa87].

\[ \blacksquare \]

The boundedness of the program \( \Pi \) in Example 2.9 above depends upon the specific interaction between its basis and recursive rules. In particular, if we substitute a different rule for the basis rule \( b \), we may easily change \( \Pi \) into an (inequivalent) \textit{unbounded} program (i.e. a program for which there is no finite depth \( N \) for which every expansion of depth \( k > N \) is contained in some expansion of depth \( < N \).) For example, one can easily check that the program \( \Pi' = \{ b', \hat{u} \} \) defined by

\[ b' : p(X) : \rightarrow 2(XA) \]

\[ \hat{u} : p(X) : \rightarrow p(A) \& o(XA). \]

is unbounded.

We shall have occasion to contrast a recursive rule set like \( S = \{ u \} \) (equation 2.16 above), which may or may not yield bounded programs depending on the particular basis rules chosen for it, with recursive rule sets \( S \) that yield bounded programs \textit{regardless} of whatever basis rules we may select for them. We call a rule set of the latter type \textit{uniformly bounded}, again following Naughton and Sagiv [NaSa88].
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Example 2.10 The rule set $S = \{ \cdot \}$ containing the single rule

$$v : p(X) : = p(X) \& \sigma(BY),$$

is uniformly bounded.  

The program boundedness and uniform boundedness decision problems are known to be undecidable even for quite simple classes of programs [Abit89], [GMSV87], [Vard88]. Even so, for certain restricted classes of programs, useful algorithms have been developed for studying boundedness, and these algorithms can be fruitfully applied to optimize programs [Ioan85], [Ioan89], [NaSa87], [NaSa88], [RSUV89], [Sar89a]. In the following chapters, we shall take as our starting point the ideas of boundedness, the rule expansion semigroup, and rule commutativity [Ioan89], [RSUV89], and we shall hope to explain how classical ideas from mathematical semigroup theory can be used not only to codify and simplify some previous results in the query optimization literature, but also to give us new results about query optimization and point directions to new issues.
Chapter 3

Free rules

In the present chapter, we shall again restrict ourselves to the study of finite nonempty rule sets $S$ whose members are linear recursive Datalog rules over a single recursive predicate $p$. A paradigmatic singleton rule set $S = \{ \tau \}$ would consist of the transitive closure rule

$$\tau : p(X_1X_2) \quad : \quad p(X_1A) \land e(AX_2). \quad (3.1)$$

Again, in such a rule, the variables appearing in the heads of the rules are called distinguished variables, while those appearing only in rule bodies are called nondistinguished variables. It will again be our assumption throughout that if the arity of the recursive predicate $p$ is $t \geq 1$, then the head predicate of every rule in $S$ has $t$ distinct distinguished variables occurring in it, so we assume that the head predicate of every rule in $S$ is $p(X_1X_2 \cdots X_t)$.

In a more complex example, we might have a rule set $S = \{ \tau_1, \tau_2, \tau_3 \}$ that consists of three recursive rules

$$\tau_1 : p(X_1X_2X_3) \quad : \quad p(X_2AX_3) \land s(X_1A) \quad (3.2)$$
$$\tau_2 : p(X_1A) \land s(X_2B) \land s(X_2B) \land s(X_1A) \quad (3.3)$$
$$\tau_3 : p(X_3CB) \land s(X_4C) \land t(X_2B) \land s(X_1A). \quad (3.4)$$

Here, amongst the three rules of $S$ we find the distinguished variables $X_1$, $X_2$, and $X_3$, while the nondistinguished variables are $A$, $B$, $C$, and $D$.

Suppose $S = \{ \tau_1, \ldots, \tau_k \}$ is a rule set. It is useful to pause here to collect the preliminary information contained in the previous chapter into a single paragraph. We have seen in the previous chapter that corresponding to every rule set $S$ there is a natural rule expansion semigroup $G = \mathcal{J}(S)$ whose "multiplication" is defined by recursive expansion of the rules.
3.1. RULE FACTORIZATION

in \( S \). If we associate with every finite-depth top-down recursive expansion of the rules in \( S \) a corresponding word \( w \) over the formal symbols \( \{r_1, \ldots, r_k\} \), then when two words \( w_1 \) and \( w_2 \) simultaneously stand in the relationships \( w_1 \succeq w_2 \) and \( w_2 \succeq w_1 \), we call them equivalent, and we write \( w_1 \simeq w_2 \). The relation \( \simeq \) defines an equivalence relation on the set of all finite words over the alphabet \( \{r_1, \ldots, r_k\} \) which "respects recursive expansion:" for if \( w_1 \succeq w_2 \) and \( w_3 \succeq w_4 \), then we have verified (in the course of proving the splicing Lemma 2.4) that \( w_1w_3 \succeq w_2w_4 \). The set of all top-down expansions of a rule set \( S \) that are in the same equivalence class as a particular expansion \( w \) can therefore be identified with the one particular member \( w \) of that class, and \( (\mathcal{F}(S), \geq) \) becomes a partially ordered semigroup. Without any loss of generality we can refer to the "element \( w \) in the rule semigroup \( \mathcal{F}(S) \)" as a shorthand for "the equivalence class to which the element \( w \) belongs in the rule semigroup \( \mathcal{F}(S) \)."

3.1 Rule factorization

Opposite to the recursive expansion of rules we may place the idea of rule factorization. As an illustration, we return to our rule set \( S = \{r_1, r_2, r_3\} \), above (equations 3.2, 3.3, and 3.4). In fact, we can simplify the structure of these three rules considerably by introducing two new rules \( a \) and \( b \) defined by

\[
\begin{align*}
a : p(x_1x_2x_3) & : - p(x_2x_3) \& w(x_1) \\
b : p(x_1x_2x_3) & : - p(x_2x_3) \& t(x_1),
\end{align*}
\]

for which it is easily verified that

\[
\begin{align*}
r_1 & \simeq a \\
r_2 & \simeq a^3b \\
r_3 & \simeq aba.
\end{align*}
\]

We may say somewhat loosely that the rules \( r_1, r_2, \) and \( r_3 \) admit a "factorization" into the simpler rules \( a \) and \( b \). Once we have such a factorization in hand, higher-order dependencies between the rules may be won from the associative law: we have for example

\[
r_2r_1 \simeq (a^3b)(a) \simeq (a^2)(aba) \simeq r_1^2r_3.
\]
Summarizing, we can say that the rule set \( S \) satisfies the algebraic relationship \( r_2 r_1 \simeq r_1^2 r_3 \), and that this algebraic relationship is implied by the given factorization.

More formally, let \( S = \{ r_1, \ldots, r_k \} \) be a rule set, and suppose that \( w_1 \) and \( w_2 \) are two finite words over the formal alphabet \( S \). Then we shall say that

\[
 w_1 \simeq w_2
\]

is an algebraic relationship of \( S \) precisely when the two conjunctive queries obtained by recursively expanding the rules of \( S \) according to the words \( w_1 \) and \( w_2 \) are equivalent. A trivial algebraic relationship is one in which the two words \( w_1 \) and \( w_2 \) are identical. If \( r \) is the rule obtained by syntactically expanding rule \( r_1 \) by the rule \( r_2 \), then we shall say that \( r \) admits the factorization \( r_1 r_2 \). Of course, it also follows that \( r \simeq r_1 r_2 \) if \( r \) admits the factorization \( r_1 r_2 \). If \( r_1 \) and \( r_2 \) each have at least one nonrecursive subgoal apiece, we shall call the factorization nontrivial; otherwise, the factorization is said to be trivial.

The distinction between trivial and nontrivial factorizations will not be important to us until Chapter 5. If \( S \) and \( T \) are rule sets, we shall also say occasionally that \( S \) admits a factorization over \( T \) if every element \( r \) in \( S \) is either an element of \( T \) or alternatively \( r \) admits a factorization \( r_1 r_2 \) where \( r_1 \) and \( r_2 \) are either elements of \( T \) or recursive expansions of elements of \( T \).

3.2 Commutativity, free rules, and boundedness

Several authors [Ioan89], [RSUV89] have pointed out that the complexity of recursive query processing can be reduced when elements of a rule set satisfy a commutative law \( r_1 r_2 \simeq r_2 r_1 \). In the present context, we prefer to think of a commutative law as nothing more than the simplest of algebraic relationships that a given rule set \( S \) may satisfy. However, every algebraic relationship satisfied by a rule set will lead to some sort of redundancy in evaluation of its rules which a query optimizer may be able to exploit. The questions arise therefore: not only "do we have commutativity?" but more generally "what are all the algebraic relationships satisfied by this rule set?" In the present section, we hope to illustrate a general theory that can be applied under certain circumstances in such a setting. We need to make two definitions:

**Definition 3.1** Let \( S \) be a rule set. We say \( S \) is weakly free if these rules satisfy no nontrivial algebraic relationships.
3.2. COMMUTATIVITY, FREE RULES, AND BOUNDEDNESS

Put another way, a rule set is weakly free if it has no two distinct top-down expansions that mutually contain one another.

We shall also be interested in rule sets that are not only weakly free, but also satisfy the stronger condition that no conjunctive query in its set of top-down expansions is contained in another such query:

**Definition 3.2** Let $S$ be a rule set. We say $S$ is strongly free (or more simply, free) if the query containment relation $\supseteq$ on the set of top-down expansions of the rules of $S$ is trivial; i.e., no such query is contained in any other (except itself).

It is useful at this point to give a brief catalog of examples.

**Example 3.3** The simple transitive closure rule

$$u : p(x_1 x_2) : - p(x_1 a) \& e(ax_2)$$

is strongly free. To see this, we return to the general $i$th recursive expansion of the rule $u$ (compare with equation 2.2, above):

$$u^i : p(x_1 x_2) : - p(x_1 a^{(i-1)}) \& e(a^{(i-1)} a^{(i-2)}) \& \cdots \& e(a^i) \& e(ax_2).$$

(We identify $a^0$ with $a$ so that $u^1 = u$ in our notation).

In order to prove that the rule set $S = \{u\}$ is strongly free, we must show that there can be no containment mapping $\phi : u^i \rightarrow u^j$ unless $i = j$. So suppose that $\phi : u^i \rightarrow u^j$ is a containment mapping. Then by condition 2 on $\phi$, we have $\phi(p(x_1 a^{(i-1)})) = p(x_1 a^{(j-1)})$, and $\phi(a^{(i-1)}) = a^{(j-1)}$. Condition 3, on the other hand, forces $\phi(a x_2) = a x_2$, so that $\phi(a) = a$. To show that $i$ must be equal to $j$, it is simplest to rule out the possibilities that $i > j$ and $i < j$ individually.

First suppose that $j - i = s > 0$. Then by using condition 4 on $\phi$ repeatedly, we find first that $\phi(a^{(i-1)}) = a^{(j-1)}$ implies $\phi(a^{(i-2)}) = a^{(j-2)}$, and so on, until finally we conclude that $\phi(a^0) = a^0$. But since we already know that $\phi(a^0) = a^0$, we conclude that $j - i = s = 0$, a contradiction.

Alternatively, suppose that $j - i = s < 0$. Then again by using condition 4 on $\phi$ repeatedly, we find first that $\phi(a^0) = a^0$ implies $\phi(a^1) = a^1$, and so on, until finally we conclude that $\phi(a^{(i-1)}) = a^{(i-1)}$. But since we already know that $\phi(a^{(i-1)}) = a^{(i-1)}$, we conclude that $i - 1 = j - 1$; i.e. $i = j$, again a contradiction.
A rule set with more than one linear recursive rule may be strongly free.

**Example 3.4** The rule set $S = \{c,d\}$ consisting of the two rules

$$
c: p(x_1x_2) : - p(x_1A) \& q(x_2A)
d: p(x_1x_2) : - p(x_1A) \& q(Ax_2)
$$
is strongly free. (See definition 3.9 and Theorem 3.10, below, for more discussion.)

Of course, a rule set with more than one linear recursive rule need not be strongly free:

**Example 3.5** The rule set consisting of the two rules

$$
u: p(x_1x_2) : - p(x_1A) \& q(Ax_2)
w: p(x_1x_2) : - p(x_1A) \& q(x_1A)
$$
is neither strongly nor weakly free. (We have the commutative law $uv \simeq vu$—see Example 2.8.)

We have said that a rule set $S = \{r_1, \ldots, r_k\}$ is *uniformly bounded* if there is a constant $N$ such that every recursive expansion $w$ of its rules is contained in some recursive expansion of depth $\leq N$. If a rule set is not uniformly bounded, we shall simply call it *unbounded*. From the query optimization point of view, boundedness is important because it captures the idea of when a recursive rule or rule set may be replaced by an equivalent set of nonrecursive rules. We shall see below how the idea of uniform boundedness arises quite naturally in the free rule setting. First, the following theorem is immediate.

**Theorem 3.6** *Strongly free rule sets are unbounded.*

**Proof** If $S$ is a strongly free rule set, then it has no nontrivial containments between its recursive expansions. In particular, there is certainly no finite depth $N$ for which every expansion is contained in some expansion of depth $< N$, so $S$ is unbounded.

More importantly, when a rule set factors into weakly free rules, then we can reduce the study of all its algebraic relationships to the study of its rule expansion semigroup:
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Theorem 3.7 Let $S$ be a rule set admitting a factorization over a weakly free rule set $F$. Then $S$ satisfies only those algebraic relationships that are implied in the rule expansion semigroup $J(S)$ associated with this factorization.

Proof Suppose $S = \{r_1, \ldots, r_n\}$ admits a factorization over a weakly free rule set $F$. Then every rule $r_i \in S$ is equivalent to some recursive expansion of rules chosen from $F = \{f_1, \ldots, f_i\}$. To capture this information symbolically, we may write $r_i \simeq w_i$ for some formal word $w_i$ over the symbols $F$. Now suppose $r \geq s$ is some algebraic relationship satisfied by the rules of $S$ (here $r$ and $s$ are words over the alphabet $S$). Replacing every occurrence of each $r_i$ in $r$ and $s$ by its corresponding word $w_i$ over $F$, we find that the resulting two words over $F$ must be identical (for otherwise $F$ would not be weakly free). Therefore $r \simeq s$ is a consequence of the given factorization, so our proof is complete.

Even more can be said when we have a strongly free factorization:

Theorem 3.8 Let $S$ be a rule set admitting a factorization over a strongly free rule set $F$. Then $S$ satisfies only those algebraic relationships implied by this factorization, and the query containment relation $\succeq$ on the set of top-down expansions of the rules of $S$ is an equivalence relation.

Proof Because every strongly free rule set is also trivially weakly free, all that needs to be checked is that if $s_1$ and $s_2$ are two expansions of the rules in $S$ and $s_1 \succeq s_2$, then $s_2 \succeq s_1$ is also true. Our argument proceeds exactly as in Theorem 3.7, above:

Suppose $S = \{r_1, \ldots, r_n\}$ admits a factorization over a strongly free rule set $F$. Then every rule $r_i \in S$ is equivalent to some recursive expansion of rules chosen from $F = \{f_1, \ldots, f_i\}$, and we may write $r_i \simeq w_i$ for some formal word $w_i$ over the symbols $F$, for each $i$. Now, if $s_1 \succeq s_2$ is some query containment between expansions of the rules in $S$, then we replace each $r_i$ in $s_1$ and $s_2$ by its corresponding word $w_i$ over $F$. Again, we find that the resulting two words over $F$ must be identical (for otherwise $F$ would not be strongly free). So in fact $s_1 \simeq s_2$, and in particular, $s_2 \succeq s_1$, as we were required to show.

That is to say, if a rule set $S = \{r_1, \ldots, r_n\}$ can be factored into strongly free rules and we have a conjunctive query containment $w_1 \succeq w_2$ between two top-down expansions of the rules of $S$, then in fact we also have $w_2 \succeq w_1$. Thus the study of all query containments
satisfied by the rule expansions of $S$ is reduced to the study of the associated subsemigroup of the free semigroup on the symbols $\{r_1, \ldots, r_k\}$. We shall return to this idea below.

We may also think of our theorems as casting light on the following general problems:

1. Given a rule set $S$, fully characterize the query containment partial ordering $\succeq$ on its set of top-down expansions. What is the computational complexity of determining whether given top-down expansions stand in the relation $w_1 \succeq w_2$?

2. Identify classes of rule sets for which the first question can be answered efficiently.

The first problem is hard: it is NP-complete to determine whether $w_1 \succeq w_2$ for general queries [ChMe77]. Yet Theorem 3.8 points us in the direction of classes of rule sets for which query containment problems admit efficient solution by semigroup techniques. For example, consider the following class of rule sets, of which the rule set in Example 3.4, above, is a representative. We need a preliminary definition.

Definition 3.9 Let $k \geq 0$ be an integer. A left-right transitive closure rule is a linear, single-edb rule

$$p(X_1X_2): \neg p(X_1A^{(k)}) \& e_k \& \cdots \& e_1 \& e_0$$

where either $e_1 = e(AA^{(1)})$ or $e_1 = e(A^{(1)}A)$, and in general either $e_i = e(A^{(i-1)}A^{(i)})$ or $e_i = e(A^{(i)}A^{(i-1)})$ for $2 \leq i \leq k$; finally either $e_0 = e(X_2A)$ or $e_0 = e(AX_2)$.

For example, the rules $c$ and $d$ of Example 3.4 are both left-right transitive closure rules.

Theorem 3.10 Let $S$ be a rule set consisting of a finite collection of left-right transitive closure rules. Then two queries $w_1$ and $w_2$ in the set of top-down expansions of the rules of $S$ can be tested for $w_1 \succeq w_2$ in linear time; moreover, whether there are any two distinct queries $w_1$ and $w_2$ such that $w_1 \succeq w_2$ can be determined in polynomial time.

**Proof** Suppose $r \in S$ is a left-right transitive closure rule with $k \geq 0$ nonrecursive subgoals $e_1, \ldots, e_k$ and a $(k + 1)$st subgoal $e_0$ as in the previous definition. Then we claim $r$ is a recursive expansion of the rules $c$ and $d$ of Example 3.4, above: in fact, we claim that $r \simeq \beta_{k+1}\beta_k \cdots \beta_1$, where

$$\beta_i = \begin{cases} c & \text{if } e_i = e(A^{(i-1)}A^{(i)}) \\ d & \text{if } e_i = e(A^{(i)}A^{(i-1)}) \end{cases}$$
for $1 \leq i \leq k$, and

$$
\beta_{k-1} = \begin{cases} 
  c & \text{if } e_0 = e(X_2A) \\
  d & \text{if } e_0 = e(AX_2).
\end{cases}
$$

The claim may be proved by induction on the integer $k$. First note that if $k = 0$, then $r$ is either the rule

$$
p(X_1X_2) :: = \; p(X_1A) & e(X_2A),
$$
in which case $r \succeq c$, or alternatively $r$ is the rule

$$
p(X_1X_2) :: = \; p(X_1A) & e(AX_2),
$$
in which case $r \succeq d$. Inductively, we now assume that the claim is valid for all left-right transitive closure rules $r$ with $k$-values less than some fixed positive integer $K$, and consider the claim for the value $k = K$. Let $r'$ be the rule obtained from $r$ by deleting its rightmost EDB subgoal $e_0$ and decreasing all the superscripts on its nondistinguished $A$-variables by one (the variable $A$ itself is to be replaced by the distinguished variable $X_2$). Then $r'$ is itself a left-right transitive closure rule with one fewer EDB subgoal than $r$. The inductive hypothesis therefore applies, and $r'$ is a recursive expansion of the rules $c$ and $d$ as in the claim statement above. Now if the occurrence of $e_0$ in $r$ is $e(AX_2)$, then by the definition of syntactic expansion, the rule $r$ is obtained by recursively expanding the rule $r'$ by the rule $c$, and if alternatively the occurrence of $e_0$ in $r$ is $e(X_2A)$, then the rule $r$ is obtained by recursively expanding the rule $r'$ by the rule $d$. We therefore have verified the claim above.

Now, because the rule set $T = \{c, d\}$ is strongly free (Example 3.4), Theorem 3.8 guarantees that a conjunctive query containment $w_1 \succeq w_2$ can be tested by writing down their respective factorizations over $T$, and checking whether these two words are equal. Because two words $w_1$ and $w_2$ over the formal alphabet $\{c, d\}$ can be tested for equality in time linear in $|w_1| + |w_2|$, a given containment $w_1 \succeq w_2$ also can be tested in linear time.

To test whether there exist queries $w_1$ and $w_2$ such that $w_1 \succeq w_2$, Theorem 3.8 again allows us to reduce the problem to one about words over the formal alphabet $T$. More precisely, we face the following problem: given a finite set $W$ of words over the alphabet $T = \{c, d\}$, how can we recognize whether there is a single word $w \in W^*$ that admits two distinct factorizations into the words $W$? In the present context, the words $W$ arise as factorizations of the rules in $S$ into the rules $c$ and $d$ of $T$, and we see that there will be a nontrivial query containment $w_1 \succeq w_2$ precisely when one recursive expansion of the rules
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S "decomposes" in two different ways. When there is no such word w, the set W is called a code. Because there are known polynomial time algorithms for recognizing codes in free semigroups (see [Speh75] and the following section, for more details), the present proof is complete.

Theorem 3.10 is meant primarily as an illustration of a general technique—in fact, there are many theorems like Theorem 3.10: our ability to state them depends only on our ability to find sets of strongly free rules and describe the rule sets they "generate."

3.3 Codes and free rule set recognition

To explore these ideas a bit further and pick up some semigroup theory along the way, it is useful to consider another example. Consider the rule set \( S = \{r_1, r_2, r_3\} \) given by

\[
\begin{align*}
  r_1 : p(x_1 x_2) & := p(x_1 A) & \& o(x_2 A) \\
  r_2 : p(x_1 x_2) & := p(x_1 C) & \& o(CB) & \& o(AB) & \& o(Ax_2) \\
  r_3 : p(x_1 x_2) & := p(x_1 B) & \& o(BA) & \& o(x_2 A)
\end{align*}
\]  

(3.5) (3.6) (3.7)

These three rules are left-right transitive closure rules. As such, they can be expressed as recursive expansions of the strongly free rules c and d of Example 3.4, above: we have

\[
\begin{align*}
  r_1 & \simeq c \\
  r_2 & \simeq dcd \\
  r_3 & \simeq cd.
\end{align*}
\]

Theorems 3.8 and 3.10 allow us to make the assertion: any conjunctive query containment \( w_1 \succeq w_2 \) satisfied in the set of all top-down expansions of the rules in S is in fact an algebraic relationship \( w_1 \simeq w_2 \); moreover, this algebraic relationship is necessarily a consequence of the given factorization. Thus the question: "do the rules \( \{r_1, r_2, r_3\} \), when expanded, satisfy any nontrivial conjunctive query containments \( w_1 \succeq w_2 \)?" has been effectively reduced to the purely semigroup-theoretical question: "is the subsemigroup of the free semigroup on the formal alphabet \( \{c, d\} \) generated by the set of words \( \{c, dcd, cd\} \) itself a free semigroup?"

The power of the techniques described above depends upon the fact that semigroup theorists
have studied such questions in some detail, and have given algorithms that may be fruitfully carried over to the query optimization setting.

Before proceeding, we answer the question asked above. Because

\[ r_3 r_3 \simeq (cd)(cd) \simeq c(dcd) \simeq r_1 r_2, \]

the subsemigroup of the free semigroup on the letters \( c \) and \( d \) which is generated by \( c, dcd \), and \( cd \) is not itself free. Equivalently, we can say that \( J(\mathcal{S}) \) is not a free rule expansion semigroup, because it satisfies the algebraic relationship \( r_3^2 \simeq r_1 r_2 \).

The preceding discussion suggests a general question: how hard is it to recognize whether a given rule set, once factored into strongly free rules, admits any algebraic relationships? As we remarked in Theorem 3.10, above, the problem is exactly the so-called “code recognition problem” that has been completely solved in the free semigroup setting by Spehner [Speh75], who has not only given a beautiful polynomial time algorithm for the decision problem, but has also given a method that can be adapted [Lall79] to construct an abstract presentation of the associated rule expansion semigroup. Other algorithms for testing whether a finite set of finite words over some alphabet \( A \) form a code have been given ([Mark62], [Blu65b]), but we shall prefer Spehner’s algorithm because it is the most easily explained and analyzed. Note that as a special case, we may decide commutativity in polynomial time for rule sets \( \mathcal{S} \) that factor into strongly free rules. Recognizing rule commutativity for general rules appears to be difficult [Sar89b].

Here, we shall only present Spehner’s algorithm in enough detail so that we can verify it can be carried out in polynomial time. In particular, we want to prove the following generalization of Theorem 3.10:

**Theorem 3.11** Suppose \( \mathcal{S} \) is a rule set whose members have been factored over a strongly free rule set \( \mathcal{F} \). Then the following may be decided in polynomial time: (i) recognizing commutativity; and (ii) more generally, recognizing whether there exists any nontrivial algebraic relationship holding amongst the rules in \( \mathcal{S} \).

**Proof**

Suppose \( \mathcal{S} = \{ r_1, \ldots, r_k \} \) admits a factorization over such a strongly free rule set \( \mathcal{F} \). Then every rule \( r_i \in \mathcal{S} \) is equivalent to some recursive expansion of rules chosen from a strongly free set of rules \( \mathcal{F} = \{ f_1, \ldots, f_l \} \), and we may write each \( r_i \) as some formal word \( w_i \) over the symbols \( \mathcal{F} \).
To recognize whether two given rules \( r_i \) and \( r_j \) in \( S \) commute, we can simply write down their factorizations over \( \mathcal{F} \) in the two orders \( r_1 r_2 \) and \( r_2 r_1 \), and check to see if the resulting words are identical: by Theorem 3.8, nothing more needs to be said.

To recognize whether there exists some nontrivial algebraic relationship amongst the rules in \( S \), we must decide whether the words \( w_i \) form a code in \( \mathcal{F}^* \), the free monoid over the alphabet \( \mathcal{F} \). (Recall that the free monoid over \( \mathcal{F} \) is just the free semigroup over \( \mathcal{F} \) with a special identity element adjoined to it. Multiplication here corresponds to string concatenation, and we can think of the identity as representing the empty word over \( \mathcal{F} \).)

We now sketch definitions preliminary to Spehner's solution to the code recognition problem as it applies to the problem at hand. We follow Lallement [Lal79]. Let \( W \) be the submonoid of \( \mathcal{F}^* \) generated by the words \( w_i \). We call a pair \((u, v) \in \mathcal{F}^* \times \mathcal{F}^* \) a \( W \)-pair if there exists a \( w \in W \) such that \( w_i = uwv \) for some \( w_i \), with \( uw \neq 1 \) and \( wv \neq 1 \). We denote the \( W \)-pair \((u, v)\) by the symbol \( u \rightarrow v \). A pair \((u, v) \in \mathcal{F}^* \times \mathcal{F}^* \) is called \( W \)-connected (notation \( u \Rightarrow v \)) if there is a sequence \( u = u_0, u_1, \ldots, u_n = v \) such that \( u_i \rightarrow u_{i-1} \) for every \( 0 \leq i < n \). Finally, we define \( \Gamma(W) \), the graph of \( W \), as the graph having as set of vertices the set \( U(W) = \{ w \in \mathcal{F}^* \mid w \Rightarrow 1 \text{ and } 1 \Rightarrow w \} \), and as a set of directed edges the \( W \)-pairs \((u, v)\) with \( u, v \in U(W) \).

For example, we return to the factorization \( \{c = w_1, \ dcd = w_2, \ cd = w_3\} \) of the rules 3.5, 3.6, and 3.7, above. To calculate the associated \( W \)-pairs, it is simplest if we consider each word \( w_i \) individually, and build the small table in Table 3.1.

<table>
<thead>
<tr>
<th>( w_i )</th>
<th>( W )-pairs</th>
<th>( u \cdot w \cdot v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c )</td>
<td>( (1, 1) )</td>
<td>( 1 \cdot c \cdot 1 )</td>
</tr>
<tr>
<td>( dcd )</td>
<td>( (1, 1) )</td>
<td>( 1 \cdot dcd \cdot 1 )</td>
</tr>
<tr>
<td></td>
<td>( (d, 1) )</td>
<td>( d \cdot cd \cdot 1 )</td>
</tr>
<tr>
<td></td>
<td>( (d, d) )</td>
<td>( d \cdot c \cdot d )</td>
</tr>
<tr>
<td>( cd )</td>
<td>( (1, 1) )</td>
<td>( 1 \cdot cd \cdot 1 )</td>
</tr>
<tr>
<td></td>
<td>( (1, d) )</td>
<td>( 1 \cdot c \cdot d )</td>
</tr>
</tbody>
</table>

Table 3.1: The \( W \)-pairs derived from the set of words \( \{c, dcd, cd\} \).
3.4. Presenting query containments

If a rule set $S$ factors over a strongly free rule set, then Spehner's method can be extended to give an abstract presentation of the rule expansion semigroup $\mathcal{J}(S)$. Such a presentation is in effect a complete mathematical specification of all the redundancy encountered between the recursive expansions of the rules $S$, in the sense that all query containments between recursive expansions will be algebraic consequences of the given presentation.

To describe the method we need to pick up some more elementary results and definitions. Again, we follow Lallement [Lall79].
Let $M$ be a submonoid of the free monoid $A^*$ on an alphabet $A$. If we let $M^*$ stand for the semigroup $M - \{1\}$, then one has the following theorem [Lall79].

**Theorem 3.12** Every submonoid $M$ of a free monoid has a unique minimal set of generators $C = M^+ - (M^+)^2$. The set $C$ is called the base of $M$.

**Example 3.13** In the free monoid $A^*$ on the alphabet $A = \{a, b\}$, the submonoid

$$M = \{a^2, a^3, a^4, \ldots\}$$

has as its base the set $C = \{a^2, a^3\}$. Note that $M$ is not free over $C$: for example the word $a^9$ admits the two factorizations $a^2a^5a^2$ and $a^3a^6$.

Restating the definition of a code in terms of bases we have

**Definition 3.14** A subset $C$ of a free monoid $A^*$ is called a code over $A$ if $C$ is the base of a free submonoid $M$ of $A^*$.

Returning to the notation and hypothesis of Theorem 3.11, suppose that every member $r_i$ of a rule set $S$ is equivalent to some recursive expansion of rules chosen from a strongly free set of rules $F = \{f_1, \ldots, f_k\}$. Then as before, we may write each $r_i$ as some formal word $w_i$ over the symbols $F$. Let $W = \bigcup w_i$, and let $M$ be the monoid generated by the words $w_i$ in the free monoid $F^*$. Also, we shall suppose for the moment that redundant generators $w_i$ have been eliminated so that the words $w_i$ are in fact a base for the submonoid $W^*$ of $F^*$. We shall return to the issue of eliminating redundant generators below.

If we construct the graph $\Gamma = \Gamma(W)$ from the $W$-pairs as in Theorem 3.11 and then find that the graph $\Gamma$ is trivial, then it follows that the rule set $S$ is free and that $S$ satisfies no nontrivial query containments. It is our goal to explain how Spehner's method, in the case where the graph $\Gamma$ is nontrivial, can be extended to give an abstract presentation of the semigroup $S$. Because the algorithm in question is essentially due to Spehner we shall omit the proof of correctness and shall satisfy ourselves with a formal description of the technique and an example.

First, we need some more definitions, which we take from [Lall79]. If $(u, v)$ is a $W$-pair, then by definition there exist $x \in W$ and $y \in W^+$ such that $uyv = x$. We shall say that the pair $(x, y)$ is produced by the $W$-pair $(u, v)$. If $u_0, u_1, \ldots, u_n$ is a sequence of words in
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\( \mathcal{F}^* \) such that each \((u_i, u_{i-1})\) is a \(W^*\)-pair, and if \((z_i, y_i)\) is a pair produced by \((u_i, u_{i-1})\) for

\[ z_0 y_1 z_2 \ldots = y_0 z_1 y_2 \ldots \]

is called a relation produced by the \(W^*\)-sequence \(u_0, u_1, \ldots, u_n\).

A simple \(W^*\)-circuit is just such a sequence of vertices \(1, u_1, u_2, \ldots, u_n\) of the graph \(\Gamma\) such that the pairs

\[(1, u_1), (u_1, u_2), \ldots, (u_{n-1}, u_n), (u_n, 1)\]

are \(W^*\)-pairs and \(u_i \neq 1\) for \(i = 1, \ldots, n\). We write a simple \(W^*\)-circuit \((1, u_1, \ldots, u_n, 1)\).

At the heart of Spehner's method is the following result [Speh75].

**Theorem 3.15** Let \(W^-\) be a submonoid of \(F^*\) with base \(W\), and let \((1, z_1, z_2, \ldots, z_r, 1)\) be a simple \(W^-\)-circuit in the graph of \(\Gamma\). Then the relation produced from this \(W^-\)-circuit is a relation satisfied in \(W^*\). Moreover, every relation in \(W^-\) is an algebraic consequence of relations produced by simple \(W^-\)-circuits of the graph of \(\Gamma\).

To illustrate the theorem, we return once more to the rules

\[
\begin{align*}
\rho_1 : p(x_1x_2) & : = p(x_1A) \& p(x_2A) \\
\rho_2 : p(x_1x_2) & : = p(x_1C) \& p(x_2C) \& p(AB) \& p(AB) \\
\rho_3 : p(x_1x_2) & : = p(x_1B) \& p(x_2B) \& p(x_2A)
\end{align*}
\]

from Section 3.3. These rules could be written as

\[
\begin{align*}
\rho_1 & \equiv c \\
\rho_2 & \equiv dcd \\
\rho_3 & \equiv ed,
\end{align*}
\]

where the rules \(c\) and \(d\) are taken from Example 3.4. The simple \(W^-\)-circuits in the graph \(\Gamma\) are

\[
(1, d, 1) \\
(1, d, d, 1) \\
(1, d, d, d, 1) \\
(1, d, d, d, 1) \\
\ldots
\]
for which the corresponding produced relations are

\[ r_3 r_3 \cong r_1 r_2 \]
\[ r_3 r_1 r_2 \cong r_1 r_2 r_3 \]
\[ r_3 r_1 r_2 r_3 \cong r_1 r_2 r_3 r_2 \]
\[ r_3 r_1 r_2 r_3 r_2 \cong r_1 r_2 r_3 r_2 r_1 r_2 \]
\[ \ldots \]

Simplifying these expressions according to whether an odd or even number of \(d\)'s are chosen to occur in the \(W\)-circuit, we obtain the presentation relations

\[ r_2(r_1 r_2)^i r_3 \cong (r_1 r_2)^{i+1} r_2 \]
\[ r_3(r_1 r_2)^{i+1} \cong (r_1 r_2)^{i+1} r_3, \]

where \(i\) is allowed in the range \(i \geq 0\).

All query containments satisfied by the rules \(r_1, r_2\) and \(r_3\) are consequences of the given relations above.
Chapter 4

Singleton rule sets

Given the computational power that comes along with recognizing that a given rule set factors into free rules, we may ask: how hard is it to factorize, and how hard is it to recognize free rule sets? In the present chapter, we shall begin a general study of these questions by focusing on rule sets $S$ that consist of a single linear recursive rule $\tau$. Not surprisingly, we find points of contact between the ideas of freeness and program boundedness here. First, it is not difficult to prove:

**Theorem 4.1** Let $S = \{\tau\}$ be a singleton rule set. Then $S$ is uniformly bounded if and only if there is no single nontrivial containment $\tau^i \geq \tau^j$ with $i < j$.

**Proof** A slightly weaker form of the theorem was proved by Naughton [Naug86a], but the splicing lemma allows us to give a simpler proof.

If $S$ is uniformly bounded, then by definition it has nontrivial containments $\tau^i \geq \tau^j$ with $i < j$.

For the converse, first note that because $\tau \succeq \tau$, we may apply the splicing lemma repeatedly to prove first that $\tau^i \geq \tau^{i+1}$, and then inductively that $\tau^{ia} \geq \tau^{ja}$ for every positive integer $a$.

Next, we claim that that $\tau^i \geq \tau^{mj-(m-1)i}$ for every positive integer $m$.

We may prove the claim by induction on $m$. First, when $m = 1$, we have $\tau^{mj-(m-1)i} = \tau^j$ so the claim is valid. Now suppose the claim is valid for all values $m$ strictly less than some positive integer $t$, and consider the case $m = t$. From the induction hypothesis, we have $\tau^i \geq \tau^{(t-1)j-(t-2)i}$. Adding the constant $a = j - i$ to the superscripts on both sides, we obtain $\tau^j \geq \tau^{ta-(t-1)i}$. Since by assumption $\tau^i \geq \tau^j$, we can use the transitive property of 47
containment (Lemma 2.3) to conclude that \( r^i \geq r^{i-j-(i-1)i} = r^{mj-(m-1)i} \), completing the inductive step and the proof of the claim.

To finish, we must show that there is a constant \( N \) such that for all \( k \geq N \), we have \( r^l \geq r^k \) for some \( l < N \); i.e., \( r^S \) is uniformly bounded. We shall see that the choice \( N = j \) works. In proof, let \( l \geq j \) be any positive integer, and use the division algorithm to write \( l - i = q(j - i) + r \) for some quotient \( q \geq 1 \) and remainder \( r \) satisfying \( 0 \leq r < (j - i) \). By the claim above, \( r^i \geq r^{q(j-1)i} \). Adding the constant \( a = r \) to the subscripts on both sides, we obtain

\[
r^{i+r} \geq r^{q(j-1)i+r} = r^{q(j-1)i+(l-i)-q(j-i)} = r^l,
\]

i.e., \( r^{i+r} \geq r^l \). Note that \( i + r < i + j - i = j \), as required. Since \( l \) was completely arbitrary, this completes the proof.

We find therefore that recognizing whether a singleton rule set is free is closely related to the so-called "uniform boundedness problem for linear single rule programs (sirups)" [Kane88] that has attracted various researchers [Ioan85], [JAN87], [NaSa88], [Vard88]. Recently, Vardi [Vard90] has announced an algorithm for the linear boundedness decision problem for linear sirups, and the uniform boundedness problem can be thought of as a special case of his result. However, it is important to note that the ideas of (non)freeness and uniform boundedness do not exactly coincide, because it is possible for a rule to be simultaneously unbounded and not strongly free:

**Example 4.2** The rule

\[
\tau : p(\xi_1 \xi_2) : = p(\xi_1 \xi) \land p(\xi_2) \land p(\xi_3)
\]

is unbounded and weakly free, but not strongly free. We can offer only a partial explanation using the tools we have developed so far. First, it is possible to see directly that \( \tau \) is not strongly free, because the derived mapping given by putting \( \hat{\phi}(A^{(1)}) = \hat{\phi}(A^{(0)}) = A^{(0)} = A \) suffices to define a containment mapping \( \phi : r^2 \rightarrow r \). Therefore \( \tau \) has a nontrivial query containment, and is not strongly free. On the other hand, to show that there can be no containment mapping \( \phi : r^i \rightarrow r^j \) with \( i < j \) (that is, to show \( \tau \) is not uniformly bounded, in light of Theorem 4.1), is not so easy. It will suffice to observe that \( \tau \) has an unbounded head chain, and that \( \tau \) has no cut, but here we anticipate ourselves. We must wait for our proof of Theorem 4.15, below, to obtain a complete explanation.
4.1. NOTATION AND PRELIMINARIES

In earlier work, [Vard88] and [GMSV87], show (among other things) that linear monadic-recursive and binary-recursive rules can be tested for uniform boundedness, and that boundedness for the latter problem is NP-complete. Abiteboul [Abit89] has shown that boundedness is undecidable for programs with a single recursive rule with nonlinear recursion allowed, but his techniques do not apply either to the study of uniform boundedness, or to the case of linear recursive rules.

Our first result in this area is a partial one about "containment depth."

Theorem 4.3 Let \( r \) be a linear recursive Datalog rule. Then there is a constant \( K \) depending only on \( r \) such that if the \( i \)th recursive expansion \( r^i \) contains the \( j \)th recursive expansion \( r^j \) for some \( j > i \geq 1 \), then \( r^i \) also contains \( r^{j'} \) for some \( j' \) satisfying \( i < j' \leq Ki \).

We shall prove the theorem in stages through the several intermediate results below.

Perhaps more important than the containment depth result itself is the notation and preparatory lemmas that we shall develop in proving it. Because a substantial gap exists between what boundedness information can be known at a theoretical level and what techniques can be efficiently implemented in a real system, some recent research attention has been given to polynomial-time testable sufficient conditions for boundedness. In the final three sections of the present chapter, we shall take up the study of efficiently testable sufficient conditions for singleton rule set to be unbounded, and we shall arrive at a polynomial-time-testable sufficient condition for unboundedness that simultaneously subsumes several earlier criteria for this problem.

4.1 Notation and preliminaries

We shall first introduce some slightly nonstandard notation for linear recursive rules. After making our formal definitions, we shall pause to relate our notation to our earlier, more familiar representations of linear recursive rules.

Let \( n \) be an arbitrary, fixed positive integer. Let \( D_n = \{1, 2, \ldots, n\} \), and let \( U = \{A, B, C, \ldots\} \) be an arbitrary finite set of symbols disjoint from \( D_n \). Let \( V = D_n \cup U \). A linear single rule program (lrup) of arity \( n \) is a pair \( Q = Q_0 = (h, \varepsilon, \nu) \) where \( h \) is a word of length \( n \) over the alphabet \( V \), and \( \varepsilon = \{e_1, \ldots, e_k\} \) is a (possibly empty) finite set of words also over the alphabet \( V \). When a linear sirup \( Q \) has at least one word \( e_1 \in \varepsilon \), we shall also require all such words to have the same fixed length \( s = |e_1| \). When speaking of \( Q \),
we shall call \( h \) its recursive subgoal, the \( e_i \)'s its EDB subgoals, \( s \) its EDB subgoal arity, \( V \) its variables, \( D_n \) its distinguished variables, and \( \mathcal{U} \) its nondistinguished variables. We shall find it convenient to write a linear sirup \( Q \) as a string of \( k - 1 \) words over the alphabet \( V \), where we understand the leftmost word to represent \( h \), and where the remaining words (if any) define \( e_1 \) through \( e_k \), respectively.

As a first illustration of our system of notation, consider again the familiar transitive closure rule for directed graphs

\[
\text{path}(x_1, x_2) : - \text{path}(x_1, a) \land \text{edge}(ax_2).
\]

In our system of notation, we would write this rule more economically as

\[
1A \quad A2,
\]

suppressing the head predicate entirely and all predicate names; also, we have removed the dummy distinguished variable symbol \( X \), replacing \( x_1 \) and \( x_2 \) by the symbols 1 and 2, respectively. It is implicit in our representation that the head variables of our rule are distinct symbols, and we shall always make this assumption, as we have in earlier chapters. Because the word \( 1A \) is written first, we understand it to represent the recursive subgoal \( h \); also implicit in our representation are the facts that \( n = |h| = 2 \), that \( k = 1 \), and that \( e_1 = A2 \) is the only EDB subgoal of \( \mathcal{Q} \).

For a second example, consider the rule

\[
\tau(xyz) : - \tau(xwz) \land o(wy) \land o(wz) \land o(zz) \land o(zy),
\]

which in [Naug86a] is given as an example of a uniformly bounded Datalog rule that nevertheless possesses an unbounded head chain (see Section 4.4). We would write Naughton's rule as

\[
1A3 \quad A2 \quad A3 \quad 33 \quad 32,
\]

where we have changed the nondistinguished variable \( W \) into an \( A \) and have substituted the symbols 1, 2, and 3 for the distinguished variables \( X, Y, \) and \( Z \), respectively.

In order to refer to particular letters in a word of a linear sirup, we use a selection operator \( \sigma_i \) to pick out the \( i \)th letter of a word. For example, in our representation of Naughton's linear sirup above, we have \( \sigma_3(h) = 3 \), \( \sigma_1(e_1) = A \), and \( \sigma_2(e_4) = 2 \). When we
want to refer to the set of all symbols appearing as letters in a particular word, we shall use an unsubscripted $\sigma$. Thus we would have $\sigma(h) = \{1, A, 3\}$ and $\sigma(e_2) = \{3\}$ in the example above.

Because our system of notation suppresses all predicate names, it is not powerful enough to directly represent a linear rule such as

$$t(x_1x_2x_3x_4) : \neg \ \neg t(x_1x_2x_2) \& f(x_3BA) \& g(BA) \& h(x_4x_2)$$

that has multiple EDB predicate names $f$, $g$, and $h$. However, we can easily prove that deciding uniform boundedness for linear rules with multiple EDB predicates allowed is computationally no harder than deciding the question for linear sirups as we have defined them above, where we have implicitly assumed them to involve at most one (possibly multiply-occurring) EDB predicate.

Lemma 4.4 There is a polynomial-time algorithm that, given any linear recursive Datalog rule $r$, returns a linear Datalog rule $r'$ with at most one (possibly multiply-occurring) EDB predicate such that $r$ is uniformly bounded if and only if $r'$ is uniformly bounded.

Proof Suppose $r$ is a linear recursive Datalog rule with occurrences of different EDB predicate names $f_1, \ldots, f_s$. Each predicate name $f_i$ may occur just once, or alternatively several times as the name of an EDB subgoal in $r$. Suppose the arities of $f_1, \ldots, f_s$ are $a_1, \ldots, a_s$, respectively, and suppose that the the arity of the recursive subgoal in $r$ is $t$. Let $a = 1 + \max(a_i)$. The rule $r'$ will have a recursive subgoal of arity $t + a$ and a single EDB predicate name $e$ of arity $a$. The EDB subgoals of $r'$ will be in one-to-one correspondence with those of $r$, and are constructed from them as follows. First, let $X_{f_1}, \ldots, X_{f_s}$ be new (distinguished) variable symbols. Suppose $f$ is some EDB subgoal of $r$, and suppose the predicate name of $f$ is $f_i$. Then to construct the corresponding EDB subgoal $e$ in $r'$, we let the first $a_i$ variables of $e$ of agree with those of $f$, and then pad the remaining $a - a_i > 0$ positions with the special distinguished variable $X_{f_i}$. To construct the recursive subgoal of $r'$ from that of $r$, we copy the $t$ variables of the recursive subgoal of $r$ into the first $t$ positions of the $r'$ recursive subgoal, and then fill out the remaining $a$ positions with the distinguished variables $X_{f_1}, \ldots, X_{f_s}$, respectively. The head of the new rule $r'$, (of course, also of arity $t + a$), is similarly copied from the head of $r$ with the variables $X_{f_1}, \ldots, X_{f_s}$ occupying the last $a$ positions.

To verify that the reduction given above is a correct one, it suffices to check that for every containment mapping between two recursive expansions of $r$ there is a containment
mapping between the two corresponding recursive expansions of \( r' \), and conversely. But before continuing, we shall first simply give an example of the reduction.

Example 4.5 We return to rule

\[
\tau(x_1x_2x_3x_4) : = \tau(x_1AAx_2) \& \tau(x_3BA) \& g(BA) \& h(x_4x_2),
\]

already given above as an example of a rule that has multiple EDB predicate names. Transforming the rule as suggested by Lemma 4.4, we obtain the rule

\[
\tau(x_1x_2x_3x_4x_5x_6x_7x_8x_9) : = \tau(x_1AAx_2x_3x_4x_5) \& \phi(x_3BAx_2) \& \phi(BAX_gx_8) \& \phi(x_4x_2x_5x_6x_7x_8),
\]

which we claim will be uniformly bounded if and only if the original rule is uniformly bounded.

To see now why the reduction is correct in the general case, we may argue as follows. First, note that by construction of the rule \( r' \), the (new) distinguished variables \( X_{r'} \) each have the identity subgoal substitution \( \langle X_{r'}, X_{r'} \rangle \), applied to them when \( r' \) is recursively expanded. Therefore every EDB subgoal \( e \) of \( r' \) with original predicate name \( f_i \) in \( r \) looks exactly like the corresponding subgoal in the corresponding recursive expansion of \( r \), except that \( e \) has a set of padding distinguished variables \( X_{r'} \), occurring in its last \( a - a_i \) positions. Because these padding symbols remain unchanged under recursive expansion of \( r' \), and because the final (rightmost) padding variable is always in one-to-one correspondence with the original name, \( X_{r'} \) on this subgoal in \( r \), every containment mapping \( \phi \) between recursive expansions of \( r \) carries over directly to a corresponding containment mapping \( \phi' \) between corresponding recursive expansions of \( r' \), and conversely. Of course, the only difference between these two mappings is that \( \phi'(X_{r'}) = X_{r'} \) is forced in the latter mapping.

4.2 The substitution graph

Previous authors [Naug86a], [Iloa85], [JAN87] have used various mechanisms to make the process by which a linear recursive Datalog rule is recursively expanded mathematically precise, and in the present thesis we have presented yet another method, which we called "syntactic expansion." However, in the present context we shall prefer the "substitution
4.2. THE SUBSTITUTION GRAPH

graphs" of [JAN87], although our notation will differ slightly from that paper. Basically, a substitution graph is just a simple way of describing the transformation structure of the subgoal substitutions of Section 2.2.3, making it easier analyze.

More formally, let $Q = (h, E)$ be a given linear sirup of arity $n$ with a set of $k$ EDB subgoals $E = \{e_1, \ldots, e_k\}$. The substitution graph $S = S(Q)$ has vertices $D_n \cup \sigma(h)$, and a directed edge $\langle i, \sigma_i(h) \rangle$ for each $i \in D_n$. In other words, there is an arc from each integer $i$ to the symbol appearing in the $i$th position of the recursive subgoal of the rule.

For example, consider the following linear sirup $Q$ of arity 15 (taken from [JAN87]):

$$A22362(10)77(11)7B(11)(13)(15) 1A4B9(12)5(14)8.$$ \hspace{1cm} (4.1)

The sirup $Q$ has one EDB subgoal $e_1 = 1A4B9(12)5(14)8$, and a 15-ary recursive subgoal $h$. (We have added parentheses to our representations of $h$ and $e_1$ only in order to allow symbols from $D_{15}$ which exceed 9 to be written unambiguously.) The substitution graph $S(Q)$ has vertex set $D_{15} \cup \{A, B\}$ and the 15 directed edges represented in the following diagram.

![Diagagram of substitution graph]

We are now almost ready to describe how a general linear sirup $Q = (h, E)$ is recursively expanded into an infinite sequence of conjunctive queries $Q = Q_0, Q_1, Q_2, Q_3, \ldots$ whose union specifies the relation the rule defines. We need a preliminary definition. For every $v$ in $V = D_n \cup \mathcal{U}$, we define its successor symbol $s(v)$ as follows. First, if $v$ is an element of $D_n$, then $s(v)$ is just $\sigma_0(h)$; i.e., we simply follow the unique directed edge $(v, \sigma_0(h))$ leading out of $v$ in the substitution graph $S$ to find $s(v)$. Alternatively, we may have $v \in \mathcal{U}$. In this case, we make the preliminary definition that $A = A^0$ for every symbol $A \in \mathcal{U}$, and
then inductively define the successor symbol \( s(v^i) = v^{i+1} \) for every integer \( i \geq 0 \). Thus for example \( s(A) = s(A^0) = A^1 \), and we have \( s(B^{13}) = B^{14} \).

The process by which the rule \( \mathcal{Q} \) is recursively expanded is now simple to describe. To construct \( \mathcal{Q}_{i+1} \) from \( \mathcal{Q}_i \), we first replace every symbol \( v \) occurring in \( \mathcal{Q}_i \) by its successor symbol \( s(v) \). In this way we obtain the new recursive subgoal \( h^{i+1} \) for \( \mathcal{Q}_{i-1} \), and a subset \( \mathcal{E}' \) of its EDB subgoals. Finally, to obtain \( \mathcal{E}'^{i+1} \), we adjoin to \( \mathcal{E}' \) the original EDB subgoals \( \mathcal{E} \) of \( \mathcal{Q} \), and we are finished.

To illustrate the technique, we return to the transitive closure rule \( \mathcal{Q} \)

\[
1A \quad A2, 
\]

with substitution graph

\[
\begin{array}{c}
1 \\
\circlearrowleft \\
2 \\
\rightarrow A
\end{array}
\]

We can write the infinite sequence of conjunctive queries \( \mathcal{Q} = \mathcal{Q}_0, \mathcal{Q}_1, \mathcal{Q}_2, \mathcal{Q}_3, \ldots \) as an infinite triangular query tableau

| \( \mathcal{Q}_0 \) | \( 1A^0 \) | \( A^02 \) |
| \( \mathcal{Q}_1 \) | \( 1A^1 \) | \( A^1A^0 \) | \( A^02 \) |
| \( \mathcal{Q}_2 \) | \( 1A^2 \) | \( A^2A^1 \) | \( A^1A^0 \) | \( A^02 \) |
| \( \mathcal{Q}_3 \) | \( 1A^3 \) | \( A^3A^2 \) | \( A^2A^1 \) | \( A^1A^0 \) | \( A^02 \) |
| \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |

where each row is obtained from the previous one by first substituting \( s(v) \) for each variable in every word, and then adding the single EDB subgoal \( e_1 = A^02 \) onto the right-hand end.

For a second example, take Naughton’s rule

\[
1A3 \quad A2 \quad A3 \quad 33 \quad 32, 
\]
with substitution graph

The rule has arity \( n = 3 \) and \( k = 4 \) EDB subgoals. The query tableau for Naughton's rule begins

\[
\begin{align*}
Q_0 & \quad 1A^03 \quad A^02 \quad A^03 \quad 33 \quad 32 \\
Q_1 & \quad 1A^13 \quad A^1A^0 \quad A^33 \quad 3A^0 \quad A^02 \quad A^03 \quad 33 \quad 32 \\
Q_2 & \quad 1A^23 \quad A^2A^1 \quad A^33 \quad 3A^1 \quad A^1A^0 \quad A^33 \quad 3A^0 \quad A^02 \quad A^03 \quad 33 \quad 32 \\
\vdots & \quad \quad \quad \quad \quad \vdots \quad \vdots \quad \quad \quad \vdots \quad \quad \quad \vdots \quad \quad \quad \vdots \\
\end{align*}
\]

Now suppose \( Q = (\mathcal{h}, \mathcal{E}) \) is an arbitrary linear sirup of arity \( n \) with \( k \geq 1 \) EDB subgoals. (Because a sirup with no EDB subgoals is always uniformly bounded, the case of \( k = 0 \) will concern us no longer). We need to introduce two more notations in order to refer to particular words inside a query tableau. First, we shall use the (previously introduced) notation \( h^i \) to refer to the leftmost word of row \( i \) (i.e., the recursive subgoal in the first column of row \( Q_i \)). Second, we will use the notation \( Q_i(t, \lambda) \) to refer to the EDB-subgoal word in column \( 1 + (i - t)k + \lambda \) of row \( i \). When using the latter notation, we shall always be dealing with arguments \( t \) and \( \lambda \) that satisfy \( 0 \leq t \leq i \), and \( 1 \leq \lambda \leq k \). If either condition fails, \( Q_i(t, \lambda) \) is taken as undefined.

The general \( i \)th row \( Q_i \) of the query tableau of a linear sirup \( Q \) with arity \( n \) and \( k \geq 1 \) EDB subgoals therefore consists of \( 1 + k(i+1) \) words written left-to-right in the following order:

\[
\mathcal{h}^i Q_i(1,1) \cdots Q_i(i,k) Q_i(i-1,1) \cdots Q_i(i-1,k) \cdots Q_i(1,1) \cdots Q_i(0,k).
\]

If \( q = Q_i(t, \lambda) \) is such a subgoal word, we shall also occasionally refer to \( t \) as the \( t \)-value of \( q \), and we shall call \( \lambda \) the \( \lambda \)-value of \( q \).

Of course, we can also think of the \( i \)th-row recursive expansion \( Q_i \) as itself defining a linear sirup \( Q_i = (h^i, \mathcal{E}^i) \), where

\[
\mathcal{E}^i = \bigcup_{t,\lambda} Q_i(t, \lambda).
\]
We shall write $Q^\infty$ for the infinite set \( \{ Q = Q_0, Q_1, Q_2, Q_3, \ldots \} \) of all recursive expansions of $Q$.

As examples of these notations, in the query tableau corresponding to Naughton's rule we have $h^2 = 1A^23$, $Q_2(0, 2) = A^03$, $Q_2(2, 2) = A^23$, and $Q_1(1, 4) = 3A^0$.

Next, we present some technical lemmas relating to query tableaus and recursive expansion of a given linear sirup $Q$. Lemma 4.6 is in part merely a verification of the correctness of the recursive expansion procedure as we have outlined it above; still, we shall see that it has some far-reaching consequences in the study of uniform boundedness.

**Lemma 4.6** \textit{If} $t \leq i$ \textit{then} $Q_{i+1}(t, \lambda) = Q_i(t, \lambda)$.

**Proof** We can prove the result by induction on $t$. When $t = 0$, the result is immediate because $Q_{i+1}(0, \lambda) = Q_i(0, \lambda)$ by the definition of the recursive expansion process. Now assume the result to be true for all relevant values of $i$ and $\lambda$ provided that $t$ is strictly less than some positive integer $j$, and consider the case of $t = j > 0$. The inductive hypothesis informs us that the two words $Q_i(j - 1, \lambda)$ and $Q_{i-1}(j - 1, \lambda)$ are well-defined and equal; moreover, the recursive expansion process tells us that in order to construct the words $Q_{i+1}(j, \lambda)$ and $Q_j(j, \lambda)$, we apply the successor function $s$ to the symbols of $Q_i(j - 1, \lambda)$ and $Q_{i-1}(j - 1, \lambda)$, respectively. Since each successor symbol is defined uniquely, we have $Q_{i+1}(j, \lambda) = Q_i(j, \lambda)$, as required, proving the inductive step and completing the proof.

**Lemma 4.7** There is a positive integer $p$ depending only on $Q$ such that if $i \geq n$ then the following implications are valid:

1. If $\sigma_j(h^i)$ is a distinguished variable, then $\sigma_j(h^{i+p}) = \sigma_j(h^i)$.

2. If $\sigma_j(h^i) = A^k$ is a nondistinguished variable, then $\sigma_j(h^{i+p}) = A^{k+p}$.

**Lemma 4.7** is the central result of [JAN87] (Theorem 1, page 337), and we shall not reprove it here. The smallest positive integer $p$ satisfying the conditions of Lemma 4.7 is called the period of $Q$. When the substitution graph $S$ of $Q$ contains at least one cycle, then $p$ is the least common multiple of the cycle lengths in $S$. If the substitution graph of $Q$ contains no cycles, then taking $p = 1$ will satisfy the conditions of the lemma.

**Lemma 4.8**, below, is also implicit in the results of [JAN87], and we shall omit a formal proof of this result as well. Intuitively, the result expresses the idea that the variable
patterns of the EDB subgoals in recursive expansions of a linear sirup $Q$ of arity $n$ also follow easily described patterns after the $n$th recursive expansion $Q_n$.

Lemma 4.8 Let $Q$ be a linear sirup of arity $n$, and suppose the period of $Q$ is $p$. If $i \geq n$ and $t \geq n$, then the following implications are valid.

1. If $\sigma_j(Q_i(t, \lambda))$ is a distinguished variable, then $\sigma_j(Q_{i+p}(t + p, \lambda)) = \sigma_j(Q_i(t, \lambda))$.

2. If $\sigma_j(Q_i(t, \lambda)) = A^k$ is a nondistinguished variable, then $\sigma_j(Q_{i+p}(t + p, \lambda)) = A^{k+p}$.

To study containment mappings $\phi$ between the various recursive expansions $Q_i$, we need to translate our earlier description of these mappings (conditions 1–4 from Section 2.2.1, above) into the present system of notation.

Let $Q = (h, \mathcal{E})$ be a linear sirup of arity $n$ with $k$ EDB subgoals. Then a function $\phi : Q_i \rightarrow Q_j$ will be a containment mapping if it satisfies the following properties:

1. $\phi(h^i) = h^j$.

2. $\phi(Q_i(t, \lambda)) \in \mathcal{E}^j$ for all $t$ and $\lambda$.

3. If $\sigma_i(h^i)$ is a distinguished variable, then $\sigma_j(\phi(h^i)) = \sigma_j(h^j)$ is the same distinguished variable.

4. If $\sigma_i(Q_i(t, \lambda))$ is a distinguished variable, then $\sigma_j(\phi(Q_i(t, \lambda)))$ is the same distinguished variable.

5. $\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_j(Q_i(t_2, \lambda_2))$ then $\sigma_j(\phi(Q_i(t_1, \lambda_1))) = \sigma_j(\phi(Q_i(t_2, \lambda_2)))$.

6. $\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(h^i)$ then $\sigma_j(\phi(Q_i(t_1, \lambda_1))) = \sigma_j(\phi(h^i))$.

Here, we can see that Conditions 1 and 2 above are just restatements of our earlier Conditions 1 and 2 from Section 2.2.1, while the present Conditions 3 and 4 jointly restate Condition 3 from Section 2.2.1. Finally, Conditions 5 and 6 above restate Condition 4 from Section 2.2.1.

A containment mapping $\phi : Q_i \rightarrow Q_j$ is called nontrivial if $i \neq j$. We have already seen that the relation $\geq$ on $Q^\infty$ given by $Q_i \geq Q_j$ if and only if there is a containment mapping $\phi : Q_i \rightarrow Q_j$ is reflexive and transitive.

Recall that $Q$ is called uniformly bounded if there is a constant $N$ such that for all $j \geq N$, we have $Q_i \geq Q_j$ for some $i < N$. 
Also, recall that corresponding to every containment mapping $\phi : Q_i \to Q_j$ there is a unique derived mapping

$$\hat{\phi} : \sigma(Q_i) \to \sigma(Q_j)$$

which is a mapping between the variables occurring in $Q_i$ and those occurring in $Q_j$ and is given by the two rules that

$$\hat{\phi}(\sigma_l(h^l)) = \sigma_l(h^l) \text{ for every } l$$

and

$$\phi(Q_i(t_1, \ldots, t_l)) = Q_j(t_2, \ldots, t_l) \implies \hat{\phi}(\sigma_l(Q_i(t_1, \ldots, t_l))) = \sigma_l(Q_j(t_2, \ldots, t_l)) \text{ for every } l.$$ 

That the mapping $\hat{\phi}$ is well-defined by these two rules is a simple consequence of the axioms for a containment mapping.

There are several technical results which we shall need to verify before continuing:

**Lemma 4.9** Let $Q$ be a linear sirup of arity $n$. If $A^1$ is a nondistinguished variable occurring in $Q_i(t, \lambda)$, then $0 \leq t - l \leq n$.

**Proof** We prove the result by induction on $i$. First, note that if $i = 0$, then $t = l = 0$ and the result is trivially true. Inductively, suppose that the lemma is valid for all values $i$ strictly less than some fixed integer $M$, and consider the case $i = M$. First, note that if $l > 0$, then $i$ and $t$ are both $\geq 1$ and the EDB subgoal $Q_i-1(t-1, \lambda)$ must contain the nondistinguished variable $A^{i-1}$ in order for $Q_i(t, \lambda)$ to contain $A^1$. The induction hypothesis then implies $0 \leq (t-1) - (l-1) \leq n$; in other words, $0 \leq t - l \leq n$, and we are finished.

Alternatively, we may have $l = 0$. Suppose that $\sigma_j(Q_i(t, \lambda)) = A^1 = A^0$. In this case, if it is not already the case that $t = 0$, then by the definition of the recursive expansion process, there are exactly $t$ different nonpersistence variables $\sigma_j(Q_i-1(t-1, \lambda)), \sigma_j(Q_i-2(t-2, \lambda)), \ldots, \sigma_j(Q_i-t(0, \lambda))$ "above" $\sigma_j(Q_i(t, \lambda))$ in the query tableau for $Q$. Since $n$ is an upper bound on the number of such nonpersistence variables, we have $0 \leq t \leq n$, or in other words, $0 \leq t - l \leq n$, as required. 

A simple corollary of the previous Lemma is

**Lemma 4.10** Suppose $A^l_1 \in \sigma(Q_i(t_1, \lambda_1))$ and $B^l_2 \in \sigma(Q_i(t_2, \lambda_2))$. Then $|(t_1 - l_1) - (t_2 - l_2)| \leq n$. 
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Proof Applying Lemma 4.9, we find that $0 \leq t_1 - l_1 \leq n$ and $0 \leq t_2 - l_2 \leq n$. Subtracting, we conclude that $|(t_1 - t_2) - (l_1 - l_2)| \leq n$, as required.

A second useful corollary of Lemma 4.9 is

Lemma 4.11 Suppose $\sigma(Q_i(t_1, \lambda_1)) \cap \sigma(Q_i(t_2, \lambda_2))$ contains some nondistinguished variable $A^l$. Then $|t_1 - t_2| \leq n$.

Proof We apply the previous lemma with $A = B$ and $l_1 = l_2 = l$.

Finally, it is useful to have a characterization of the exponents that can appear on the nondistinguished variables in the recursive subgoal $h^i$ of a recursive expansion $Q_i$:

Lemma 4.12 Suppose $A^l$ occurs in $h^i$, the recursive subgoal of the $i$th recursive expansion $Q_i$ of a linear spiral $Q$ of arity $n$. Then $\max(0, i - n) \leq l \leq i$.

Proof We may prove the lemma just as we proved Lemma 4.9, above, by induction on $i$. First, note that if $i = 0$, then $l = 0$ and the lemma is trivially true. Inductively, suppose that the lemma is valid for all values $i$ strictly less than some fixed integer $M$, and consider the case $i = M$. If $l > 0$, then $i \geq 1$ and we see that $h^{i-1}$ must contain the nondistinguished variable $A^{i-1}$ in order for $h^i$ to contain $A^l$. The induction hypothesis then implies that $\max(0, i - 1 - n) \leq l - 1 \leq i - 1$, which implies $\max(0, i - n) \leq l \leq i$, as required.

Alternatively, we may have $l = 0$. Suppose that $\sigma_j(h^i) = A^l = A^0$. In this case, if it is not already the case that $i = 0$, then by the definition of the recursive expansion process, there are exactly $i$ different nonpersistent variables $\sigma_j(h^{i-1}), \sigma_j(h^{i-2}), \ldots, \sigma_j(h^0)$ "above" $\sigma_j(h^i)$ in the query tableau for $Q$. Since $n$ is a upper bound on the number of such nonpersistent variables, we have $i \leq n$, or in other words, because $l = 0$, we have $\max(0, i - n) \leq l \leq i$, as required.

4.3 Containment depth

At last we are in a position to be able to prove the result already alluded to above:

Theorem 4.13 There is a constant $K$ depending only on $Q$ such that if $Q_i \succeq Q_j$ for some $j > i \geq 1$, then $Q_i \succeq Q_{j'}$ for some $j'$ satisfying $i < j' \leq Ki$. 
Proof We shall see that the constant $K$ may be taken as roughly proportional to the product $p nk$ of the period $p$ of $Q$, its recursive subgoal arity $n$ and the number $k$ of its EDB subgoals; more precisely, we claim that the choice $K = 4 p nk$ suffices. Our method is essentially a "reverse pumping argument" as has been used for example in [Cosm88].

Fix $i$, and consider the smallest $j' > i$ such that $Q_i \geq Q_{j'}$. To prove the theorem, we shall show that if $Q_i \geq Q_j$ and $j > Ki$, then $j \neq j'$; i.e., $j$ is not minimal.

So suppose that $Q_i \geq Q_j$, and $j > Ki$. Let $\phi : Q_i \rightarrow Q_j$ be a containment mapping. $Q_j$ is represented by the $j$th row of the query tableau for $Q$. This row is

$$h^j \underbrace{Q_j(i, 1) \cdots Q_j(j, k)}_k \underbrace{Q_j(j - 1, 1) \cdots Q_j(j - 1, k)}_k \cdots \underbrace{Q_j(0, 1) \cdots Q_j(0, k)}_k,$$

and it consists of the recursive subgoal $h^j$ and $(j + 1)$ EDB subgoals. We shall focus on the first $(j - n) k$ EDB subgoals from the left in $Q_j$, and shall think of the leftmost of these subgoals as broken into $T = [(j - n)/(pn)]$ "blocks" of $p nk$ EDB subgoals, apiece. Note that

$$j - n > Ki - n = 4 p nk - n = (4 p k - 1) n \geq 3 p n,$$

so we are definitely looking at a nonempty collection of subgoals here. Now $Q_i$ has only $k(i + 1)$ EDB subgoals, and because

$$j > Ki$$

$$= 4 p nk i$$

$$> n + pnk(i + 1),$$

we conclude that

$$T > (i + 1) k.$$

By the pigeonhole principle, there is some block of $Q_j$ into which $\phi$ maps no EDB subgoal $Q_i(t, \lambda)$. Let

$$Q_j(M, 1) \cdots Q_j(M, k) \cdots Q_j(M - pn + 1, 1) \cdots Q_j(M - pn + 1, k)$$

be the first (i.e., leftmost: choose the maximal such $M$) block of $Q_j$ into which $\phi$ maps no EDB subgoal of $Q_i$. Note that the value $M$ falls in the closed interval $[j - [(j - n)/(pn)] + 1, j]$, and in particular we have

$$M \geq j - \left\lfloor \frac{j - n}{pn} \right\rfloor + 1 \geq j - \frac{j - n}{pn} + 1.$$
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We claim that in fact $M \geq n$, also. To see this, we can write

$$pn^2 \leq pn^2 - n - n(p - 1)$$
$$= (pn - 1)j + n(p - 1)$$
$$= pnj - (j - n) + pn,$$

and dividing both sides of this inequality by $pn$ we obtain

$$n \leq j - \frac{j - n}{pn} + 1 \leq M,$$

as claimed.

To finish the proof, we shall show that there is a second containment mapping

$$\phi_1 : Q_i \rightarrow Q_{j-p},$$

that is constructible from $\phi$ and $M$ as follows. First, we define $\phi_1(h^i) = h^{i-p}$, as we must. Then, to define $\phi_1(Q_i(t_1, \lambda_1))$ for an EDB subgoal of $Q_i$, we first examine the image $\phi(Q_i(t_1, \lambda_1)) = Q_j(t_2, \lambda_2)$. By our arguments above, we must have either $t_2 > M$ or $t_2 < M - pn + 1$: if the former is the case, then we define $\phi_1(Q_i(t_1, \lambda_1)) = Q_{j-p}(t_2 - p, \lambda_2)$; and if the latter, then we define $\phi_1(Q_i(t_1, \lambda_1)) = Q_{j-p}(t_2, \lambda_2)$.

Next, we check that the $t$-values for $Q_{j-p}$ we have just defined lie in the proper ranges.

Consider first the case of $t_2 > M$. We need to check that $0 \leq t_2 - p \leq j - p$. We easily see that $t_2 - p \leq j - p$ because $t_2 \leq j$, by assumption. To verify that $0 \leq t_2 - p$, it is enough to check that $p \leq M$, which we can do as follows. We know that the first block of $Q_j$ not mapped into by $\phi$ can be the $(1 + (i + 1)k)$th block from the left, at the latest. Therefore $M \geq j - (i + 1)k$; we need to check that $j - (i + 1)k \geq p$ to finish. Now

$$j - (i + 1)k \geq 4pn - (i + 1)k$$
$$\geq 2ki(pn)$$
$$> p,$$

as required.

Now consider the second case of the definition above, i.e. the case of $t_2 < M - pn + 1$. We need to check in this case that $0 \leq t_2 \leq j - p$. We already know that $0 \leq t_2$ by assumption, so the problem reduces to showing that $t_2 \leq j - p$. To see this, note that if $t_2 < M - pn + 1$, then there are at least $pn$ blocks to the left of the $t_2$ block in $Q_j$, none
of which is mapped into by $\phi$. Therefore $j \geq t_2 - pn \geq t_2 + p$, so we have $t_2 \leq j - p$, as required.

All that remains to done is to check that $\phi_1$ is indeed a containment mapping; we must verify the six points of the definition in turn. Because these points are basically just mechanical verifications, we shall place them in the appendix for the sake of clarity.

If additionally one could give an explicit bound in terms of $r$ on the maximal depth $i$ at which the first nontrivial containment $r^i \geq r^j$ occurs for a bounded rule $r$ in the previous theorem, then we would easily obtain an alternative proof of Vardi's result that the boundedness problem is decidable, but such a proof has thus far eluded us.

4.4 Cuts

Let $Q = (h, \mathcal{E})$ be a linear sirup of arity $n$ with $k$ EDB subgoals, and let $Q_i = (h^i, \mathcal{E}^i)$ be a recursive expansion of $Q$. The linking graph $\mathcal{G}_i$ is an undirected graph on the vertices $h^i \cup \mathcal{E}^i$, with an edge between two words if they share a nondistinguished variable. The connected component of $\mathcal{G}_i$ to which $h^i$ belongs is called the head chain of $Q_i$. If the number of vertices belonging to the head chain of $Q_i$ is unbounded as $i$ increases, then we say that $Q$ has an unbounded head chain. The following result is from [Naug86a], although we have slightly changed the terminology used in that paper:

**Lemma 4.14** Let $Q$ be a linear single rule program. If $Q$ is not uniformly bounded, then $Q$ has an unbounded head chain.

Naughton and Sagiv [Naug86a], [NaSa87] and Ioannidis [Ioan85] give efficient (linear-time) algorithms for deciding whether a linear sirup $Q$ has an unbounded head chain. Unfortunately, a rule may have an unbounded head chain and still be uniformly bounded. Naughton's rule,

$$1A3 \quad A2 \quad A3 \quad 33 \quad 32,$$

already mentioned above, is perhaps the simplest example of such a rule. These results led Naughton and Sagiv [NaSa87] to study sufficient conditions for a rule with an unbounded head chain to be in fact unbounded. They present four different polynomial-time testable
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conditions, each sufficient for a rule with an unbounded head chain rule to be unbounded. Here, we generalize these results to give a single polynomial-time testable sufficient condition for the unboundedness of a rule with an unbounded head chain that simultaneously subsumes all four classes identified by Naughton and Sagiv. We shall call our condition the cut condition. Along the way, we shall need to prove two preparatory lemmas that closely parallel lemmas due to Naughton and Sagiv [NaSa87]—in particular, our Lemmas 4.16 and 4.17 correspond to Naughton and Sagiv's Lemmas 4.2 and 4.5, respectively. Our alternative proofs of these two lemmas, however, together with our more detailed notation, will allow us to deduce some additional information that will lead to the cut condition.

First, we must continue with some more definitions. We shall call a distinguished variable \( d \in D_n \) of \( Q \) persistent if \( d \) belongs to some (possibly trivial) directed cycle in the substitution graph \( S \) of \( Q \). To state it another way, \( d \) is persistent if by following successor symbols away from \( d \) in \( S \) we find that \( s^t(d) = d \) for some \( t > 0 \). Otherwise, \( d \) will be called nonpersistent. (The two definitions follow those of [Naug86a]). If a distinguished variable \( d \) is nonpersistent, then there are two possible subcases: either there is a unique positive integer \( t \leq n \) and a unique nondistinguished variable \( A \in U \) such that \( s^t(d) = A = A^0 \), in which case we shall say that the variable \( d \) belongs to \( A \), and that \( d \) has height \( t \); or alternatively, the nonpersistent variable \( d \) must belong to a component of the substitution graph \( S \) of \( Q \) that contains a cycle (but \( d \) is not actually in the cycle), in which case we shall say that \( d \) is a stem variable.

For example, in the rule 4.1, above, the distinguished variables 2, 7, 10, 11, and 15 are persistent, while the remaining distinguished variables 1, 3, 4, 5, 6, 8, 9, 12, 13, and 14 are nonpersistent. Amongst the nonpersistent variables, 1 and 12 belong to \( A \) and \( B \) respectively, while 3, 4, 5, 6, 8, 9, 13, and 14 are stem. The heights of the variables 1 and 12 are both equal to one.

If a nonpersistent variable \( d \) belongs to \( A \) and the height \( t \) of \( d \) is maximal amongst all nonpersistent variables of \( Q \) belonging to \( A \), then we call \( d \) a leader, or alternatively an \( A \)-leader when we wish to remind ourselves to which nondistinguished variable the variable \( d \) belongs. We shall also say that the variable \( A \) itself belongs to \( A \), and we define the height \( t \) of \( A \) to be zero.

Next, let \( e_i \) be an EDB subgoal of the linear sirup \( Q \), and let \( d \) be some fixed distinguished variable of \( Q \). Then we shall say that \( e_i \) is \( A \)-leader-containing if \( \sigma_s(e_i) \) is an \( A \)-leader for some \( s \). Finally, we shall say that a second EDB subgoal \( e_j \) is a \((d, A)\)-cut of \( e_i \), if the
following properties hold:

1. $e_i$ is $A$-leader-containing.

2. $d$ is either a stem variable or a persistent variable.

3. In some position $s$ of $e_i$ in which an $A$-leader appears, $e_j$ has the variable $d$.

4. If $\sigma_s(e_i)$ is persistent or stem, then $\sigma_s(e_i)$ and $\sigma_s(e_j)$ are in the same component of the substitution graph of $Q$ (so in particular $\sigma_s(e_j)$ is either persistent or stem).

5. If $\sigma_s(e_i)$ belongs to some nondistinguished variable $B$ but is not a $B$-leader, then $\sigma_s(e_j)$ belongs to some nondistinguished variable $C$ (we allow $A = B$ and/or $B = C$ here).

6. If $\sigma_s(e_i)$ is an $A$-leader, then $\sigma_s(e_j)$ belongs to the same component as $d$ in the substitution graph of $Q$.

Notice, in particular, that no restrictions are placed on leaders that belong to nondistinguished variables other than $A$. We say more simply that $Q$ has a cut if $e_j$ is a $(d, A)$-cut of $e_i$ for some appropriate values $d$, $A$, $i$, and $j$.

Our main goal in the present section is to prove:

**Theorem 4.15** If $Q$ is uniformly bounded and has an unbounded head chain, then $Q$ has a cut.

We shall require two intermediate results (Lemmas 4.16 and 4.17) before we prove the theorem. Before we continue, it is useful to reexamine Naughton's rule once more in order to get some intuition for the eventual proof of Theorem 4.15, below.

In Naughton's rule, the EDB subgoal $e_2 = A3$ is a $(3, A)$-cut of $e_1 = A2$. We can think of this cut as arising from a containment mapping in the following way. We found above that the query tableau for Naughton's rule begins:

$Q_0$ 1403  A02  A03  33  32  
$Q_1$ 1413  A1A0  A13  33  3A0  A02  A03  33  32  
$Q_2$ 1423  A2A1  A23  33  3A1  A1A0  A13  33  3A0  A02  A03  33  32  
...  ...  ...  ...  ...  ...  ...  ...  ...  ...  ...  ...
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\[ \mathcal{Q}_0 \quad 1A^03, A^02, A^03, 33, 32 \]

\[ \mathcal{Q}_1 \quad 1A^13, A^1A^0, A^13, 33, 3A^0, A^02, A^03, 33, 32 \]

\[ \mathcal{Q}_2 \quad 1A^23, A^2A^1, A^23, 33, 3A^1, A^1A^0, A^13, 33, 3A^0, A^02, A^03, 33, 32 \]

Figure 4.1: A containment mapping \( \phi: \mathcal{Q}_1 \rightarrow \mathcal{Q}_2 \) in Naughton's rule.

Exhaustively checking possible mappings, one finds that there is no containment mapping \( \phi: \mathcal{Q}_0 \rightarrow \mathcal{Q}_1 \), and also that there is no containment mapping \( \phi: \mathcal{Q}_0 \rightarrow \mathcal{Q}_2 \). However, there is a containment mapping \( \phi: \mathcal{Q}_1 \rightarrow \mathcal{Q}_2 \), as indicated by the arrows in Figure 4.1.

Several points about the mapping \( \phi \) can be made:

1. There is a nondistinguished variable of \( \mathcal{Q}_1 \) (here, the variable \( A^0 \)) that \( \phi \) maps to a persistent distinguished variable (here, the variable 3).

2. The variable \( A^0 \) is on the head chain of \( \mathcal{Q}_1 \).

3. Looking straight above the leftmost occurrence of \( A^0 \) in \( \mathcal{Q}_1 \) in the top row of the query tableau, we encounter the EDB subgoal \( e_1 = A2 \), which contains the \( A \)-leader variable 2.

4. Looking above the image of the leftmost \( A^0 \)-containing subgoal in \( \mathcal{Q}_1 \), (in other words, looking above the subgoal \( A^23 \) in \( \mathcal{Q}_2 \)), we encounter the EDB subgoal \( e_2 = A3 \), which is a \((3, A)\)-cut of \( e_1 \).

Basically, the idea of the cut condition is this: the above derivation of a cut in \( \mathcal{Q}_0 \) from a containment mapping \( \phi: \mathcal{Q}_1 \rightarrow \mathcal{Q}_2 \) can be generalized. In fact, we shall see that whenever a containment mapping \( \phi: \mathcal{Q}_i \rightarrow \mathcal{Q}_j \) (with \( i < j \)) exists in a query tableau, then we can produce a cut in the rule \( \mathcal{Q}_0 \) itself by "looking above" certain subgoals in \( \mathcal{Q}_i \) and \( \mathcal{Q}_j \).
We return now to the preparatory lemmas mentioned above.

Our first preparatory Lemma asserts that when \( \mathcal{Q} \) has an unbounded head chain, there are EDB subgoals that contain nonpersistent variables and belong to the head chain of \( \mathcal{Q} \) in every recursive expansion \( \mathcal{Q}_l \):

**Lemma 4.16** Suppose \( \mathcal{Q} \) is a linear sirup of arity \( n \) with \( k \) EDB subgoals, and suppose \( \mathcal{Q} \) has an unbounded head chain. Let \( \mathcal{Q}_l \) be an arbitrary recursive expansion of \( \mathcal{Q} \). Then there is an EDB subgoal \( e = \mathcal{Q}_l(t, \lambda) \) of \( \mathcal{Q}_l \) such that the following conditions are met:

1. \( e \) belongs to the head chain of \( \mathcal{Q}_l \).
2. \( e \) contains a nonpersistent variable.

**Proof** Suppose to the contrary that \( \mathcal{Q}_l \) is a recursive expansion of \( \mathcal{Q} \) that has no nonpersistent-variable-containing EDB subgoals on its head chain. First, note that the head chain of every \( \mathcal{Q}_l \) with \( l > i \) contains at least as many EDB subgoals as the head chain of \( \mathcal{Q}_i \), because if \( \mathcal{Q}_l(t, \lambda) \) belongs to the head chain of \( \mathcal{Q}_i \), then we easily see that \( \mathcal{Q}_{i+a}(t^q, \lambda) \) belongs to the head chain of \( \mathcal{Q}_{i+a} \). Moreover, because such a \( \mathcal{Q}_l(t, \lambda) \) contains no nonpersistent variables, neither does \( \mathcal{Q}_{i+a}(t^q, \lambda) \). Now because \( \mathcal{Q} \) has an unbounded head chain, there is some \( j > i \) such that the recursive expansion \( \mathcal{Q}_j \) has strictly more EDB subgoals on its head chain than \( \mathcal{Q}_l \) has on its head chain. Choosing the minimal such \( j \), we claim that \( \mathcal{Q}_{j-1} \) must have a nonpersistent variable on its head chain, a contradiction.

To prove the claim, let \( q_1 = \mathcal{Q}_j(t_1, \lambda_1) \) be a "new" member of the head chain of \( \mathcal{Q}_j \) (i.e. \( \mathcal{Q}_j(t_1, \lambda_1) \) is not a shift \( \mathcal{Q}_{i+a}(t^q, \lambda) \) of some subgoal \( \mathcal{Q}_l(t, \lambda) \) on the head chain of \( \mathcal{Q}_i \), with \( j = i + a \)). We may also assume that \( q_1 \) is chosen so that it shares a non-distinguished variable \( A^l \) with some \( q_2 = \mathcal{Q}_{j+a}(t^q_2 + \alpha, \lambda) \), such that \( i + \alpha = j \) and \( \mathcal{Q}_l(t_2, \lambda_2) \) is on the head chain of \( \mathcal{Q}_i \). First, note that \( l \) must be zero, for if \( l > 0 \), then \( q_1 = \mathcal{Q}_{j-1}(t_1 - 1, \lambda_1) \) is similarly a new member of the head chain of \( \mathcal{Q}_{j-1} \), and we have chosen \( j \) minimal. So \( l = 0 \) and we see that \( \mathcal{Q}_{j+a-1}(t_2 + \alpha - 1, \lambda_2) \) must contain a nonpersistent variable in order for this \( A^0 \) to arise in \( q_2 \). Because this \( \mathcal{Q}_{j+a-1}(t_2 + \alpha - 1, \lambda_2) \) is on the head chain of \( \mathcal{Q}_{j+a-1} \), we have our contradiction.

Next, we prove that if a rule \( \mathcal{Q} \) with an unbounded head chain is bounded, then there must be a containment mapping \( \phi : \mathcal{Q}_i \rightarrow \mathcal{Q}_j \) between two recursive expansions of \( \mathcal{Q} \) with \( i < j \) such that the derived mapping \( \hat{\phi} \) maps some non-distinguished variable \( A^i \) to a persistent distinguished variable \( d \):
Lemma 4.17 Suppose $Q$ is a linear sirup of arity $n$ with $k$ EDB subgoals, suppose $Q$ has an unbounded head chain, and suppose that $Q$ is bounded. Then there are integers $i$, $j$, and $l$, and a persistent distinguished variable $d$ such the following conditions are met:

1. There is a containment mapping $\phi : Q_i \to Q_j$ with $i < j$.

2. $\phi(A^i) = d$ for some nondistinguished variable $A^i$ of $Q_i$.

3. $A^i$ occurs in an EDB predicate on the head chain of $Q_i$.

Proof. Because $Q$ is bounded, there is a containment mapping $\phi' : Q_i \to Q_{j'}$ for some two values $i < j'$ (Theorem 4.1). Also, by applying the splicing lemma repeatedly if necessary, we can assume that $i \geq n$ without any loss of generality. By Lemma 4.15, we know that the head chain of $Q_i$ has some nonpersistent-variable-containing subgoal $q = Q_i(t, \lambda)$ belonging to it. Let $h^i = q_0, q_1, q_2, \ldots, q_P = q$ be a shortest sequence of subgoals of $Q_i$ that "connects" $q$ to the head chain of $Q_i$; in other words, for each pair $(q_i, q_{i+1})$ we have that $q_i$ and $q_{i+1}$ share some nondistinguished variable, and $P$ is chosen as minimal with respect to sequences that connect $h^i$ to $q$. (Such a sequence is most easily thought of as a shortest path between $h^i$ and $q$ in the linking graph $G_i$ of $Q_i$). Because $Q_i$ has exactly $k(i + 1)$ EDB subgoals, we have $P \leq k(i+1)$ here.

Now suppose that contrary to the present theorem statement, there is no containment mapping $\phi$ from one recursive expansion of $Q$ to another, deeper one that maps a nondistinguished variable to a persistent variable $d$. We would like to obtain a contradiction. In our proof of Theorem 4.1, we saw that $Q_i \succeq Q_{j'}$ implies that $Q_i \succeq Q_{mj' - (m-1)i}$ for every positive integer $m$. In particular, consider the choice $m = 4nk(i+1)$, let $j = mj' - (m-1)i$, and suppose that $\phi : Q_i \to Q_j$ is an associated containment mapping. We shall show that our combined hypotheses imply that $\phi(q)$ cannot contain a nonpersistent variable (as it must, if $\phi$ is to be a containment mapping)—a contradiction.

In fact, we shall need to make the slightly stronger claim that the $t$-value of $\phi(q_i)$ exceeds $(P + 2 - i)n$ for every $i$ in the range $1 \leq i \leq P$. Once we have proved the claim, we shall know in particular that the $t$-value of $\phi(q_P) = \phi(q)$ is greater than $2n$. Because no EDB subgoal with a $t$ value greater than $n$ can have a nonpersistent variable occurring in it, we shall have our contradiction.

We can prove the claim by induction on $i$. First, because $h^i = q_0$ and $q_1$ share a nondistinguished variable, and $\phi(h^i) = h^j$ has all of its nondistinguished variable's exponents in
the range \([j-n,n]\) (Lemma 4.12), we see that the \(t\)-value \(t\) of \(\phi(q_i)\) in \(Q\) can be no smaller than \(j-n\), by Lemma 4.9. Now

\[
\begin{align*}
  j-n & = mj' - (m-1)i - n \\
       & = m(j' - i) + (i - n) \\
       & \geq 4nk(i-1)(j'-i) \\
       & \geq (P + 1)n,
\end{align*}
\]

so \(t \geq (P + 1)n\), as required in the base case of our claim.

Inductively, suppose the claim is valid for a value \(i = M - 1 < P\) and consider the case of \(i + 1 = M\). We know that \(q_i\) and \(q_{i+1}\) share some nondistinguished variable \(A'\). The induction hypothesis implies that \(\phi(q_i)\) has a \(t\)-value \((P+2-i)n \geq n\), so \(\phi(A')\) cannot be a nonpersistence distinguished variable, and by assumption \(\phi(A')\) is not a persistent distinguished variable. Therefore \(\phi(A') = B^s\) for some nondistinguished variable \(B\) with exponent \(s\), say; in other words, \(\phi(q_i)\) and \(\phi(q_{i+1})\) share a nondistinguished variable. Applying Lemma 4.11, we find that the condition that the \(t\)-value of \(\phi(q_i)\) exceeds \((P+2-i)n\) implies that the \(t\)-value of \(\phi(q_{i+1})\) can be no smaller than \((P+2-i)n-n = (P+2-(i+1))n\), as we were required to show. This completes the proof of the claim, and of the lemma.

We can return now to the proof of Theorem 4.15:

**Proof** Let \(Q\) be a linear sirup of arity \(n\) with \(k\) EDB subgoals, and suppose \(Q\) has an unbounded head chain, yet \(Q\) is bounded. We need to show \(Q\) has a cut. By Lemma 4.17, there are integer tuples \((i,j,l,d')\) such that \(i < j\), and we have a containment mapping \(\phi : Q_i \rightarrow Q_j\), where \(\phi(A^i) = d'\) for some nondistinguished variable \(A\) of exponent \(l\) in \(Q_i\), and \(d'\) is some persistent distinguished variable. By applying the splicing lemma and the transitive property of containment repeatedly if necessary, we can assume without any loss of generality that the tuple \((i,j,l,d')\) satisfies the conditions \(i \geq 3n\) and \(j \geq 4nk(i+1)\), and that \(\phi(Q_i(i-\alpha,\lambda)) = Q_j(j-\alpha,\lambda)\) for all \(\alpha\) in the range \(0 \leq \alpha \leq n\). Now suppose that \(q = Q_i(t_1,\lambda_1)\) is the leftmost EDB subgoal on the head chain of \(Q_i\) that contains a variable \(A^i\) such that \(\phi(A^i) = d'\) for some persistent variable \(d'\), and suppose that \(\phi(q) = \phi(Q_i(t_1,\lambda_1)) = Q_j(t_2,\lambda_2)\), and \(\sigma_d(q) = A^i\). It follows that \(t_1 \leq i - n\) here.

We claim that the EDB subgoal \(e_{\lambda_2}\) is a \((d, A)\)-cut of \(e_{\lambda_1}\) in \(Q\), where \(d = \sigma_d(e_{\lambda_2})\) defines \(d\).
4.4. CUTS

To prove the claim, we must verify the six points 1–6 of the definition of a cut, above.

To verify condition 1 for a cut, suppose that $\sigma_v(q) = A^t$, as above. Then we claim that $\sigma_v(e_{\lambda_1})$ is an $A$-leader. Clearly $\sigma_v(e_{\lambda_1})$ belongs to $A$, by the definition of the recursive expansion process. We must show that $\sigma_v(e_{\lambda_1})$ has maximal height amongst variables of $Q$ belonging to $A$. Every $A$-leader must occur in some EDB subgoal of $Q$, for otherwise $Q$ is not safe. Suppose then that $e_\lambda$ is an EDB subgoal of $Q$ containing an $A$-leader $\sigma_h(e_\lambda)$, and that $\sigma_v(e_{\lambda_1})$ has a strictly smaller height than $\sigma_h(e_\lambda)$. Writing

$$\text{height}(\sigma_h(e_\lambda)) = \beta + \text{height}(\sigma_v(e_{\lambda_1})),$$

for some $\beta$ with $n \geq \beta > 0$, we see that

$$\sigma_h(Q_i(t_1 + \beta, \lambda)) = A^t = \sigma_v(Q_i(t_1, \lambda_1)).$$

However, because $Q_i(t_1 + \beta, \lambda)$ occurs to the left of $q$ in the query tableau representation of $Q_i$, we know that $\phi(A^t)$ can't be distinguished, by our choice of $q$—a contradiction.

To verify condition 2 for a cut, it suffices to note that because $d'$ is a persistent variable which arises in $\phi(q)$ by following successor symbols away from the symbol $d$ in $e_{\lambda_2}$, the variable $d$ must be a stem or persistent variable in the same component as $d'$ of the substitution graph of $Q$.

The verification of condition 3 for a cut is immediate by our construction, because we have defined $d$ as equal to $\sigma_v(e_{\lambda_2})$, where $e_{\lambda_2}$ has an $A$-leader at position $v$.

To verify condition 4 for a cut, suppose $\sigma_v(e_{\lambda_1}) = d_0$ is persistent or stem. Then by the definition of the recursive expansion process, $q$ has a persistent variable $d_1$ at position $s$, and $d_0$ and $d_1$ must belong to the same component of the substitution graph of $Q$. Also, because $\phi$ is a containment mapping, we have $\sigma_s(\phi(q)) = d_1$. Since $d_1$ can appear at position $s$ in $\phi(q)$ only if $e_{\lambda_2}$ has a variable from the same component as $d_1$ at position $s$, we see that $\sigma_s(e_{\lambda_1})$ and $\sigma_s(e_{\lambda_2})$ must belong to the same component of the substitution graph of $Q$, as required.

To verify condition 5 for a cut, suppose $\sigma_s(e_{\lambda_1})$ belongs to a nondistinguished variable $B$, but is not a $B$-leader. Now suppose that contrary to the statement of condition 5, $\sigma_s(e_{\lambda_2})$ does not belong to some nondistinguished variable $C$, but is on the contrary either a stem or a persistent variable. Then $\sigma_s(\phi(q))$ is some persistent variable $d_0$, and $\phi$ carries some $B^0$ to $d_0$. But because $\sigma_s(e_{\lambda_1})$ does not have maximal height, we now have a contradiction as in our verification of condition 1 for a cut, above, by our choice of $q$.  

Finally, to verify condition 6 for a cut, let $\sigma_s(e_{A_1})$ be an $A$-leader. Then $\sigma_s(q) = \sigma_v(q)$ by the definition of recursive expansion, and $\sigma_s(\phi(q)) = \sigma_v(\phi(q)) = d'$ because $\phi$ is a containment mapping. Because $d$ and $d'$ belong to the same component as $d$ in the substitution graph of $Q$, we are done.

In [NaSa87], Naughton and Sagiv give the following four conditions, any one of which is individually sufficient for a linear sirup $Q$ with an unbounded head chain to be unbounded:

A For no subset $V$ of $D_n$ does $\bigcup_{v \in V} s(v) = V$.

B $Q$ contains no repeated EDB predicates.

C No persistent or stem variable appears in an EDB predicate of $Q$.

D For no argument position $s$ and two EDB subgoals $e_i$ and $e_j$ of $Q$ does $e_j$ have a persistent or stem variable at position $s$, while $e_i$ has a variable belonging to some non-distinguished $A$ at position $s$.

We claim that each of these four conditions individually implies that $Q$ has no cut; the proofs in each case are not difficult:

A If for no subset $V$ of $D_n$ does $\bigcup_{v \in V} s(v) = V$, then the rule $Q$ has no cycles in its substitution graph, and hence has no stem and no persistent variables. Since the cut condition requires at least one such variable, $Q$ has no cut.

B Strictly speaking, we can ignore rules with no repeated EDB predicates because it is implicit in our viewpoint of linear sirups that they involve only one non-recursive predicate name. However, it is useful to see how the Lemma 4.4 construction, even when presented with a Datalog rule with unique EDB predicate names, ensures that the corresponding linear sirup $Q = (h, e)$ can have no cut. First, note that if $\phi(Q_i(t_1, \lambda_1)) = Q_i(t_2, \lambda_2)$ is part of a containment mapping $\phi$ for such a rule, then $\lambda_1 = \lambda_2$ is forced. If we suppose then that such a linear sirup $Q$ had a $(d, A)$-cut $e_j$ of some other subgoal $e_i$, then we see immediately by condition 4 for a cut that $e_i = e_j$. Since now it is impossible for part 3 for the cut condition to be fulfilled, we have a contradiction.

C If no persistent or stem variable appears in an EDB predicate of $Q$, then it is impossible for condition 2 for a cut to be fulfilled.
4.5. **CUT COMPLETION**

D This final condition is the one which most closely approximates our cut condition. In fact, one sees that the stated condition is a slight weakening of axioms 2, 3, and 4 of the cut condition.

It should be observed that the conditions A, B, C, D are not incommensurate: in fact condition A implies condition C, while condition C in turn implies condition D, as has been observed by Naughton and Sagiv. The classes described by conditions B and C are incommensurate.

On the other hand, there are unbounded rules with unbounded head chains and no cut which satisfy none of the [NaSa87] conditions.

Example 4.18 The rule

\[ 1.43 \quad A22 \quad A32 \quad 332 \quad 322, \]

obtained by appending the distinguished variable 2 to each EDB subgoal of Naughton's rule, has an unbounded head chain, satisfies none of the four conditions A-D above, but has no cut. By Theorem 4.15, the rule is unbounded. \[\Box\]

4.5 Cut completion

We may arrive at a stronger polynomial-time testable version of the cut condition at the expense of a greater time complexity in testing for it as follows.

Again, let \( Q \) be a linear sirup of arity \( n \) with \( k \) EDB subgoals, and suppose that \( Q \) has an unbounded head chain. Let \( e_i \) and \( e_j \) be two EDB subgoals of \( Q \), and suppose that \( e_j \) is a \((d,A)\)-cut of \( e_i \). We say that \( e_j \) is a complete \((d,A)\)-cut of \( e_i \) if for every EDB subgoal \( e_k \) of \( Q \) that contains a variable belonging to \( A \), there is a second EDB subgoal \( e_{k'} \) (to be called a \((d,A)\)-cut completion of \( e_k \)) that satisfies the following two properties:

1. If \( \sigma(e_k) \) belongs to \( A \) and has maximal height amongst the variables of \( e_k \) that belong to \( A \), then \( \sigma(e_{k'}) \) belongs to the same component as \( d \) in the substitution graph of \( Q \).

2. If \( \sigma(e_k) \) belongs to \( A \) and does not have maximal height amongst the variables of \( e_k \) that belong to \( A \), then \( \sigma(e_{k'}) \) belongs to some nondistinguished variable \( C \).
Theorem 4.19 If $Q$ is uniformly bounded and has an unbounded head chain, then $Q$ has a complete cut.

Proof By Theorem 4.15, $Q$ has a cut. Suppose then that the EDB subgoal $e_{\lambda_2}$ is a $(d, A)$-cut of some other EDB subgoal $e_{\lambda_1}$ of $Q$. It will be our assumption that the $e_{\lambda_2}$-cut arises exactly in the way described in our proof to Theorem 4.15—that is, we shall assume that there are recursive expansions $Q_i$ and $Q_j$ of $Q$ with $i < j$ and a containment mapping $\phi : Q_i \rightarrow Q_j$ such that $q = Q_i(t_1, \lambda_1)$ is the leftmost EDB subgoal on the head chain of $Q_i$ that contains some nondistinguished variable $A^l$ at an argument position $s$ that maps to a persistent distinguished variable $d'$, and where $\phi(q) = Q_j(t_2, \lambda_2)$ for some $t_2$. Also, again as in Theorem 4.15, we may additionally assume that $i \geq 3n$, that $j \geq 4nk(i - 1)$, and finally that $\phi(Q_i(i - \alpha, \lambda)) = Q_j(j - \alpha, \lambda)$ for all $\lambda$ when $\alpha$ is in the range $0 \leq \alpha \leq n$. It follows therefore that $t_1 \leq t_2 - n$ here.

In the proof of Theorem 4.15, we used $\phi$, $g$, $A^l$, and $d'$ to deduce that $e_{\lambda_2}$ must be a $(d, A)$-cut of $e_{\lambda_1}$ for some variable $d$ in the same component as $d'$ of the substitution graph of $Q$; now, it will be of our concern to show how the cut completion axioms 1 and 2 can additionally be deduced for the present set-up.

Suppose that $e_{\lambda}$ is an EDB subgoal of $Q$ that contains at least one variable belonging to $A$, and suppose that $s_0$ is chosen so that $\sigma_{s_0}(e_{\lambda})$ is a variable of maximal height amongst all variables of $e_{\lambda}$ that belong to $A$. We must show that $e_{\lambda}$ has cut completion $e_{\lambda^*}$ in $Q$. If the $A$-leaders of $Q$ have height $\beta$, then we can write

$$\beta = \text{height}(\sigma_{s_0}(e_{\lambda})) + \tau$$

for some $\tau$ in the range $0 \leq \tau \leq n$, so that

$$\sigma_{s_0}(Q_i(t_1 - \tau, \lambda)) = A^l = \sigma_s(Q_i(t_1, \lambda)) = \sigma_s(q)$$

by the definition of recursive expansion\(^1\). Now suppose that

$$\phi(Q_i(t_1 - \tau, \lambda)) = Q_j(t_2, \lambda').$$

We claim that $e_{\lambda^*}$ is a $(d, A)$-cut completion of $e_{\lambda}$ in $Q$.

\(^1\)It may be asked how we know that $t_1 - \tau \geq 0$. The answer is that because $q$ contains an $A$-leader at position $s$, we know that $t_1$ is as large as $\text{height}(A$-leader $) - 1$, while $\tau$ is smaller than $\text{height}(A$-leader $)$. 
4.5. CUT COMPLETION

In proof, we turn first to the first cut completion axiom, which is easily verified: because

$$\sigma_{\bar{a}}(Q_i(t_1 - \tau, \lambda)) = A^I,$$

and we know that $\hat{\phi}(A^I) = d'$, which belongs to the same component as $d$ in the substitution graph of $Q$, we see that $e_2$ must also have a distinguished variable from the same component as $d$ at position $s_0$, in order for $d'$ to arise at position $s_0$ in $Q_j(t_2, \lambda')$.

To verify the second cut completion axiom, let $\sigma_{\bar{a}}(e_3)$ be a variable that belongs to $A$, yet $\sigma_{\bar{a}}(e_3)$ does not have maximal height amongst all the variables of $e_3$ that belong to $A$. Then we can write

$$\text{height}(\sigma_{\bar{a}}(e_3)) = \tau_0 - \text{height}(\sigma_{\bar{a}}(e_3))$$

for some $0 < \tau_0 \leq n$. Now suppose that contrary to the second cut completion axiom, we find that $\sigma_{\bar{a}}(e_3')$ does not belong to a nondistinguished variable, but is on the contrary a persistent or stem variable. Because

$$\sigma_{\bar{a}}(Q_i(t_1 - \tau, \lambda)) = A^I = \sigma_{\bar{a}}(Q_i(t_1 - \tau - \tau_0, \lambda)),$$

we see that

$$\sigma_{\bar{a}}(Q_i(t_1 - \tau, \lambda)) = A^{I + \tau_0}$$

is a nondistinguished variable of $Q_i$ that $\hat{\phi}$ maps to a persistent distinguished variable. But because the symbol $A^{I + \tau_0}$ also occurs in $Q_i(t_1 + \tau_0, \lambda)$, to the left of $q$ in the query tableau representation of $Q$, we have a contradiction, by our choice of $q$.

\hfill \Box

In the first line of the figure below, we rewrite Naughton's rule yet again. Underneath each EDB subgoal $e_3$ that contains a variable belonging to $A$, we have written a cut completion $e_3'$ corresponding to the $(3, A)$-cut of $e_1$ by $e_2$. Therefore Naughton's rule has a complete cut, in accordance with Theorem 4.19.

\begin{center}
\begin{tabular}{cccc}
1 & A3 & A2 & A3 & 33 & 32 \\
A3 & 33 & & 33
\end{tabular}
\end{center}

We conclude this chapter with the study of a more complex example.

Example 4.20 Consider the linear sirup $Q$

\begin{center}
\end{center}
of arity \( n = 5 \) with \( k = 6 \) EDB subgoals. The substitution graph of \( Q \) is

![Substitution Graph](image)

and one can easily check by hand (or verify using Naughton's algorithm) that \( Q \) has an unbounded head chain. The variable 4 is the only persistent variable, while the variables 1, 2, 5, and \( A \) belong to \( A \), and 3 and \( B \) belong to \( B \). The variables 1 and 5 are both \( A \)-leaders, and each has height two; 3 is the only \( B \)-leader, and it has height one. There are no stem variables.

Now, we look to see what cuts we can find in \( Q \). First, we note that \( e_1 = 2A2 \) can be cut by no other EDB subgoal, because it contains no leader. Next, we turn to \( e_2 = 1A3 \), which contains the two leaders \( \sigma_1(e_2) = 1 \), and \( \sigma_3(e_2) = 3 \). Thus, it is possible that there may be either a \((4, A)\)-cut of \( e_2 \) by some other EDB subgoal, or alternatively a \((4, B)\)-cut. We consider the latter possibility first. First, if \( e_6 \) is a \((4, B)\)-cut of 1A3, then by Axiom 3 for a cut, above, we have \( \sigma_2(e_6) = 4 \). The only EDB predicate with a 4 in position 3 is \( e_6 = 444 \), but unfortunately, \( e_6 \) also has a 4 in position 2, in which position \( e_2 \) has the nonpersistent, nonleader variable \( A \). Thus Axiom 5 for a cut would be violated, so we conclude there is no \((4, B)\)-cut of \( e_2 \).

Next, we return to the possibility that there is a \((4, A)\)-cut of \( e_2 \) in \( Q \). Here, we meet with initial success: the subgoal \( e_4 = 4A3 \) is a \((4, A)\)-cut of \( e_2 \). Also, we find that the subgoals \( e_3 \) through \( e_5 \) have valid completions:

\[
\begin{array}{cccccccc}
2A & B & 42 & 2A & 2 & 1A & 3 & 41 & 1 & 4A & 3 & 44 & 5 & 444 & 4A & 3 & 44 & 4 & 44 & 5 & 444
\end{array}
\]

but then we find ourselves in a quandary with \( e_1 \). A \((4, A)\) cut completion \( e_8 \) of \( e_1 \) must have 4 in positions 1 and 3, and a nonpersistent variable in position 2. Because there is no such EDB subgoal, we find that the \((4, A)\)-cut of \( e_2 \) by \( e_4 \) is not complete.

So far, we have ruled out the existence of complete cuts for \( e_1 \) and for \( e_2 \). Are there complete cuts for any of the remaining four EDB subgoals \( e_3, e_4, e_5, \) or \( e_6 \)? We can exclude \( e_6 \) immediately, because it contains no leader. The subgoal \( e_6 \), however, contains two occurrences of the \( A \)-leader variable 1. We may hope therefore for a \((4, A)\)-cut, but we
already know that \( e_1 \) has no \((4,A)\)-cut completion, so there is no point in continuing.

Turning next to \( e_4 \), we find that it contains the \( B \)-leader 3 at position 3. Is there a \((4,B)\)-cut of \( e_4 \) in \( Q \)? The answer is no—the argument may be carried out just as we did when we considered a \((4,B)\)-cut for \( e_2 \), above. Finally, what about \( e_5 \)? The variable 5 at position 3 in \( e_5 \) is an \( A \)-leader, and \( e_8 = 444 \) is a \((4,A)\)-cut of \( e_8 \), but again, because such a cut has no completion, we find our path is blocked.

In short, \( Q \) contains no complete cut whatsoever. Our final conclusion (via Theorem 4.19): \( Q \) is unbounded.
Chapter 5

Rule factorization

In this chapter, we shall examine the problem of rule factorization. Just as in our previous chapters, we shall be restricting our attention to finite nonempty rule sets $S$ whose members are linear recursive Datalog rules over a single recursive predicate $p$.

5.1 Factorization and the equation $r = r_1r_2$

We recall some definitions. We define linear recursive Datalog rules $r_1$ and $r_2$ to be equivalent (and write $r_1 \simeq r_2$) if they simultaneously stand in the relationships $r_1 \succeq r_2$ and $r_2 \succeq r_1$. Two rules $r_1$ and $r_2$ are said to be isomorphic (and we write $r_1 = r_2$) if $r_1$ and $r_2$ are identical up to a renaming of their nondistinguished variables [Naug86b]. If $r$ is the rule obtained by syntactically expanding the rule $r_1$ by the rule $r_2$, then $r$ and $r_1r_2$ are isomorphic and we shall say that $r$ admits the factorization $r = r_1r_2$.

In its most general form, the rule factorization problem can be simply stated: "Given a rule $r$, how can we find $r_1$ and $r_2$ so that $r = r_1r_2$?" Because most of our theorem statements from Chapter 3 assumed such factorizations to be given, the rule factorization problem is basic to the applicability of our techniques.

Intuitively, we may think of rule factorization as "the inverse of recursive expansion," but there are some important technical points to be considered if we are to think of factorization in these terms. Most importantly, note that the factorization equation $r = r_1r_2$ is to be interpreted in $\mathcal{J}(S)$, where $S = \{r_1, r_2\}$, and not in the rule expansion semigroup $\mathcal{J}(S)$ itself. Because the rules $r$ and $r_1r_2$ in a factorization $r = r_1r_2$ are identical up to the renaming of nondistinguished variables, it follows easily that $r \simeq r_1r_2$, but the converse is not true in
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general. The difficulty arises because \textit{equivalence does not imply isomorphism}. Studying the factorization equation \( r = r_1 r_2 \) is therefore different from studying the algebraic relationship \( r \simeq r_1 r_2 \). The distinction arises because general rules may involve redundant EDB subgoals.

Example 5.1 The three rules

\[
\begin{align*}
  r : p(x_1 x_2) & : - p(AB) \land o(x_2 x_1) \land o(x_1 x_2) \land o(x_2 x_1) \\
  r_1 : p(x_1 x_2) & : - p(x_2 x_1) \land o(x_2 x_1) \\
  r_2 : p(x_1 x_2) & : - p(AB) \land o(x_2 x_1)
\end{align*}
\]

stand in the relationship \( r \simeq r_1 r_2 \), but \( r \) is not isomorphic to \( r_1 r_2 \) because \( r \) contains a redundant occurrence of the EDB subgoal \( o(x_2 x_1) \), while \( r_1 r_2 \) does not. Strictly speaking, the equivalence \( r \simeq r_1 r_2 \) is therefore not a factorization (although it is certainly an algebraic relationship, and we could make it into a factorization by deleting one of the redundant EDB subgoals from \( r \)).

To summarize, we might say "factorization is defined relative to isomorphism, and not equivalence." There are both advantages and disadvantages with taking this viewpoint. On the positive side, factorization is perhaps more naturally thought of as the inverse of recursive expansion than it is in terms of the algebraic relationship \( r \simeq r_1 r_2 \), and we shall be able to find efficient factorization algorithms. On the other hand, an unfortunate consequence of our definition is that whether a nontrivial factorization exists for an element in a \( \simeq \) equivalence class of \( \bar{J}(S) \) may depend on the particular rule expansion \( r \) chosen from that class.

Example 5.2 The three rules

\[
\begin{align*}
  r : p(x_1 x_2) & : - p(x_2 x_1) \land o(AC) \land o(AB) \land o(x_2 B) \\
  r_1 : p(x_1 x_2) & : - p(x_2 x_1) \land o(x_2 A) \\
  r_2 : p(x_1 x_2) & : - p(x_1 x_2) \land o(x_1 C) \land o(x_1 D)
\end{align*}
\]

stand in the relationship \( r \simeq r_1 r_2 \), but \( r \) cannot be written isomorphically as a recursive expansion \( r = r' r'' \) of two rules \( r' \) and \( r'' \) with at least one EDB subgoal apiece. (See the following two sections for additional explanation and proof method). However, we can write \( r \simeq r_0 = r_1 r_2 \), where \( r_0 \) is the rule

\[
r_0 : p(x_1 x_2) : - p(x_2 x_1) \land o(x_2 B) \land o(x_2 C) \land o(x_2 A).
\]
Another point we must consider before we attempt to develop a factorization theory is that a factorization may be "degenerate" in the sense that one of the two factors $r_1$ or $r_2$ may act as an identity element:

Example 5.3 The simple transitive closure rule

$$r : p(X_1X_2) :- p(X_1A) & o(AX_2)$$

admits the factorization $r = r_1r_2$, where the two rules $r_1$ and $r_2$ are defined as follows:

$$r_1 : p(X_1X_2) :- p(X_1A) & o(AX_2)$$

$$r_2 : p(X_1X_2) :- p(X_1X_2)$$

Here, $r_2$ is essentially "the identity," while $r_1$ is just $r$ itself. A good factorization theory should identify such factorizations as trivial in some sense.

To sidestep these two difficulties, we shall take the definition that if $r$ is a rule with $k \geq 2$ EDB subgoals and $r_1$ and $r_2$ each have at least one nonrecursive subgoal apiece, then we shall call a factorization $r = r_1r_2$ nontrivial; otherwise, the factorization is said to be trivial. The definition not only ensures that degenerate factorizations involving rules with no EDB predicates will be identified, but also that every rule, even one with redundant EDB predicates, will have a factorization into irreducible rules, as described in the next section.

5.2 Irreducible rules

When a rule $r$ admits no nontrivial factorization $r = r_1r_2$, we call it irreducible.

Example 5.4 The rule

$$r : p(X_1X_2) :- p(AX_2) & o(AX_1) & o(X_1A)$$

is irreducible. In proof, suppose to the contrary that there is a nontrivial factorization $r = r_1r_2$. Then $r_1$ and $r_2$ each have the form

$$p(X_1X_2) :- p(--) & o(--),$$
and we must decide how to "fill in the blanks" so that $r$ and $r_1 r_2$ are isomorphic. There are two possible expansion tree forms for such a factorization. The first possibility is that we have an expansion tree of the form

$$
\begin{align*}
p_0(X_1, X_2) \\
p_1(-, -, -) & \quad e_1(A, X_1) \\
p_2(-, |A, -| - X_2) & \quad e_2(-|X_1, -|A)
\end{align*}
$$

where the $e(A X_1)$ of $r$ occurs in $r_1$, and $e(X_1 A)$ arises upon expansion of $r_1$ by $r_2$. (We have written the expansion tree with unsimplified and as yet partially indeterminate substitution chains, and we have put subscripts on the various occurrences of the predicate names $e$ and $p$ in the tree only in order to distinguish between them more easily).

The other possibility is that we have an expansion tree of the form

$$
\begin{align*}
p_0(X_1, X_2) \\
p_3(-, -, -) & \quad e_3(X_1, A) \\
p_4(-, |A, -| - X_2) & \quad e_4(-|A, -|X_1)
\end{align*}
$$
where the roles of \( o(\Delta X_1) \) and \( o(X_1A) \) are reversed.

To see why neither expansion tree form above can correspond to an actual recursive expansion of rules, we focus on the subgoal substitutions of \( r_1 \). Inspecting either \( p_7 \) and \( e_2 \) from the first expansion tree, or alternatively \( p_4 \) and \( e_4 \) from the second, we see in each case that \( r_1 \) must have three subgoal substitutions \( \langle -|A, -|X_2, -|X_1 \rangle_{r_1} \). Because the three blanks to be filled in in the last expression must be occupied by three distinct distinguished variables, we have a contradiction—the arity of \( p \) is only two, so \( r_1 \) has just two distinguished variables. Therefore \( r \) is irreducible.

We can generalize the notion of rule factorization in the natural way to consider factorizations into more than two rules. By a simple inductive argument we can show:

**Theorem 5.5** Every linear Datalog rule

\[
r : p : - p \in e_1 \land \cdots \land e_k
\]

is either irreducible or is expressible as a factorization \( r = r_1 r_2 \cdots r_s \) of irreducible rules \( r_i \), for some \( s \geq 2 \).

**Proof** We use induction on \( k \), the number of EDB subgoals that occur in \( r \). The theorem is clearly true if \( k = 1 \). Assume it is true for every integer \( k < N \). Then if \( r \) is not irreducible we may write \( r = r'r'' \) where \( r' \) and \( r'' \) each have at least one, and fewer than \( k \), EDB subgoals apiece. Hence the inductive hypothesis applies, and both \( r' \) and \( r'' \) are either irreducible or are themselves expressible as a product of irreducibles. Therefore \( r \) too is a product of irreducibles, as required.

We pause again to look at another example.

**Example 5.6** The "same generation query" [RSUV69]

\[
r : p(X_1X_2) : - p(AB) \in o(X_1A) \land o(X_2B)
\]

can be factored into irreducibles as \( r = r_1 r_2 \), where

\[
r_1 : p(X_1X_2) : - p(X_1A) \in o(X_2A)
\]
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and

\[ r_2 : p(x_1 x_2) : - p(A x_2) & e(x_1 A) \]

are commuting rules that we have met before. In fact, \( r_1 \) is precisely the rule \( d \) from Example 3.4, while \( r_2 \) appears in Examples 2.8 and 3.5.

It is our belief that most "natural" linear recursions will factor in simple ways; of course, there is no ultimately decisive way that we can defend our claim. But the last example query is perhaps one point in our favor. Although the same generation query is often put forward as a "nontrivial" recursion (in particular because it is "2-sided" in the sense of Naughton), we find that it factors naturally as the product of two 1-sided recursions that themselves play roles in the generation of classes of recursions to which our semigroup techniques have been seen to apply. Thus it is perhaps not unreasonable to expect that more complex rule sets will also typically involve recursions that are built from simpler rules by recursive expansion.

It should be said, however, that the particular \( r = r_1 r_2 \) factorization of the same generation rule in Example 5.6 does not have immediate implications for its efficient evaluation. In particular, the commutative decomposition does not improve upon, or indeed say anything directly about the "counting" algorithm [Ban86a] or other algorithms for same generation rule evaluation. However, two points can be made. First, the factorization \( r = r_1 r_2 \) does reveal some information about the structure of the same generation rule that can illuminate the process of writing similar logical rules (see Section 5.5). Second, every factorization \( r = r_1 r_2 \) has the potential to reveal redundancy in settings where \( r \) appears in conjunction with other rules (which themselves, we hope, may also admit factorizations into parts involving \( r_1 \) and \( r_2 \) so that our methods in Chapter 3 will apply).

Next, we shall take up the factorization problem from a constructive point of view.

5.3 Bounded arity factorization

Example 5.4 contains the germ of an idea for an algorithm that factors a bounded arity linear recursive rule in time polynomial in the size of the rule.

Theorem 5.7 Suppose \( r \) is a linear recursive Datalog rule whose recursive arity \( n \) does not exceed a fixed positive constant \( K \). Then \( r \) can be either recognized as irreducible or
constructively factored as a nontrivial product \( r = r_1 r_2 \) in time \( O(N^{2(K-1)}) \), where \( N \) is the size of the rule in standard Datalog notation.

Proof We shall assume that the rule \( r \) takes the form

\[
  r : p : - \ p \ a_1 \ k \ \ldots \ k \ a_k
\]

with recursive arity \( n \leq K \) and \( k \) EDB subgoals. We may view the problem of factoring \( r \) as one of building an abstract expansion tree \( r_1 r_2 \) of the form

![Diagram showing an abstract expansion tree with nodes labeled as \( p_0, p_1, e_{i_1}, \ldots, e_{i_s}, p_2, e_{j_1}, \ldots, e_{j_t} \).]

where \( s, t \geq 1, s + t = k \), and \( r \) and \( r_1 r_2 \) are identical up to renaming of their nondistinguished variables and the rearrangement of their subgoals. Again, we have put subscripts on the three occurrences of \( p \) in the expansion tree only in order to distinguish between them more easily.

Our method will take the following form: first, we shall present a nondeterministic algorithm for the factorization problem, and then we shall use the bounded arity assumption to show how the algorithm may be made to be deterministic and still run in polynomial time.

Suppose for the moment that we are given a guessed trial correspondence mapping \( \psi \) between the subgoals of \( r \) and the subgoals of the expansion tree \( r_1 r_2 \). We shall require the mapping \( \psi \) to be (in part) a bijection between the \( k \) EDB subgoals \( \{e_1, e_2, \ldots, e_k\} \) of \( r \) and the \( k \) EDB subgoals \( e_{i_1}, \ldots, e_{i_s}, e_{j_1}, \ldots, e_{j_t} \) of the expansion tree \( r_1 r_2 \) such that \( e_i \) and \( \psi(e_i) \) are identical up to a fixed renaming of nondistinguished variables that is independent
of the choice of \(i\). We must require the recursive subgoal correspondence \(\psi(p) = p_2\) between \(r_1r_2\) to respect the fixed nondistinguished variable renaming as well. Intuitively, the mapping \(\psi\) simply specifies for each \(e_i\) whether its syntactic counterpart in \(r_1r_2\) is to be found at the first (corresponding to \(r_1\)) level of the tree, or alternatively the second (corresponding to recursive expansion of \(r_1\) by \(r_2\)).

Having guessed the correspondence \(\psi\), we wish to know: "can the partial expansion tree corresponding to \(\psi\) be completed to conform to an actual expansion of two rules \(r_1r_2\)?" We saw in Example 5.4 how a simple necessary condition for the completion of the tree may be given by counting subgoal substitutions of \(r_1\). More precisely, for every distinct distinguished variable \(X_a\) that occurs either in \(p_2\) or in some \(e_{j_b}\), we saw that \(r_1\) must have a subgoal substitution of the form \((\neg(X_a))_{r_1}\). We begin therefore by counting the number \(c'\) of distinguished variables that occur either in \(p_2\) or in some \(e_{j_b}\). Next, if \(A\) is a nondistinguished variable that occurs either in \(p_2\) or in some \(e_{j_b}\), and \(A\) also occurs in some \(e_{i_a}\), then we know that \(p_1\) must contain an occurrence of \(A\), and that \(r_1\) has a subgoal substitution of the form \((\neg(A))_{r_1}\). Let the number of such nondistinguished variables \(A\) be \(c''\). The condition from Example 5.4 was then exactly this: the sum \(c = c' - c''\) can be no greater than the recursive arity \(n\) of the rule \(r\), for otherwise the expansion tree cannot exist.

In fact, we claim that the stated condition is also sufficient for the completion of a trial correspondence as well. In other words, we claim: a trial correspondence \(\psi\) will correspond to an actual recursive expansion \(r_1r_2\) if and only if we have \(c' - c'' \leq n\).

The claim is easily proved by direct construction of the rules \(r_1\) and \(r_2\). Suppose that the \(c = c' + c''\) variables accounted for in the two counts are \(c'\) distinguished variables \(X_{a_1}, \ldots, X_{a_{c'}}\), and \(c''\) nondistinguished variables \(A_1, \ldots, A_{c''}\). We shall call the \(c' - c''\) variables

\[\{X_{a_1}, \ldots, X_{a_{c'}}, A_1, \ldots, A_{c''}\}\]

the charged variables of the trial correspondence \(\psi\).

We now turn to the construction of \(r_1\). Because \(c' + c'' \leq n\), we may construct the first \(c' + c''\) positions in the recursive subgoal of \(r_1\) by placing all the charged variables \(X_{a_1}, \ldots, X_{a_{c'}}, A_1, \ldots, A_{c''}\) in the first \(c' + c''\) variable positions. Any remaining variable positions of the recursive subgoal of \(r_1\) are filled identically by putting the variable \(X_i\) at every position \(i\), where \(c' + c'' < i \leq n\). The nonrecursive subgoals of \(r_1\) are made to match their trial correspondence counterparts in \(r\) exactly (recall that no subgoal substitutions are
applied to these subgoals when \( r_1 \) is expanded by \( r_2 \). So far, we have forced the expansion tree to agree with \( r \) at its top level.

Now, what about \( r_2 \)? We turn first to the construction of its nonrecursive subgoals. At positions where charged variables are to occur in \( r_1 r_2 \), we must be certain that the appropriate substitution \( (X_1, X_{a_1})_{r_1} \) or \( (X_1, A_1)_{r_1} \) takes place; thus the correct \( X_1 \) must be placed at every such position in the EDB subgoals of \( r_2 \). Any remaining variable positions in the nonrecursive subgoals of \( r_2 \) are necessarily occupied by nondistinguished variables that appear in no \( e_i \). If \( W \) is such a variable, we can replace all occurrences of \( W \) in \( p_2 \) and the nonrecursive subgoals of \( r_2 \) by the symbol \( B' \) for some implicit substitution \( (B, B')_{r_2} \) of \( e_1 \) and new nondistinguished variable symbol \( B \). (A nondistinguished variable renaming \( W \rightarrow B' \) has taken place here). If the symbol \( W \) (now renamed \( B' \)) occurs somewhere in \( p_2 \), say at position \( l \), then \( (X_l, B)_{r_2} \) becomes a substitution of \( r_2 \), and the unsimplified substitution chain at position \( l \) in \( p_2 \) has the form \( (X_l, B')_{r_2} \). The remaining substitutions of \( r_2 \) are determined by the substitutions of \( r_1 \) in a similar manner—if the partial substitution chain at position \( l \) in \( p_2 \) is \( (-X_{i_1}, X_{i_2})_{r_2} \), then \( (X_{i_1}, X_{i_2})_{r_2} \) becomes a substitution of \( r_2 \). There can be no possible conflict between such definitions because each \( r_2 \) subgoal substitution is applied only once in the expansion tree (in the appropriate position of \( p_2 \)).

We have proved our claim, above, but the accomplishment is a modest one. All we know is that if someone suggests to us how to split the EDB subgoals of \( r \) between \( r_1 \) and \( r_2 \) by giving us a trial correspondence \( \psi \), then we can determine whether the suggestion corresponds to an actual recursive expansion, and we can construct a corresponding expansion tree, if one exists. But because there are essentially on the order of \( 2^k \) possible trial correspondences to be considered, we do not yet have an efficient algorithm for the bounded arity factorization problem.

We shall overcome the difficulty by guessing not the trial correspondence itself, but instead merely the identities of its charged variables.

Recall that the linking graph \( G \) of \( r \) is an undirected graph on the subgoal vertices \( p, e_1, \ldots, e_k \), with an edge between two subgoals if they share a nondistinguished variable. Here, we shall introduce a colored linking multigraph \( \Gamma \) of \( r \) whose edges are again determined by shared nondistinguished variables, but where these edges are also colored according to the particular nondistinguished variable shared. Thus between two vertices of the multigraph we may have several edges, one of each of several colors, each color corresponding to some
applied to these subgoals when \( r_1 \) is expanded by \( r_2 \). So far, we have forced the expansion tree to agree with \( r \) at its top level.

Now, what about \( r_2 \)? We turn first to the construction of its nonrecursive subgoals. At positions where charged variables are to occur in \( r_1 r_2 \), we must be certain that the appropriate substitution \( \langle X_i, X_{a_i}, \ldots \rangle_{r_1} \) or \( \langle X_i, A_{i}, \ldots \rangle_{r_1} \) takes place; thus the correct \( X_i \) must be placed at every such position in the EDB subgoals of \( r_2 \). Any remaining variable positions in the nonrecursive subgoals of \( r_2 \) are necessarily occupied by nondistinguished variables that appear in no \( e_{\bar{e}} \). If \( W \) is such a variable, we can replace all occurrences of \( W \) in \( p_2 \) and the nonrecursive subgoals of \( r_2 \) by the symbol \( B' \) for some implicit substitution \( \langle B, B' \rangle_{r_2} \) of \( r_1 \) and new nondistinguished variable symbol \( B \). (A nondistinguished variable renaming \( W \rightarrow B' \) has taken place here). If the symbol \( iv' \) (now renamed \( B' \)) occurs somewhere in \( p_2 \), say at position \( l \), then \( \langle X_i, B \rangle_{r_2} \) becomes a substitution of \( r_2 \), and the unsimplified substitution chain at position \( l \) in \( p_2 \) has the form \( \langle X_i, B, B' \rangle_{r_1 r_2} \). The remaining substitutions of \( r_2 \) are determined by the substitutions of \( r_1 \) in a similar manner—if the partial substitution chain at position \( l \) in \( p_2 \) is \( \langle -X_i, X, \ldots \rangle_{r_1 r_2} \), then \( \langle X_i, X \rangle_{r_2} \) becomes a substitution of \( r_2 \). There can be no possible conflict between such definitions because each \( r_2 \) subgoal substitution is applied only once in the expansion tree (in the appropriate position of \( p_2 \).

We have proved our claim, above, but the accomplishment is a modest one. All we know is that if someone suggests to us how to split the EDB subgoals of \( r \) between \( r_1 \) and \( r_2 \) by giving us a trial correspondence \( \psi \), then we can determine whether the suggestion corresponds to an actual recursive expansion, and we can construct a corresponding expansion tree, if one exists. But because there are essentially on the order of \( 2^k \) possible trial correspondences to be considered, we do not yet have an efficient algorithm for the bounded arity factorization problem.

We shall overcome the difficulty by guessing not the trial correspondence itself, but instead merely the identities of its charged variables.

Recall that the linking graph \( G \) of \( r \) is an undirected graph on the subgoal vertices \( p, e_1, \ldots, e_k \), with an edge between two subgoals if they share a nondistinguished variable. Here, we shall introduce a colored linking multigraph \( \Gamma \) of \( r \) whose edges are again determined by shared nondistinguished variables, but where these edges are also colored according to the particular nondistinguished variable shared. Thus between two vertices of the multigraph we may have several edges, one of each of several colors, each color corresponding to some
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different nondistinguished variables the two subgoals share.

Let \( C = \{ X_0, \ldots, X_n, A_1, \ldots, A_e \} \) be a guessed set of charged variables corresponding to some trial correspondence between the EDB subgoals of \( r \) and those of \( r_1 r_2 \). We know that it can be assumed that \( e' - e'' \leq n \) here. To verify the guess, we must check that the EDB subgoals of \( r \) can be split so as to yield exactly the charged variable set \( C \). (Such a split is in fact exactly a trial correspondence \( \nu \)). We may apply the following five step \( \Gamma \)-\textit{multigraph algorithm}.

1. Check whether all distinguished variables of \( p \) are in \( C \). If not, answer "no: guess invalid," and exit. Otherwise:

2. Delete all edges colored \( A_1, A_2, \ldots, A_e \) from \( \Gamma \).

3. Call the resulting graph \( \Gamma' \).

4. Compute the connected components \( \Gamma'_1, \Gamma'_2, \ldots, \Gamma'_k \) of \( \Gamma' \setminus p \).

5. If \( \delta > 1 \) and \( \Gamma' \setminus p \) has a component containing no uncharged distinguished variables, then answer "yes: verified guess." otherwise, answer "no: guess invalid."

To see that our verification algorithm is correct, we need to show that it answers "yes" if and only if the EDB subgoals of \( r \) can be split so as to yield exactly the charged variable set \( C \).

Suppose first that the EDB subgoals of \( r \) can be split into two nonempty sets, one of "top level" EDB subgoals \( \{ e_i, \ldots, e_s \} \), and one of "second level" EDB subgoals \( \{ e_j, \ldots, e_n \} \), with \( s, t \geq 1 \), \( s - t = k \), and charged variable set \( C \). Then by the definition of \( C \) and \( \Gamma' \), the set \( \{ e_j, \ldots, e_n \} \) of second level subgoals contains no uncharged distinguished variables, and there can be no multigraph edge of \( \Gamma' \) between an \( e_j \) and an \( e_n \). Similarly, \( p \) can neither contain an uncharged distinguished variable nor share an edge with an \( e_n \), and so \( p \) must belong to \( \Gamma' \) also. Therefore \( p \) and \( \{ e_j, \ldots, e_n \} \) together induce a union of connected components in \( \Gamma' \), these vertices do not include all of \( \Gamma' \) because there is at least one vertex \( e_i \) detached from these vertices, and the component containing \( e_n \) can contain no uncharged distinguished variables. Therefore our verification algorithm will answer "yes," as required.

Conversely, suppose that the algorithm answers "yes" and we need to verify that there is a split of the EDB subgoals of \( r \) with charged variable set \( C \). Here, it will suffice to identify the set \( \{ e_j, \ldots, e_n \} \) with a particular connected component \( \Gamma'_1 \) of \( \Gamma' \setminus p \). The
assumption that $\Gamma' \setminus p$ has at least $\delta \geq 2$ components ensures that there is at least one remaining EDB vertex in the components $\Gamma_2', \Gamma_3', \ldots, \Gamma_s'$. Therefore the subgoals of any component that contains no uncharged distinguished variables can be identified with the set $\{e_{j1}, \ldots, e_{jn}\}$. However, the charged variable set $C'$ corresponding to this trial correspondence is only necessarily contained in $C$ and need not be $C$ itself. Thus strictly speaking we have not verified our guess precisely, but because $|C'| \leq |C| \leq n$, the charged variable counting condition is satisfied for $C'$. So $r$ is still factorizable, and we can answer "yes" for this guess and still have a correct algorithm.

Because there are no more than $\binom{n}{K}^2$ charged variable set selections to be considered and the verification algorithm above can be made to run in time $O(N^2)$, our entire non-deterministic factorization algorithm made be made to be deterministic and run in time $O(N^{2(K-1)})$ by considering all possible charged variable sets in turn.

There is no assertion in Theorem 5.7 that the two rules $r_1$ and $r_2$ are themselves irreducible. If a factorization into irreducible rules is desired, one can apply the theorem iteratively to obtain a factorization into irreducibles in time $O(N^{2(K-1)+1})$.

**Example 5.8** For an example of how the $\Gamma$-multigraph algorithm works, consider the problem of factoring the rule

$$r : p(X_1X_2) : - p(X_1D) \& e(DDA) \& e(AX_2B) \& f(BC).$$

The colored linking multigraph of $r$ is

```
  p(X_1D)  \\
   \quad D \\
  f(BC)   \quad e(DDA) \\
   \quad B \\
  \quad A \\
  e(AX_2B) 
```
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If we make the (erroneous) guess of the charged variable set \( C = \{X_1, D\} \), then the graph \( \Gamma' \) becomes

\[ p(X_1D) \]

\[ f(BC) \quad e(DDA) \]

\[ B \quad A \]

\[ e(AX_2B) \]

and \( \Gamma' \setminus p \) is seen to have just \( \delta = 1 \) component. So the algorithm would answer "no: guess invalid" for this guess. However, \( r \) does have a factorization corresponding to the guessed charged variable set \( \{X_1, A\} \). Here the graph \( \Gamma' \) becomes

\[ p(X_1D) \]

\[ \quad D \]

\[ f(BC) \quad e(DDA) \]

\[ B \]

\[ e(AX_2B) \]

we have \( \delta = 2 > 1 \) components in \( \Gamma' \setminus p \), and the isolated vertex \( e(DDA) \) in \( \Gamma' \setminus p \) is a component containing no uncharged distinguished variables. Therefore the \( \Gamma \)-multigraph
algorithm would answer "yes: verified guess" for the guess \( C = \{X_1, A\} \). Translating the guess into a factorization as suggested in the proof to Theorem 5.7, we obtain the rules

\[
\begin{align*}
r_1 : p(X_1X_2) & : = p(X_1A) & & \& e(AX_2B) & & \& f(BC) \\
r_2 : p(X_1X_2) & : = p(X_1A) & & \& e(AX_2)
\end{align*}
\]

and one can check that \( r \) and \( r_1r_2 \) are isomorphic.

5.4 Unbounded arity factorization

If we do not know an explicit bound on the recursive arity of a linear rule \( r \), then the \( \Gamma \)-multigraph factorization algorithm is not guaranteed to run in time polynomial in the size of \( r \). The difficulty arises because the number of test (guessed) charged variable sets to be considered can no longer be guaranteed to be polynomially bounded in the input size.

Nevertheless, general (unbounded arity) linear recursive rules \( r \) may be either recognized as irreducible or constructively factored as a recursive expansion \( r = r_1r_2 \) in polynomial time in the size of \( r \) by a more complex method, which we shall call the flow graph algorithm.

To describe the method we shall return to a rule notation similar to that used in Chapter 4, where we represented distinguished variables by positive integers and suppressed all predicate names. Because the factorizability of \( r \) is not influenced by the particular predicate names on subgoals but rather depends only on how variables are shared between subgoals, we can cast the irreducibility problem as an abstract decision problem in the following way.

**RULE IRREDUCIBILITY**

**INSTANCE:**

A collection \( E \) of \( |E| \geq 3 \) finite subsets of \( N \cup A \), where \( N = \{1, 2, 3, \ldots\} \) and \( A = \{A, B, C, \ldots\} \); also, a distinguished element \( p \in E \) and a cost bound \( c \), which is an arbitrary positive integer.

**QUESTION:**

Can the collection \( E \setminus p \) be partitioned in 2 nonempty parts \( U \) and \( D \) with cost less than \( c^* \). The cost of a \( U, D \) partition is computed as the sum of all variable charges, as follows:
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(DISTINGUISHED VARIABLE CHARGES)
We charge 1 for every \( n \in \mathcal{N} \) that occurs either in \( p \) or in some element of \( \mathcal{D} \).

(NONDISTINGUISHED VARIABLE CHARGES)
We charge 1 for every letter \( a \in \mathcal{A} \) that occurs both in some element of \( \mathcal{U} \), and in either \( p \) or in some element of \( \mathcal{D} \).

We shall solve the rule irreducibility problem by reducing it to a certain flow problem in graphs. The method is most easily envisioned as a two-step process. In the first step, we shall reduce the irreducibility question to the following problem in bipartite graphs.

BIPARTITE DISCONNECT SET

INSTANCE:
A bipartite graph \( G = (V, E) \) with vertex set \( V = V_1 \cup V_2 \), and \( V_1 \cap V_2 \) is empty. All edges \( e \in E \) have one endpoint in \( V_1 \) and one in \( V_2 \). Also, two distinguished nodes \( s \) and \( t \) in \( V_1 \), and a cost bound \( c \), an arbitrary positive integer.

QUESTION:
Can \( s \) be disconnected from \( t \) in \( G \) by removing no more than \( c \) vertices from \( V_2 \) only?

We shall first show how an instance of rule irreducibility of size \( n \) can be polynomially reduced to the problem of solving \( O(n^2) \) instances of bipartite disconnect set. Then we shall show how each such bipartite disconnect set problem can be solved in polynomial time by flow techniques. Our final algorithm will have complexity \( O(n^7) \), where again, \( n \) is the size of the input rule \( r \) in standard Datalog notation.

Let \( \mathcal{E} \) be an instance of the rule irreducibility problem with distinguished element \( p \in \mathcal{E} \) and cost bound \( c \). We seek a partition of \( \mathcal{E} \setminus p \) into nonempty parts \( \mathcal{U} \) and \( \mathcal{D} \) that has cost at most \( c \).

Suppose for the moment that we guess from the set \( \mathcal{E} \setminus p \) the identities of one element \( u \in \mathcal{U} \) and one element \( d \in \mathcal{D} \). It is our claim that the problem of deciding whether these initial guesses may be filled out into a complete partition of \( \mathcal{E} \setminus p \) meeting the given cost bound can be thought of as an instance of bipartite disconnect set.

Here are the details. We build an instance of bipartite disconnect set as follows. First, we create a node \( v_1 \in V_1 \) for every element \( e \in \mathcal{E} \), and we create a node \( v_2 \in V_2 \) for every symbol \( n \in \mathcal{N} \) or \( a \in \mathcal{A} \) that occurs in some element of \( \mathcal{E} \). Next, edges are drawn between
vertices \( v_1 \in V_1 \) and \( v_2 \in V_2 \) if and only if the symbol \( v_2 \) occurs in the set \( v_1 \). So far, we have a bipartite graph \( G \) on the disjoint vertex sets \( V_1 \cup V_2 = V \). Each edge has one endpoint in \( V_1 \), and one in \( V_2 \).

Next, two new vertices \( s \) and \( t \) are added to \( V_1 \). The vertex \( s \) is made to be adjacent to each vertex of \( V_2 \) that either represents a distinguished variable \( n \in N \), or represents a nondistinguished variable occurring in \( u \). The vertex \( t \), on the other hand, is made to be adjacent to each vertex of \( V_2 \) that either occurs in \( p \) or \( d \).

Our claim is this: the given starter guesses \( u \in U \) and \( d \in D \) can be filled out into a complete partition of \( E \setminus p \) that meets the given cost bound \( c \) if and only if in the graph \( G \), the vertices \( s \) and \( t \) can be disconnected by the removal of at most \( c \) vertices from \( V_2 \).

We shall prove our claim below, but first it is useful to look at another example.

**Example 5.9** Consider the problem of deciding whether the rule \( r \) given by

\[
  r : p(x_1, x_2) = p(x_1, A) \land e(A) \land f(x_2, B) \land f(C, x_2) \land g(x_2, A)
\]

is irreducible. We first convert the problem into the simplified notation of the rule irreducibility problem statement, above. Replacing the distinguished variables by integers and suppressing all predicate names in every subgoal of \( r \), we obtain the collection of sets \( E = \{ e_1, e_2, e_3, e_4, e_5 \} \) given by

\[
  p = e_1 = \{ 1, A \} \\
  e_2 = \{ A \} \\
  e_3 = \{ 2, B \} \\
  e_4 = \{ 2, C \} \\
  e_5 = \{ 2, A, B \}.
\]

The rule \( r \) will be factorizable if and only if the set \( E \setminus p = \{ e_3, e_4, e_5 \} \) can be partitioned into two nonempty parts \( U \) and \( D \) with a cost at most \( c = 2 \), the recursive arity of the rule \( r \). In this particular example, there is such a partition—we may take for example \( U = \{ e_4 \} \), and \( D = \{ e_2, e_3, e_5 \} \), with the cost charge \(|\{1, 2\}| = 2\) meeting the desired bound. However, note that some care must taken in choosing the desired partition—for example, the partition \( U' = \{ e_5 \} \), and \( D' = \{ e_2, e_3, e_4 \} \) would fail to meet the desired cost bound, because it has cost charge \(|\{1, 2, A, B\}| = 4 > 2\).
Figure 5.1: Bipartite disconnect set problem
Suppose we correctly guess two initial members of the former partition \( u = e_4 \in U \) and \( d = e_5 \in D \). It was our claim above that the question of whether this initial guess is extendable into a complete partition of \( E \setminus p \) that meets the desired cost bound can be thought of as an instance of the bipartite disconnect set problem. To illustrate the claim in the current example, in Figure 5.1 we have drawn the associated bipartite graph \( G \), whose desired cost bound is also \( c = 2 \). Because the nodes \( s \) and \( t \) in \( V_1 \) can be disconnected by removing the two nodes 1 and 2 from \( V_2 \), the bipartite disconnect problem also has a "yes" answer. In fact, we can recover the partition \( U, D \) by taking \( D \) to be all nodes of \( E \setminus p \) that are connected to \( t \) after the vertices 1 and 2 have been removed from \( G \), while \( U \) is taken to be all the remaining nodes in \( E \setminus p \).

Theorem 5.10 Let \( E = \{ p = e_1, e_2, \ldots, e_k \} \) be an instance of the irreducibility problem with cost bound \( c \), and suppose that two distinct elements \( u = e_4 \) and \( d = e_5 \) are designated in \( E \setminus p = \{ e_2, \ldots, e_k \} \). Let \( G = G(E) = (V_1 \cup V_2, E) \) be the corresponding constructed graph instance of the bipartite disconnect set problem.

Then the following are equivalent:

(1). The vertices \( s \) and \( t \) can be disconnected in \( G \) by the removal of \( c \) vertices from \( V_2 \).

(2.) There is a partition of \( E \setminus p \) into two nonempty, disjoint parts \( U \) (containing \( u \)) and \( D \) (containing \( d \)) whose total variable charge is no more than \( c \).

Proof Show that (1) \( \Rightarrow \) (2).

Suppose that the vertices \( s \) and \( t \) can be disconnected by the removal of the vertex set \( C \subseteq V_2 \) from \( G \), and \( |C| = c \). Let \( G' \) be the resulting subgraph of \( G \). Then we shall construct a \( U, D \) partition of \( E \setminus p \) meeting the desired conditions as follows. We let

\[
D = d \cup \{ v \mid v \in E \setminus p \text{ is connected to } t \text{ in } G' \},
\]

and

\[
U = u \cup \{ \text{Everything else in } E \setminus p \}.
\]

We must verify that the sets \( U \) and \( D \) are indeed a disjoint partition of \( E \setminus p \) whose total variable charge is at most \( c \).
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First, because \( u \in \mathcal{U} \) and \( d \in \mathcal{D} \), we see that \( \mathcal{U} \) and \( \mathcal{D} \) are nonempty, and by construction \( \mathcal{L} \) and \( \mathcal{D} \) together exhaust \( \mathcal{E} \setminus \mathcal{P} \). Next, we must show that \( \mathcal{U} \) and \( \mathcal{D} \) are disjoint. By construction of the graph \( G \), if \( z \) is any node in \( G' \), then the following implications are valid.

1. Vertex \( z \) is reachable from \( d \) in \( G' \) \( \Rightarrow \) \( z \) is reachable from \( t \) in \( G' \).

2. Vertex \( z \) is reachable from \( u \) in \( G' \) \( \Rightarrow \) \( z \) is reachable from \( s \) in \( G' \).

Therefore \( \mathcal{U} \cap \mathcal{D} \) must be empty, for if \( z \) is in \( \mathcal{U} \cap \mathcal{D} \), then \( z \) is connected to \( t \) and to \( s \), contradicting the fact that \( s \) and \( t \) are disconnected in \( G' \).

To finish, we shall show that the charged variables of this \( \mathcal{U}, \mathcal{D} \) partition are all necessarily elements of \( \mathcal{C} \). We shall consider charged distinguished, and then nondistinguished variables in turn.

Let \( n \) be a distinguished variable charged to the \( \mathcal{U}, \mathcal{D} \) partition. Then \( n \) either occurs in \( \mathcal{P} \) or in some element of \( \mathcal{D} \). If \( n \) is not a removed vertex, (i.e., an element of \( \mathcal{C} \)), then \( n \) is a vertex of \( V_2 \) in \( G' \) that serves to connect \( s \) (which, recall, has all distinguished variable adjacencies) either to \( t \), or to a vertex connected to \( t \). Thus we would conclude that \( s \) is connected to \( t \) in \( G' \), a contradiction.

Finally, suppose that \( A \) is a nondistinguished variable charged to the \( \mathcal{U}, \mathcal{D} \) partition. Then \( A \) appears both in some \( u' \in \mathcal{U} \), and also in some \( d' \in \mathcal{D} \). Thus if the variable \( A \) is not one of the deleted vertices \( \mathcal{C} \), we conclude that \( \mathcal{U} \) and \( \mathcal{D} \) are connected, which is again a contradiction by the construction of \( \mathcal{U} \) and \( \mathcal{D} \).

Show that (2) \( \Rightarrow \) (1).

Let \( \mathcal{U}, \mathcal{D} \) be a partition of \( \mathcal{E} \setminus \mathcal{P} \) such that \( u \in \mathcal{U} \) and \( d \in \mathcal{D} \). Let the charged variable set corresponding to this partition be \( \mathcal{C} \). We claim that removing the vertices \( \mathcal{C} \) from \( V_2 \) in \( G \) must disconnect \( s \) from \( t \) in the resulting graph \( G' \).

In proof, suppose to the contrary that there is simple path from \( t \) to \( s \) in \( G' \). Vertices of \( V_2 \) that appear along this path are necessarily uncharged variables. In fact, we claim slightly more is true: Any vertex of \( V_2 \) on a path from \( t \) to \( s \) in \( G' \) must be an uncharged nondistinguished variable. Why? First, it is clear that no vertex at distance one from \( t \) in \( G' \) can be a distinguished variable, because such a variable must appear either in \( \mathcal{P} \) or in \( d \), so therefore is charged and must have been removed from \( G' \). If some vertex in \( V_2 \) at a distance greater than 1 from \( t \) along the path were a distinguished variable, then we could choose
the closest such variable, say \( v_2 \in V_2 \), at distance \( \delta \geq 2 \) from \( t \). By assumption, no vertex of \( V_2 \) at distance \( < \delta \) from \( t \) is a distinguished variable, and we know each is uncharged. Therefore each vertex \( v_1 \in V_1 \) before \( v_2 \) on the path from \( t \) to \( s \) must correspond either to \( p \) or to an element of \( D \). Now again we can conclude that \( v_2 \) can't be distinguished, because otherwise \( v_1 \) contains an uncharged distinguished variable, and is either \( p \) or an element of \( D \).

We have shown that all vertices of \( V_2 \) along a path from \( t \) to \( s \) in \( G \) are nondistinguished variables, and each is uncharged. Therefore any \( V_1 \) vertex on such a path is forced to be either \( p \), or an element of \( D \). Since in particular this holds for the last vertex (i.e., \( s \)) on the path, we conclude that \( u \) itself must be an element of \( D \), which is a contradiction because the sets \( D \) and \( U \) are disjoint.

So no path from \( s \) to \( t \) exists in \( G' \), as claimed.

Therefore, to solve an instance of the rule irreducibility problem of size \( n \), we may consider all possible "starter pairs" \( u = e_i \in U \) and \( d = e_j \in D \) in turn. For each starter pair we solve the corresponding bipartite disconnect set problem to determine if the given starter pair can be completed to form an actual partition of \( E \setminus p \) meeting the desired cost bound. There are only \( O(n^2) \) possible starter pairs to be considered, and each such constructed bipartite disconnect set problem has \( O(n) \) vertices and \( O(n^2) \) edges. We shall therefore have a polynomial time algorithm for rule irreducibility if the bipartite disconnect set problem can be solved in polynomial time.

We shall transform a given instance \( G = (V_1 \cup V_2, E) \) of bipartite disconnect set into a flow problem in directed graphs. An edge-weighted directed graph \( D \) with new source node \( s_0 \) and sink node \( t_0 \) is obtained from \( G \) as follows. First, we replace each node \( v \in V_2 \) in \( G \) by a directed edge \( (v', v^r) \) between new nodes \( v' \) and \( v^r \) of \( D \). The capacity of each such created edge is made to be equal to one. Then, for each edge \( (w, v) \) of \( G \) with \( w \in V_1 \) and \( v \in V_2 \), we replace this edge by two directed edges \( (w, v') \) and \( (v^r, w) \). Each of these edges is made to have capacity infinity. Finally, a new sink node \( s_0 \) and a source node \( t_0 \) are created in \( D \), and two edges of infinite capacity \( (s_0, s) \) and \( (t, t_0) \) are added to \( D \).

In Figure 5.2 we illustrate the construction of the graph \( D \) from a particular instance \( G \) of bipartite disconnect set.

Suppose we use a known polynomial time algorithm, for example Dinitz's algorithm [Dini70], to find a maximal flow \( F \) from \( s_0 \) to \( t_0 \) in the network \( D \). Then excepting the
edges $(s_0, s)$ and $(t, t_0)$ in $D$, the flow $F$ must be a 0-1 flow (i.e., every edge must have a flow of either 0 or 1 along it). It is our claim that the cardinality $|C|$ of a minimal bipartite disconnect set $C \subseteq V_2$ in $G$ is equal to the cardinality $M$ of a minimum cut in the flow network $D$.

To prove the claim, we shall show that the inequalities

$$M \leq |C| \leq F$$

are valid. By the max-flow min-cut theorem, we also know that $M = F$, so that we shall be able to conclude that $M = |C|$, as claimed.

First, we need to show that $M \leq |C|$. In proof, suppose that $s$ can be disconnected from $t$ in $G$ by the removal of the vertices $C \subseteq V_2$. Then a $(W, W')$ cut of the network $D$ with capacity $|C|$ can be constructed from $C$ in the following way. (Recall that a cut in a flow network $D$ is a partition $(W, W')$ of its vertices such that the source node $s_0$ is in $W$, and the sink node $t_0$ is in $W'$; its capacity is the sum of the capacities of all arcs that cross the cut in the "forward direction"—see, for example [PaSt82]). First, we put $s_0$ in $W$, and we put $t_0$ in $W'$. Then, for each node $v \in C$ in $G$, we put the corresponding node $v'$ into $W$, and we put the node $v''$ into $W'$. All remaining nodes of $D$ are put into $W$. The result is a $(W, W')$ cut of the network $D$, and its capacity is precisely $|C|$. Therefore a minimal cut necessarily has its capacity upper bounded by $|C|$, as claimed.

Next, we need to show that $|C| \leq F$. Here, it suffices to show how a maximal flow in the network $D$ yields a disconnect set $C \subseteq V_2$ in the corresponding bipartite disconnect set problem. The construction is simple. Given a maximal flow in $D$, we look at each edge pair $(v', v'')$, and see if it has 0 or 1 flow along it. If the flow is 1, we remove the corresponding node $v \in V_2$ from $G$, and if zero, then the corresponding node is not removed in $G$. The given nodes must disconnect $s$ from $t$ in $G$, for otherwise the given $D$ flow can be augmented, contradicting its maximality.

Dinit's algorithm is known to run in time $O(|V||A|^2)$ on networks with $|V|$ nodes and $|A|$ arcs. The entire flow graph algorithm therefore has complexity $O(n^2 \times n \times (n^2)^2) = O(n^7)$, as claimed.

Dinit's algorithm is known to run in time $O(|V||A|^2)$ on networks with $|V|$ nodes and $|A|$ arcs. The entire flow graph algorithm therefore has complexity $O(n^2 \times n \times (n^2)^2) = O(n^7)$. 
An instance $G$ of bipartite disconnect set…

…becomes a flow problem $D$.

Figure 5.2: Bipartite disconnect set as a flow problem
5.5 Unique factorization

When does a rule admit a unique factorization into irreducible rules? Unfortunately, the answer comes back fairly quickly—not very often. There are at least two major difficulties:

1. Rule (non)commutativity: Because general rules do not commute, we must think of the two general rule products $uv$ and $vu$ as "essentially different." Yet when $u$ and $v$ do happen to satisfy $uv = vu$, then $uv$ and $vu$ represent the same rule. Any general unique factorization theorem would have to handle this difficulty in some way.

2. Freedom of choice: When at least one factorization $r = r_1r_2$ exists for a rule $r$, we often shall have several choices available to us between different selections of charged variables in the recursive subgoal of $r$. The different selections and placements of these variables will then lead to other factorizations $r = s_1s_2$ where $s_1 \neq r_1$ and $s_2 \neq r_2$. For example, applying the $\Gamma$-multigraph algorithm to the same generation rule

$$r : p(x_{1}x_{2}) :- p(AB) \land e(A) \land e(B),$$

one may obtain the factorization $r = s_1s_2$ with the rules

$$s_1 : p(x_{1}x_{2}) :- p(Ax_{1}) \land e(x_{2}A)$$

$$s_2 : p(x_{1}x_{2}) :- p(x_{1}A) \land e(x_{2}A),$$

as well as the factorization $r = r_1r_2$ from Example 5.6. The charged variable set corresponding to both factorizations is $\{X_1, A\}$, and the essential difference between them is the order in which these two variables occur in the top-level recursive subgoals $r_1$ and $s_1$.

Amongst the multiple factorizations of a rule we can sometimes discover curious ways to write simple logic programs. For an example, suppose we set ourselves the task of writing a logic program $\Pi$ to compute a "same generation or one older" relation $p$ from a given "parent" EDB relation $par(X, Y)$. More precisely, we shall require the program $\Pi$ to compute all tuples $p(X, Y)$ where either $X$ and $Y$ have a common parent ancestor at the same parent depth $d \geq 0$, or $X$ and $Y$ have a common ancestor $a$ at the depth $d + 1$ from $X$ and at the depth $d$ from $Y$. 
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A first check at writing $j$ might yield the following program.

\begin{align*}
   r_1 & : \text{sg}(x_1, x_1) \\
   r_2 & : \text{sg}(x_1, x_2) : - \text{sg}(x_1, x_2) \land \text{par}(x_1, A) \land \text{par}(x_2, B). \\
   r_3 & : p(x_1, x_2) : - \text{sg}(x_1, x_2). \\
   r_4 & : p(x_1, x_2) : - \text{sg}(x_2, A) \land \text{par}(x_1, x_2).
\end{align*}

Here, we can think of the program II as first computing all the same generation facts $sg$ by using a basis rule $r_1$ and the standard same generation rule $r_2$. Next, II computes the relation $p$ from $sg$ by including all the $sg$ facts (rule $r_3$), and the “off by one generation” facts are thrown in too (rule $r_4$).

However, the interesting thing is that the same generation rule admits a factorization $sg = s^2$, where $s$ is the one-half same generation rule

\begin{align*}
   s : \text{sg}(x_1, x_2) : - \text{sg}(x_2, A) \land \text{par}(x_1, x_2).
\end{align*}

There is a conspicuous similarity between the rule body of $s$ and that of the rule $r_4$ in II. In fact, the entire program II may be replaced by the program II' = \{r, s\}

\begin{align*}
   r & : p(x_1, x_1) \\
   s & : p(x_1, x_2) : - p(x_2, A) \land \text{par}(x_1, x_2),
\end{align*}

which computes the desired relation $p$ directly. Here, the standard same generation facts will be computed by the even-power recursive expansions of $s$, while the “off by one” facts will be picked up by the odd powers of $s$.

5.6 Graph semigroups

But the last example is probably best regarded as a curiosity—in general, the absence of unique factorization properties for rule sets proves to be more a hindrance than a help. However, there is a natural context in which semigroups and unique factorization properties can be exploited to study the query containment properties of a rule set. We shall take Ioannidis's [Ioan89] partial commutativity problem as our starting point.

Ioannidis [Ioan89] has drawn attention to the problem of finding “ways to take advantage of partial commutativity, i.e., when the transitive closure of a product of operators is to be
computed, only a subset of which are mutually commutative." To restate the problem in our language, we may generally ask what can be said about the query containment properties of rule sets $S = \{r_1, \ldots, r_k\}$ for which we may know several algebraic relationships of the form $r_i r_j \simeq r_j r_i$. Such relations may be known to us either by using the techniques outlined above, or from the results of other authors [Joan89], [RSUV89].

In the semigroup world, such a set of abstract relations is said to be a presentation of a graph semigroup [KMR82], and useful results from this literature may be carried over to the study of the partial commutativity problem for rule sets.

Let $S = \{r_1, \ldots, r_k\}$ be a rule set, and let $w \simeq r_{i_1} r_{i_2} \cdots r_{i_s}$ be an arbitrary recursive expansion of the rules in $S$. If $S$ is strongly free, then we know that $w$ determines the rules $r_{i_1}, r_{i_2}, \cdots, r_{i_s}$ uniquely—that is, if $w \simeq r_{j_1} r_{j_2} \cdots r_{j_s}$ then $s = t$ and $i_l = j_l$ for $1 \leq l \leq s$ (Theorem 3.8). Therefore it makes sense to say that $w$ (and indeed every recursive expansion of the rules in $S$) has a unique factorization over $S$.

However, now suppose to the contrary that $S$ is not strongly free, but instead satisfies some commutative algebraic relationships of the form $r_i r_j \simeq r_j r_i$. Then we can no longer speak directly about unique factorizations—for example, $w \simeq r_1 r_2 r_3 \simeq r_2 r_1 r_3$ if $r_1$ and $r_2$ commute. However, we can prove unique factorization result of a slightly different kind. We need a preliminary definition.

Again, let $S = \{r_1, \ldots, r_k\}$ be a rule set, and let

$$w \simeq w_1 w_2 \cdots w_l$$  \hspace{1cm} (5.1)

be a recursive expansion of the rules in $S$ where each $w_i$ is either a rule of $S$ or alternatively $w_i$ is itself a recursive expansion of rules in $S$. If for each pair $w_i, w_j$ with $1 \leq i, j \leq l$ we find that $w_i w_j \simeq w_j w_i$, then we call the expression 5.1 a factorization (of $w$) into commuting parts.

It is our present goal to prove:

Theorem 5.11 Suppose $S = \{r_1, \ldots, r_k\}$ is a rule set, and suppose that every nontrivial algebraic relationship satisfied by the rules of $S$ is a consequence of relations of the form $r_i r_j \simeq r_j r_i$. Then (i) there exists a unique factorization of any recursive expansion $w \in \mathcal{J}(S)$ into commuting parts, and (ii) we may decide membership for the set of all elements of $\mathcal{J}(S)$ that commute with a particular expansion $w$ in polynomial time.

Proof Treating the $r_i$'s as formal symbols, define a graph $\Gamma$ on $S$ by taking $(r_i, r_j)$ as an edge of $\Gamma$ if and only if $r_i$ and $r_j$ do not commute. Let $G$ be the rule expansion semigroup.
$J(S)$, and take $w \in G$ as a typical formal word over the alphabet $S$. Then we shall use $C(w)$ to denote the centralizer

$$C(w) = \{w_0 : w_0 w \simeq w w_0\}$$

of $w$, and we shall use $\Gamma(w)$ to refer to the full subgraph

$$\Gamma(w) = \{(r_i, r_j) \in \Gamma : r_i, r_j \text{ occur in } w\}$$

generated by the vertices $r_i$ which occur in $w$. Let the connected components of $\Gamma(w)$ be

$$\Gamma_1(w), \ldots, \Gamma_s(w),$$

and let $w_i$, the $i$th commutative projection of $w$, denote the product of the vertices obtained from $w$ by deleting all vertices not in $\Gamma_i(w)$. Then [KMR82] $w_i$ is well-defined, $w_i w_j \simeq w_j w_i$ for all $i, j$ and

$$w \simeq \prod_{i=1}^s w_i.$$

Finally, we define $\pi(w) = \{w_1, \ldots, w_s\}$ as the set of all commutative projections of $w$. (The present notations should not be confused with those used in Section 4, above).

An element $w \in G$ is called a $c$-prime if $w$ cannot be expressed as a nontrivial product $w \simeq u v \simeq v u$ of two commuting factors $u, v \in G$. A $c$-factorization of $w$ is an equation $w \simeq y_1 \ldots y_s$ where for each $i$ and $j$ we have $y_i y_j \simeq y_j y_i$. We can now translate the central result from [KMR82] into the present context. Because

Every element $w \in J(S)$ has a unique $c$-factorization into $c$-primes,

we have a proof of part (i) of the theorem statement. In fact, it is possible to give a simple characterization of the $c$-primes that occur in the $c$-factorization of the element $w$. Let $w \in G$. Then there exists an element $\text{root}(w) \in G$ such that $(\text{root}(w))^m = w$ for some $m > 0$, and for any $z \in G$ such that $z^n = w$ for some $n > 0$, there exists $a > 0$ such that $\text{root}(w)^a = z$. (For a proof, again consult [KMR82]). One shows then that $c$-primes which occur in the $c$-factorization of the element $w$ are roots of the commutative projections $w_i \in \pi(w)$.

Finally, we come to the much simpler part (ii) of the theorem statement. Here, it is perhaps not surprising that to test the commutativity of two elements $w$ and $v$, it suffices
to attempt to transform \( uv \) into \( uw \) by a sequence of interchanges of commuting vertices \( r_i \) and \( r_j \). A simple greedy quadratic time algorithm suffices, although we shall present a more sophisticated (linear time) algorithm in Section 6.2 below.

Chapter 6 in part presents a case study of how Theorem 5.11 may be applied to the study of a commonly encountered class of rule sets, the linear chain rules. Still, it is useful to pause at this point to give an example of a particular rule set to which Theorem 5.11 applies.

Example 5.12 Consider the three rules

\[
\begin{align*}
    r : p(\mathbf{x}_1 \mathbf{x}_2 \mathbf{x}_3) &= p(\mathbf{x}_1 \mathbf{x}_2 \mathbf{a}) \& g(\mathbf{a} \mathbf{x}_3) \\
    s : p(\mathbf{x}_1 \mathbf{x}_2 \mathbf{x}_3) &= p(\mathbf{x}_1 \mathbf{x}_2 \mathbf{a}) \& f(\mathbf{a} \mathbf{x}_3) \\
    t : p(\mathbf{x}_1 \mathbf{x}_2 \mathbf{x}_3) &= p(\mathbf{a} \mathbf{x}_2 \mathbf{x}_3) \& g(\mathbf{a} \mathbf{x}_1)
\end{align*}
\]

Here, we find that the rules \( r \) and \( s \) do not commute, while both \( s \) and \( t \), and \( r \) and \( t \), do commute. The graph \( \Gamma \) is therefore

\[
\begin{array}{c}
    r \\
    \hline
    s \\
    \hline
    t
\end{array}
\]

and it has two connected components. Every recursive expansion \( w \) of the rules \( \{r, s, t\} \) will therefore have a unique factorization into at most two commuting parts that are obtained from \( w \) by commutative projection onto the components of \( \Gamma \); for example, the expansion \( w = trsrtr \) can be factored as \( w \approx w_1 w_2 \), where \( w_1 = rrsr \) and \( w_2 = tt \).

Finally, it is interesting to note that the centralizer \( C(w) \) of a particular element \( w \) in a graph semigroup \( G \) is a subsemigroup of \( G \) that is again a graph semigroup (that is, it is presented by relations of the form \( r_i r_j = r_j r_i \)) [KMR82]. Thus it appears that to optimize such programs using rule commutativity properties unavoidably involves graph semigroup analysis at some level.
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A case study: linear chain rules

Ullman and Van Gelder [UVa85] define an interesting class of rule sets whose query containment properties can be studied by using a combination of factorization techniques and graph semigroup analysis. These are the rule sets whose elements are linear chain rules. We need a preliminary definition.

An elementary chain rule is a rule of the form

\[ p(X_1, X_2) \rightarrow r_1(A_1, X_1) \land r_2(A_2, A_1) \land \cdots \land r_k(A_{k-1}, X_2) \]

where all predicates are binary and \( X_1, A_1, \ldots, A_{k-1}, X_2 \) are all distinct variables [UVa85]. In a linear elementary chain rule, exactly one of the predicate names \( r_i \) is \( p \).

Example 6.1 The rule

\[ p(X_1, X_2) \rightarrow q_1(X_1, A_1) \land p(A_1, A_2) \land q_2(A_2, X_2) \]

is a linear elementary chain rule.

Ullman and Van Gelder focus primarily on elementary chain rules with nonlinear recursion allowed, and they show how the recursive expansions of such rules can be simply modelled by context-free grammars. The latter observation is then used to demonstrate that the computation of the minimum model of such programs is efficiently parallelizable (i.e., in \( NC \)) when a certain polynomial fringe property is satisfied.

In the linear case, that the minimum model computation is in \( NC \) is immediate because such rules are "thinly disguised transitive closure" rules [UVa85] for which minimum models may be computed by path doubling techniques.
Suppose \( S \) is a rule set whose elements are all elementary chain rules, here momentarily with nonlinear recursion allowed (i.e., multiple \( r_k \)'s may be \( p \)). If one attempts to use the context free grammar approach to study query containments amongst recursive expansions of the rules in \( S \), then discovering nontrivial containments is as hard as deciding the ambiguity problem for context free grammars, which is known to be undecidable.

However, we shall see that linear elementary chain rules have particularly simple factorization properties, even when we widen our perspective to generalized (i.e. nonelementary) forms of such rules. These factorization properties, together with graph semigroup techniques, will allow us to present nontrivial query containment algorithms for such rules. We need another definition.

**Definition 6.2** A linear chain rule is a rule of the form

\[
p : - r_1 \& r_2 \& \cdots \& r_k
\]

where the arities of the \( p \) and \( r_k \) predicates may be arbitrary, and the following conditions are satisfied:

- **(CHAIN CONDITION)** For \( 1 \leq i < j \leq k \), the predicates \( r_i \) and \( r_j \) share a nondistinguished variable if \( j = i + 1 \), and otherwise share none.

- **(L/R BLOCK CONDITION)** Each distinguished variable occurs exactly once in the body, either in \( r_1 \), or alternatively in \( r_k \). Moreover \( r_1 \) and \( r_k \) each have at least one distinguished variable occurring in them.

- **(LINEAR CONFORMITY)** Exactly one \( r_k \) is \( p \). Moreover, if \( r_k = p \) has the same variable occurring at positions \( \alpha \) and \( \beta \), then the distinguished variables \( X_\alpha \) and \( X_\beta \) must either both occur in \( r_1 \), or alternatively both occur in \( r_k \).

**Example 6.3** Of the many linear recursive rules we have considered in this thesis, only a few have not been linear chain rules. Here are some of the linear chain rules we have seen so far:

The transitive closure rule for directed graphs:

\[
p(XY) : - p(XA) \& e(AY).
\]
The same generation rule:

\[ p(x_1, x_2) : \neg \sigma(x_1, y) \land p(y, z) \land s(x_2, y) \]

The one-half same generation rule:

\[ s(x_1, x_2) : \neg s(x_2, y) \land p(y, z) \land p(x_1, y) \]

Left-right transitive closure rules:

\[ p(x_1, x_2) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \]
\[ p(x_1, x_2) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \]

Many more rules meet the definition. For example:

\[ p(x_1, x_2, x_3) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \land s(y, z) \land s(x_3, y) \]
\[ p(x_1, x_2, x_3, x_4) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \land s(y, z) \land s(x_3, y) \]

For some examples of rules that do not quite meet the definition, we can take the three rules:

\[ p(x_1, x_2, x_3) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \land s(y, z) \land s(x_3, y) \]
\[ p(x_1, x_2, x_3, x_4) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \land s(y, z) \land s(x_3, y) \]
\[ p(x_1, x_2, x_3, x_4) : \neg p(x_1, y) \land \sigma(y, z) \land s(x_2, y) \land s(y, z) \land s(x_3, y) \]

which violate the chain condition, the block condition, and the linear conformity condition, respectively, from top to bottom. We have underlined the violation in each of the three clauses.

Here, our interest will be restricted to linear chain rules that satisfy a stronger version of the chain condition:

* (Strong Chain Condition) For \( 1 \leq i < j \leq k \), the predicates \( r_i \) and \( r_j \) share a unique nondistinguished variable if and only if \( j = i + 1 \).
6.1 Query Containment by Commutative Decomposition

We impose the strong chain condition rather than the normal chain condition only in order to ensure that the linear chain rules we consider will have convenient factorization properties. For the remainder of this chapter, we shall assume all linear chain rules to satisfy the strong chain condition (but we remind the reader that our class is more restrictive than the original definition 'Uiva85' specifies). However, note that the classes of rules mentioned above do meet the strong chain condition (although rules 6.1 and 6.2 do not).

Suppose we are given a set of linear chain rules $S = \{r_1, \ldots, r_e\}$ defining a relation $p$, and we are considering two finite-depth recursive expansions $r_a r_b \cdots$ and $r_e r_f \cdots$ of the rules $S$. How can we efficiently test whether $r_a r_b \cdots \preceq r_e r_f \cdots$? Our goal in the present chapter to give two algorithms for such query containment problems. Our methods will not be guaranteed to capture all the query containments such a rule set $S$ may satisfy, however. Still, much nontrivial information can be deduced.

Of the two algorithms we present, the first will be the simpler, and will depend only on the unique factorization properties present in graph semigroups. However, the first method will has the disadvantage of not exploiting all the commutativity information that is present for general linear chain rules.

The second algorithm will use a more advanced technique due to P. Cartier and D. Foata [CaFo69], and in a strong sense can be said to exploit "everything we know about commutativity" for linear chain rules in the study of query containments.

The following 3 observations will be important to our methods.

1. Linear chain rules have a particularly simple factorization structure. In fact, every linear chain rule with $k$ EDB subgoals can always be efficiently and completely factored into a product of $k$ irreducible rules with 1 EDB subgoal apiece.

2. There is a strong commutativity test for rules with 1 EDB subgoal [RSUV89].

3. In light of points 1 and 2, the graph semigroup method from Chapter 5 may be brought to bear on the study of query containments.

6.1 Query containment by commutative decomposition

Our first method for query containment testing is most easily illustrated with an extended example.
Example 6.4 We shall take the rule set $S = \{r_{ab}, r_c, r_d, r_e\}$ consisting of the four linear chain rules

\[
\begin{align*}
  r_{ab} : p(x_1 x_2 x_3 x_4) & : - p(x_1 A x_2 B) \land o(C A) \land z(C x_2 x_4) \\
  r_c : p(x_1 x_2 x_3 x_4) & : - p(A x_1 x_2 x_3) \land z(x_1 A x_4) \\
  r_d : p(x_1 x_2 x_3 x_4) & : - p(x_1 x_2 A x_4) \land o(A x_3) \\
  r_e : p(x_1 x_2 x_3 x_4) & : - p(x_1 x_2 A x_4) \land o(x_3 A)
\end{align*}
\]

as moderately complex running example. First, one quickly verifies that the strong chain, block, and linear conformity conditions are satisfied for each of these three rules. The notation we have chosen the first rule, $r_{ab}$, stems from the fact that it has a complete factorization into single EDB subgoal rules $r_{ab} = r_a r_b$, where the latter two rules are given by

\[
\begin{align*}
  r_a : p(x_1 x_2 x_3 x_4) & : - p(x_1 A x_3 B) \land o(A x_2 x_4) \\
  r_b : p(x_1 x_2 x_3 x_4) & : - p(x_1 A x_3 x_4) \land o(x_2 A).
\end{align*}
\]

We shall see below that such complete factorizations always exist for linear chain rules, and that they may be found efficiently. The mutual commutativity relationships $r_i r_j \succeq r_j r_i$ for the five rules $\{r_a, r_b, r_c, r_d, r_e\}$ can be summarized by a graph $\Gamma$

\[
\begin{align*}
  &a \quad \quad \quad \quad \quad d \\
  b &\quad \quad \quad \quad \quad c \quad \quad \quad \quad \quad e
\end{align*}
\]

where (in a manner similar to Theorem 5.11) we have drawn edges between vertices that do not commute. Again, we shall see below that this commutativity information may be efficiently computed in the general case by applying a criterion due to Ramakrishnan, Sagiv, Ullman, and Vardi [RSUV89]. The graph $\Gamma$ has connected components $\Gamma_1 = \{a, b, c\}$ and $\Gamma_2 = \{d, e\}$.

Now, suppose for the sake of an example that we would like to test whether the query containment $w_1 \succeq w_2$ holds between the recursive expansions $w_1 = r_{ab} r_d r_e$ and $w_2 =$
6.1. QUERY CONTAINMENT BY COMMUTATIVE DECOMPOSITION

$r_d r_6 r_c r_e$ of the rules $S$. Still following the graph semigroup method from Theorem 5.11, we begin by calculating the commutative projections

$$
\begin{array}{c}
\text{abdec} \\
\Gamma_1 / \Gamma_2 \\
w_1 / w_2 \\
abc / abc \\
de / de
\end{array}
\quad
\begin{array}{c}
\text{dabce} \\
\Gamma_1 / \Gamma_2 \\
w_1 / w_2 \\
abc / abc \\
de / de
\end{array}
$$

of the words $w_1$ and $w_2$ onto the components $\Gamma_1$ and $\Gamma_2$. Because we find that $w_1$ and $w_2$ have identical factorizations into the commuting factors $r = r_6 r_5 r_c$ and $s = r_6 r_c$, we conclude that the query containment $w_1 \succeq w_2$ does indeed hold amongst the recursive expansions of $S$.

To take a second example, suppose we are interested in testing the query containment $w_3 \succeq w_4$, where $w_3$ and $w_4$ are the recursive expansions $w_3 = r_6 r_5 r_3 r_2$ and $w_4 = r_6 r_5 r_3 r_d$. Here the respective commutative projections are

$$
\begin{array}{c}
\text{cdbe} \\
\Gamma_1 / \Gamma_2 \\
w_3 / w_4 \\
cb / cb \\
de / ed
\end{array}
\quad
\begin{array}{c}
\text{ecbd} \\
\Gamma_1 / \Gamma_2 \\
w_3 / w_4 \\
cb / cb \\
ed / ed
\end{array}
$$

and because the projections onto $\Gamma_2$ differ, (we have $de \neq ed$), we cannot conclude that the given query containment holds (and in fact it does not).

To complete our description of chain rule query containment testing by commutative decomposition, we need to check the the points left incomplete above. First, we claimed above that
Lemma 6.5 Every linear chain rule \( r \) with \( k \) EDB subgoals can be factored completely as a recursive expansion of \( k \) rules, each of which has 1 EDB subgoal apiece.

Proof Suppose the rule \( r \) has recursive arity \( n \) and takes the form

\[
  r : p \leftarrow r_1 \land r_2 \land \cdots \land r_k,
\]

where we shall suppose that it is the subgoal \( r_j \) in the body of \( r \) that corresponds to the occurrence of the recursive \( p \) subgoal. By renaming nondistinguished variables if necessary, we may also assume that the nondistinguished variable shared by \( r_i \) and \( r_{i-1} \) is named \( A_i \) for each value \( i \) with \( 1 \leq i < k \).

We can prove the lemma directly by presenting a \( k \) level abstract expansion tree for \( r \), where at each level exactly one EDB subgoal of \( r \) appears. The structure of the tree is as suggested by Figure 6.1.

Here, the variable patterns in the leaf nodes \( r_1, r_2, \ldots, r_k \) correspond exactly to their counterparts in the rule \( r \), and all we have to do is demonstrate how variables may be passed down through the intermediate \( p \)-subgoals \( p_1, p_2, \ldots, p_{j-1}, p_k, p_{k-1}, \ldots, p_{j-1} \) so as to guarantee that the resulting tree does indeed correspond to an actual recursive expansion of rules.

We consider the intermediate \( p \)-subgoals in turn, starting with \( p_1 \). Clearly we must take \( p_1 \)'s variables as \( X_1, X_2, \ldots, X_n \) in order, because this is forced on us at the root node of all expansion trees. Next, for indices \( i \) in the range \( 2 \leq i \leq j - 1 \), we must first take \( p_i \) to contain the nondistinguished variable \( A_i \) that is to be shared between \( r_i \) and \( r_{i-1} \). Also, every distinguished variable that is to occur in \( r_k \) must also appear somewhere in \( p_i \). Because by definition \( r_k \) can contain at most \( n - 1 \) different distinguished variables, there are at most \( n \) variables (nondistinguished and distinguished) all told that must appear in \( p_i \), and there is room for all these variables amongst the \( n \) argument positions of \( p_i \).

Next, we turn to \( p_k \). This subgoal must contain \( A_k-1 \) together with whatever distinguished variables are to appear in \( r_k \). Again there are at most \( n \) such variables, so they all fit inside \( p_k \).

Finally, for the indices \( i \) in the range \( k - 1 \geq i \geq j \), the subgoal \( p_i \) must contain the two variables \( A_i \) and \( A_{j-1} \), the nondistinguished variable that is to be shared between \( r_{j-1} \) and \( r_j \). No distinguished variables need appear, because all such variables have already occurred in \( r_1 \) and \( r_k \), above \( p_i \) in the expansion tree.
Figure 6.1: An expansion tree for a chain rule with \( r_j = p \).
Secondly, there is also the matter of testing for commutativity. In \cite{RSU89}, the following simple condition is presented.

**Theorem 6.6** Consider two safe, Datalog linear rules of the form

\[
\begin{align*}
\tau_1 : & \quad p(x_1, \ldots, x_n) : \neg p(y_1, \ldots, y_n) \land g_1 \land \cdots \land g_s, \\
\tau_2 : & \quad p(x_1, \ldots, x_n) : \neg p(z_1, \ldots, z_n) \land h_1 \land \cdots \land h_t
\end{align*}
\]

Then the following conditions are sufficient for the commutativity law $\tau_1 \pi_2 = \pi_2 \tau_1$:

1. If $Y_i \neq X_i$ then $X_i$ does not appear among the $H$'s.
2. If $Z_i \neq X_i$ then $X_i$ does not appear among the $G$'s.
3. If $Y_i = X_j$ for some $j \neq i$, then $Z_i = X_i$ and $Z_j = X_j$.
4. If $Z_i = X_j$ for some $j \neq i$, then $Y_i = X_i$ and $Y_j = X_j$.

The theorem gives us a simple method to test for commutativity between the constituent factors of a set of linear chain rules. It should be observed, however, that because we are always testing for commutativity between two single EDB rules, there is no real loss of efficiency in the alternative of simply expanding the two rules $\tau_1$ and $\tau_2$ in both orders and testing all possible query containment mappings between them exhaustively.

### 6.2 The V-decomposition

The commutative decomposition method fails to recognize some simple query containments that are consequences of partial commutativity. For example, in Example 6.4 the decomposition method would fail to discover that $\tau_a \tau_b \tau_c \geq \tau_a \tau_c \tau_b$. Even though this containment follows immediately from the relationship $\tau_a \tau_c \geq \tau_a \tau_b$, the projections onto the connected component $\Gamma_1$ differ (and in fact are $abc$ in the first case, and $acb$ in the second).

In order to capture all the consequences of partial commutativity we may apply a second idea called the *V-decomposition*, first described by Cartier and Foata \cite{CaFo69}.

Suppose that $S = \{\tau_a, \tau_b, \ldots\}$ is a finite rule set whose mutual commutativity relationships $\tau_i \tau_j \geq \tau_j \tau_i$ have been summarized by a graph $\Gamma$ on the vertices \{a, b, \ldots\}, where as usual we put edges between vertices that do not commute. We shall say that a query containment $\omega_1 \geq \omega_2$ between recursive expansions $\omega_1$ and $\omega_2$ of the rules $S$ is a consequence of partial commutativity if the word $\omega_1$ can be transformed into the word $\omega_2$ by a sequence of interchanges of commuting rules $\tau_i \tau_j \geq \tau_j \tau_i$. 
begin
  Create a single cell with the first letter of \( w \) in it.
  for \( i = 2 \) to \( \text{length}(w) \) do begin
    (1) Let \( v \) be the \( i \)th letter in \( w \).
    (2) Find the rightmost cell \( c \) that either contains the
        letter \( v \), or contains a symbol \( u \) not commuting with
        \( v \). Then place \( v \) in the next cell to the right of
        \( c \), respecting the alphabetical order within this
        cell. If \( c \) is already the rightmost cell, then create
        a new rightmost cell with \( v \) only in it. If \( c \) does not
        exist, then place \( v \) in the leftmost cell, again
        respecting the alphabetical order within that cell.
  end
end

Figure 6.2: Computing the \( V \)-decomposition \( V(w) \) of a word \( w \).

We shall need to put an arbitrary (but fixed) strict linear order on the alphabet in
order to describe \( V \)-decompositions. Here we shall take the convenient alphabetic ordering
\( a < b < c < \cdots \).

The \( V \)-decomposition of a word \( w \) over the alphabet \( \Omega = \{a, b, \ldots\} \) is a symbol \( V(w) \) of
the form

\[
    w_1 \mid w_2 \mid \ldots \mid w_k,
\]

where the \( w_i \)'s are also words over the alphabet \( \Omega \). The \( w_i \)'s are called the cells of \( V(w) \).

To compute \( V(w) \) from \( w \), we apply the algorithm in Figure 6.2.

Example 6.7 We shall compute the \( V \)-decomposition \( V(w) \) of the word \( w = abcdaceced \),
where mutual commutativity relationships are summarized by the graph

```
  a
 /\  \\
/  \\
\  \\
 b  c
```

\( d \quad e \)
Following the algorithm, we obtain the following sequence of cell expressions through each pass of the main loop:

\[
\begin{align*}
& a \\
& a \mid b \\
& a \mid bc \\
& ad \mid bc \\
& ad \mid bc \mid a \\
& ad \mid bce \mid a \\
& ad \mid bce \mid a \mid c \\
& ad \mid bce \mid a \mid c \mid c \\
& ad \mid bce \mid ae \mid c \mid c \\
& ad \mid bce \mid ae \mid cd \mid c \mid a \\
\end{align*}
\]

The final expression gives the \(V\)-decomposition of the word \(w\). We have

\[
V(w) = ad \mid bce \mid ae \mid cd \mid c \mid a.
\]

\[
\]

\(V\)-decompositions are relevant to the study of query containments because of the following two results [CaFo69].

1. Ignoring the cell dividers in \(V(w)\), we have a single word that is commutatively equivalent to \(w\).

2. Two words \(w_1\) and \(w_2\) are commutatively equivalent if and only if their \(V\) decompositions coincide.

Thus, to test whether a given query containment \(w_1 \succeq w_2\) is true as a consequence of partial commutativity, we may simply compute \(V(w_1)\) and \(V(w_2)\), and see if they are identical.

Thus, in a strong sense the \(V\)-decomposition captures "everything that we know about query containments from partial commutativity."
6.2. THE $v$-DECOMPOSITION

We can sum up our Chapter 6 results in the following way. We have given two methods for recognizing query containments between the recursive expansions of linear chain rules, one based on commutative projection, and the other based on the $v$-decomposition. In the particular case where all the algebraic relationships of a set of linear chain rules are consequences of partially commutative relationships $r_ir_j \simeq r_jr_i$, we have shown how any desired algebraic relationship can be tested efficiently, answering a question asked by Ioannidis. However, the theory is moderately complex and it is not at all clear how an all-purpose algorithm for linear chain rule evaluation could be devised to exploit all the redundancy that can be discovered using our techniques. Certainly ad hoc techniques as one finds for example in [JoWo88] can be derived for particular rule sets once some redundancy has been identified, but whether general purpose algorithms capable of exploiting all the known redundancy for general rule sets must remain a topic for future research.
Chapter 7

Conclusion

There are several open problems and possibilities for extension of our work that we would now like to consider briefly.

Can a workable algebraic theory of nonlinear recursive rules be devised? The work of Ioannidis and Wong represents an important first step in this direction. The major difficulties appear to arise with the nonassociative character of nonlinear rule composition, so that the strongest theorems are proved when certain associativity assumptions are made [IoWo88]. Saraiya [Sar89a] discusses conditions for the replacement of nonlinear rules by linear ones via $ZYT$ linearization. If a nonlinear rule set can be $ZYT$ linearized, is there an "inherent associativity" in the original nonlinear rule forms that awaits an algebraic characterization?

Is linear rule set freeness decidable? As we remarked above in Chapter 4, the problem is closely related to results on boundedness [Cosm88], [GMSV87], [Ioan85], [NaSa87]. Work on boundedness can seem to be far removed from real life recursions at times, but it is fundamental to our understanding of the redundancy and expressibility properties of recursive database queries.

In a sequence of three papers, A. Richard Helm [Hel87], [Hel88a], [Helm88b] has developed a theory of detecting and eliminating redundant derivations in logic programming systems. He uses a control language over derivations to illustrate how under certain circumstances redundant derivations may be made not to occur when a program is executed using his synthesized control expressions. Because his control strategies are essentially regular expressions, it seems likely that redundancy discovered using not only the techniques developed here, but also those of other authors [Dong88], [IoWo88], could be meshed with
Helm's control strategies. We have not studied this idea in the present work, but it does seem to be a natural direction for future research.
Appendix A

Containment depth details

In this appendix we complete the details to our proof of Theorem 4.13, above, checking the six points of the containment mapping definition in turn.

(1). Check that \( \phi_0(h^i) = h^{i-p} \).

This is immediate from the definition.

(2). Check that \( \phi_0(Q_i(t, \lambda)) \in E^{i-p} \) for all \( t \) and \( \lambda \).

This is also immediate from the definitions.

(3). Check that if \( \sigma_i(h^i) \) is a distinguished variable, then \( \sigma_i(\phi_0(h^i)) = \sigma_i(h^{i-p}) \) is the same distinguished variable.

Suppose that \( \sigma_i(h^i) \) is a distinguished variable. Because \( \phi \) is a containment mapping, \( \sigma_i(\phi_0(h^i)) = \sigma_i(h^{i}) \) is the same distinguished variable. Next, note that \( j > K_i = 4pnki \) implies that

\[ j - p > 3pnki \geq n, \]

i.e., \( j - p > n \). We therefore may apply Lemma 4.7, part 1, above, to conclude that \( \sigma_i(h^{i-p}) = \sigma_i(h^{i}) = \sigma_i(h^i) \), as required.

(4). Check that if \( \sigma_i(Q_i(t_1, \lambda_1)) \) is a distinguished variable, then \( \sigma_i(\phi_0(Q_i(t_1, \lambda_1))) \) is the same distinguished variable.

Let \( \phi(Q_i(t_1, \lambda_1)) = Q_j(t_2, \lambda_2) \). Two cases arise, according to whether \( t_2 > M \) or \( t_2 < M - pn + 1 \).

Suppose first that \( t_2 > M \). We have already noted above that \( M \geq n \), and in the
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verification of (3), above, we saw that $j - p > n$. Lemma 4.8, point 1, therefore applies, and we conclude $\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(Q_j(t_2, \lambda_2)) = \sigma_i(Q_j - p(t_2 - p, \lambda_2)) = \sigma_i(\phi_1(Q_i(t_1, \lambda_1)))$, as required.

On the other hand, suppose $t_2 < M - pn + 1$. Then we can add $p$ to $t_2$ without making $t_2 \geq j$. Applying Lemma 4.6 a total of $p$ times, we conclude $\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(Q_j(t_2, \lambda_2)) = \sigma_i(Q_j - p(t_2, \lambda_2))$, as required.

(5). Check that if $\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(Q_j(t_2, \lambda_2))$ then $\sigma_{i_1}(\phi_1(Q_i(t_1, \lambda_1)))$ is equal to $\sigma_{i_2}(\phi_1(Q_i(t_2, \lambda_2)))$.

Let $\phi(Q_i(t_1, \lambda_1)) = Q_j(s_1, \gamma_1)$, and let $\phi(Q_i(t_2, \lambda_2)) = Q_j(s_2, \gamma_2)$.

If $\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(Q_i(t_2, \lambda_2))$ is a distinguished variable, then the verification is carried out as in (4), above. So suppose that $\sigma_i(Q_i(t_1, \lambda_1))$ and $\sigma_i(Q_i(t_2, \lambda_2))$ are both equal to the nondistinguished variable $A^i$. Because $\phi$ is a containment mapping, we know that $v = \sigma_{i_1}(\phi(Q_i(t_1, \lambda_1)))$ is equal to $\sigma_{i_2}(\phi(Q_i(t_2, \lambda_2)))$. If the variable $v$ is distinguished, then we may again reduce our argument to that made in (4), above. So we can suppose without loss of generality that $v$ is some nondistinguished variable $B^m$.

Next, we claim that either both $s_1, s_2 > M$ or both $s_1, s_2 < M - pn + 1$ is the case; i.e., it is impossible that we have, say, $s_1 > M$ while $s_2 < M - pn + 1$. (Recall that by construction, neither $s_1$ nor $s_2$ falls in the closed interval $[M - pn + 1, M]$). To prove this, we apply Lemma 4.11. We have $|M + 1 - (M - pn + 1) + 1| = pn + 1 > n$, so that $B^m \in \sigma(Q_j(s_1, \gamma_1)) \cap \sigma(Q_j(s_2, \gamma_2))$ implies that either $s_1, s_2 > M$ or $s_1, s_2 < M - pn - 1$.

To finish the argument, then, we must again consider two subcases. In the first subcase we shall assume $s_1, s_2 > M$, and in the second, $s_1, s_2 < M - pn + 1$.

Suppose first that $s_1, s_2 > M$. Because $j - p \geq n$ and $s_1, s_2 > M \geq n$, we may apply Lemma 4.8, part 2 twice to conclude

$$
\sigma_{i_1}(\phi_1(Q_i(t_1, \lambda_1))) = \sigma_{i_1}(Q_j - p(s_1 - p, \gamma_1)) = B^m - p = \sigma_{i_2}(Q_j - p(s_2 - p, \gamma_2)) = \sigma_{i_2}(\phi_1(Q_i(t_2, \lambda_2))),
$$

as required.

Finally, suppose that $s_1, s_2 < M - pn + 1$. Then we may apply Lemma 4.6 a total of $p$
times as in part (4), above, to conclude
\[
\sigma_i(\phi_i(Q_i(t_1, \lambda_1))) = \sigma_i(Q_i(s_1, \gamma_1)) = B^m = \sigma_i(Q_i(s_2, \gamma_2)) = \sigma_i(\phi_i(Q_i(t_2, \lambda_2)));
\]
as required.

(6). Check that if \(\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(h^i)\) then \(\sigma_i(\phi_i(Q_i(t_1, \lambda_1))) = \sigma_i(\phi_i(h^i))\).

First, suppose that \(\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(h^i)\) is a distinguished variable \(v\). Then from part (4), above, we know that \(\sigma_i(\phi_i(Q_i(t_1, \lambda_1))) = v\); also, by Lemma 4.7, part 1, we have
\[
v = \sigma_i(\phi(h^i)) = \sigma_i(h^i) = \sigma_i(h^{i_p}) = \sigma_i(\phi(h^i)),
\]
as required.

On the other hand, suppose \(\sigma_i(Q_i(t_1, \lambda_1)) = \sigma_i(h^i)\) is a nondistinguished variable, say \(A^i\). Let \(\phi(Q_i(t_1, \lambda_1)) = Q_i(s_1, \gamma_1)\). If \(\sigma_i(\phi(Q_i(t_1, \lambda_1))) = \sigma_i(\phi(h^i))\) is a distinguished variable, then we may apply the argument of the previous paragraph to finish. So suppose \(\sigma_i(\phi(Q_i(t_1, \lambda_1))) = \sigma_i(\phi(h^i))\) is a nondistinguished variable \(B^m\). Then \(s_1 \geq M\) by Lemma 4.11, and we can conclude as in part (5), above, that
\[
\sigma_i(\phi_i(Q_i(t_1, \lambda_1))) = \sigma_i(Q_i(s_1 - m, \gamma_1)) = B^m = \sigma_i(h^{j_p}) = \sigma_i(\phi_i(h^i)),
\]
by an application of Lemma 4.8 and Lemma 4.7.
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