There is an emergent need for portable, inexpensive, reusable, and reliable sensors of environmental contaminants for both military and civilian uses. The development and study of such sensors is crucial for many applications. Among others, we mention measuring groundwater and waste water contamination, monitoring processes for agricultural and food products, and detecting soil contamination. In addition, such a technology is key to many medical procedures. The use of these sensors may be required on a continual and/or on a regular basis. In that respect, optically based sensors of protein interactions—such as those utilizing the optical phenomenon of Surface Plasmon Resonance (SPR)—show promise in producing sensory systems that are reusable, precise, and portable for a range of applications. This proposal is to develop a computing platform to be used in the real-time monitoring, studying, and control of protein interactions. In particular, this platform allows the adaptive control of biosensor devices by integrating various data analysis and decision support modules, which could be used in a real-time fashion to control on-going experiments, or synthesize and schedule new experiments in a distributed environment.
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1 Introduction

This project aimed at developing a platform that allows the adaptive control of biosensor devices by integrating various data analysis and decision support modules, which could be used in a real-time fashion to control on-going experiments, or synthesize and schedule new experiments in a distributed environment. Due to the reduced level of funding for Year 2, we have decided to concentrate our work on the core component of our platform, namely the biosensor database, while leaving the design and implementation of the data analysis and decision support modules to future years. Our results so far include a detailed architecture of the biosensor database. Amongst the salient features of our architecture is the full support of real-time transactions (with both soft and firm deadlines) and temporal data maintenance. These capabilities are likely to be necessary features of any application using the biosensor database in process control experiments. In the remainder of this report, we discuss these functionalities.

Problem Statement and Motivation  Biosensor experiments, like many other scientific experiments, generate a steady stream of data that has to be stored and organized into databases. These databases become powerful tools for designing and scheduling new experiments and for virtual instrumentation. Our investigation of manufacturer-provided biosensor database support for a number of state-of-the-art biosensor equipment (e.g. BIAcore by Pharmacia Biosensor and INTEGRAL by PerSeptive Biosystems) has revealed that these so-called databases are nothing more than unstructured flat files with no support for any database functionalities (e.g. simple queries). These databases are built for specific instruments and for limited purposes; they are generally heterogeneous in terms of semantics, data model, database management system, underlying operating systems, and hardware. As a result, most of them can only be accessed in a “standalone” mode, usually with an ad hoc set of utilities. Moreover, they do not adequately support temporal, spatial, image, sequence, graph, and other structured data. Therefore, we have concluded that there is an urgent need for the development of a more robust information infrastructure, before developing the rule-based decision subsystems. This need is felt by many scientists in many related disciplines. A report on the importance of Scientific Database Management (prepared for the National Science Foundation) starts with a quote that reads: “[Science initiatives] will founder on the rocks of indifference to data access and information management unless an aggressive and supportive new approach is taken — beginning now.”
2 Database Support for Biosensor Applications

Manufacturer-provided biosensor databases have proliferated in such a way that it is not feasible to combine them all into a single global framework because of, among other things, the difficulty in working out a resolution to the heterogeneity and autonomy problems. A practical solution to this problem is offered by the Federated DataBase Systems (FDBS), whereby a common data model is used to integrate multiple schemas of independent databases. FDBSs can be categorized into two types: tightly coupled and loosely coupled. In a tightly coupled FDBS, an intermediate schema is adopted to act as the interface between the local schemas. Tools to transform data from the local schemas to the intermediate schema and to combine these into a federated schema are invoked by application programs. In a loosely coupled FDBS, there is no global schema; the federated system relies on a global language to facilitate cooperation among the member databases. The lack of a central control makes it hard to ensure a global integrity of the FDBS, which results in increased difficulty in meeting the classical requirements for consistency, concurrency, query optimization, and transaction management. Thus, loosely coupled FDBSs are more suitable for systems where updates are infrequent and/or where inconsistencies could be tolerated. Examples of loosely-coupled FDBS include the XBio system of, the Litwin et al system, and the FunBase system.

The database design we have chosen is generic enough to allow easy interfacing to a variety of biosensor equipment and experiments. In that respect, we adopted an object-oriented approach to facilitate data encapsulation and prototyping. An Object Oriented DataBase System (OODBS) promises to accommodate effectively the large and complex data from different instruments, tests, and supporting information. This information may be simple metadata (such as text from a technician, date and time a sample was taken or a test was completed, ... etc.) or complex multimedia data (such as response curves from an instrument, images of the sample ... etc.) An OODBS can more effectively handle the complex interrelations connecting various results and supporting information than traditional DBs. Also, hierarchical relations classifying the objects should lead to higher performance and provide a foundation for a knowledge base to build more “intelligent” instrument control and monitoring systems. Given the unavailability of commercial OODBS or standard that can satisfy our needs, we have started on a collaborative effort with (European Molecular Biology Laboratory) EMBL, whereby our research on issues of data representation and persistace will be incorporated into the SciTools project.

2.1 Support for Real-Time Operation

Our work on adapting current database infrastructures to the real-time constraints that may be imposed on the operation of a biosensor database has focussed on two main problems: Concurrency control and admission control. We discuss our results in both of these below.
Speculative Concurrency Control  Various concurrency control algorithms differ in the time when conflicts are detected, and in the way they are resolved. Pessimistic Concurrency Control (PCC) protocols [5, 7] detect conflicts as soon as they occur and resolve them using blocking. Optimistic Concurrency Control (OCC) protocols [3, 14] detect conflicts at transaction commit time and resolve them using rollbacks.

For a conventional DataBase Management System (DBMS) with limited resources, performance studies of concurrency control methods [2] have concluded that PCC locking protocols perform better than OCC techniques. The main reason for this good performance is that PCC’s blocking-based conflict resolution policies result in resource conservation, whereas OCC’s restart-based conflict resolution policies waste more resources. While abundant resources are usually not to be expected in conventional database systems, they are more common in real-time environments [6], which are engineered to cope with rare high-load conditions, rather than normal average-load conditions. For example, Real-Time DataBase Systems (RTDBS) are engineered not to guarantee a particular throughput, but to ensure that in the rare event of a highly-loaded system, transactions (critical ones in particular) complete before their set deadlines [4]. This often leads to a computing environment with far more resources than what would be necessary to sustain average loads. In such environments, the advantage that PCC blocking-based algorithms have over OCC restart-based algorithms vanishes. In particular, under such conditions, OCC algorithms become attractive since computing resources wasted due to restarts do not adversely affect performance. Haritsa et al [9, 8] investigated the behavior of both PCC and OCC schemes in a real-time environment. The study showed that for a RTDBS with firm deadlines (where late transactions are immediately discarded) OCC outperforms PCC, especially when resource contention is low. The key result of this study is that, if low resource utilization is acceptable (i.e. a large amount of wasted resources can be tolerated) then a restart-oriented algorithm that allows a higher degree of concurrent execution becomes a better choice.

Real-time concurrency control schemes considered in the literature could be viewed as extensions of either PCC-based or OCC-based protocols. In particular, transactions are assigned priorities that reflect the urgency of their timing constraints. These priorities are used in conjunction with PCC-based techniques [1, 2, 20, 10, 18, 16, 17] to make it possible for more urgent transactions to abort conflicting, less urgent ones (thus avoiding the hazards of blockages); and are used in conjunction with OCC-based techniques [13, 9, 8, 11, 12, 15, 19] to favor more urgent transactions when conflicting, less urgent ones attempt to validate and commit (thus avoiding the hazards of restarts).

In this project we proposed a categorically different approach to concurrency control that combines the advantages of both OCC and PCC protocols while avoiding their disadvantages. Our approach relies on the use of redundant computations to start on alternative schedules, as soon as conflicts that threaten the consistency of the database are detected. These alternative schedules are adopted only if the suspected inconsistencies materialize; otherwise, they are abandoned. Due to its nature, this approach has been termed Speculative Concurrency Control (SCC). SCC protocols are particularly suitable for RTDBS because they reduce the negative impact of blockages and rollbacks, which are characteristics of PCC and OCC techniques. Our
studies so far have confirmed that SCC protocols provide for a very natural (and elegant) way of incorporating transaction deadline and criticalness information into concurrency control for RTDBS. In particular, SCC protocols introduce a new dimension (namely redundancy) that can be used for that purpose: By allowing a transaction to use more resources, it can achieve better *speculation* and hence improve its chances for a timely commitment. Thus, the problem of incorporating transaction deadline and criticalness information into concurrency control is reduced to the problem of rationing system resources amongst competing transactions, each with a different payoff to the overall system.

**Admission Control and Scheduling**  The proliferation of Real-Time Database (RTDB) Systems as repositories of information used by “time-critical” applications has been tremendous during the last decade. Many such systems continue to admit transactions to the system to the point of overload which results in degraded performance. By the appropriate use of admission control and overload management techniques, the performance of such systems may be enhanced. Moreover, for some safety-critical applications (such as command and control systems), safety constraints require the early notification of transaction failure. Late failure notification is not desirable given that precious system resources, which could have been used by other admitted transactions, are wasted on transactions which end up not completing on-time.

In this project, we designed ACCORD, an Admission Control and Capacity Overload management Real-time Database system, a new framework—a system architecture and a transaction model—for hard deadline RTDB Systems. The system architecture provides for early notification of transaction failure through the use of an admission control mechanism that “prohibits” transactions which are deemed not valuable or incapable of completing on-time from entering the system. The transaction model consists of two components: a primary task and a compensating task. Transactions which are admitted to the system are guaranteed, by the deadline of the transaction, one of two outcomes: either the primary task will successfully commit or the compensating task will safely terminate. Our admission control mechanism permits transactions to fail at the earliest possible point in time (i.e. at submission time) rather than at a later time. Also as a system becomes overloaded, our admission control techniques allow for the utilization of system resources in the most “profitable” way.

The contributions of our work in this particular aspect of our project are: (1) a novel ACCORD framework for RTDB Systems including a system architecture and a transaction model, (2) a value-cognizant admission control mechanisms based upon workload, (3) a value-cognizant admission control mechanisms based upon the level of concurrency conflicts, (4) new scheduling algorithms suitable for ACCORD, and (5) a generalization of ACCORD to broaden its scope to handle soft deadline RTDB Systems. These contributions are validated by an extensive analysis of ACCORD which demonstrates the performance benefits of admission control, overload management, and early failure notification.
2.2 Large-Scale Scientific Databases

The wealth of data available on the internet and the collaborative nature of science today has lead us in the direction of looking at the scientific database issue as distributed and heterogeneous data stores connected via the internet. Even with its current limitations, the internet and the web give a decent foundation. Some items of importance to scientific experiments include: access to remote data, one-to-one and one-to-many communication facilities, web documents can be viewed on all popular computing platforms, implementation of a secure, platform-independent programming language (JAVA).

Current internet and web standards are not yet adequate to fully support scientific research on biosensors. Some of the items that are lacking include: access and data security, real-time support for storage and dispersal of data, versioning support for data, functions and experiment models, and context mediation for automatic data conversions. Our current efforts toward enabling scientists to query, analyze, and construct experiments utilizing local and remote data sources are focused on these four issues.

Our approach is to build upon the existing internet standards and to push the limits of the emerging standards towards the needs of scientists. As a base, it is our intention to utilize the Hyper-G server (http://www.tu-graz.ac.at/) developed at Graz University in Austria. This server and related browser enables "UNIX like" security measures for users and groups. Unlike most web servers, the Hyper-G server identifies the user who is browsing the information. This permits the server to allow access to documents only by those who are authorized. Another benefit of the Hyper-G server is that the links and documents are separate entities, which allows one to personally (or publicly) annotate documents that are read-only. There are a number of other benefits to utilizing a Hyper-G server and browser including, 3D visualization of documents and links, ability to group documents in "clusters" and to have documents be members of more than one cluster, and server level caching scheme for remote documents.

Real-time support for information storage and dispersal will likely be along the line of our earlier work on Adaptive Information Dispersal Algorithm (AIDA). The AIDA approach would add a high degree of security for information dispersal and at the same time improve the expected transmission time of the data.

We believe that versioning support is crucial to a scientific database. The nature of scientific experiments and data collection necessitates collecting and archiving data without knowing what subset of the archived data may be important later. Also, any data analysis that is conducted needs to properly reference the correct data set that was analyzed. Versioning support and a query language (eg. TSQL) for databases which contains versioned data is needed. One approach would be to use the "cluster" facility in Hyper-G to create clusters of versions of the same object. These version clusters would contain some pointers to the "most recent version", "first version", etc. And each document by a single author would contain two pointers, one to the previous version and one to the next version. This approach would not be space optimal and needs to be investigated further.
Maybe the most difficult issue is context mediation or using the more common terms of combining heterogeneous data sets. There are a number of approaches including: having everyone use the same database scheme and format, creating federated databases that all understand the same common (and least rich) format and then a common interface is presented to all who are requesting information, or to teach a database how to communicate with other databases and interpret data from them. But these approaches may not be adequate. The first approach is not adequate because different applications require different database technologies. The federated approach is time consuming and requires one to relinquish some control of ones database to the federation. And the third approach is extremely time consuming since each database has to know how to communicate with every other database of interest. Another approach would be to use a metadata language to describe the assumptions about the representation and interpretation of the data. This approach is taken by The Context Interchange Project (http://rombutan.mit.edu/context.html) at MIT. That project is a part of ARPA's I3 (Intelligent Integration of Information) Initiative (http://dc.isx.com/I3/).

2.3 Data Mining

There is a wealth of information available through the Internet that may be quite valuable to laboratory scientists. In essence, the Internet complements the local database infrastructure. Therefore, adequate Internet navigation and searching tools must be integrated in any computing platform for laboratory experiments, such as the one we are designing for biosensor applications. To be easily adaptable to using Internet resources (such as the WWW), we intend to use the HTTP protocol and the HTML language as the global communication/language that will glue together the loosely-coupled federated autonomous biosensor databases. Our choice is motivated by the growing popularity of the HTTP/HTML infrastructure, its capability for supporting a wide variety of formats (e.g. pictures, links to metadata, publications, etc), and its ability to provide a homogeneous access to data and programs (e.g. cgi-bin tools, forms, and queries). We believe that a loosely-coupled FDBS is appropriate for our purposes since issues like concurrency control and query optimization are not central (or even applicable) to our system. For example, most data for a biosensor experiment is written once, thereafter it is read-only, thus alleviating the need for concurrency control in such distributed autonomous loosely-coupled systems.

Two completed projects at Boston University dealt with the data distribution issues the biosensor database will have to address. The first focuses on the development and implementation of efficient demand-based data replication protocols in distributed information systems (such as the World Wide Web). The distributed nature and massive volume of the databases to be managed in the proposed CBMCE makes for a perfect testbed for these protocols. The second studies issues related to the design and implementation of distributed scientific and real-time databases, which we describe next.
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