
REPORT DOCUMENTATION PAGE Form Approved 
OMB NO. 0704-0188 

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, 
gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comment regarding this burden estimates or any other aspect of this 
collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for information Operations and Reports 1215 Jefferson 
Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188), Washington DC 20503 

1, AGENCY USE ONLY (Leave blank) REPORT DATE 

April 1997 
REPORT TYPE AND DATES COVERED 

Final 
4. TITLE AND SUBTITLE 

Twenty-Sixty Symposium (International) on Combustion, Volume II 

6. AUTHOR(S) 

Robert F. Sawyer (principal investigator) 

5. FUNDING NUMBERS 

DAAH04-96-1-0020 

7.  PERFORMING ORGANIZATION NAMES(S) AND ADDRESS(ES) 

The Combustion Institute 
Pittsburgh, PA 

PERFORMING ORGANIZATION 
REPORT NUMBER 

9.    SPONSORING / MONITORING AGENCY NAME(S) AND ADDRESS(ES) 

U.S. Army Research Office 
P.O. Box 12211 
Research Triangle Park,, NC 27709-2211 

10. SPONSORING / MONITORING 
AGENCY REPORT NUMBER 

AR0 35111.2-EG-CF 

11.  SUPPLEMENTARY NOTES 

The views, opinions and/or findings contained in this report are those of the author(s) and should not be construed 
as an official Department of the Army position, policy or decision, unless so designated by other documentation. 

12a. DISTRIBUTION/AVAILABILITY STATEMENT 

Approved for public release; distribution unlimited. 

12 b. DISTRIBUTION CODE 

13. ABSTRACT (Maximum 200 words) 

NO ABSTRACT FURNISHED 

14. SUBJECT TERMS 15. NUMBER IF PAGES 

16.  PRICE CODE 

17. SECURITY CLASSIFICATION 
OR REPORT 

UNCLASSIFIED 

SECURITY CLASSIFICATION 
OF THIS PAGE 

UNCLASSIFIED 

19. SECURITY CLASSIFICATION 
OF ABSTRACT 

UNCLASSIFIED 

20. LIMITATION OF ABSTRACT 

UL 
NSN 7540-01-280-5500 Standard Form 298 (Rev. 2-89) 

Prescribed by ANSI Std. 239-18 
298-102 



DISCLAIM« 

THIS DOCUMENT IS BEST 

QUALITY AVAILABLE. THE COPY 

FURNISHED TO DTIC CONTAINED 

A SIGNIFICANT NUMBER OF 

COLOR PAGES WHICH DO NOT 

REPRODUCE LEGIBLY ON BLACK 

AND WHITE MICROFICHE. 



The following corrections to the printed volumes of the 26th International Symposium on 
Combustion, which had been made by the publisher and typesetter, were mistakenly not 
incorporated by the printer. The errors do not appear in the CD-ROM, which is correct. 

P. xxxii (xviii in Volume Two): Quantitative 2D Single-Shot Imaging of NO 
Concentrations and Temperatures in a Transparent SI Engine — change author "V. 
Siek" to "V. Sick" 

P. xxxiii (xix in Volume Two): Heterogeneous/Homogeneous Reaction and Transport 
Coupling During Flame-Wall Interaction — change authors to "P. Popp, M. Smooke, 
and M. Baum" 

P. xxxiii (xix in Volume Two): The Effects of Fuel-Air Mixing on NOx Formation in 
Non-Premixed Swirl Burnerd — change "Burnerd" to "Burners" 

P. xxxv (xxi in Volume Two): Experimental Investigation of a scramjet Model 
Combustor with Injection Through a Swept Ramp Using Lazer-Induced Fluorescence 
with Tunable Excimer Lasers — change "scramjet" to all caps: "SCRAMJET" 

P. xxxvii (xxiii in Volume Two): Modeling of Premixed Gas Combustion in Porous 
Media Composed of Coarse-Sized Particles: 1-D Description with Discrete Solid 
Phase — change author "A. V. Feflov" to "A. V. Fefelov" 

P. 3391: Andresen entry — should read "Andresen, P., 153, 2589, 2827, 2949" 
P. 3391: add entry — "Baum, M., 2693" 
P. 3391: add entry — "Boesl, U., 2859" 
P. 3391: Bowman entry — should read "Bowman, C. T., 481, 799, 2803" 
P. 3392: Choi, J. Y. entry — should read "Choi, J. Y., 2883, 2925, 2957" 
P. 3393: Dietrich entry — should read "Dietrich, D. L., 1201, 1619" 
P. 3394: Halsbeck entry — should read "Haslbeck, J., 2091" 
P. 3394: Hancock entry — should read "Hancock, R. D., 35, 1087" 
P. 3394: Hu entry — should read "Hu, I. Z., 307" 
P. 3395: Kenedy entry — should read "Kennedy, I. M., 1953" 
P. 3395: Kohse Hoinghaus entry — should read "Kohse-Höinghaus, K., 48, 153, 982, 

1824, 1832, 2284" 
P. 3395: Lafleur entry — should read "Lafeur, A. L., 2319" 
P. 3397: Mullholland entry — should read "Mulholland, G. W., 1445, 2429" 
P. 3398: add entry — "Saso, Y., 2413" 
P. 3398: Schreiber, I. entry — should read "Shreiber, I., 1557" 
P. 3399: Sinkovits entry — should read "Sinkovits, R. S., 91, 899" 
P. 3399: Stairkovskii entry — should read "Starikovskii, A. Yu, 2999" 
P. 3399: Theinel entry — should read "Thienel, Th., 2303" 
P. 3399: Togan entry and Toqan entry — combine to read "Toqan, M., 2302, 2453, 

3160" 
P. 3400: Van Tiggelen entry and Van Tigglen entry — combine to read "Van Tiggelen, 

P. J., 479, 626, 1009, 1393" 
P. 3400: Vlachos entry — should read "Vlachos, D. G., 1070, 1754, 1763, 1778, 2292" 
P. 3400: Wornat, J. entry and Wornat, M. J. entry — combine to read "Wornat, M. J., 

2107,3075,3160,3287" 



TWENTY-SIXTH SYMPOSIUM 

(International) 

ON 

COMBUSTION 

Volume Two 

At Universitä Frederico II 

Napoli, Campi Phlegraci, Italy 

July 28-August 2, 1996 

Organized By 

THE COMBUSTION INSTITUTE 
Pittsburgh, Pennsylvania 

1996 

Program co-chairs: 
Norbert Peters and Charles K. Westbrook 

Co-editors: 
Anthony R. Burgess and Frederick L. Dryer 

19970422 090 

■£3&>" 



COPYRIGHT © 1996 BY THE COMBUSTION INSTITUTE 

ALL RIGHTS RESERVED 

No part of this book may be reproduced in any form 
by photostat, microfilm, or any other means, 
without written permission from the publishers. 
Brief quotations from this book for purposes of scientific 
discussion will be permitted. 

THE COMBUSTION INSTITUTE 
5001 Baum Boulevard 
Suite 635 
Pittsburgh, Pennsylvania 15213-1851 USA 

ISSN 0082-0784 

Type composed at Impressions Book and Journal Services, Inc., Madison, Wisconsin 
Printed by Edwards Brothers, Inc., Ann Arbor, Michigan 

PRINTED IN THE UNITED STATES OF AMERICA 



CONTENTS 

Preface   iii 
The Combustion Institute   v 
Technical Program Committee   ix 
Session Chairs   xvi 
Introduction  xxxix 

VOLUME ONE 

HOTTEL PLENARY LECTURE 

The Challenge of Turbulent Combustion. K. N. C. Bray   1 

NON-PREMIXED TURBULENT COMBUSTION 

A Numerical Study on Flame Stability at the Transition Point of Jet Diffusion 
Flames. H. Yamashita, M. Shimada and T. Takeno   27 

Direct Numerical Simulation Analysis of Flame Surface Density Equation in 
Non-premixed Turbulent Combustion. E. Van Kalmthout, D. Veynante and 
S. Candel  35 

An Integrated PDF/Neural Network Approach for Simulating Turbulent Reacting 
Systems. F. C. Christo, A. R. Masri, E. M. Nebot and S. B. Pope   43 

A Mixing Model to Improve the PDF Simulation of Turbulent Diffusion Flames. 
A. R. Masri, S. Subramaniam and S. B. Pope   49 

Subgrid Mixing and Molecular Transport Modeling in a Reacting Shear Layer. S. 
Menon and W. H. Calhoon Jr.   59 

Simulation of Detailed Chemistry in a Turbulent Combustor Flow. H. C. Magel, 
U. Schnell and K. R. G Hein   67 

Interaction of Turbulence and Radiation in Confined Diffusion Flames./. W. 
Hartick, M. Tacke, G. Friichtel, E. P. Hassel and J. Janicka  75 

Computational and Experimental Investigation of a Turbulent Non-premixed 
Methane Flame. M. Nau, W. Neef, U. Mass, E. Gutheil and]. Warnatz   83 

Exothermicity and Three-Dimensional Effects in Unsteady Propane Square Jets. 
E F. Grinstein and K. Kailasanath  91 

Measurements of the Detailed Flame Structure in Turbulent H2-Ar Jet Diffusion 
Flames with Line-Raman /Rayleigh/LIPF-OH Technique. Y.-C. Chen and M. S. 
Mansour  97 

Conditioned Dissipation and Average Consumption Maps in a Turbulent 
Nonpremixed Flame Using Planar Laser-Induced Fluorescence of Oa. S. 
Guerre, R. Bazile and D. Stepoioski          105 

Extinction of Counterflow Diffusion Flames under Velocity Oscillations. J. S. 
Kistler, C.J. Sung, T. G. Kreutz, C. K. Law and M. Nishioka          113 

Characteristics of Lifted Flames in Nonpremixed Turbulent Confined Jets. M. S. 
Cha and S. H. Chung          121 

Images of the Strained Flammable Layer Used to Study the Liftoff of Turbulent 
Jet Flames. D. A. Everest, D. A. Feikema and J. F. Driscoll         129 

in 



iv CONTENTS 

Experimental Investigation of the Flame Structure and Extinction of Turbulent 
Counterflow Nonpremixed Flames. A. Kitajima, T. Veda, A. Matsuo and M. 
Mizomoto         *■"*' 

Vortex-Flame Interactions and Extinction in Turbulent Jet Diffusion Flames. F. 
Takahashi,W.J. Schmoll, D. D. Trump and L. P. Goss         145 

Contribution to the Analysis of Temporal and Spatial Structures near the Lift-Off 
Region of a Turbulent Hydrogen Diffusion Flame. A. Brockhinke, P. Andresen 
and K. Kohse-Höinghaus         1*3 

A Study of Turbulent Diffusion Flames Formed by Planar Fuel Injection into the 
Wake Formation Region of a Slender Square Cylinder. P. Koutmos, C. Mavridis 
and D. Papailiou         iDi 

Study of Swirling Recirculating Hydrogen Diffusion Flame Using UV Raman 
Spectroscopy M. M. Tacke, T. C. Cheng, E. P. Hassel and J. Janicka         169 

Simulation of a Bluff-Body-Stabilized Diffusion Flame Using Second-Moment 
Closure and Monte Carlo Methods. H.A. Wouters, P. A. Nooren, T.W.J. Peeters 
and D. Roekaerts          1'' 

Swirl-Induced Intermittency: A Novel Effect Modifying the Turbulence Structure 
of Swirling Free Jets. F. Holzäpfel, B. Lenze and W. Leuckel          187 

Turbulent Length Scales in a Swirling Flame. G. Friichtel, E. P. Hassel and 
J. Janicka          lyo 

Mixing and Chemical Reaction in an Idealized Swirl Chamber. O. M. Knio, A. S. 
Worlikar and H. N. Najm          203 

Predicting the Near-Burner-Zone Flow Field and Chemistry of Swirl-Stabilized 
Low-NOx Flames of Pulverized Coal Using the RNG-k-s, RSM and k-s 
Turbulence Models. F. Breussin, F. Pigari and R. Weber          211 

INVITED PLENARY LECTURE 

Using Direct Numerical Simulations to Understand Premixed Turbulent 
Combustion. T. Poinsot         219 

PREMIXED TURBULENT COMBUSTION 

Triple Flames and Partially Premixed Combustion in Autoignition of Non- 
Premixed Turbulent Mixtures. P. Domingo and L. Vervisch          233 

Large Eddy Simulation of Unsteady Combustion. S. I. Möller, E. Lundgren and 
C. Fureby          ^4 

A Test of an Engineering Model of Premixed Turbulent Combustion. V. Karpov, 
A. Lipatnikov and V. Zimont          249 

Study of Premixed Turbulent Combustion Including Landau-Darrieus Instability 
Effects. R. N. Paul and K. N. C. Bray         259 

Computation of Premixed Turbulent Combustion Using the Probability Density 
Function Approach. A. Sadat Sakak and M. Schreiber         267 

Probability Density Function Modeling of Premixed Turbulent Opposed Jet 
Flames. W. P. Jones and Y. Prasetyo         275 

Three-Dimensional Spatial Flamelet Statistics for Premixed Turbulent 
Combustion Modeling. S. S. Shy, R H. Jang, W. K I and K. L. Gee        283 

Effect of Density Ratio on Flame Propagation along a Vortex Tube. T. Hasegawa 
amd K Nishikado          291 



CONTENTS v 

Model Simulations of Freely Propagating Turbulent Premixed Flames. T. Smith 
and S. Menon         299 

Calculations of Turbulent Flames Using a PSR Microstructural Library. 7. Z. Hu 
and S. M. Correa          307 

Spectral Model of Premixed Flame Propagation. L. R. Collins and M. Ulitsky         315 
Negative Flame Speed in an Unsteady 2-D Premixed Flame: A Computational 

Study. I. R. Gran, T. Echekki and J. H. Chen        323 

Spatial and Temporal Dynamics of Flamelets in Turbulent Premixed Flames. C. 
Ghenai, C. Chauveau and I. Gökalp           331 

Flamelet Behavior in a Turbulent Diffusion Flame Measured by Rayleigh 
Scattering Image Velocimetry. M. Komiyama, A. Miyafuji and T. Takagi          339 

Effects of Unsteady Stretch on the Strength of a Freely-Propagating Flame 
Wrinkled by a Vortex. C. /. Mueller, J. F. Driscoll, D. L. Reuss and 
M. C. Drake        347 

The Time Evolution of a Vortex-Flame Interaction Observed via Planar Imaging 
of CH and OH. O. V. Nguyen and P. H. Paul         357 

Turbulent Premixed Flame Propagation in a Cylindrical Vessel. M. Fairweather, 
S. S. Ibrahim, H. Jaggers and D. G. Walker          365 

Flame Surface Density and Burning Rate in Premixed Turbulent Flames. I. G. 
Shepherd          373 

Combustion Intensity and Burning Rate Integral of Premixed Flames. 
F. C. Gouldin         381 

Burning Velocity of Turbulent Premixed Flames in a High-Pressure Environment. 
H. Kobayashi, T. Tamura, K. Maruta, T. Niioka and F A. Williams          389 

Extinction of Turbulent Premixed Flames by Small-Scale Turbulence at 
Kolmogorov Microscale. A. Yoshida, H. Kakinuma and Y. Kotani           397 

Turbulence Characteristics within the Local Reaction Zone of a High-Intensity 
Turbulent Premixed Flame. /. Furukawa, K. Okamoto and T. Hirano          405 

Experimental Analysis of Flame Surface Density Models for Premixed Turbulent 
Combustion. D. Veynante, J. Piana, J. M. Duclos and C. Martel          413 

Experimental and Numerical Investigation of the Structure of Flames under 
Engine Conditions. H. Wassenberg and G. Adomeit          421 

Surface Density Measurements of Turbulent Premixed Flames in a Spark-Ignition 
Engine and a Bunsen-Type Burner Using Planar Laser-Induced Fluorescence. 
B. M. Deschamps, G J. Smallwood, J. Prieur, D. R. Snelling and O. L. Giilder ... 427 

Measurement of the Instantaneous Detailed Flame Structure in Turbulent 
Premixed Combustion. A. Buschmann, F. Dinkelacker, T. Schäfer and M. 
Schäfer, J. Wolfrum         437 

Experimentally Measured Burning Rates of Premixed Turbulent Flames. E. 
Bourguignon and L. W Kostiuk, Y. Michou and I. Gökalp           447 

Highly Turbulent Premixed Flames Stabilized in a Co-Axial Jet Flame Burner. T.- 
W Lee and A. Mitrovic         455 

INVITED PLENARY LECTURE 

Theory and Modeling in Combustion Chemistry. /. A. Miller         461 



vi CONTENTS 

ELEMENTARY REACTION KINETICS 

Measurement of the Rate Coefficent of H + 02 + M -* H02 + M for M = Ar 
and N2 at High Pressures. D. F. Davidson, E. L. Petersen, M. Röhrig, R. K 
Hanson and C. T. Bowman          481 

Absolute Reactive Cross Sections for the Reaction OH + CO -» H + C02. S. 
Koppe, T. Laurent, H.-R. Volpp,]. WolfrumandP. D. Naik        489 

Kinetic and Mechanistic Studies of the Reaction of Hydroxyl Radicals with 
Acetaldehyde over an Extended Temperature Range. P. H. Taylor, M. S. 
Rahman, M. Arif, B. Dellinger and P. Marshall         497 

Elementary Reactions of the Methoxymethyl Radical in the Gas Phase: 
CH3OCH3 + F, CH2OCH3 + CH2OCH3, CH2OCH3 + 02; and CH2OCH3 

+ O.K. Hoyermann and F. Nacke        505 
Kinetics of the Reaction of Vinyl Radicals with Acetylene. V. D. Knyazev, S. I. 

Stoliarov and I. R. Slagle        513 
The CH3 + C5H5 Reaction: A Potential Source of Benzene at High 

Temperatures. L. V. Moskaleva, A. M. Mebel and M. C. Lin          521 
The Reactions of 0(3P) Atoms with Aromatic Hydrocarbons with Unsaturated 

Side Chains. M. Eichholtz, S. Kohl, A. Schneider, J.-T. Vollmer and H. Gg. 
Wagner          52' 

Kinetics and Mechanism of the Reaction of S(3P) with 02. A. Miyoshi, H. Shiina, 
K Tsuchiya and H. Matsui          535 

High-Temperature Reactions and Thermodynamic Properties of Phenyl Radicals. 
E. Heckmann, H. Hippler and J. Troe          543 

A Shock Tube Study of H + HNCO -»■ H2 + NCO and the Thermal 
Decomposition of NCO. /. D. Mertens and R. K Hanson         551 

A Kinetic Study of the Reactions of NH(X32/) with 02 and NO in the 
Temperature Range from 1200 to 2200 K. H.-J. Ramming and H. Gg. Wagner .. 559 

Measurement of the Branching Ratio of NCO + NO into N20 at 1100-1400 K. 
S. A. Flatness and]. C. Kramlich          567 

Direct Measurement of the Reaction Pair C6H5NO «■ C6H5 + NO by a 
Combined Shock Tube and Flow Reactor Approach. C. Horn, P. Frank, R. S. 
Tranter,]. Schaugg, H.-H. Grotheer and Th. Just          575 

A Shock Tube Study of the Reaction of S-Atoms with NO. D. Woiki and P. Roth ..       583 

KINETIC MECHANISMS—MODELS AND EXPERIMENTS 

The Mutually Sensitized Oxidation of Ethylene and NO: An Experimental and 
Kinetic Modeling Study. A. Doughty, F. J. Barnes, J. H. Bromly and B. S. 
Haynes          589 

A Kinetic Study of the Oxidation of Acetonitrile: A Model for NO Formation 
from Fuel-Bound Nitrogen. E. Ikeda and]. C. Mackie          597 

The Thermal Decomposition of C2H5I. S. S. Kumaran, M.-C. Su, K. P. Lim and 
J. V. Michael        605 

The Ignition and Oxidation of Allene and Propyne: Experiments and Kinetic 
Modeling. H. Curran, J. M. Simmie, P. Dagaut, D. Voisin and M. Cathonnet          613 

The Formation of C2 during High Temperature Pyrolysis of Fullerene C70. T. 
Sommer and P. Roth          "Zl 



CONTENTS vii 

Chemical Kinetic Study of Dimethylether Oxidation in a Jet Stirred Reactor from 
1 to 10 ATM: Experiments and Kinetic Modeling. P. Dagaut, J.-C. Boettner and 
M. Cathonnet        627 

Chemical Kinetic Modeling of High-Pressure Propane Oxidation and Comparison 
to Experimental Results. D. N. Koert, W.}. Pitz, J. W. Bozzelli and N. P. 
Cernansky          633 

An Intermediate Temperature Modeling Study of the Combustion of 
Neopentane. H. J. Curran, W. J. Pitz, C. K. Westbrook, M. W. M. Hisham and 
R. W. Walker         641 

Dissociation and Chain Reaction in the Pyrolysis of Pyrazine. /. H. Kiefer, Q. 
Zhang, R, D. Kern, H. Chen, J. Yao and B. Jursic          651 

Thermal Decomposition of Benzonitrile A Combined Single-Pulse Shock Tube- 
ARAS Investigation. A. Lifshitz, Y. Cohen, M. Braun-Unkhoff and P. Frank          659 

Thermal Decomposition of Benzene. Single-Pulse Shock-Tube Investigation. A. 
Laskin and A. Lifshitz         669 

A Detailed Comprehensive Kinetic Model for Benzene Oxidation Using the 
Recent Kinetic Results. Y. Tan and P. Frank         677 

Reaction Mechanisms in Aromatic Hydrocarbon Formation Involving the C5H5 

Cyclopentadienyl Moiety. C. F. Melius, M. E. Colvin, N. M. Marinov, W. J. Pitz 
and S. M. Senkan         685 

Experimental and Modeling Investigation of Aromatic and Polycyclic Aromatic 
Hydrocarbon Formation in a Premixed Ethylene Flame. M. /. Castaldi, N. M. 
Marinov, C. F Melius, J. Huang, S. M. Senkan, W. J. Pitz and C. K Westbrook .. 693 

Benzene Formation Chemistry in Premixed 1,3-Butadiene Flames. R. P. Lindstedt 
and G Skevis          703 

Destruction of Benzene in High-Temperature Flames: Chemistry of Benzene and 
Phenol R. A. Shandross, J. P. Longwell and J. B. Howard         711 

Detailed Kinetic Reaction Mechanism for Ignition and Oxidation of a- 
Methylnaphthalene. H. Pitsch          721 

Reduced n-Heptane Mechanism for Non-premixed Combustion with Emphasis 
on Pollutant-Relevant Intermediate Species. M. Bollig, H. Pitsch, J. C. Hewson 
and K. Seshadri          729 

Experimental Data and Kinetic Modeling of Primary Reference Fuel Mixtures. 
C. V. Callahan, T. J. Held, F L. Dryer, R. Minetti, M. Ribaucour, L. R. Sochet, T. 
Faravelli, P. Gaffuri and E. Ranzi          739 

Comparison of Oxidation and Autoignition of the Two Primary Reference Fuels 
by Rapid Compression. R. Minetti, M. Carlier, M. Ribaucour, E. Therssen and 
L. R. Sochet         747 

Computer-Aided Design of Gas-Phase Oxidation Mechanisms—Application to the 
Modelling of n-Heptane and Iso-Octane Oxidation. G. M. Come, V. Warth, P. A. 
Claude, R. Fournet, F. Battin-Leclerc and G. Scacchi          755 

Numerical and Asymptotic Studies of the Structure of Premixed iso-Octane 
Flames. H. Pitsch, N. Peters and K Seshadri          763 

Kinetic Modeling of the Oxidation of Large Aliphatic Hydrocarbons. M. Nehse, J. 
Warnatz and C. Chevalier         773 

Self-Ignition of Diesel-Relevant Hydrocarbon-Air Mixtures under Engine 
Conditions. U. Pfahl, K. Fieweger and G. Adomeit  ,         781 

Combustion-Like Pyrolysis of Organic Polymers: Species and Kinetic Details by 
T-Jump/FTIR Spectroscopy. T. B. Brill, H. Arisawa and P. E. Gongvoer         791 



vm CONTENTS 

High-Pressure Methane Oxidation behind Reflected Shock Waves. E. L. Petersen, 
M. Röhrig, D. F. Davidson, R. K. Hanson and C. T. Bowman          799 

Analysis of Wet CO Oxidation under Turbulent Non-premixed Conditions Using a 
PDF Method and Detailed Chemical Kinetics. M. Kraft, E. Stöckelman and H. 
Bockhorn         807 

Ignition of Hydrogen and Oxygen in Counterflow at High Pressures. B. T. 
Helenbrook and C. K. Law         815 

A Broader Definition of Symmetry Number and Its Application to a Kinetic 
Model Describing Polyarene Growth. M. C. Masonjones and A. E Sarofim        823 

Invited Topical Review 

Multistep Asymptotic Analyses of Flame Structures. K. Seshardi         831 

LAMINAR PREMIXED FLAMES 

The Phenomena of Flame Propagation in a Rotating Tube. Y Sakai and 
S. Ishizuka          847 

The Mechanism of Mutual Annihilation of Stoichiometric Premixed Methane-Air 
Flames. T. Echekki, J. H. Chen and I. R. Gran          855 

Extinction Mechanisms of Near-Limit Premixed Flames and Extended Limits of 
Flammability. C. /. Sung and C. K Law          865 

Markstein Lengths of CO/H2/Air Flames, Using Expanding Spherical Flames. 
M.J. Brown, I. C. McLean, D. B. Smith and S. C. Taylor         875 

A Numerical Study of Large Amplitude Baroclinic Instabilities of Flames. /. 
Chomiak and G. Zhou          883 

Shock Wave Interaction with a Fast Convection-Reaction Driven Flame. R. G. 
Johnson, A. C. Mclntosh, J. Brindley, M. R. Booty and M. Short        891 

A New Time-Dependent, Three-Dimensional Flame Model for Laminar Flames. 
G. Patnaik, K. Kailasanath and R. S. Sinkovits         899 

Numerical Study of Premixed Laminar Flame Propagation in a Closed Tube with 
a Full Navier-Stokes Approach. F. S. Marra and G. Continillo          907 

Two-Dimensional Mathematical Modeling of Laminar, Premixed, Methane-Air 
Combustion on an Experimental Slot Burner. D. Bradley, P. H. Gaskell, K. C. 
Kwan and M. J. Scott          915 

Experimental and Numerical Study of a Premixed Flame Stabilized by a 
Rectangular Section Cylinder. P. Bailly, D. Garreton, O. Simonin, P. Bruel, M. 
Champion, B. Deshaies, S. Duplantier and S. Sanquer         923 

Flame Propagation along 90° Bend in an Open Duct. K. Sato, Y. Sakai and 
M. Chiga         931 

On the Use of Light Sheet Methods in the Presence of Refraction by Flames. E 
Weinberg          939 

Temperature Field Measurements in a Sooting Flame by Filtered Rayleigh 
Scattering (FRS). D. Hofmann and A. Leipertz          945 

The Optical Band Gap Model in the Interpretation of the UV-Visible Absorption 
Spectra of Rich Premixed Flames. P. Minutolo, G. Gambi and A. DAlessio          951 

Quantitative CH Determinations in Low-Pressure Flames. /. Luque, G. P. Smith 
andD. R. Crosley         959 

CH3 Detection in Flames Using Photodissociation-Induced Fluorescence. P. 
Desgroux, L. Gasnot, B. Crunelle and J. E Pauwels         967 



CONTENTS ix 

Degenerate Four-Wave Mixing Measurements of Methyl Radical Distributions in 
Hydrocarbon Flames: Comparison with Model Predictions. R. L. Farrow, M. N. 
Bui-Pham and V. Sick         975 

Initiation of Laminar Flames in Near-Limit H2/02/H20 Mixtures. A. Yu. 
Kusharin, O. E. Popov and G. L. Agafonov         985 

Acetylene and Ethylene Mole Fractions in Methane/Air Partially Premixed 
Flames. L.-K. Tseng, J. P. Gore, I. K. PuriandT. Takeno         993 

Experimental and Computational Investigation of Concentration Profiles of CrC4 

Hydrocarbon Radicals and Molecules in Low-Pressure C2H2/0/H Atomic 
Flames at 600 K.J. Peeters and K. Devriendt       1001 

Experimental Study of the Structure of Rich Ethane Flames. R. Ancia, J. 
Vandooren and P. J. Van Tiggelen        1009 

Experimental and Numerical Studies of Two-Stage Methanol Flames. S. C. Li and 
F. A. Williams       1017 

Laminar Flame Speeds and Oxidation Kinetics of Benzene-Air and Toluene-Air 
Flames. S.G. Davis, H. Wang, K, Brezinsky and C. K. Law        1025 

Hydrogen-Oxygen Flame Doped with Trimethyl Phosphate, Its Structure and 
Trimethyl Phosphate Destruction Chemistry. O. Korobeinichev, V. Shvartsberg, 
A. Chernov and V. Mokrushin       1035 

Molecular Beam Mass Spectrometric and Modeling Studies of Neat and NH3- 
Doped Low-Pressure H2/N20/Ar Flames: Formation and Consumption of NO. 
R. C. Sausa, G. Singh, G. W Lemire and W. R. Anderson        1043 

LAMINAR DIFFUSION FLAMES 

Instability of Diffusion Flames. A. Lingens, K. Neemann, J. Meyer and 
M. Schreiber       1053 

Heat Loss and Lewis Number Effects on the Onset of Oscillations in Diffusion 
Flames. S. Cheatham andM. Matalon       1063 

Effects of Multi-Dimensionality on a Diffusion Flame. M. Nishioka, Y. Takemoto, 
H. Yamashita and T. Takeno        1071 

Structure of a Non-Premixed Flame Interacting with Counter rotating Vortices. 
D. Thevenin, J. C. Rolon, P. H. Renard, D. W. Kendrick, D. Veynante and 
S.Candel       1079 

Thermal Diffusion Effects and Vortex-Flame Interactions in Hydrogen Jet 
Diffusion Flames. R. D. Hancock, F. R. Schauer, R. P. Lucht, V. R. Katta and 
K. Y. Hsu       1087 

Ignition Delay Associated with a Strained Fuel Strip. T J. Gerk and A. R. 
Karagozian        1095 

Studies on Strained Non-premixed Flames Affected by Flame Curvature and 
Preferential Diffusion. T! Takagi, Y. Yoshikawa, K. Yoshida, M. Komiyama and 
S. Kinoshita       1103 

Response of Counterflow Premixed and Diffusion Flames to Strain Rate Varia- 
tions at Reduced and Elevated Pressures. C. /. Sun, C. J. Sung, D. L. Zhu and 
C.KLaw        1111 

The Sensitive Structure of Partially Premixed Methane-Air vs. Air Counterflow 
Flames. M. A. Tanojf, M. D. Smooke, R. J. Osborne, T M. Brown and 
R. W. Pitz        1121 

Effects of Pressure Diffusion on the Characteristics of Tubular Flames. K. 
Yamamoto, T Hirano and S. Ishizuka      1129 



X CONTENTS 

The Effects of Flame Structure on Extinction of CH4-02-N2 Diffusion Flames. /. 
Du and R. L. Axelbaum       1137 

Edge-Flame-Holding. J. Buckmaster and R. Weber        1143 
Unsteady Extinction Mechanisms of Diffusion Flames. E Takahashi and 

V. R. Katta       1151 
Quantitative Two-Photon Laser-Induced Fluorescence Imaging of CO in 

Flickering CH4/Air Diffusion Flames. D. A. Everest, C. R. Shaddix and K. C. 
Smyth         1161 

Thin-Filament Pyrometry in Flickering Laminar Diffusion Flames. W. M. Pitts .... 1171 
Tunable Diode Laser Absorption Measurements of Carbon Monoxide and 

Temperature in a Time-Varying, Methane/Air, Non-Premixed Flame. R. R. 
Skaggs and]. H. Miller        1181 

Invited Topical Review 

Current State of Combustion Research in Microgravity. M. Kono, K. Ito, T. 
Niioka, T. KadotaandJ. Sato         1189 

MICROGRAVITY COMRUSTION 

Droplet Combustion Experiments in Spacelab. D. L. Dietrich, J. B. Haggard Jr., 
E L. Dryer, V. Nayagam, B. D. Shaw and E A. Williams        1201 

Microgravity Combustion of Methanol and Methanol/Water Droplets: Drop 
Tower Experiments and Model Predictions. A. J. Marchese, E L. Dryer, R. V. 
Colantonio and V. Nayagam       1209 

Hydroxyl Radical Chemiluminescence Imaging and the Structure of Microgravity 
Droplet Flames. A. J. Marchese, E L. Dryer, V. Nayagam and R. Colantonio        1219 

An Unsteady-State Analysis of Porous Sphere and Droplet Fuel Combustion 
under Microgravity Conditions. M. K King       1227 

Characterization of Spherical Hydrocarbon Fuel Flames: Laser Diagnosis of the 
Chemical Structure through the OH Radical. /. König, C. Eigenbrod, M. 
Tanabe, H. Renken amd H. J. Rath        1235 

Investigation of Sooting in Microgravity Droplet Combustion. M. Y. Choi and K- 
O.Lee        1243 

Observation of Sooting Behavior in an Emulsion Droplet Flame by Planar 
Laser Light Scattering in Microgravity. M. Tsue, D. Segawa, T. Kadota and 
H. Yamasaki        1251 

High-Pressure Droplet Burning Experiments in Microgravity. B. Vieille, C. 
Chauveau, X. Chesneau, A. Odei'de and I. Gökalp        1259 

Experimental Study on High-Pressure Droplet Evaporation Using Microgravity 
Conditions. H. Nomura, Y. Ujiie, H. J. Rath, J. Sato and M. Kono        1267 

Influence of Gravity on the Propagation of Initially Spherical Flames. /. Daou and 
B. Rogg        1275 

Experimental Study on Methane-Air Premixed Flame Extinction at Small Stretch 
Rates in Microgravity. K Maruta, M. Yoshida, Y Ju and T. Niioka        1283 

Soot-Field Structure in Laminar Soot-Emitting Microgravity Nonpremixed 
Flames. C. M. Megaridis, D. W. Griffin and B. Konsur       1291 

Gravitational Effects on Sooting Diffusion Flames. C. R. Kaplan, E. S. Oran, K 
Kailasanath and H. D. Ross        1301 



CONTENTS xi 

Influence of Gravity and Pressure on Pool Fire-Type Diffusion Flames. J.-M. 
Most, P. Mandin,]. Chen, P. Joulain, D. Durox and A. C. Fernandez-Pello       1311 

Opposed-Flow Flame Spread across n-Propanol Pools. D. N. Schiller, W. A. 
Sirignano       1319 

Detailed Experiments of Flame Spread across Deep Butanol Pools. H. D. Ross 
and F. J. Miller        1327 

Quiescent Flame Spread over Thick Fuels in Microgravity. /. West, L. Tang, R. A. 
Altenkirch, S. Rhattacharjee, K. Sacksteder and M. A. Delichatsios       1335 

Effects of Slow Wind on Localized Radiative Ignition and Transition to Flame 
Spread in Microgravity. T. Kashiwagi, K. R. McGrattan, S. L, Olson, O. Fujita, 
M. RikuchiandK. Ito       1345 

Model Calculation of Steady Upward Flame Spread over a Thin Solid in Reduced 
Gravity. C.-R. Jiang, J. S. Tien amd H.-Y. Shih       1353 

Small-Scale Smoldering Combustion Experiments in Microgravity. 
D. P. Stocker, S. L. Olson, D. L. Urban, J. L. Torero, D. C. Walther and 
A. C. Fernandez-Pello        1361 

An Experimental Study on Particle-Cloud Flames in a Microgravity Field. Y. 
Okuyama, Y. Ohtomo, K. Maruta, H. Kobayashi and T. Niioka       1369 

CHEMICAL FLAME INHIBITION 

Effect of Halogenated Flame Inhibitors on CrC2 Organic Flames. T. Noto, V. 
Rabushok, D. R. Rurgess Jr., A. Hamins, W. Tsang and A. Miziolek        1377 

The Effect of CF3I Compared to CF3Br on OH- and Soot Concentrations in Co- 
flowing Propane/Air Diffusion Flames. K. C. Smyth and D. A. Everest        1385 

Chemical Effects of CF3H in Extinguishing Counterflow CO/AIR/H2 Diffusion 
Flames. G. S. Fallon, H. K. Chelliah and G. T Linteris        1395 

Extinction of Non-premixed Methane- and Propane-Air Counterflow Flames 
Inhibited with CF4, CF3H, and CF3Br. P. Papas, J. W. Fleming and R. S. 
Sheinson       1405 

Suppression of a Baffle-Stabilized Spray Flame by Halogenated Agents. A. 
Hamins, C. Presser and L. Melton       1413 

Experimental Study of the Inhibition of Premixed and Diffusion Flames by Iron 
Pentacarbonyl. D. Reinelt and G. T Linteris        1421 

FIRE SAFETY 

Global Properties of Gaseous Pool Fires. A. Hamins, K Konishi, P. Rorthwick and 
T. Kashiwagi       1429 

Flame Base Structure of Small-Scale Pool Fires. S. Venkatesh, A. Ito, K. Saito and 
I. S. Wichman       1437 

The Effect of Pool Diameter on the Properties of Smoke Produced by Crude Oil 
Fires. G. W. Mulholland, W. Liggett and H. Koseki       1445 

Measurements and Prediction of Air Entrainment Rates of Pool Fires. X C. 
Zhou, J. P. Gore and H. R. Raum        1453 

Effect of the Fuel Boiling Point on the Boilover Burning of Liquid Fuels Spilled 
on Water. /. P. Garo, J. P. Vantelon and A. C. Fernandez-Pello        1461 

Study of the Thermocapillary Layer Preceding Slow Steadily-Spreading Flames 
over Liquid Fuels. P. L. Garcia-Ybarra, J. L. Castillo, J. C. Antoranz, V. 
Sankovitch and J. San Martin        1469 



xii CONTENTS 

Determination of the Spread Rate in Opposed-Flow Flame Spread over Thick 
Solid Fuels in the Thermal Regime. S. Bhattacharjee, J. West and R. A. 
Altenkirch       1477 

The Dependence of the Flame Spread Rate over Solid Fuel on Damköhler 
Number and Heat Loss. S. S. Rybanin        1487 

Creeping Flame Spread: Energy Balance and Application to Practical Materials. 
M. A. Delichatsios      1495 

Controlling Mechanisms in the Transition from Smoldering to Flaming of Flexible 
Polyurethane Foam. S. D. Tse, A. C. Fernandez-Petto and K. Miyasaka       1505 

Two-Regime Global Kinetics of Cellulose Pyrolysis: the Role of Tar Evaporation. 
E. M. Suuberg, I. Milosavljevic and V. Oja        1515 

Numerical Simulation of Combustion in Fire Plumes. W. E. Mell, K. B. 
McGrattan and H. R. Baum        1523 

Numerical Simulation of the Dynamics of Large Fire Plumes and the 
Phenomenon of Puffing. A. E Ghoniem, I. Lakkis and M. Soteriou       1531 

The Transport of Carbon Monoxide from a Burning Compartment Located on 
the Side of a Hallway. B. Y. Lattimer, U. Vandsburger and R. J. Roby         1541 

Burning Regimes for the Finite-Duration Releases of Fuel Gases. G. 
Makhviladze, J. Roberts and S. Yakush        1549 

Effect of Liquid Drops on the Thermal Explosion of a Gas Mixture. V. 
Goldshtein, I. Goldfarb, A. Zinoviev and I. Shreiber       1557 

Propagation Limits of Dust/Air Flames Diluted by Additions of Inert Solid 
Particles. R. Blouquin and G. Joulin       1565 

The Role of Radiation Absorption in Defining Explosibility of Coal/Rock Dust 
Mixtures. C. D. Litton and R. F. Chaiken      1571 

Numerical Investigation on the Influence of Carbonaceous Particles on the 
Ignition Behavior of Methane/Air Mixtures. T. Ludwig and E Roth        1579 

Characterization of the Chaotic Dynamics in the Spontaneous Combustion of 
Coal Stockpiles. G. Continitto, G. Galiero, P. L. Maffettohe and S. Crescitelli       1585 

INVITED PLENARY LECTURE 

Spray Combustion Phenomena. G. M. Faeth       1593 

SPRAY COMBUSTION 

Surface Tension Influences on Methanol Droplet Vaporization in the Presence of 
Water. H. A. Dwyer, I. Aharon, B. D. Shaw and H. Niazmand       1613 

Characteristics of Supercritical Droplet Gasification. A. Umemura and 
Y. Shimada       1621 

Statistical Analysis on Onset of Microexplosion for an Emulsion Droplet. M. Tsue, 
H. Yamasaki, T. Kadota and D. Segawa        1629 

Spontaneous Ignition of Liquid Droplets from a View of Non-Homogeneous 
Mixture Formation and Transient Chemical Reactions. M. Tanabe, T. Bolik, C. 
Eigenbrod, H. J. Rath, J. Sato and M. Kono        1637 

Gas Property Effects on Droplet Atomization and Combustion in an Air-Assist 
Atomizer. R. Aflel, A. K. Gupta, C. Cook and C. Presser        1645 

Anomalous Group Combustion of Premixed Clusters. H. H. Chiu and C. L. Lin ... 1653 
Structure of an Acoustically Forced Turbulent Spray Flame. E. Halle, O. 

Delabroy, F. Lacas, D. Veynante and S. Candel       1663 



CONTENTS xiii 

Droplet Size Distribution Effects in Spray Combustion. /. A. Bossard and 
R. E. Peck       1671 

Droplet and Vapor Transport in a Turbulent Jet. /. Ye and C. D. Richards        1679 
PLIF Imaging Measurements of a Co-axial Rocket Injector Spray at Elevated 

Pressure. 17. Brummund, A. Cessou and A. Vogel        1687 
Flame Propagation in Planar Droplet Arrays and Interaction Phenomena Between 

Neighboring Droplet Streams. N. Roth, A. Karl, K. Anders and A. Frohn       1697 
Polydispersity and Reaction Zone Structure in Partially Premixed Spray Flames. 

/. B. Greenberg and N. Sarig        1705 
Electrostatic Dispersion and Evaporation of Clusters of Drops of High-Energy 

Fuel for Soot Control. /. Bellan and K, Harstad        1713 
Measurement of the Local Group Combustion Number of Droplet Clusters in a 

Premixed Spray Stream. F. Akamatsu, Y. Mizutani, M. Katsuki, S. Tsushima and 
Y. D. Cho      1723 

Modeling of Turbulent Spray Diffusion Flames Including Detailed Chemistry. C. 
Hollmann and E. Gutheil        1731 

Quantitative Comparison of Detailed Numerical Computations and Experiments 
in Counterflow Spray Diffusion Flames. L. P. Gao, Y. D'Angelo, I. Silverman, A. 
Gomez and M. D. Smooke        1739 

CATALYTIC COMBUSTION 

Numerical Modeling of Catalytic Ignition. O. Deutschmann, R. Schmidt, F 
Behrendt and J. Warnatz      1747 

Gas Temperature above a Porous Radiant Burner: Comparison of Measurements 
and Model Predictions. M. D. Rumminger, N. H. Heberle, R. W. Dibble and 
D. R. Crosley        1755 

Homogeneous Ignition of Hydrogen-Air Mixtures over Platinum. P.-A. Bui, D. G. 
Vlachos and P. R. Westmoreland        1763 

Catalytic Oxidation of Natural Gas over Supported Platinum: Flow Reactor 
Experiments and Detailed Numerical Modeling. T. C. Bond, R. A. Noguchi, C- 
P. Chou,R.K. Mongia,J.-Y. Chen and R. W. Dibble       1771 

Pd on Low-Surface-Area a-Alumina System: Is Metallic Pd Active for Methane 
Combustion? M. Lyubovsky, R. Weber and L. Pfefferle       1779 

Catalytic Combustion of Carbon Particulate at High Values of the Carbon/Catalyst 
Mass Ratio. P. Ciambelli, M. D'Amore, V. Palma and S. Vaccaro        1789 

Ignition of Catalytic Reactions in a Vertical Wall Immersed in a Combustible Gas. 
C. Trevino and F Mendez       1797 

VOLUME TWO 

Invited Topical Review 

Gas-Phase Combustion Synthesis of Materials. K. Brezinsky        1805 

MATERIALS SYNTHESIS 

Diamond Thin Film Deposition in Low-Pressure Premixed Flames. D. G. 
Goodwin, N. G Glumac and H. S. Shin       1817 

Temperature Profile Measurements in Stagnation-Flow, Diamond-Forming 
Flames Using Hydrogen CARS Spectroscopy. K E. Bertagnolli and 
R. P. Lucht      1825 



XIV CONTENTS 

The Controlling Chemistry in Flame Generated Surface Deposition of Na2S04 

and the Effects of Chlorine. M. Steinberg and K. Schofield        1835 
A Mathematical Model of Laser-Induced Synthesis of Ultra Fine SiC Powders. 

S. S. Khartchenko and A. I. Kuzmin       1845 
Controlled Combustion Synthesis of Nanosized Iron Oxide Aggregates. Z. Zhang 

and T. T. Charalampopoulos        1851 
The Formation of Si02 from Hexamethyldisiloxane Combustion in Counterflow 

Methane-Air Flames. H. K. Chagger, D. Hainsworth, P. M. Patterson, M. 
Pourkashanian and A. Williams        1859 

Pulsating Instability in the Nonadiabatic Heterogeneous SHS Flame: Theory and 
Experimental Comparisons. A. Makino and C. K. Law        1867 

Supercritical Combustion Synthesis of Titanium Nitride. K Brezinsky, J. A. 
Brehm, C. K. Law and I. Glassman      1875 

Metal-Sulfur Combustion. S. Goroshin, A. Mizera, D. L. Frost and]. H. S. Lee .... 1883 
Gas-Phase Combustion Synthesis of Aluminum Nitride Powder. R. L. Axelbaum, 

C. R. Lottes, J. I. Huertas and L. J. Rosen        1891 

METALS COMBUSTION 

Flame Structure Measurement of Single, Isolated Aluminum Particles Burning in 
Air. P. Bücher, R. A. letter, F. L. Dryer, T. P. Parr, D. M. Hanson-Parr and E. P. 
Vicenzi        1899 

A Comprehensive Physical and Numerical Model of Boron Particle Ignition. W. 
Zhou, R. A. Yetter, F. L. Dryer, H. Rabitz, R. C. Brown and C. E. Kolb         1909 

Evolution of Particle Temperature and Internal Composition for Zirconium 
Burning in Air. I. E. Molodetsky, E. L. Dreizin and C. K Law        1919 

Ignition and Combustion of Bulk Titanium and Magnesium at Normal and 
Reduced Gravity. A. Abbud-Madrid, M. C. Branch and J. W. Daily        1929 

Modeling of Solid Particle Interaction in a High-Velocity, Hot Gas Stream. M. M. 
Elkotb, N. Salama and I. Nassef      1937 

Combustion Characteristics of Mg-C02 Counterflow Diffusion Flames. A. 
Fukuchi, M. Kawashima and S. Yuasa        1945 

The Behavior of Chromium in Laminar Hydrogen and Ethene Diffusion Flames. 
Y. Yoon, C. Reyes, A. D. Jones, P. Kelly, D. P. Y. Chang and I. M. Kennedy        1953 

Burning Velocities in Fuel-Rich Aluminum Dust Clouds. S. Goroshin, I. Fomenko 
and]. H. S. Lee        1961 

PROPELLANTS 

Combustion of Porous Energetic Materials in the Merged-Flame Regime. S. B. 
Margolis, F. A. Williams andA. M. Telengator       1969 

Solid Propellant Diffusion Flame Structure. T. P. Parr and D. M. Hanson-Parr       1981 
A Three-Phase Model of HMX Combustion. /. E. Davidson and 

M. W. Beckstead        1989 
Simplified Chemical-Kinetic Mechanisms for Characterizing the Structure of the 

Dark Zones of Double Base and Nitramine Propellants. N. Ilincic, W. R. 
Anderson, K Seshadri and N. E. Meagher        1997 

Oscillatory Combustion of Aluminized Composite Propellants. S. R. Hickman and 
M. O. Brewster      2007 



CONTENTS xv 

Propellant Dark Zone Concentrations via Multichannel IR Absorption. S. H. 
Modiano and J. A. Vanderhoff        2017 

Laser Recoil Combustion Response of N5 Propellant from 1 to 9 Atmospheres. 
/. C. Finlinson        2025 

Convective Ignition of a Granular Solid Propellant Bed: Influence of Propellant 
Composition. D. E. Kooker, S. L. Howard and L.-M. Chang      2033 

Flame Stabilization in Cryogenic Propellant Combustion. G. Herding, R. Snyder, 
P. Scouflaire, C. Rolon and S. Candel        2041 

Invited Topical Review 

Impacts and Control of Air Toxics from Combustion. C. P. Koshland        2049 

NOx FORMATION AND CONTROL 

Pressure Effects on the Thermal DeNOx Process. K Kjcergaard, P. Glarborg, K. 
Dam-Johansen and J. A. Miller        2067 

Reburning Promoted by Nitrogen- and Sodium-Containing Compounds. V. M. 
Zamansky, L. Ho, P. M. Maly andW. R. Seeker      2075 

Flow Reactor Studies and Testing of Comprehensive Mechanisms for NOx 

Reburning. D. Stapfand W. Leuckel        2083 
Control of NOx Emission by NOx Recycle Approach. C. Q. Zhou, L. G. Neal, R. 

Rolli,J. Haslbeck and A. Chang       2091 
Isotopic Labeling Studies of the Selective Non-Catalytic Reduction of NO with 

NH3. B. L. Duffy and P. F. Nelson       2099 
Thermal Reduction of NO by NH3: Kinetic Modeling of the NH2 + NO Product 

Branching Ratio. M. /. Halbgewachs, E. W. G. Diau, A. M. Mebel, M. C. Lin and 
C. F. Melius       2109 

A Model for Prediction of Selective Noncatalytic Reduction of Nitrogen Oxides 
by Ammonia, Urea, and Cyanuric Acid with Mixing Limitations in the Presence 
of CO. J. Brouwer, M. P. Heap, D. W. Pershing and P. ]'. Smith        2117 

Gas Phase Reactions of Hydrogen Peroxide and Hydrogen Peroxide/Methanol 
Mixtures with Air Pollutants. V. M. Zamansky, L. Ho, P. M. Maly and 
W.R. Seeker       2125 

Evidence for a New NO Production Mechanism in Flames. /. E. Harrington, 
G. P. Smith, P. A. Berg, A. R. Noble, J. B. Jeffries and D. R. Crosley        2133 

Behavior of Key Reactions on NO Formation in Methane-Air Flames. M. 
Nishioka, Y. Kondoh and T. Takeno       2139 

A LIF and CARS Study of the Effects of Upstream Heat Loss on NO Formation 
from Laminar Premixed Burner- Stabilized Natural-Gas/Air Flames. A. V. 
Mokhov and H. B. Levinsky        2147 

NOx Formation in Turbulent Lean-Premixed Combustion with Minimum Heat 
Losses. L. Xie, S. Hayashi and K. Hirose        2155 

Computational and Experimental Study of NO in an Axisymmetric Laminar 
Diffusion Flame. M. D. Smooke, A. Em, M. A. Tanoff, B. A. Valdati, R. K. 
Mohammed, D. F. Marran and M. B. Long        2161 

Reduced Mechanisms for NOx Emissions from Hydrocarbon Diffusion Flames. 
/. C. Hewson and M. Bollig        2171 

The Effect of Changes in the Flame Structure on the Formation and Destruction 
of Soot and NOx in Radiating Diffusion Flames. A. Atreya, C. Zhang, H. K. 
Kim, T. Shamim and J. Suh       2181 



XVI CONTENTS 

Measurements of NO in Turbulent Nonpremixed Flames Stabilized on a Bluff 
Body. B. B. Dally, A. R. Masri, R. S. Barlow, G. J. Fiechtner and 
D. F. Fletcher       2191 

Oxygen Atom Concentrations and NO Production Rates in a Turbulent H2/N2 Jet 
Flame.fi. S. Barlow, G. J. Fiechtner and J.-Y. Chen        2199 

Flamelet and PDF Modeling of CO and NOx Emissions from a Turbulent, 
Methane Hydrogen Jet Nonpremixed Flame. J.-Y. Chen and W.-C. Chang      2207 

Analysis of Turbulence-Chemistry Interaction with Respect to NO Formation in 
Turbulent, Nonpremixed Hydrogen-Air Flames. M. Schlatter, J. C. Ferreira, M. 
Flury and J. Gass        2215 

Impact of Mixing Model on Predicted NO Formation in a Nonpremixed, Partially 
Stirred Reactor. W.-C. ChangandJ.-Y. Chen        2223 

Impact of Temperature and Fuel-Nitrogen Content on Fuel-Staged Combustion 
with Coal Pyrolysis Gas. U. Greul, H. Spliethojf, H.-C. Magel, U. Schnell, H. 
Ruediger, K. R. G. Hein, C.-Z. Li and P. F Nelson       2231 

Measurements and Predictions of Nitric Oxide and Particulates Emissions from 
Heavy Fuel Oil Spray Flames. M. A. Byrnes, E. A. Foumeny, T. Mahmud, 
A. S. A. K Sharif ah, T. Abbas, P. G. Costen, S. Hassan and F C. Lockwood        2241 

Effects of CaO and Burnout on the Kinetics of NO Reduction by Beulah Zap 
Char. F Guo andW. C. Hecker      2251 

SOOT FORMATION AND DESTRUCTION 

PAH and Aromers: Precursors of Fullerenes and Soot. M. Bachmann, W. Wiese 
and K.-H. Homann       2259 

Soot Precursor Material: Visualization via Simultaneous LIF-LII and 
Characterization via TEM. R. L. VanderWal        2269 

Comprehensive Two-Dimensional Soot Diagnostics Based on Laser-Induced 
Incandescence (LII). S. Will, S. Schraml and A. Leipertz       2277 

On Surface Growth Mechanism of Soot Particles. M. Frenklach        2285 
Soot Surface Growth by Polycyclic Aromatic Hydrocarbon and Acetylene 

Addition. S. Macadam, J. M. Beer, A. E Sarofim and A. B. Hoffmann        2295 
Soot Formation in the Pyrolysis of Benzene/Acetylene and Acetylene/Hydrogen 

Mixtures at High Carbon Concentrations. V. G. Knorre, D. Tanke, Th. Thienel 
and H. Gg. Wagner       2303 

A Simplified Phenomenological Model for Soot Growth Based on Plug Flow 
Reactor Experiments. B. Bartenbach and W. Leuckel        2311 

C2H2 and PAH as Soot Growth Reactants in Premixed C2H4-Air Flames. T. G. 
Benish, A. L. Lafeur, K Taghizadeh andj. B. Howard        2319 

The Effect of Temperature on Soot Inception in Premixed Ethylene Flames. A. 
Ciajolo, A. D'Anna, R. Barbella, A. Tregrossi and A. Violi       2327 

Polycyclic Aromatic Hydrocarbon and Soot Formation in Premixed Flames of 
CH3CI/CH4 and CH4. /. Huang and S. M. Senkan       2335 

Re-Initiation of Soot Surface Growth in Premixed Counter-Flow Flames. M. 
Marquardt, F. Mauß, B. Jungfleisch, R. Suntz and H. Bockhorn       2343 

Influence of Hydrogen Addition to Fuel on Temperature Field and Soot 
Formation in Diffusion Flames. Ö. L. Giilder, D. R. Snelling and 
R. A. Sawchuk      2351 

Experiments and Numerical Simulation on Soot Formation in Opposed-Jet 
Ethylene Diffusion Flames. H. Wang, D. X. Du, C. J. Sung and C. K. Law       2359 



CONTENTS xvii 

Flamelet Modeling of Soot Formation in Laminar Ethyne/Air-Diffusion Flames. 
M. Balthasar, A. Heyl, F. Mauß, F. Schmitt and H. Bockhorn       2369 

CFD Prediction of Coupled Radiation Heat Transfer and Soot Production in 
Turbulent Flames. N. W. Bressloff, J. B. Moss and P. A. Rubini        2379 

Assessment of Soot Volume Fractions from Laser-Induced Incandescence by 
Comparison with Extinction Measurements in Laminar, Premixed, Flat Flames. 
/. Appel, B. Jungfleisch, M. Marquardt, R. Suntz and H. Bockhorn        2387 

Investigation of Sooting in Normal-Gravity Droplet Combustion Using Light 
Extinction and Gravimetric Techniques. K.-Ö. Lee, K. A. Jensen and 
M. Y. Choi       2397 

OTHER POLLUTANTS 

The Reaction of Phenoxy Radicals with Mono-Chlorobenzene and Its Meaning 
for Gas-Phase Dioxin Formation in Incineration. H.-H. Grotheer and 
R. Louw       2405 

Effects of Ambient Water in the Combustion Enhancement of Heavily 
Chlorinated Hydrocarbons: Studies on Droplet Burning. H. Wang, D. L. Zhu, Y. 
Saso and C. K Law       2413 

The Effect of the Bulk Equivalence Ratio on the PAH Emissions from the 
Combustion of PVC, Poly(styrene), and Poly(ethylene). T. Panagiotou, Y. A. 
Levendis,J. Carlson andP. Vouros       2421 

Influence of Turbulent Mixing on the Pyrolysis of Chloroform Using Detailed 
Chemical Kinetics. M. Kraft, E. Stöckelmann and H. Bockhorn        2431 

Adsorption of Metallic Mercury on Activated Carbon. D. Karatza, A. Lancia, D. 
Musmarra and F. Pepe       2439 

Mechanisms Governing Trace Sodium Capture by Kaolinite in a Downflow 
Combustor. P. O. Mwabe andj. O. L. Wendt        2447 

A Real-Time Monitor for Toxic Metal Emissions from Combustion Systems. S. G. 
Buckley, C. P. Koshland, R. F Sawyer and D. Lucas       2455 

INCINERATION AND FUEL SUBSTITUTION 

Effects of External Acoustic Excitation on Enhanced Transport in a Resonant 
Incinerator. G. Pont, J. W. Willis, A. R. Karagozian and O. I. Smith        2463 

Compact Incinerator Afterburner Concept Based on Vortex Combustion. 
T. P. Parr, E. Gutmark, K Wilson, D. M. Hanson-Parr, K Yu, R. A. Smith and 
K C. Schadow        2471 

Combustion Studies on Concentrated Distillery Effluents. N. M. Patel, P. J. Paul, 
H. S. Mukunda and S. Dasappa       2479 

The Energy and Environmental Implications of Using Sewage Sludge as a Co- 
Fired Fuel Applied to Boilers. T. Abbas, P. Costen, G. De Soete, K Glaser, S. 
HassanandF. C. Lockwood       2487 

Transformations of Sludge Waste During Combustion in a Low-High-Low 
Temperature Reactor. J. A. Kozinski, R. Saade and G. Zheng        2495 

Invited Topical Review 

Modern Tools for Diesel Engine Combustion Investigation. W. Hentschel      2503 



xviü CONTENTS 

DIESEL ENGINES 

Application of a Reduced Kinetic Model for Soot Formation and Burnout in 
Three-Dimensional Diesel Combustion Computations. P. Belardini, C. Bertolt, 
C. Beatrice, A. D'Anna and N. Del Giacomo       2517 

Analysis of Pyrolysis Process in Diesel-Like Combustion by Means of Laser- 
Induced Fluorescence. R. Ragucci, M. de Joannon and A. Cavaliere       2525 

Spectral Extinction Measurements of Spray Combustion in a Divided-Chamber 
Diesel Engine System. E E. Corcione, G Mazziotti and B. M. Vaglieco       2533 

An Experimental Database for Diesel Spray Combustion. E. Winklhofer       2541 
Near-Field Entrainment in Unsteady Gas Jets and Diesel Sprays: a Comparative 

Study. R. Andriani, A. Coghe and G. E. Cossali       2549 
Flame Liftoff in Diesel Sprays. /. Chomiak and A. Karisson        2557 
A Simple Model of Ignition Modes of Dense Droplet Clouds. D. Thibaut and S. 

Candel        2565 

Self-Ignition of Hybrid (H2 + Atomized Liquid Hydrocarbon Fuel + Gaseous 
Oxidizer) Mixtures at Engine Relevant Conditions. B. E. Gelfand, A. M. 
Bartenev, S. V. Khomik, S. P. Medvedev and A. N. Polenov        2573 

SPARK IGNITION ENGINES 

Advanced Diagnostics for Minimizing Hydrocarbon Emissions from a Direct- 
Injection Gasoline Engine. M. C. Drake, D. T. French and T. D. Fansler        2581 

Polarization Separated Spatially Resolved Single Laser Shot Multispecies 
Analysis in the Combustion Chamber of a Realistic SI Engine with a Tunable 
KrF Excimer Laser. M. Knapp, A. Luczak, V. Beushausen, W. Hentschel, P. 
Manz and P. Andresen        2589 

Quantitative 2D Single-Shot Imaging of NO Concentrations and Temperatures in 
a Transparent SI Engine. C. Schulz, V. Siek, J. Wolfram, V. Drewes, M. Zahn 
andR. Maly        2597 

An Experimental Study on Quenching Crevice Widths in the Combustion 
Chamber of a Spark-Ignition Engine. S. Ishizawa        2605 

A Fiber-Optic Probe to Measure Precombustion In-Cylinder Fuel-Air Ratio 
Fluctuations in Production Engines. M. /. Hall and M. Koenig        2613 

Time-Resolved Investigation of Hot Spots in the End Gas of an S.I. Engine by 
Means of 2-D Double-Pulse LIF of Formaldehyde. B. Bäuerle, J. Warnatz and 
F. Behrendt      2619 

Modeling Turbulent Combustion and Pollutant Formation in Stratified Charge SI 
Engines. T. A. Baritaud, J. M. Duclos and A. Fusco       2627 

Relation Between Flame Propagation Characteristics and Hydrocarbon Emissions 
Under Lean Operating Conditions in Spark-Ignition Engines. N. 
Hadjiconstantinou, K. Min and]. B. Heywood       2637 

Oxidation of Hydrocarbons from Lubricant Oil Layers in Spark-Ignition Engines. 
M. G. Norris, W. Bauer and S. Hochgreb        2645 

Heat Release Rates Due to Autoignition, and Their Relationship to Knock 
Intensity in Spark Ignition Engines. D. Bradley, G. T. Kalghatgi, M. Golombok 
and]. Yeo       2653 

Heat Transfer Modeling During Knock and Flame Quenching in an Engine 
Chamber. O. A. Ezekoye        2661 



CONTENTS xix 

Autoignition Chemistry in a Motored Engine: An Experimental and Kinetic 
Modeling Study. H. J. Curran, P. Gaffuri, W. J. Pitz, C. K. Westbrook and 
W.R.Leppard       2669 

Deflagration-to-Detonation Transition in End Gases. C. K. Chan and 
W.A. Dewit       2679 

Extents of Alkane Combustion During Rapid Compression Leading to Single- and 
Two-Stage Ignition. A. Cox, J. F. Griffiths, C. Mohamed, H. J. Curran, W. J. Pitz 
and C.K Westbrook      2685 

Heterogeneous/Homogeneous Reaction and Transport Coupling During Flame- 
Wall Interaction. P. Popp andM. Smooke        2693 

1-D Simulation of a Spark Discharge in Air. M. Schäfer, R. Schmidt and 
J. Köhler       2701 

Analytical Study on Flame Stabilization in Reciprocating Combustion in Porous 
Media with High Thermal Conductivity. /. G. Hoffmann, R. Echigo, S. Tada and 
H. Yoshida       2709 

Interpretation of k-s Computed Turbulence Length-Scale Predictions for Engine 
Flows. Z. Han, R. D. Reitz, E E. Corcione and G. Valentino      2717 

GAS TURBINES 

Effect of Hardware Alignment on Fuel Distribution and Combustion 
Performance for a Production Engine Fuel-Injection Assembly. V. G. McDonell, 
L. Arellano, S. W. Lee and G. S. Samuelsen        2725 

The Effects of Fuel-Air Mixing on NOx Formation in Non-Premixed Swirl 
Burnerd. T. Terasaki and S. Hayashi       2733 

A Numerical and Experimental Study of Fuel Evaporation and Mixing for Lean 
Premixed Combustion at High Pressure. M. Rachner, M. Rrandt, H. Eickhoff, 
C. Hassa, A. Bräumer, H. Krämer, M. Ridder and V. Sick         2741 

Use of an Optical Probe for Time-Resolved in Situ Measurement of Local Air- 
to-Fuel Ratio and Extent of Fuel Mixing with Applications to Low NOx 

Emissions in Premixed Gas Turbines. R. K Mongia, E. Tomita, F. K. Hsu, L. 
TalbotandR. W. Dibble       2749 

Influence of Air and Fuel Flows on Gas Turbine Sprays at High Pressures. Q. P. 
Zheng, A. K Jasuja andA. H. Lefebvre       2757 

Effect of Temperature and Concentration Fluctuations on Radiative Heat 
Transfer in Turbulent Flames. W. Krebs, R. Koch, B. Ganz, L. Eigenmann and 
S. Wittig       2763 

Stability and Emissions Characteristics of a Lean Premixed Gas Turbine 
Combustor. W.-P. Shih, J. G. Lee and D. A. Santavicca        2771 

Fluorescence Imaging of NO and 02 in a Spray Flame Combuster at Elevated 
Pressures. B. L. Upschulte, M. G. Allen and K. R. McManus      2779 

Visualization of Fuel Distribution in Premixed Ducts in a Low-Emission Gas 
Turbine Combustor Using Laser Techniques. C. Löfström, H. Kaaling and 
M.Alden       2787 

Fiber-Optic Sensors for Long-Wavelength Pyrometry and Thermometry in Gas 
Turbines. A. S. Bonanno, W. W Smith, R. Bassilakis and M. A. Serio        2795 



xx CONTENTS 

ACTIVE COMBUSTION CONTROL 

Real-Time Adaptive Feedback Control of Combustion Instability. A. Kemal and 
C. T. Bowman       2803 

Experimental Demonstration of Active Control of Combustion Instabilities Using 
Real Time Modes Observation and Secondary Fuel Injection. Y. Neumeier and 
B. T. Zinn       2811 

Optimization of Gas Turbine Combustor Performance Throughout the Duty 
Cycle. N. T. Davis and G S. Samuelsen       2819 

Spatially Selective Chemistry Control in an Oil-Burning Furnace: a New Method 
to Reduce NOx Emissions Developed Through Combined Three-Dimensional 
Laser Diagnostics. A. Luczak, S. Eisenberg, M. Knapp, H. Schlüter, V. 
Beushausen and P. Andresen      2827 

Active Instability Control with Direct-Drive Servo Valves in Liquid-Fueled 
Combustion Systems. C. Hantschk, J. Hermann and D. Vortmeyer        2835 

Active Control of Liquid-Fueled Combustion Using Periodic Vortex-Droplet 
Interaction. K. H. Yu, T. P. Parr, K J. Wilson, K, C. Schadow aqnd E. J. 
Gutmark       2843 

Combustion Control Using a Multiplexed Diode-Laser Sensor System. E. R. 
Furlong, D. S. Baer and R. K Hanson      2851 

On-Line Emission Control of Combustion Processes by Laser-Induced 
Resonance-Enhanced Multi-Photon Ionization/Mass Spectrometry. R. 
Zimmermann, D. Lenior, A. Kettrup, H. Nagel and U. Boesl       2859 

Industrial Combustion Control Using UV Emission Tomography. A. Leipertz, R. 
Obertacke and F. Wintrich        2869 

HIGH SPEED COMBUSTION 

Numerical Simulation of a Counterflow Diffusion Flame in Supersonic Airflow. K 
TakitaandT. Niioka       2877 

On Strained Flames with Hypergolic Reactants: The H2/NO/F2 System in High- 
Speed, Supersonic and Subsonic Mixing-Layer Combustion. F. N. Egolfopoulos, 
P. E. Dimotakis and C. Bond        2885 

Observations of H20 Formation in the Supersonic Combustion of H2 by High- 
Enthalpy Air. M. F. Miller, W. T. Rawlins, M. G. Allen and T. E. Parker        2895 

Experimental Observation of Unsteady H2-02 Combustion Phenomena Around 
Hypersonic Projectiles Using a Multiframe Camera. /. Kasahara, T. Horii, T. 
Endo and T. Fujiwara        2903 

PLIF Imaging of Hypersonic Reactive Flow Around Blunt Bodies. M. R. Kamel, 
C. I. Morris, I. G. Stouklov and R. K. Hanson        2909 

Quenching of Reaction in Gas-Sampling Probes to Measure Scramjet Engine 
Performance. T. Mitani        2917 

Dimensional Analysis of the Effect of Flow Conditions on Shock-Induced 
Combustion. J.-Y. Choi, I.-S. Jeungand S. Lee       2925 

Shock-Wave-Enhancement of the Mixing and the Stability Limits of Supersonic 
Hydrogen-Ar Jet Flames. H. Huh and]. F. Driscoll       2933 

Numerical Simulation of Flame-Stabilization and Combustion Promotion by 
Plasma Jets in Supersonic Air Streams. R. Kato and I. Kimura       2941 



CONTENTS xxi 

Experimental Investigation of a scramjet Model Combustor with Injection 
Through a Swept Ramp Using Lazer-Induced Fluorescence with Tunable 
Excimer Lasers. R. Honig, D. Theisen, R. Fink, R. Lachner, G. Kappler, D. Rist 
and P. Andresen       2949 

Transient Simulation of Superdetonative Mode Initiation Process in Scram- 
Accelerator. J.-Y. Choi, I.-S. Jeung and Y. Yoon       2957 

DETONATIONS 

Critical Conditions for Detonation Propagation Through Mixture with Decreasing 
Reaction Rate. S. I. Kryuchkov, S. B. Dorofeev and A. A. Efimenko       2965 

The Influence of Initial Temperature on Flame Acceleration and Deflagration-to- 
Detonation Transition. G. Ciccarelli, J. L. Boccio, T. Ginsberg and H. Tagawa ... 2973 

On the Evolution of Cellular Detonation. D. S. Stewart, T. D. Aslam and]. Yao ... 2981 
Detailed Structure and Propagation of Three-Dimensional Detonations. D. N. 

Williams, L. Bauwens and E. S. Oran       2991 
Ignition and Detonation in N20-CO-H2-He Mixtures. A. Y. Starikovskii        2999 
Detonation Supported by Combustible Dust Deposit. B.-C. Fan and H.-Z. Li        3007 
Oblique Detonation Stabilized on a Hypervelocity Projectile. M. /. Kaneshige and 

J. E. Shepherd      3015 
Onset of Oblique Detonation Waves: Comparison Between Experimental and 

Numerical Results for Hydrogen-Air Mixtures. C. Viguier, L. F. Figueira da 
Silva, D. Desbordes and B. Deshaies       3023 

Numerical Simulations of the Diffraction of Planar Detonations in H2-02 

Mixtures. N. A. Tonello, M. Sichel and E. S. Oran        3033 

INVITED PLENARY LECTURE 

Solid Fuel Utilization: From Coal to Biomass. F C. Lockwood        3041 

COAL AND CHAR COMBUSTION 

A Transient Two-Dimensional Chemically Reactive Flow Model: Fuel Particle 
Combustion in a Nonquiescent Environment. /. Lee, A. G. Tomboulides, S. A. 
Orszag, R. A. Yetter and F. L. Dryer       3059 

Flame Structure and Combustion Rate of Burning Graphite in the Stagnation 
Flow. A. Makino, I. Kato, M. Senba, H. Fujizaki and N. Araki        3067 

Single-Particle Combustion of Two Biomass Chars. M. /. Wornat, R. H. Hurt, 
K.A. Davis andN. Y. C. Yang       3075 

Influence of Pressure on the Combustion Rate of Carbon. R. H. Essenhigh and 
A. M. Mescher      3085 

The Influence of Pressure on Char Combustion Kinetics. E. Croiset, C. Mallet, ].- 
P. Rouan andJ.-R. Richard       3095 

Transient High-Temperature Thermal Deactivation of Monomaceral-Rich Coal 
Chars. T. Beeley, J. Crelling, J. Gibbins, R. Hurt, M. Lunden, C. Man, J. 
Williamson and N. Yang       3103 

Structural Changes of Char Particles During Chemically Controlled Oxidation. X 
Zhang, A. Dukhan, I. I. Kantorovich, E. Bar-Ziv, A. Kandas and A. F. Sarofim .. 3111 

Surface Heterogeneity in the Formation and Decomposition of Carbon Surface 
Oxides. M. C. Ma and B. S. Haynes         3119 



xxn CONTENTS 

A New Approach to Studying Pore Diffusivity During Char Combustion at FBC 
Conditions. S. Goel, A. F. SarofimandJ.Lu       3127 

The Impact of Fragmentation on Char Conversion During Pulverized Coal 
Combustion. R. E. Mitchell and A. E. Jacob Akanetuk         3137 

A General Model for Devolatilization of Large Coal Particles. Y Zhao, M. A. 
Serio and P. R. Solomon       3145 

Chemical Structure of Coal Tar During Devolatilization. M. Watt, T. H. Fletcher, 
S. Bai, M. S. Solumand R. J. Pugmire       3153 

Conversion of Coal Tar to Soot During Coal Pyrolysis in a Post-Flame 
Environment./. Ma, T. H. Fletcher and B. W. Webb        3161 

Statistical Kinetics for Pulverized Coal Combustion. R. H. Hurt, M. M. Lunden, 
E. G Brehob andD.J. Maloney         3169 

Measurements of Coal Particle Shape, Mass, and Temperature Histories: Impact 
of Particle Irregularity on Temperature Predictions and Measurements. R. 
Sampath, D. J. Maloney, J. W Zondlo, S. D. Woodruff and Y. Yeboah       3179 

Laser Ignition and Flame Propagation of Pulverized Coal Dust Clouds. M. 
Taniguchi, H. Kobayashi and S. Azuhata        3189 

Sodium Partitioning in a Pulverized Coal Combustion Environment. N. B. 
Gallagher, T. W. Peterson and]. O. L. Wendt        3197 

An Experimental Study of the Release of Nitrogen from Coals Pyrolysed in 
Fluidised-Bed Reactors. C.-Z. Li, P. F. Nelson, E. B. Ledesma and 
J. C. Mackie       3205 

Fundamental Study on N20 Formation/Decomposition Characteristics by Means 
of Low-Temperature Pulverized Coal Combustion. I. Naruse, Y. Yamamoto, Y. 
ItohandK. Ohtake      3213 

Fundamental Experiment on the Combustion of Coal-Water Mixture and 
Modeling of the Process. K Takeno, K. Tokuda, T. Ichinose and S. Kaneko        3223 

Invited Topical Review 

Fluidized Bed Combustion: Achievements and Problems. B. Leckner        3231 

FLUIDIZED BEDS 

The Fate of Fixed Carbon During the Fluidized-Bed Combustion of a Coal and 
Two Waste-Derived Fuels. U. Arena, R. Chirone and P. Salatino        3243 

Progress of Combustion in the Furnace of a Circulating Fluidised Bed Boiler. A. 
Lyngfelt, L.-E. Amand and B. Leckner       3253 

Coal Combustion and Gasification in a Compartmented, Fluidised-Bed Coal 
Gasifier. H. Yan, V. Rudolph and D.-K. Zhang      3261 

Fragmentation of Small Coal Particles Under Fluidised-Bed Combustor 
Conditions. B. R. Stanmore, A. Brillard, P. Gilot and L. Delfosse        3269 

Prediction of Coal-Water Slurry Dispersion in a Fluidized Bed Combustor. F. 
Okasha and M. Miccio       3277 

The Effects of Pyrolysis Temperature and Ion-Exchanged Metals on the 
Composition of Brown Coal Tars Produced in a Fluidized-Bed Reactor. B. A. 
Vernaglia, M. J. Wornat, C.-Z. Li and P. F. Nelson        3287 

Scattering of Thermal Radiation in the Freeboard of a 1 MW, Fluidized Bed 
Combustor with Coal and Limestone Feeding. M. Filla, A. Scalabrin and 
C. Tonfoni  :       3295 



CONTENTS xxiii 

In Situ Alkali Concentration Measurements in a Pressurized, Fluidized-Bed Coal 
Combustor by Excimer Laser Induced Fragmentation Fluorescence. F. Greger, 
K. T. Hartinger, P. B. Monkhouse, J. Wolfrum, H. Baumann and B. Bonn        3301 

Pollutant Formation During Coal Combustion in a CFB Test Furnace. A. Reidick 
and H. Kremer      3309 

Emissions of Nitrogen Oxides from Circulating Fluidized-Bed Combustors: 
Modeling Results Using Detailed Chemistry. S. Goel, A. Sarofim, P. Kilpinen 
and M. Hupa       3317 

The NO and N20 Formation Mechanism During Devolatilization and Char 
Combustion Under Fluidized-Bed Conditions. F. Winter, C. Wartha, G. Läffler 
and H. Hofbauer       3325 

Nitrogen Chemistry in FBC with Limestone Addition. A. Jensen, J. E. Johnsson 
and K. Dam-Johansen        3335 

Invited Topical Review 

Scaling Characteristics of Aerodynamics, Heat Transfer, and Pollutant Emissions 
in Industrial Flames. R. Weber       3343 

POROUS MEDIA, FIXED-BED COMBUSTION, AND FURNACES 

Studies of Helmholtz Resonance in a Swirl Burner/Furnace System. D. Froud, A. 
Beale, T. O'Doherty and N. Syred       3355 

The Effect of Heat Content and Composition of Fuel on Pulse Combustor 
Performance. A. Kushari, L. J. Rosen, J. I. Jagoda and B. T. Zinn        3363 

Structures of Multiple Combustion Waves Formed Under Filtration of Lean 
Hydrogen-Air Mixtures in a Packed Bed. A. V. Saveliev, L. A. Kennedy, A. A. 
Fridman and I.K Puri        3369 

Superadiabatic Combustion Wave in a Diluted Methane-Air Mixture Under 
Filtration in a Packed Bed. S. I. Foutko, S. I. Shabunya, S. A. Zhdanok and 
L. A. Kennedy       3377 

Modeling of Premixed Gas Combustion in Porous Media Composed of Coarse- 
Sized Particles: 1-D Description with Discrete Solid Phase. O. S. Rabinovich, 
A. V. Feflov and N. V. Pavlyukevich        3383 

Index of Authors and Discussors        3391 
Subject Index       3401 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 1805-1816 

INVITED TOPICAL REVIEW 

GAS-PHASE COMBUSTION SYNTHESIS OF MATERIALS 

K. BREZINSKY 

Princeton University 
Department of Mechanical and Aerospace Engineering 

Princeton, N] 08544, USA 

To emphasize the scientific and technological challenges still remaining in combustion synthesis, this 
review highlights three classes of combustion processes for nonoxide refractory solids, especially ceramics, 
that involve the gas phase during synthesis. In one synthesis process, where the reactants are all gases, 
simultaneous control of powder particle size, size distribution, and microstructure is still an elusive goal 
but one that may be on the verge of achievement. A second class of process, gas-phase-assisted solid-solid 
combustion synthesis, reveals the often hidden role that gases play in facilitating and catalyzing the reactions 
that yield refractories and ceramics, and raises the prospect of tailoring reaction chemistry through judi- 
cious selection of additives. A third class of process, the much studied synthesis reaction between a gas 
and a condensed phase, demonstrates the need for an understanding of both equilibrium and kinetic 
processes to achieve microstructural control of solid product phases. 

Introduction 

The term, gas-phase combustion synthesis, often 
raises the image of a synthesis process in which all 
the reactants are gases. That image is consistent with 
many mature, industrial, gas-phase combustion pro- 
cesses, especially for the production of oxides such 
as Ti02 and Si02 [1]. However, a broader interpre- 
tation of the term could allow it to include all com- 
bustion synthesis processes that involve the gas 
phase during some part of the synthesis. This 
broader view is used in this review as a context for 
examining the application of gas-phase combustion 
synthesis to the generation of nonoxide, refractory 
solids, especially ceramics. Nonoxide ceramics are 
defined as those inorganic compounds comprising 
metallic elements and the nonmetals carbon, nitro- 
gen, phosphorous, and sulfur [2]. These covalent ce- 
ramic compounds, especially the nitrides and car- 
bides, have been the subject of special symposia 
(see, for example, Ref. 3) because they are extremely 
hard, chemically resistant, and refractory—having 
higher melting points than their metallic constitu- 
ents and, therefore, resistant to high-temperature 
environments that would damage materials made of 
metals or metal alloys [4]. Since these ceramic prop- 
erties of high temperature, chemical resistance, and 
hardness are shared by many of the metal hydrides, 
borides, suicides, and selenides [5], these species can 
also be considered desirable products of gas-phase 
combustion synthesis. The synthesis of nonoxide re- 
fractories through such gas-phase methods is a much 
less developed area than the synthesis of oxides, and 
consequently, still offers a variety of fascinating sci- 
entific and technical challenges. In order to highlight 

these challenges, three classes of "gas-phase" com- 
bustion synthesis processes, especially for ceramics, 
are discussed: (1) the more traditional process ex- 
emplified by gas-gas reactions, such as between sil- 
ane and hydrazine to produce silicon nitride; (2) 
solid-solid synthesis reactions catalyzed by chemical 
transport through the gas phase, such as the reaction 
between tantalum and carbon facilitated by the for- 
mation of Tal5 gas; and (3) the self-propagating high- 
temperature synthesis (SHS) reaction between a gas 
and a condensed phase, exemplified by the reaction 
between nitrogen gas and titanium powder. 

Gas-Gas Synthesis 

Background 

In this combustion process, the ceramic particles 
form directly from the gas phase through the self- 
sustaining reaction of gaseous species. Selection of 
the gas-phase environment to achieve control over 
particle size, shape, and composition is the primary 
challenge. 

Control over particle characteristics is important 
since powders composed of small particles with a 
narrow size distribution and high purity are pre- 
ferred for transforming a porous, powder-com- 
pacted structure into a dense, strong ceramic prod- 
uct by heat treatment [4,6,7]. The high-temperature 
transformation process of sintering has been shown 
to proceed at a rate inversely proportional to the 
initial particle radius; small particles, with diameters 
less than 1 /urn, sinter faster. The driving force for 
the sintering of the particles is the decrease in free 
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FIG. 1. Yield and adiabatic flame temperature for the 
reaction 3SiH4 and 4NH3 -> Si3N4 + 12H2 at 100 kPa; 
4> = 4/3 (SiH4/NH3) [8], 

energy across the curved surfaces as the sintered 
particles join together. The joining forces can be- 
come very large when the radius of curvature is 
small, as it would be for small-diameter spherical 
particles, making them desirable for their increased 
rate of sintering. Also, small, spherical particles with 
a narrow diameter distribution can be packed to- 
gether with a uniform pore size distribution and con- 
centration that facilitates densification by sintering. 
The removal of pores is less successful if small- 
diameter particles form agglomerates which do not 
pack to give a uniformity of pores sizes. During sin- 
tering, the variation in pores leads to large holes and 
residual porosity, making it is essential, for complete 
densification, to avoid agglomeration. Also to be 
avoided are impurities which, by collecting at grain 
boundaries, interfere with grain boundary diffusion, 
leading to grain growth and sintering. 

Given that the densification of powders is facili- 
tated by small, uniform-diameter, spherical particles 
of high chemical purity, the goal of gas-gas combus- 
tion syntheses has been to provide these types of 
powders for further processing. Developers [8-10] 
of the most representative of gas-gas combustion 
processes, flame synthesis, argue that the sharp ther- 
mal gradient and controlled reagent concentrations 
existing in a flowing reäctant mixture are conducive 
to the rapid reactions necessary for particle forma- 
tion. Rapid reactions lead to the minimization of nu- 
cleation and growth times so that small particles with 
a narrow distribution of sizes could be achieved. This 
advantage of flames is offset by the coupling of re- 
actant concentrations, thermodynamics, kinetics, 
and transport, which may constrain both the ability 
to sustain the synthesis process and the optimum 

conditions for high yield, purity, or particle size/mor- 
phology. Mitigation of the constraints is possible 
through the selection, as guided by thermodynamic 
calculations, of reactants and their relative concen- 
trations, dilution, and pressure, and by the type of 
flame. In the following section, a selective review is 
given of some partially successful attempts at control 
within synthesis flames. The selective review will 
help define the additional research challenges that 
must be addressed before flames can be optimally 
configured as material synthesis high-temperature 
chemical reactors. 

Partial Control 

Flame synthesis control of particle size and shape 
of oxide particles, especially silica, has been the sub- 
ject of many studies, with important insight into the 
theoretical and experimental aspects of premixed 
flame processes provided by Ulrich [11-14] and by 
Katz et al. [15,16] for counterflow diffusion flames. 
In both premixed and diffusion flames, the precursor 
to the oxide product is added as a dopant to the 
flame reactants. For the formation of nonoxide pow- 
ders, a different but prototypical gas-phase combus- 
tion process has been described by Calcote and 
Felder at the 23rd Combustion Symposium [8], In 
this process, which avoids oxygen entirely, gaseous 
premixed combinations of silane, ammonia, and hy- 
drazine, all of which are contributors to the self-sus- 
taining nature of the flame, are burned in a flat flame 
burner. The flame produces silicon nitride particles 
that are captured in the postflame region by entrain- 
ment in a hydrocarbon liquid spray. 

Calcote et al. [8] demonstrated the value of ther- 
modynamic calculations in selecting reactants for the 
control of product composition by mapping out the 
yield of Si3N4 and the adiabatic flame temperature 
for a range of equivalence ratios defined by the re- 
actions 

3SiH4 + 4NH, = Si3N4 + 12H2 

3SiH4 + 2N,H4 = Si,N4 lOHo 

3SiH4 + (4 - 2a)NH3 + aN2H4 = Si3N4 

+ (12 - a)H2, 

where a is the hydrazine-ammonia ratio. 
The results demonstrating the dependence of the 

yield and adiabatic flame temperature on various ra- 
tios of reactants are shown in Figs. 1 and 2. The 
calculations reveal that 100% conversion to silicon 
nitride is possible if an excess of ammonia is available 
and equilibrium is attained (Fig. 1). For the pure 
hydrazine system, the highest yields are obtained at 
equivalence ratios in which the hydrazine is in ex- 
cess. A more practical combination of reactants that 
still provides  high yields  can  be  obtained with 
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%   REACTANT   NITROGEN   AS  N2H„ 

FIG. 2. Yield and adiabatic flame temperature for the 
reaction 3SiH4 + (4-2a)NH3 + aN2H4 -> Si3N4 + (12-a) 
H2. Stoichiometric mixtures at 100 kPa [8]. 

mixtures of hydrazine and ammonia, as revealed by 
Fig. 2. 

The thermodynamics calculations, of course, do 
not reveal the time-dependent processes that affect 
particle morphology or microstructure. However, for 
those systems in which the kinetics are fast and equi- 
librium conditions are indeed attained, the ther- 
modynamic calculations play a key role in the selec- 
tion of both the combination of reactants and also 
their relative proportions. For the silicon nitride 
flame synthesis process, the thermodynamic values 
necessary for the calculation are readily available and 
afforded the clearly useful results indicated above. 
However, other reactant combinations suffer from a 
paucity of complete data, limiting the ability to cal- 
culate the formation of complex condensed phases, 
although some progress in adapting numerical tech- 
niques to do so has been achieved [17-20]. 

When the thermodynamic data are available and 
the adiabatic flame calculation is promising, other 
factors may determine if the flame can actually be 
sustained. Therefore, the promising combinations of 
silane, ammonia, and hydrazine as sources of silicon 
nitride were subjected to a series of static ignition 
bomb tests to establish if the thermodynamically de- 
termined ranges of operation were experimentally 
feasible. A surprising result of the tests was that the 
silane/ammonia mixtures that seemed to have the 
greatest potential as a nitride source could not be 
ignited over the pressure range of 10-1400 kPa and 
equivalence ratio range of 0.4-1.5. There was no ob- 
vious reason for this result and it highlighted a little 
studied but additional area of importance in flame 
synthesis: the conditions necessary for sustaining the 
synthesis flame. Further ignition experiments did 

reveal that mixtures containing hydrazine could be 
ignited and sustained, possibly because of its intrin- 
sic exothermic decomposition. 

The combination of thermodynamic calculations 
and ignition experiments were sufficient to define 
feasible flame synthesis conditions. Calcote et al. es- 
tablished synthesis flames for SiH4/NH3/N2H4/N2 

combinations that spanned an equivalence ratio 
range of 0.1-1. Flame temperatures ranged from 
900 to 2000 K, and flame speeds were from about 
20 to 150 cm/s. The silicon nitride initially formed 
at these conditions was an amorphous material that 
could be crystallized to a single alpha phase (see Ref. 
4 for structure) by heating to 1870 K. Both the amor- 
phous and crystalline product showed trace quanti- 
ties of oxygen-containing silicon species. Primary 
particles were spherical and particle diameters were 
in the range of 10-50 nm. There was evidence of 
clustering of the primary particles but no indication 
of the strength of the bonding between the particles. 
Despite the wide range of equivalence ratios, tem- 
peratures, and flame speeds, the surprising conclu- 
sion reached was that there was no obvious control- 
ling relationship between the experimental 
conditions and the product properties of phase, pu- 
rity, size, and shape, although the achieved proper- 
ties were desirable. 

A flame process with the control of product com- 
position as the goal was presented at the last Sym- 
posium by Gerhold and Inkrott [21]. The process 
differs from that of Calcote et al. [8] because the 
product, silicon carbide, was generated in a two- 
stage flame reactor. The primary stage of the reactor 
burned ethene and ethene/acetylene mixtures in ox- 
ygen, and in the secondary stage, tetramethyl silane 
carried by ethene was injected into the postflame 
region of the primary flame. Placement of the sec- 
ondary stage injector in the burner assembly was op- 
timized so as to minimize heat loss yet still maintain 
staging. 

Using this two-stage flame configuration, the re- 
searchers focused their attention primarily on prod- 
uct composition as a function of overall equivalence 
ratio. Composition, calibrated against commercially 
available beta silicon carbide, was determined by 
powder X-ray diffraction, infrared absorption, and 
elemental analyses. These techniques revealed that 
the degree of conversion to silicon carbide was a 
sensitive and complex function of the total equiva- 
lence ratio that could not be accounted for simply 
through thermodynamic calculations. Measure- 
ments (Fig. 3), appeared to indicate that other fac- 
tors, especially kinetics, influenced the observed 
yield. The influence of path-dependent irreversible 
kinetics was dramatized by operating the flame re- 
actor both in one and two stages for the identical 
reactant concentrations. In two-stage operation, ad- 
dition of tetramethyl silane produced silicon carbide, 
while in one-stage operation, silicon dioxide and 
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FIG. 3. X-ray diffraction patterns of produced powders 
collected during two-stage operation. The flame reactants 
are C2H4 and 02 (0.61 gmol/min) with C2H4 sweep gas 
and TMS silicon reactant. The following summarizes the 
equivalence ratio (including silicon as Si02), C/O for the 
flame, C/O for the ceramic formation zone (including TMS 
and sweep gas): curve A, 4.0, 1.10, 1.31; curve B, 3.8, 1.02, 
1.22; curve C, 3.4,0.92,1.-10; curve D, 3.2,0.85,1.02; curve 
E, 2.9, 0.77,0.93. Patterns of fine particle commercial beta- 
phase SiC, carbon black, and commercial fumed silica are 
shown for reference. The abscissa designation defines the 
scattering angle and the incident radiation (0.154 nm wave- 
length) [21]. 

carbon particles were formed. The authors argued 
that even though thermodynamic calculations pre- 
dict that at the given temperature and gas compo- 
sition silicon carbide formation was favored for both 
one- and two-stage operation, the formation of sili- 
con dioxide in the one-stage operation was essen- 
tially irreversible on the time scale of the experi- 
ment. 

It appears that the goal of achieving simultaneous 
control over particle size, size distribution, and mor- 
phology is not yet completely accomplished for non- 
oxide ceramics. For oxides, there has been consid- 
erably more success by varying initial conditions 
[11-16,22], This may be due to the inherently 
different nature of the nucleation and particle 
growth process of oxides and nonoxides. The nucle- 
ation and growth of oxides produced from gas-gas 
flame processes have been ascribed to the formation 
of a monomer species that chemically resembles the 
final oxide composition. For example, SiO is the 
monomer for formation of silica particles, SiOz [23]. 

Control of monomer formation, its nucleation, and 
the growth of nuclei to larger particles has been 
demonstrated through variation of the monomer 
precursor, such as silane (SiH4) that has been added 
as a dopant to the oxidizing flame [15,16,24]. The 
processes of nucleation and growth of oxide particles 
from the monomer in oxygen-containing flames has 
been amenable to relatively successful modeling 
[11,13,14,25-27]. A comparable understanding of 
nonoxide ceramics nucleation and particle growth 
does not appear to be available, in part because of a 
lack of comparable in-depth studies, in part because 
of the nature of the flames themselves (in most cases 
the precursors are the primary reactants, not dop- 
ants), and in part because the nucleation process 
may not proceed through the formation of a gas- 
phase monomer of the type found in many oxide- 
forming flames. For example, in a gas-gas synthesis 
for titanium nitride, the gas-phase reactions may first 
produce condensed titanium, and subsequent sur- 
face reactions with nitrogen gas may then lead to the 
nitride in a sequence that is very different from that 
in oxide-forming flames. Similar titanium nitride 
processes have already been ascribed to its forma- 
tion by chemical vapor deposition [28]. Heteroge- 
neous reaction processes of this type are very differ- 
ent from ones involving the condensation of 
monomer species, and consequently, understanding 
how to achieve simultaneous control over particle 
size, distribution, and morphology for nonoxides re- 
quires significant additional study. Achieving control, 
if possible, seems to be approachable at this time 
through phenomenological approaches. One such 
approach that has been successful at controlling ag- 
glomeration is based on metal exchange reactions. 

Metal Exchange Reactions 

Metal exchange reactions have been successfully 
used to produce commercially desirable nonceram- 
ics such as solar-grade silicon [29], have been dem- 
onstrated to be a feasible source of oxidation-resis- 
tant boron particles [34], and in the form of a 
classical thermite reaction have been used to pro- 
duce oxide ceramics [35]. For the production of a 
nonoxide ceramic, a typical metal exchange reactions 
is 

4Na + TiCI4 + 1/2N2 H> TiN + 4NaCl 

This highly exothermic reaction generates enough 
heat that under the proper conditions it is self-sus- 
taining. The proper conditions require careful selec- 
tion of reactants which, again, can be screened with 
thermodynamic calculations [32]. For example, be- 
cause the change in reaction entropy is small for 
these exchange reactions, the free energy of reaction 
is dominated by the reaction enthalpy. The reaction 
enthalpy is then a simple screening criterion for the 
selection of metals that will react spontaneously and 
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TABLE 1 
Materials formed and reaction environment 

Environment constituent 
Product species aflame (K) 

TiN TiCl4 and N2 2450 
TiB2 TiCl4 and BBr3 2600 
TiC TiCl4 and CCl4 2950 
TiSi, TiCl4 and SiCl4 

a 

SiC SiCI4 and CCl4 2750 
B4C BBr3 and CC14 2700 

"Flame temperatures were calculated using the NASA 
chemical equilibrium code. For TiSi2, a convergent solu- 
tion could not be obtained [32]. 

perhaps hypergolically with metal chlorides. The 
product of such a thermodynamically favored reac- 
tion is a high-temperature metal species, the one 
previously bound to the chloride, that is now avail- 
able for subsequent reaction, often in the gas phase. 

Glassman, Davis, and Brezinsky [32,33] have used 
the metal halogen chemistry described above to pro- 
duce the refractories TiN, TiB2, TiC, and TiSi2. A 
variety of gaseous chlorides were used including 
TiCLj, SiCl4, and, for the carbide syntheses, CC14. 
Boron tribromide was used in the synthesis of TiB2 

and B4C. A summary of these reactants is provided 
in Table 1. 

As an example of the quality of product obtained 
from this type of exchange reaction process, the col- 
lected titanium nitride solid was composed of par- 
ticles with diameters, as measured from selected 
scanning electron micrographs, of the order 100 nm 
or smaller. Particles within this size range are pre- 
ferred for sintering but some less desirable large ag- 
glomerates on the order of a few microns were also 
found. Product purity as determined by X-ray dif- 
fraction measurements of the lattice parameter was 
excellent. 

The advantages of higher temperatures suggest 
that a self-sustaining, high-temperature flame pro- 
cess may still be a more desirable route to the for- 
mation of high purity small powder particles if con- 
trol over particle size and distribution is achievable. 
A flame technique that delivers both particle size 
and composition control has been reported by Du- 
faux and Axelbaum at the last Symposium [34]. This 
flame technique uses the well-known chemistry of 
the reaction of sodium with metal halides, as de- 
scribed above, to produce elemental titanium. In the 
presence of BC13, subsequent reaction produces 
TiB2. By using a variation of the diffusion flame of 
Glassman et al. [33], this experiment not only per- 
mits the reactants to mix and react at the high tem- 
perature of a diffusion flame but also permits coating 

of the nanosized particles with the sodium chloride 
by-product to prevent agglomeration. 

The burner utilized for the coating process has a 
coflow, annular configuration. External heating is 
used to vaporize the sodium but, in principle, the 
heat released from the flame could be used. The 
halides exit a central tube mix and then react with 
sodium vapor exiting from another tube separated 
from the first by a tube supplying only argon. The 
intermediate argon source is essential to the process 
since the reactants are hypergolic and, without the 
argon, particles near the base of burner would col- 
lect and interfere with the burner operation. The 
particles that form higher in the flow break through 
the flame top in a plume which can be sampled. The 
sampling reveals that the ceramic particles are so- 
dium chloride coated by vapor released during the 
exchange reaction that has condensed on the particle 
surfaces in process described by the Kelvin equation 
[35]. When this condensation occurs, the particle 
sizes are of the order of ten nanometers. These 
highly desirable small particles can be cleaned of 
their encapsulating sodium chloride matrix by vac- 
uum sublimation or washing with water or glycerin. 

In the flame process of Dufaux and Axelbaum, the 
chemical reactions proceed unabated by the sodium 
chloride, as do the nucleation processes, whatever 
they may be. It is only after the nuclei have grown 
to nanometer size but before they collide to produce 
much larger particles that the precipitation of the 
coating interferes with the sticking and coalescence 
of two titanium or titanium diboride particles. Par- 
ticles neither grow further in diameter nor agglom- 
erate to form secondary structures of fused primary 
particles. Control of agglomeration is thus achieved. 

Summary 

Gas-gas combustion synthesis as epitomized by 
flame syntheses processes have clearly demonstrated 
the capability of yielding small-diameter, high-purity, 
high-yield refractory particles with narrow size dis- 
tributions. Recent flame syntheses of crystalline sil- 
icon carbide and mixed silicon carbide/nitride 
powders [9,10] add further evidence to the potential 
of flame processes as a source of sinterable powder 
particles, if agglomeration can be avoided. Preven- 
tion of agglomeration and even oxidation appears 
possible with the advent of the self-coating process 
described above. The remaining, but nontrivial, 
challenge is to couple controlled and selected coat- 
ing techniques with parametric control of nucleation 
and particle growth, so that spherical particles of a 
selected and adjustable diameter range can be syn- 
thesized without agglomeration. 

Gas-Phase-Facilitated Solid-Solid Synthesis 

Background 

The antithesis of the gas-gas processes discussed 
above is solid-solid combustion synthesis. Aside from 



1810 CATALYTIC COMBUSTION 

the novelty of a combustion wave propagating in 
condensed media, this type of process has been the 
subject of study because of its potential for yielding 
dense, near-final-shape objects through self-sinter- 
ing during the combustion process [5]. Nominally, 
the synthesis occurs when solid reactants are mixed 
and heated until reaction transpires. The enthalpy 
released by the reaction makes the further supply of 
external heat unnecessary and can lead to an adia- 
batic flame temperature higher than the melting 
temperature of one of the reactants. When this oc- 
curs, a liquid film of the melted reactant coats the 
solid particles of the other reactant. The liquid-phase 
coating facilitates transport of one reactant to the 
other, and the whole process proceeds at a faster rate 
than would be expected if diffusion transport among 
solids were the only form of mass transport. Com- 
bustion synthesis facilitated by the melting of the 
components has been treated in depth theoretically 
by Law and Makino [36,37], 

The most intriguing aspect of solid-solid combus- 
tion synthesis occurs when the flame temperature is 
below the melting point of either reactant and of the 
products. The progress of the synthesis would then 
appear to depend on the solid-phase diffusion of re- 
actants through their interfacial contact points. It has 
been argued [38] that solid-phase diffusion is so slow 
that nominally solid-solid reactions are actually fa- 
cilitated by the presence of trace impurities such as 
adsorbed oxygen that actually create a gas-phase, 
catalytically assisted, combustion synthesis process. 
The facilitation of the synthesis process both by the 
presence of unintentionally present gas-phase-pro- 
ducing species, impurities, and by deliberately se- 
lected additives provides insight into product control 
strategies that capitalize on chemical transport re- 
actions [39]. 

Trace Oxygen 

Two relatively recent research efforts support the 
argument that trace species can catalytically enhance 
a self-propagating, high-temperature synthesis 
(SHS) process through gas-phase intervention. 

The tantalum-carbon SHS process was the subject 
of a study by Merzhanov and coworkers [40] on the 
effect of an oxygen impurity contained in the tan- 
talum (0.3% impurity by mass) and in the carbon 
(0.4 to 2 mass%). The working hypothesis was that 
this oxygen was released during the combustion syn- 
thesis process to form CO. The CO acted as a gas- 
phase transport agent as it diffused to the tantalum 
metal surface. 

An examination by scanning electron microscopy 
of the TaC product demonstrated flaky, hollow shells 
of tantalum carbide that are similar to the hollow 
shells observed from the reactions of aluminum with 
oxygen and carbon dioxide and are associated with 
lower-temperature gas-phase syntheses. At higher 

temperatures, globule structures form. These mi- 
crostructural observations raise the prospect of con- 
trol of product morphology—a reoccurring goal of 
researchers working in combustion synthesis. 

The study by Merzhanov et al. increases the ap- 
preciation of the role volatile oxides can play. A more 
complete thermodynamic and experimental study of 
the role of oxides, which may permit better control 
of product composition and particle morphology, 
was discussed by Kashireninov and coworkers at the 
24th and 25th Combustion Symposia [38,41], These 
researchers performed a complex set of equilibrium 
calculations for oxygen and the combinations molyb- 
endum/boron, tungsten/boron, and tantalum/car- 
bon. All these combinations in the absence of oxygen 
would, in principle, react in the solid-solid mode 
without melting of the reactants or products. For 
these reactant combinations, the calculations re- 
vealed that there were critical values of the partial 
pressure of oxygen for which the oxides of the re- 
actants can play a major role in the gas-phase trans- 
port of one species to the other. For example, 
MoB(s) formation involving gas-phase oxides is 
shown to be possible through global equilibrated re- 
actions such as 

MoOa(g) + B(s) = MoB(s) + 02(g) 

and 

2B203(g) + 4Mo(s) = 4MoB(s) + 302(g). 

Similar reactions exist for the W/B and Ta/C systems. 
However, these reactions, though necessary, are not 
sufficient for the formation of MoB(s), since very low 
critical partial pressures of oxygen are required for 
the above reactions to be effective without the oc- 
currence of back reactions that oxidize the MoB. 
Very low oxygen partial pressure implies that addi- 
tional reactions that form a catalytic sequence are 
necessary for a high level of conversion. Subsequent 
experimental measurements [41] of the boron oxides 
vapor over the surface of a pressed sample of stoi- 
chiometrically mixed Mo and B confirmed that the 
solid-solid combustion synthesis of MoB in fact pro- 
ceeds predominantly through the catalytic interven- 
tion of boron oxides. 

The results described suggest that oxygen-contain- 
ing additives deliberately introduced with the reac- 
tants may accelerate the combustion synthesis in a 
controlled manner. 

Controlled Addition for Chemical Transport 

The explicit catalytic role of non-oxygen-contain- 
ing species deliberately added to enhance the com- 
bustion synthesis process has been addressed by 
Shtessel and coworkers [42,43]. In the catalytic pro- 
cess investigated by Shtessel, the gaseous additive 
reacts with a metal reactant to form a gaseous inter- 
mediate which is transported by diffusion to the 
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FIG. 4. Schematic representation of the gas-phase chen 
ical transport reaction [61]. 
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FIG. 5. Dependencies of the combustion velocity and 
temperature on the mass content of iodine in the systems 
2Ta-C (1) and Ta-C (2) [42]. 
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FIG. 6. Variation of the combustion velocity and the de- 
gree of conversion with the amount of carrier in the Nb-C 
system. Carriers: (1) C2F4> (2) C6C16, (3) I2 [42]. 

other reactant surface. At the surface of the second 
reactant, the intermediate decomposes to regener- 
ate the gaseous additive and to deposit the trans- 
ported metal onto the particle surface. The process 
is represented schematically in Fig. 4. The direction 
of species transport will be determined primarily by 
the thermodynamics of the reaction. For the exo- 
thermic formation of the intermediate, transport will 

be from the lower temperature surface to the higher 
temperature one where heat will drive the endo- 
thermic decomposition. The temperature differen- 
tial that drives the above process need not be only 
as depicted. As the combustion wave passes through 
the mixture, the gas-phase intermediate may form 
ahead of the thermal wave, and then decompose 
during the passage of the highest temperature por- 
tion. It is conceivable that the cycle of formation and 
decomposition could occur many times during the 
passage of the wave. The process would truly be a 
catalytic means of increasing the transport of one 
material to the surface of the other for greater extent 
and faster reaction. 

Faster reaction, as manifested by an increase in 
flame speed, has indeed been demonstrated by 
Shtessel and coworkers. Tantulum and carbon, and 
niobium and carbon were chosen as test cases for 
gas-phase-facilitated combustion synthesis since nei- 
ther of these systems will undergo any species melt- 
ing at the adiabatic flame temperature. Mixtures of 
tantalum and carbon in both stoichiometric, 1:1, and 
nonstoichiometric, 2Ta and 1C, ratios were tested in 
the presence of added iodine. Without the iodine, 
2Ta + C would not even sustain a combustion wave. 
In the presence of the easily volatilized iodine, the 
propagation velocity increased for both the stoichio- 
metric and tantalum rich mixture as shown in Fig. 
5. Similarly, the measured temperature increases 
with the addition of iodine, especially for the rich 
mixture. The transfer process responsible for the in- 
crease in velocity and temperature is presumed to 
be the reversible overall reaction 

2Ta(solid) + 51 2(gas) 2TaI 5(gas) 

since volatile carbon/iodine combinations would not 
exist at these conditions. 

For the Niobium/C system, the effects of a variety 
of transfer agents on both the speed and degree of 
conversion are even more dramatic than those for 
the tantalum system. The additives C2F4, C6CI6, and 
I2 were introduced into the reacting mixture of stoi- 
chiometric combinations of niobium and carbon 
black. At temperatures in the range of 350-450 K 
the hexachlorobenzene and tetraflouroethylene de- 
compose to release halogens that can enter into re- 
action with the niobium to form volatile compounds. 
The general, reaction is the same as above for tan- 
talum and iodine except the halogens Cl2, F2, and I2 

are all available. The effect on flame speed is shown 
in Fig. 6. Even a small amount of tetraflouroethylene 
greatly increases the flame speed. The range of in- 
creases for all the reactants is approximately 1.5 to 
5 for these conditions. The effect of additives on the 
extent of conversion is equally dramatic (Fig. 6). 
Both the tetraflouroethylene and the hexachloroben- 
zene bring the extent of conversion from approxi- 
mately 85 to more than 95%. 
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"Solid" Mechanism       "Solid-Liquid" Mechanism       "Liquid" Mechanism 

TiN, primary TiN, TiN, primary        solution 

solid        liquid     solution 

FIG. 7. Mechanisms of Ti-N interaction during SHS. (Adapted from Ref. 56) 

Summary 

The enhanced flame speed and conversion of 
"solid-solid" combustion synthesis in the presence of 
gas-producing additives is clear, as is the potential 
for control of product microstructure. Nevertheless, 
significant open-ended questions remain, among 
which, the most important are: 

1. Can microstructure be controlled or even influ- 
enced? 

2. How can additives be systematically selected, es- 
pecially for the control of product morphology? 

3. What are the detailed chemical mechanisms of 
the catalytic processes? 

4. Does trapping of a trace amount of additive form 
an impurity in the product thereby reducing its 
quality? 

Gas-Condensed-Phase Combustion Synthesis 

Background 

In this self-propagating, high-temperature synthe- 
sis (SHS) process, one of the reactants is recogniz- 
ably a gas such as nitrogen or hydrogen, and the 
other reactant is initially a solid. The solid may melt 
during the course of the combustion synthesis pro- 
cess but because the adiabatic flame temperature is 
below the boiling point of the unreacted metal, the 
reactant will remain a liquid. These types of liquid- 
gas and solid-gas combustion synthesis processes are 
considered a type of SHS process and have been 
studied extensively. There is a vast literature on the 
subject, focusing mostly on the reaction of packed 
powders. This literature examines the conditions 
that influence the speed of propagation [44], the role 
of filtration of gas through a porous compact of metal 
powder [45-47], the influence of initial particle size 
on final product morphology [48], the retarding ef- 
fects of melted reactant [45,49,50], the role of cap- 
illary action [45], thermodynamic constraints [51], 
and other issues as well [52-54]. Because of the 
wealth of literature already available and because 
some the critical issues are discussed in a companion 

article in this volume [55], only one of the most im- 
portant issues that surround the subject will be pro- 
filed, and only briefly: the mechanism of conversion 
of the metal to a nitride or hydride. 

Mechanisms 

A discussion of this subject is facilitated by con- 
centrating on the mechanism of nitrides formation 
because of the greater number of studies of these 
important compounds. Mukasyan and Borovinskaya 
[56] succinctly identify the challenge of understand- 
ing the mechanisms of nitride formation by reaction 
of nitrogen with different condensed-phase species. 
Depending on the choice of solid reactant, the com- 
bustion temperature can be higher or lower than the 
melting point of the solid. The phase of the con- 
densed material affects the solubility of nitrogen in 
it, and the conditions that affect the melting of the 
reactant have implications for the mechanism and 
product composition. Potential variation in product 
composition can be illustrated with the titanium ni- 
tride phase diagram [57]. Titanium nitride can be 
formed with a wide range of nitrogen content, from 
roughly 28 to 50 atomic percent. The desirable prod- 
uct contains 50% nitrogen. Achieving this level of 
nitrogen in the product depends on the details of 
the mechanism of formation, as represented in Fig. 
7 [56]. 

In the solid-state mechanism, which is character- 
istic of conditions that lead to only surface nitrida- 
tion, the titanium does not get hot enough, because 
of heat loss, to melt. A time-resolved X-ray diffrac- 
tion study of this nitridation process, shown in Fig. 
8 [58], revealed that the nitrogen dissolves in the 
surface titanium to form a solid alpha solution. A 
structural change to a different solid solution, beta 
titanium, and the formation of titanium nitride fol- 
low. Saturation of the beta solution phase leads to 
further formation of titanium nitride and an alpha 
solid solution, all on the surface of the titanium. The 
nitride that forms will most likely not be stoichio- 
metric, and a related study [50] indicated that the 
interior of the reacting solid is a low-nitrogen-con- 
tent solid solution. The sequence of phase transitions 
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FIG. 8. Kinetic curves of phase formation during tita- 
nium combustion in nitrogen [58], 

that were revealed by these studies cannot be ex- 
plained by a reaction path along the titanium/nitro- 
gen equilibrium phase diagram which clearly indi- 
cates that an understanding of the nonequilibrium 
temperature time history of the process, the kinetics, 
is critical to controlling the phase composition of the 
final product. 

If the reaction between titanium and nitrogen is 
controlled so that heat is retained, then the under- 
lying titanium melts. Any previously formed surface 
TiN cracks, allowing the liquid to spread, and the 
"solid-liquid" mechanism of Fig. 7 is followed. In 
this mechanism, the formation of a liquid titanium/ 
nitrogen solution leads to encapsulation of the pri- 
mary titanium nitride. The encapsulating liquid so- 
lution, as it becomes saturated with nitrogen, yields 
a secondary titanium nitride product which may 
have a different composition than the primary ni- 
tride. Subsequent quenching may create a three- 
phase system with a nonequilibrium mixture of ni- 
trides of two different stoichiometries imbedded in 
a titanium/nitrogen solid solution. Again, knowledge 
of the kinetics of the process is required for com- 
position control. 

Under the most extreme conditions, the titanium 
undergoes significant melting [59] and the reaction 
proceeds primarily through a liquid solution mech- 
anism. If equilibrium conditions can be maintained, 
then product composition can be predicted from the 
reaction path (the change in composition and tem- 
perature) followed across the phase diagram. 

In some cases, the solubility of the gases in the 
transition metal leads to the formation of metastable 
states not predictable from equilibrium phase dia- 
grams and to non-equilibrium synthesis processes 
not predictable from a reaction path analysis of the 
phase   diagram.   Such   nonequilibrium   synthesis 

processes have been revealed by real-time measure- 
ments during the passage of the combustion wave 
and have been found as well for "nongas" reactions 
such as for Ti-C, Mo-Si, and others [58,60]. 

Summary 

This brief discussion of the mechanism of nitride 
formation through gas-condensed-phase combus- 
tion synthesis reveals that a knowledge of time-de- 
pendent processes is important and suggests that 
more of the mechanistic questions can be answered 
if combustion synthesis are subjected to more dy- 
namic, time-resolved measurements. 

Conclusions 

The gas-phase combustion synthesis of materials, 
defined in this article to encompass three different 
modes of gas involvement in the production of non- 
oxide ceramics, can be a source, under separate sets 
of conditions, of submicron spherical particles, with 
a narrow size distribution, high purity, and well-de- 
fined composition. The challenge described in this 
article is to find a process and a set of conditions to 
provide particles with these characteristics simulta- 
neously. To meet this challenge, it is first necessary, 
as revealed by the discussions of the three different 
gas-phase combustion synthesis processes, to de- 
velop an increased understanding of (1) particle nu- 
cleation and growth in flames so that particle size, 
shape and size distribution can be selected; (2) nu- 
cleation and growth of particle coatings for protec- 
tion against agglomeration and oxidation; (3) the cat- 
alytic chemistry that accelerates the slow solid-solid 
synthesis process so that control of microstructure 
may be obtained; and (4) time dependent processes 
to determine regimes of equilibrium and kinetic 
control so that stable and metastable phases may be 
selected to give a tailored microstructure and com- 
position. 
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COMMENTS 

John W. Daily, University of Colorado, USA. How have 
time dependent composition measurements been carried 
out? 

supported metal alloy catalysis, evidentally influences the 
stability of even pure alumina aggregates in high temper- 
ature flames [2]. 

Author's Reply. The time dependent measurements 
were made by allowing the combustion synthesis event to 
take place within the x-ray diffractometer sampling cham- 
ber and obtaining spectra at sequential time intervals. 

Prof. D. E. Rosner, Yale University, USA. Your emphasis 
on the use of the soluble coating technique (eg. NaCl(s) in 
the work of Axelbaum et. al.) to prevent nanoparticle ag- 
gregation may lead many readers to conclude that aggre- 
gates (formed by the coagulation of "primary" spherules) 
are to be avoided in most situations of industrial interest. 
But, even apart from applications like fumed silica addi- 
tives for viscosity modification and carbon black for im- 
proving the properties of rubber tires, in which tenuous 
aggregates are actually desirable, there are many situations 
(eg., titania pigment production) in which aggregate for- 
mation is not a problem provided the bond strength be- 
tween spherules is low enough to facilitate rupture in post- 
processing. For this reason the control of spherule bond 
strength, and the morphological stability of aggregates [1] 
are important issues in flame-synthesized nano-materials. 

Your remarks on the sparcity of relevant phase-diagram 
information to help describe the equilibrium thermody- 
namics of multicomponent condensed materials brought to 
my mind the importance of adding at least a comment on 
the fact that nano-materials will normally have "shifted" or 
"unusual" phase diagrams (including the lowering of melt- 
ing points) in view of the importance of interfacial free 
energies. This phenomenon, well-known in the field of 
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1. Tandon, P. and Rosner, D. E., "Sintering Kinetics and 
Transport Property Evolution of Large Multi-particle 
Aggregates", Chem. Eng. Communi. (S. K. Friedlander 
issue), 1996, in press. 

2. Xing, Y, Koylu, U. O., Tandon, P., and Rosner, D. E., 
"Measuring and Modelling the Synthesis and Morpho- 
logical Evolution of Particles in Laminar Counterflow 
Diffusion Flames," Proc. 5th World Congress of Chem- 
ical Engineering, AIChE, Vol. V, July 1996, pp. 43-48. 

Author's Reply. As you emphasize, it is the control of 
particle properties that is the major challenge in synthesis. 
In the case of aggregates, control over the bonds between 
particles and particle stability requires more examination. 

As you point out, the unusual properties of nano-mate- 
rials have been ascribed to the importance of interfacial 
free energies and their effect on the thermodynamics. This 
area too requires further examination. 

H. F. Calcote. We have used a silane/acetylene flame to 
synthesize an extremely pure, white, crystalline silicon car- 
bide powder with a particle diameter of 40 ± 7 nm (Keil, 
D. G., Calcote, H. F., Gill, R. J., Mat. Res. Soc. Proc. 410 
(1996). In this work and in our synthesis of Si3N4 there was 
no real effort to determine the effect of flame conditions 
on product properties. Both products had excellent prop- 
erties as produced. 
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The most important research opportunities in these sys- 
tems are in developing an economically useful process. 
This means developing burner/product collection technol- 
ogies for continuous operation, minimizing complications 
due to thermophoresis, buoyancy and agglomeration. In 
the more scientific realm, the challenge is to model a flame 
in which 90 wt% of the product is a solid powder and the 
remainder is hydrogen. 

In hypergolic sodium vapor/metal halide mixtures, the 
reactions are very fast and the products are close to equi- 
librium. Separation techniques are the main challenge for 
making such processes practical. We have invented two 
such processes, both based upon expanding the combus- 
tion  products   in   a  supersonic  nozzle  to  produce  a 

supersonic stream that is caused to impact a surface pro- 
ducing a standing shock wave. This separates the product 
aerosol from gaseous sodium chloride to produce either a 
solid boule [1] or to collect a fine powder [2]. 
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DIAMOND THIN FILM DEPOSITION IN LOW-PRESSURE 
PREMIXED FLAMES 

D. G. GOODWIN, N. G. GLUMAC AND H. S. SHIN 

Division of Engineering and Applied Science 
California Institute of Technology 

Pasadena, CA 91125, USA 

A study of combustion synthesis of diamond films has been carried out using low-pressure, fuel-rich 
hydrocarbon/oxygen flames. Diamond growth results are reported for acetylene/oxygen, propylene/oxygen, 
and propane/oxygen flames. The best results are achieved with acetylene/oxygen flames, in which we have 
grown uniform, 5-cm-diameter polycrystalline films at up to 2.3 /(m/h. The deposition rate in propane/ 
oxygen is much lower (0.15 //m/h), and the diamond film quality is also lower. 

The experimental results are compared to the predictions of a numerical model that includes both 
detailed flame chemistry and simplified diamond surface chemistry. The comparison of the experimental 
conditions with the simulation results shows that diamond growth occurs for stoichiometries where a small 
amount of hydrocarbon (<1%) is present at the substrate location, and the H/CH3 ratio is of order 10. 
These conditions are quite similar to those found in other diamond chemical vapor deposition methods. 
Both experiment and simulation show that under some conditions oxidation of diamond can occur simul- 
taneously with diamond deposition. However, oxidation is negligible for the best diamond film growth 
conditions. 

The model correctly predicts the variation of film growth rate with changes in pressure, substrate tem- 
perature, and fuel type. For all flames, the absolute predicted growth rate is somewhat higher than mea- 
sured, but the agreement is reasonable considering the modeling uncertainties associated with the high 
peak flame temperatures and incompletely understood diamond surface kinetics. 

Introduction 

Ever since the demonstration by Hirose and Mit- 
suizumi in 1988 [1] that diamond could be deposited 
using a simple oxygen-acetylene welding torch, com- 
bustion methods for diamond synthesis have at- 
tracted great interest. While the original method 
usually produces small, nonuniform deposits, by us- 
ing multiple nozzles [2] or substrate-stabilized flat 
flames [3,4], uniform polycrystalline diamond films 
a few square centimeters in area may be grown at 
rates exceeding 20 /<m/h at atmospheric pressure. 
However, these methods require very large flows of 
acetylene and oxygen and elaborate substrate cool- 
ing techniques. 

An alternative approach to combustion synthesis 
of diamond films is to use a low-pressure flat flame 
[5-12]. While this results in a lower growth rate than 
achieved at atmospheric pressure, large area (~20 
cm2 [8]), uniform films are easily grown, and sub- 
strate temperature control is greatly simplified. Also, 
low-pressure flat flames are well-suited to diagnos- 
tics and modeling of combustion synthesis of dia- 
mond [13]. 

Some basic requirements of any technique to grow 
diamond films from the gas phase are the ability to 
supply the substrate with a large flux of atomic 

hydrogen (which plays important roles in the surface 
chemistry, including suppression of nondiamond sp2 

carbon deposition) and to provide a flux of hydro- 
carbons (particularly CH3) as a carbon source, while 
maintaining a reducing environment to suppress di- 
amond oxidation. In order to deposit a diamond film, 
rather than a graphitic or amorphous film, the car- 
bon deposition rate must be small compared to the 
rate at which H impinges on the surface. In standard 
diamond chemical vapor deposition (CVD) reactors, 
which typically employ a dilute hydrocarbon/hydro- 
gen gas mixture, diamond growth requires the H/ 
CH3 ratio at the substrate to be approximately 10 or 
greater [14-16], 

For a combustion technique, these conditions can 
be satisfied by using a fuel-rich, presooting flame, 
which results in a reducing postflame environment 
with a small level of residual hydrocarbons. Using 
pure 02 as the oxidizer results in a hot flame (>3000 
K), leading to a high H flux at the substrate. 

However, the gas-phase environment the sub- 
strate is exposed to in a flame differs significantly 
from a conventional diamond CVD environment in 
several respects. For example, it has been suggested 
that OH in a flame may play a role similar to H, 
creating surface radical sites and suppressing sp2 
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carbon [17]. The high CO and H20 levels might also 
conceivably alter the diamond surface chemistry. 

In the present paper, we present a comparison of 
experimental diamond growth results we have ob- 
tained in several different low-pressure flames [6- 
8,10,18,19], with predictions of a numerical model 
which includes detailed flame chemistry and a sur- 
face mechanism known to describe diamond growth 
kinetics in noncombustion CVD environments. De- 
spite the uncertainties inherent in the simulation, we 
find that the model is able to account semiquanti- 
tatively for the experimental diamond growth obser- 
vations, and therefore we conclude that diamond 
growth chemistry in flames is essentially the same as 
that in other CVD environments. 

For several of the cases discussed here (A, C, F), 
we have previously presented SEM images and Ra- 
man spectra of the diamond films [6,7,10]. A com- 
plete discussion of these experiments, including ad- 
ditional diagnostics and modeling of these flames is 
given in the reports by Glumac [18] and Shin [19]. 

Experimental 

The experiments were carried out using a flat- 
flame burner contained in a water-cooled bell-jar 
vacuum chamber. The burner faces downward above 
a horizontal substrate [13], which consisted of a mo- 
lybdenum plate or disk in most cases, although sili- 
con wafers were also used. 

The burner is designed for work with hot, pre- 
mixed, fuel-rich hydrocarbon/oxygen flames, and is 
based loosely on the design of Bittner [20]. Most of 
the results discussed here were obtained with a wa- 
ter-cooled burner constructed from a 6-cm-diameter 
tellurium copper rod, with an 4-cm-diameter array 
of 1-mm-diameter holes spaced 2.5 mm apart in one 
end, through which the fuel/oxygen mixture flows. 
The earliest experiments (case A) were carried out 
in a different burner, which was limited to low flow 
rates by cooling limitations. For some experiments 
(case F), the flame area had to be reduced to 2 cm 
in diameter due to limitations of our mass flow con- 
trollers. This was done by attaching to the burner a 
faceplate with a smaller drilled area. 

Electronic mass flow controllers meter the input 
gas flows to the burner, and the pressure is regulated 
with a feedback-controlled throttle valve in the ex- 
haust line. Depending on flame conditions, the sub- 
strate is either heated or cooled to maintain the de- 
sired temperature. Heating is accomplished by 
passing current through the silicon wafer substrate 
or by using a resistively heated nichrome coil in the 
substrate holder. Cooling is provided by a helium 
flow in a narrow gap (~1 mm) between the back of 
the substrate and a water-cooled copper cooling 
block. The gap between the substrate and the cool- 
ing block can be varied during a run, and this ca- 

pability was used to maintain a constant temperature 
in the initial period of film growth, as the substrate 
emissivity changed due to the diamond film depo- 
sition. 

The substrate temperature was measured using a 
two-color pyrometer. Calibration against a thermo- 
couple indicated a temperature uncertainty of ap- 
proximately ±35°C. 

In all experiments below 60 torr, the flame ap- 
peared visually flat, and little if any structure due to 
the individual holes in the burner face was obvious. 
However, in some of the higher-pressure runs (par- 
ticularly at 180 torr) the flame appeared convoluted 
and the burner hole pattern was apparent in the film 
deposited on the substrate, indicating the presence 
of distinct jets impinging on the substrate. The 
burner was designed primarily for the lower pres- 
sure range; a more suitable burner for the higher 
pressures would require more tightly spaced, smaller 
holes. 

Typically, each run lasted 5 h or longer. The dia- 
mond growth rate was estimated as the film thick- 
ness divided by the run duration, which may under- 
estimate the true growth rate somewhat since it does 
not account for the time required for nucleation. 
The carbon film deposited was characterized by 
scanning electron microscopy and by Raman spec- 
troscopy. A sharp line at 1332 cm-1 in the Raman 
spectrum is a clear signature of the presence of di- 
amond in the sample. 

Numerical Model 

The numerical model we have developed is de- 
scribed in more detail elsewhere [13]. The model 
solves the continuity, radial momentum, energy, and 
species equations for axisymmetric flow in the gap 
between the burner and substrate for the limiting 
case of large D/L, where D is the burner (and sub- 
strate) diameter and L the burner/substrate separa- 
tion. In this limit, a similarity solution holds for low 
Mach number, such that the temperature, axial ve- 
locity, and species profiles are functions only of axial 
distance [21,22], This limit is approximately valid for 
our experiments, for which D/L is of order 4-6. 

The conservation equations are solved in similarity 
form by first finite-differencing them, and then solv- 
ing the resulting set of algebraic equations using the 
Sandia hybrid Newton/time-integration boundary- 
value-problem solver (TWOPNT [23]), refining the 
grid as necessary. The solution is found in a manner 
very similar to the Sandia premixed flame code [24]. 
All chemical and thermodynamic terms in the equa- 
tions are evaluated using the Chemkin subroutine 
library [25], and all transport properties are evalu- 
ated using the package of Kee et al. [26] in the mul- 
ticomponent formulation. Thermal diffusion is in- 
cluded, and is found to be important in the boundary 
layer above the substrate. 
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TABLE 1 
Gas-phase reactions used in the propane and propylene simulations in addition to the 218 reactions 

of Miller and Melius [27]a 

Reaction 4 n £ Reference 

(219) C2H5 + CH3 ^ C3H8 2.83 E 13 0.0 0.0 34 
(220) H + C3H8 ^ H2 + n-C3H7 1.33 E 6 2.54 6756.0 35 
(221) H + C3H8 ^ H2 + i-C3H7 1.3 E6 2.4 4471.0 35 
(222) O + C3H8 ^ OH + n-C3H7 1.93 E 5 2.68 3716.0 35 
(223) 0 + C3H8 ^ OH + i-C3H7 4.77 E 4 2.71 2106.0 35 
(224) OH + C3HS - H20 + n-C3H7 3.16 E 7 1.8 934.0 36 
(225) OH + C3H8 ^ H20 + i-C3H7 7.08 E 6 1.9 -159.0 36 
(226) C2H4 + CH3 ^ n-C3H7 2.11 E 11 0.0 7353.0 34 
(227) C3H6 + H ^ n-C3H7 1.3 E 13 0.0 3261.0 37 
(228) C3H6 + H ^ i-C3H7 1.3 E 13 0.0 1560.0 37 
(229) C3H6 + O ^ CH3 + CH3CO 5.0 E 12 0.0 597.0 28 
(230) C3H6 + OH - CH3 + CH3CHO 7.0 E 12 0.0 0.0 28 
(231) H + CH3CHO ^ H2 + CH3CO 4.0 E 13 0.0 4207.0 38 
(232) O + CH3CHO ^ OH + CH3CO 5.0 E 12 0.0 1792.0 38 
(233) OH + CH3CHO ^ H20 + CH3CO 3.37 E 12 0.0 -616.0 39 
(234) CH3CO( + M) ?± CH3 + CO( + M) 

High pressure limit 2.5 E 13 0.0 16382.0 40 
Low pressure limit 3.95 E 16 0.0 13753.0 40 

"Rate constants are of the form k — AT" exp( — E/RT). Units: cm3, mol, s, cal. 

The gas-phase mechanism must be capable of sim- 
ulating fuel-rich, presooting flames {<j> w 2). For the 
acetylene/oxygen simulations, we use the rich flame 
mechanism of Miller and Melius [27] (218 reac- 
tions). For the propylene and propane flames, we 
add 16 reactions, listed in Table 1, to describe the 
oxidation of C3H8 and C3H6. These reactions are 
taken from Warnatz [28] but we use updated rate 
constants. 

Surface chemistry is included in the model to sim- 
ulate diamond film growth and oxidation, and is 
listed in Table 2. Reactions sl-5 are a reduced 
mechanism for diamond growth, which we have de- 
scribed elsewhere [13]. This reduced mechanism is 
a simplification of a CH3 growth mechanism [29,30] 
which is known to reproduce experimental growth 
rates to within a factor of 2 over a range of two orders 
of magnitude. 

Abstraction of surface H by OH is accounted for 
by reaction s6, with a rate constant estimated from 
that for the analogous gas-phase reaction [31] OH 
+ i-C4H10 —> H20 + £-C4H9. Reactions s7 and s8 
are global reactions that implement the oxidation 
rate of CVD diamond measured by Sun and Alam 
[32], The oxidation rate expression they report is 
proportional to [02]0'6. We include this nonintegral 

reaction order for this reaction only. Their data ex- 
tend to 1073 K, requiring an extrapolation to higher 
temperatures. We estimate an uncertainty in the cal- 
culated oxidation rate of at least a factor of 2. 

We do not include oxidation of the diamond film 
by OH or other species, since no rate data exists. We 
will return to this question later. 

Results and Discussion 

Diamond Growth 

Diamond was successfully deposited for a variety 
of different flame conditions, summarized in Table 
3. Case A is similar to the flame conditions of Cooper 
and Yarbrough [5], who first deposited isolated dia- 
mond particles in a low-pressure flame. Cases B-E 
are much hotter, higher-flow-rate acetylene/oxygen 
flames. Cases F and G have conditions that deposit 
diamond in propylene and propane flames, respec- 
tively. 

Case A 
Under the low-flow-rate conditions of case A, only 

isolated diamond particles could be grown [6]. The 
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TABLE 2 
Reduced diamond surface mechanism" 

Reactionb A n E 

(si) CdH + H -> C'd + H2 7.8E13 0 7.3 

(s2) C'd + H -» CrfH 2.2E11 0.5 -2.1 

(s3) CJ + CH3 -> CrfM 1.0E15 0 18.0 

(s4) CdM + H -> CdM» + H2 2.8E7 2.0 7.7 

(s5)c CdM" + H -» CrfH + H2 1.E17 0 0 

(s6) CrfH + OH -> Q + H20 5.73E10 0.51 0.064 

(s7)d CdH + 02 -> C02 + CdH 2.1E16 0 54.7 

(s8)d C'd + 02 -» C02 + Q 2.1E16 0 54.7 

»The surface site density is assumed to be 3 X 10"9 moles/cm2. Rate constants are of the form k = AT" exp( -EIRT). 

Units: cm3, mol, s, kcal. 
hCdH denotes a chemisorbed surface hydrogen, Cd an open surface radical site, CdM a surface methyl group, and 

CdM° a surface methylene group. 
°Rate chosen to be large enough that (s4) is rate limiting. 
d0.6 reaction order in 02 [32]. 

TABLE 3 
Experimental conditions for which diamond deposition was observed8 

P vu h Ts 
Growth rate 

Case Fuel (torr) (m/s) (cm) (°C) Fuel/oxygen ijura/h) Notes 

A C2H2 40 2.2 0.8 965 0.71-0.77 0.3 b 

B C2H2 52 4.6 1.0 850 0.86 1.0 c 

C C2H2 52 4.6 1.0 800 0.86 0.6 c 

D C2H2 30 8.3 1.0 800 0.84 1.5 c 

E C2H2 30 8.3 1.0 870 0.84    ■ 2.3 c 

F C3H6 180 2.6 0.425 800 0.47 0.9 

G CsHg 90 1.6 1.05 700 0.42 0.15 e 

aVu is the unburned gas velocity, L is the substrate/burner separation, and Ts is the substrate temperature. 
bIsolated particles 
cHigh quality continuous film 
dNonuniform film 
eLow quality continuous film 

deposits were similar to those reported by Cooper 
and Yarbrough [5], except that we were able to 
achieve a uniform nucleation density due to the stag- 
nation flow geometry. Diamond deposition required 
bringing the substrate very close to the edge of the 
luminous flame, 7-9 mm from the burner. Moving 
the substrate to 6 mm resulted in flame extinction, 
and moving it further away led only to nondiamond 
carbon deposition. 

Faceted diamond was deposited only in a narrow 
stoichiometry window that depended on burner/ 
substrate distance [18]. The diamond particles de- 
posited exhibit etch pits characteristic of diamond 
that has been partially oxidized. For slightly leaner 
flame conditions (C2H2/02 = 0.71, <j> = 1.78), no 

deposition occurred, and the silicon substrates ap- 
peared oxidized after the run. For slightly richer 
conditions (C2H2/02 = 0.83, 4> = 2.1), acarbonfilm 
was deposited, but it had no diamond content de- 
tectable by Raman spectroscopy. These results sug- 
gest that oxidation is occurring simultaneously with 
carbon deposition under these diamond deposition 
conditions. 

Attempts were made to allow the isolated diamond 
particles to grow together in long-duration runs. 
However, the diamond quality inevitably degraded 
as the film became continuous. We interpret this as 
due to depletion of atomic hydrogen, since the re- 
combination coefficient of H on diamond is higher 
than that on silicon or silicon dioxide. 
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FIG. 1. Model predictions for growth rate and H/CH3 

ratio compared to experiment for cases A, C, and D. Cal- 
culations are done both using full surface mechanism (solid 
curves) and neglecting diamond oxidation (dashed curves). 
Filled circles, experimental growth rates for cases C and 
D; shaded region, stoichiometry range for diamond particle 
deposition for case A. 

Cases B-E 
The high-flow-rate acetylene/oxygen flames (cases 

B-E) proved much better suited to diamond film 
growth, and large-area continuous films could be 
routinely grown [7,8]. The mass flow rate for all of 
these cases was close to 0.02 g/cm2/s, only a factor 
of 2-3 below the mass flow rate calculated for an 
adiabatic, freely propagating flame. 

For the runs at 52 torr, diamond films were de- 
posited on molybdenum substrates that were essen- 
tially the same diameter as the flame (4 cm). At 30 
torr, the deposition was done on 5-cm-diameter 
disks and the diamond film completely covered the 
top of the disk, extending somewhat beyond the 
burner diameter. In all cases where large-area films 
were grown, the film thickness was very uniform, 
typically ± 3%, due to the stagnation flow geometry. 
No evidence of diamond oxidation was observed on 
any of the films deposited under these conditions. 

Cases F and G 
For case F at 180 torr, the flame was convoluted, 

as already discussed. The best diamond was gener- 
ally deposited directly below the burner holes. This 
may be due to the flame front being closest to the 
substrate at these points. High-quality, continuous 
diamond films were deposited in small regions on 
the molybdenum substrate [10]. 

The propane/oxygen conditions (case G) resulted 
in a large-area, continuous, uniform polycrystalline 

film. The crystallites, approximately 0.5-1.0 jum in 
size, are less sharply defined than expected for high- 
quality diamond. The diamond peak in the Raman 
spectrum is weak, but distinctly observable above 
the amorphous carbon background [19]. The poly- 
crystalline morphology indicates this film is primarily 
sp3 diamond, but sp2 carbon is present as well. 

Simulation Results 

Cases A-E 
The model predictions for the diamond growth 

rate and H/CH3 ratio at the substrate are shown in 
Fig. 1 for the conditions of cases A, C, and D, except 
that the acetylene/oxygen ratio is allowed to vary 
from 0.6 to 1.0 (<f> = 1.5 to 2.5). The simulations 
were done with both the full surface mechanism 
(solid curves) and neglecting diamond oxidation 
(dashed curves). Since the growth rate is assumed to 
be first order in CH3, for a given substrate temper- 
ature the growth rate neglecting oxidation is simply 
proportional to the methyl concentration at the sur- 
face. 

Considering first cases C and D (both at 800°C), 
the results show that the experimental diamond 
growth conditions correspond to conditions where 
hydrocarbons just barely survive to the substrate. 
For case C, the calculated acetylene mole fraction 
(the predominant hydrocarbon) at C2H2/02 = 0.86 
is 0.25%, while for case D it is 0.37%. These results 
are very reasonable in light of the standard gas com- 
position of < 1% hydrocarbon in H2 for diamond 
CVD in other environments. 

For both cases C and D, the predicted H/CH3 

ratio is of order 10 at the experimental growth con- 
ditions, and the oxidation rate is insignificant. Both 
the simulation and experiment show that the 30-torr 
flame produces a higher growth rate than the 52-torr 
flame. This results since both have essentially the 
same mass flow rate, leading to a higher velocity and 
flame temperature (3892 K for case D vs. 3420 for 
case C) for the lower pressure case. This in turn 
results in more H delivered to the substrate (2.86 X 
10~9 mol/cm3 for case D; 1.75 X 10~9 mol/cm3 for 
case C) despite the lower pressure. 

The absolute calculated growth rate is higher than 
that measured, but considering the uncertainties in 
diamond surface kinetics, the predicted CH3 con- 
centration, and the experimental induction time, the 
agreement is reasonable. The simulations indicate 
that the chemical environment the substrate is ex- 
posed to under these conditions is very similar to 
conventional plasma or hot-filament diamond chem- 
ical vapor deposition conditions. Diamond film 
growth in these flames can therefore be accounted 
for in terms of the standard picture of diamond 
CVD. 

For richer flame conditions, the calculated growth 
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FIG. 2. Model predictions for growth rate and H/CH3 

ratio compared to experiment for cases F and G. Calcula- 
tions are done both using full surface mechanism (solid 
curves) and neglecting diamond oxidation (dashed curves). 
Filled circles, experimental growth rates. 

rate saturates as the methyl concentration levels off 
and heavier hydrocarbons are formed. The H/CH3 

ratio falls to a level of 2-3, insufficient to suppress 
sp2 carbon deposition required to maintain diamond 
growth. The simulations thus predict that richer 
flames will result in nondiamond carbon films, in 
agreement with experiment. 

If chemical equilibrium existed in the postflame 
gas at the substrate, no hydrocarbons would be 
present for acetylene/oxygen ratios below 1.0. The 
appearance of hydrocarbons at the substrate for the 
C/D conditions at C2H2/02 « 0.8 is therefore due 
to kinetics, and the agreement between model and 
experiment is an indication that the model is at least 
semi-quantitatively-correct. 

Cases B and E differ from C and D, respectively, 
only in substrate temperature. The calculated 
growth rate ratio at 52 torr GB/GC = 1.5 is essen- 
tially identical to the measured ratio of 1.7. For cases 
D and E at 30 torr, the calculated ratio GE/GD = 
1.9, while the measured ratio is 1.5. 

The simulations for case A show, not surprisingly, 
that this flame is significantly different than the 
flames of cases B-E. The case A flame is highly 
burner stabilized, with a mass flow rate 13 times 
lower than the calculated value for an adiabatic 
freely propagating flame (0.046 g/cm2/s). The cal- 
culated peak flame temperature is 2076 K, which 
agrees well with temperature profile measurements 
we have recently reported using OH LIF in a flame 
very similar to this one [13]. 

In this much cooler flame, oxidation kinetics are 
slower and some hydrocarbons survive to the sub- 
strate position even at C2H2/02 = 0.7 ((/> = 1.75). 

Under these conditions, there is still enough oxygen 
present (10~4 mole fraction at C2H2/02 = 0.75) to 
result in significant diamond oxidation. The H/CH3 

ratio is well below 10 throughout the range where 
isolated diamond particle deposition is observed. 
However, the simulation assumes a diamond surface, 
in contrast to the experimental situation of isolated 
particles on a silicon substrate. The level of H at the 
diamond particle surface may have been greater 
than that calculated, due both to the lower recom- 
bination rate on silicon, and to the enhanced diffu- 
sive transport of H to the small diamond nuclei. It 
is also possible that oxygen is playing an enabling role 
under these conditions, assisting H in suppressing 
sp2 carbon deposition. 

The simulation predicts a lean boundary for dia- 
mond growth under case A conditions of C2H2/02 

= 0.68. The experimental boundary is closer to 0.72, 
but the uncertainties in both the oxidation and dia- 
mond growth kinetics could easily account for this 
difference. 

Cases F and G 
The simulation results for cases F and G are 

shown in Fig. 2. The comparison to experiment can 
be made only qualitatively, since for case F the flame 
and diamond film are nonuniform, while for case G 
the film quality is low. 

For case F, the simulations suggest that H/CH3 = 
10 occurs at a C3H6/02 ratio of 0.45, at which point 
the growth rate should be ~2 jumAi. The experi- 
mental C3Hg/02 ratio for diamond growth was 0.47. 
The qualitative trend is the same as for the acety- 
lene/oxygen cases: diamond film deposition occurs 
when residual hydrocarbons are present in dilute 
amounts at the substrate, adequate H is present, and 
the oxygen concentration is low enough that film ox- 
idation is negligible. 

The simulations predict that H/CH3 is only 2-3 
under the case G experimental conditions. This is 
consistent with the low film quality observed. By 
moving to a slightly leaner flame (C3H8/02 = 0.38), 
it appears possible to achieve an H/CH3 ratio ade- 
quate for high-quality diamond growth. However, 
the growth rate would be expected to fall by a factor 
of 3^ from the already low experimental value of 
0.15 /im/h. It is likely that this could be increased 
somewhat by using a substrate temperature closer to 
800°C, but it still appears unlikely that propane/ox- 
ygen flames will be an attractive environment for 
diamond film deposition. 

Effects of OH 
Although we include the possibility of OH con- 

tributing to surface radical site production, in prac- 
tice, the OH concentration at the surface is too low 
for this to be important. For example, for case D, 
which had one of the highest OH mole fractions at 
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the surface other than case A, the radical surface site 
coverage with reaction s6 is 0.1175, while without 
this reaction it is 0.1157. We conclude that OH does 
not appreciably contribute to surface activation for 
these conditions. 

While we do not include diamond oxidation by 
OH, we can estimate an upper bound on the rate. 
For case D, the OH mole fraction at the surface is 
5.6 X 10 ~5, and no evidence of oxidation is apparent 
in the film morphology. If we assume that the OH 
oxidation rate is at most one-tenth the measured 
growth rate, then the number of carbons removed 
per incident OH is at most 2 X 10~3. 

Superadiabatic flame temperatures 
For all of the flames except cases A and G, the 

peak flame temperature is predicted to be greater 
than the adiabatic flame temperature. For cases C, 
D, and F, the peak calculated temperatures are 3420, 
3892, and 2986 K, compared to their respective ad- 
iabatic flame temperatures of 3012, 2941, and 2739 
K. These temperature overshoots result from the 
high level of thermal dissociation (particularly the 
high atomic hydrogen level) at the final equilibrium 
state. Since slow, pressure-dependent reactions such 
as 

H9 + M->H + H + M (1) 

are required to achieve this equilibrium dissociation 
level in the postflame region, the temperature over- 
shoots the equilibrium value and then decays as H 
is produced beyond the flame. Similar (but smaller) 
temperature overshoots have been predicted [22] 
and verified experimentally [33] in atmospheric- 
pressure, substrate-stabilized acetylene/oxygen 
flames. 

Summary and Conclusions 

A study of diamond film deposition in low-pres- 
sure hydrocarbon/oxygen flames has been pre- 
sented. Comparison of experimental results with a 
detailed model clearly shows the flame conditions 
needed for diamond deposition. Good diamond 
films may be grown for conditions where the H/CH3 

ratio is of order 10 at the substrate, which in turn 
requires a low residual hydrocarbon level (<1%). 
Under conditions well-suited to high-quality dia- 
mond deposition, no effects of oxidation are ob- 
served or predicted, although for cases where dia- 
mond growth is otherwise marginal, oxygen may play 
an enabling role. In general, these results are in good 
agreement with standard ideas and growth mecha- 
nisms for diamond CVD in other environments. 
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COMMENTS 

Jerry Finlinson, NAWL, USA. In these experiments you 
quote a substrate surface temperature near 1100 K. How 
is it measured and what is the accuracy of the measure- 
ment? Does the temperature change significantly when di- 
amond is coating the surface? Is it possible to measure 
temperature on surface of diamond film after formation 
begins? 

Author's Reply. The temperature was measured using a 
two-color pyrometer; we estimate an uncertainty of +/ — 
35 K. If no cooling is provided, the substrate temperature 
initially overshoots the final steady-state value, since the 
initial substrate emissivity is much lower than that obtained 
once a diamond film is present. We varied the helium-jet 
cooling in real time to minimize the temperature over- 
shoot. Techniques exist to measure the diamond film tem- 
perature directly, such as Stokes/Anti-Stokes Raman Scat- 
tering. However, this is far from a straightforward 
measurement and may have experimental uncertainties at 
least as large as pyrometry. For deposition on massive sub- 
strates (e.g. thick molybdenum disks) perhaps the most ac- 
curate technique would be simply to instrument the sub- 
strate with multiple embedded thermocouples, from which 
the surface temperature and substrate heat flux could be 
inferred. 

mm of the substrate. Further away (out to 2 mm from the 
substrate), the decay in OH is closely coupled to the decay 
of H, primarily through OH + H2 ^ H + H20, which is 
close to partial equilibrium. 

Katharina Kohse-Höinghaus, Universität Rielefeld, Ger- 
many. What is the role of nucleation in your system? Do 
you have experimental evidence for this phase of growth? 
How does the model account for nucleation? Do you grow 
basically on diamond for that? 

Author's Reply. Our substrates are pretreated by polish- 
ing them with diamond grit to provide nuclei and allow 
film growth without a significant induction time. We do not 
explicitly account for nucleation, which, as stated in the 
paper, introduces some small uncertainty in the experi- 
mental diamond growth rate. The model assumes the ex- 
istence of a flat, continuous diamond surface. While this is 
an oversimplification, we feel that it is adequate consider- 
ing the uncertainties associated with the calculated species 
concentrations at the surface and the diamond growth ki- 
netics, both of which are uncertain by a factor of at least 2 
or 3. 

Jay Jeffries, SRI International, USA. What produces the 
rapid drop of OH concentration near the surface? Does 
surface chemistry of OH play an important role or does 
the OH concentration simply follow the rapid drop of 
atomic hydrogen in an attempt to maintain a steady state? 

Author's Reply. Both gas-phase and surface chemistry 
contribute to the drop in OH near the substrate. For ex- 
ample, for the Case D experimental conditions, if surface 
reaction (s6) is neglected, the predicted OH mole fraction 
at the surface is a factor of 5 higher than the value obtained 
when this reaction is included (5.6 X 10~5). However, the 
OH profile is affected by surface chemistry only within 0.5 

Bernhard Ruf, University Heidelberg IWR, Germany. 
What reactions are involved in the surface oxidation mech- 
anism and do oxygen atoms play a role in that mechanism? 

Author's Reply. The surface oxidation mechanism is a 
global one, which only seeks to implement the experimen- 
tal oxidation rate measured in Ref. 32. Since the oxidation 
rate was measured in heated 02, the atomic oxygen level 
was presumably negligible. In environments with higher O 
levels, such as a flame, the oxidation rate may be higher. 
However, there is no experimental data on oxidation of 
diamond by O (or OH) and this was therefore not included 
in the model. 
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TEMPERATURE PROFILE MEASUREMENTS IN STAGNATION-FLOW, 
DIAMOND-FORMING FLAMES USING HYDROGEN CARS SPECTROSCOPY 

KEN E. BERTAGNOLLI AND ROBERT P. LUCHT 

University of Illinois at Urbana-Champaign 
Urbana, 1L, USA 

Gas-phase temperature profiles were measured near the deposition substrate in atmospheric-pressure, 
stagnation-flow, diamond-forming flames. In these flames, an acetylene-oxygen-hydrogen mixture accel- 
erates through a nozzle and impinges on a water-cooled molybdenum substrate, stabilizing a flat flame 
approximately 1 mm below the substrate. A thin, polycrystalline diamond film is deposited on the substrate 
under appropriate conditions of flame stoichiometry and substrate temperature. Coherent anti-Stokes 
Raman scattering (CARS) spectroscopy of H2 was used to determine the temperature at various points 
between the substrate and the incoming premised jet. The CARS measurements show that the boundary 
layer (the region between the premixed flame reaction zone and the substrate) is approximately 0.6-0.8 
mm thick along the stagnation streamline, depending on the velocity of the incoming jet. The CARS 
measurements also show peak flame temperatures —200-300 K above the adiabatic equilibrium temper- 
ature—an effect of the short residence times in the flame. Measured temperature profiles are in good 
agreement with a theoretical calculation of the profile performed by Meeks and coworkers at Sandia 
National Laboratories, except that the measured distance between the substrate and the reaction zone is 
much less than predicted. H2 CARS was also compared to N2 CARS in a calibration burner and found to 
be in good agreement, with the H2 CARS temperatures an average of 3.6% higher than the N2 CARS 
results. The estimated H2 CARS temperature accuracy is ±4% in the diamond-forming flames, and the 
estimated spatial resolution is ± 50 /um perpendicular to the deposition surface. 

Introduction 

The deposition of polycrystalline diamond film has 
been demonstrated using a wide variety of flames 
and plasmas. Uniform diamond deposition was re- 
cently demonstrated in a rich acetylene-oxygen-hy- 
drogen (C2H2-02-H2) flat flame stabilized in the 
stagnation region of a molybdenum substrate [1,2]. 
Stagnation-flow, diamond-forming flames are of 
great interest because of the high growth rates that 
can be achieved, the uniformity and high quality of 
the deposited polycrystalline films, and the potential 
for scaling the flame systems for the deposition of 
large-area films [3], Current attention is focused on 
how to increase the area of diamond deposition, re- 
duce the required substrate temperatures without 
sacrificing growth rate, and deposit diamond film on 
surfaces with complex geometry. Progress in these 
areas depends on increased understanding of the di- 
amond growth process through both experimental 
and theoretical studies [4]. 

In addition to issues associated with diamond dep- 
osition, these stagnation-flow flames are of funda- 
mental interest in combustion science because of 
their high strain rates. They also pose a challenging 
test of current flame models. The stagnation-flow, 
diamond-deposition flames of Murayama and Uch- 
ida have been modeled recently by Meeks et al. at 

Sandia National Laboratories [3]. The numerical re- 
sults show a steep temperature gradient near the 
substrate and, strikingly, peak flame temperatures 
that exceed calculated adiabatic equilibrium flame 
temperatures by 200 K. Meeks et al. speculated that 
the primary reason for the occurrence of the super- 
adiabatic flame temperatures was that unreacted 
acetylene did not have time to fully dissociate to its 
equilibrium concentration. Acetylene oxidation oc- 
curs quickly, but in the model, a significant amount 
of acetylene remains unreacted in the fuel-rich en- 
vironment. Endothermic dissociation of acetylene is 
required to reach equilibrium concentrations, and 
the superequilibrium acetylene concentration re- 
sults in superadiabatic flame temperatures [3], 

We have constructed, a combustion apparatus 
similar to the Murayama and Uchida burner [2] and 
have begun a series of laser diagnostic measure- 
ments to improve fundamental understanding of 
these flames and to provide experimental data for 
comparison with numerical models. We have dem- 
onstrated diamond film formation in our apparatus 
under various run conditions. The measurement of 
accurate temperature and species-concentration 
profiles in these flames is challenging because of the 
high temperatures and spatial gradients. In this pa- 
per, we discuss coherent anti Stokes Raman scatter- 
ing (CARS) temperature measurements near the 
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FIG. 1. Schematic diagram of the stagnation-flow, dia- 
mond-forming flame with the high-growth-rate (15-mm- 
diameter, 30-mm-long) substrate. The low-growth-rate 
substrate has a diameter of 15 mm and a length of 15 mm. 
Also shown is the position of the hydrogen CARS laser 
beams relative to the deposition substrate. 

deposition substrate. CARS is well suited for probing 
these stagnation-flow flames because of its excellent 
spatial resolution and the coherent nature of the sig- 
nal beam. We chose to use CARS spectroscopy of 
diatomic hydrogen for the temperature measure- 
ments because hydrogen is present in major concen- 
trations throughout the flame, its Raman cross sec- 
tion is large, and the widely spaced vibrational 
(^-branch transitions (Av = ± 1, A] = 0) are within 
the spectral working range of a broadband dye laser. 

Experimental Methods 

Burner Apparatus 

Figure 1 is a schematic of the atmospheric-pres- 
sure, diamond-forming flame apparatus. A rich, pre- 
mixed mixture of acetylene, oxygen, and hydrogen is 
accelerated through a converging nozzle with an exit 
diameter of 3 mm. An annular flow of hydrogen gas 
shields the premixed gases. This flow impinges on 
the bottom of 15-mm-diameter molybdenum sub- 
strate, and a rich, premixed flat flame is stabilized 
approximately 1 mm below the substrate surface. 
Polycrystalline diamond film is deposited on the bot- 
tom of the substrate under appropriate conditions of 
flame stoichiometry and substrate temperature. 

The top surface of the substrate is cooled by a 
water flow of 3.4-3.8 L/min. The substrate surface 

temperature was estimated (± 10% uncertainty) by 
assuming one-dimensional conduction between two 
embedded thermocouple probes. Constant cooling- 
water flow rates kept the substrate temperature 
nearly constant over the course of an experiment. 
Two substrates with different lengths were used in 
the study. A 30-mm-long substrate produced surface 
temperatures ranging from 1000 to 1200 K, leading 
to the deposition of a high-quality diamond film at 
growth rates up to ~70 jum/h. Surface Raman scat- 
tering analysis and scanning electron microscopy 
(SEM) images of the freestanding diamond films 
have confirmed their quality. We also constructed a 
15-mm-long substrate to study the case where the 
substrate temperature was too low for high-growth- 
rate deposition of polycrystalline diamond. The 15- 
mm-long substrate maintains the surface tempera- 
ture between 800 and 900 K, which reduces the 
growth rate to ~l,5jum/h. Both substrates were de- 
signed with a slight end curvature to allow the di- 
agnostic laser beams to approach closer to the sur- 
face. 

The burner apparatus is mounted on a three-axis 
positioner, which allows movement of the flame rel- 
ative to the CARS laser probe with resolution of 
± 2.54 fim. Tylan FC-280 mass flow controllers con- 
trol the flow rates for each gas with an accuracy of 
±0.3 standard liters per minute (SLM). Oxygen and 
hydrogen are supplied from pressurized gas bottles 
at 99.95% purity. Absorption-grade acetylene 
(99.6% pure) is supplied in a commercial gas cylin- 
der and passed through an activated charcoal filter 
to reduce the amount of acetone in the gas stream. 

Hydrogen CARS Instrument 

The 532-nm pump beams for the hydrogen CARS 
process were provided by a 10-Hz Continuum NY- 
81C injection-seeded Nd:YAG laser with a pulse 
length of 5-7 ns. This laser is nearly monochromatic, 
with a line width of 0.0045 cm-1. A portion of the 
Nd:YAG output was used to pump a Mode-X Sys- 
tem-2 modeless, broadband dye laser [5]. This laser 
generates a broadband Stokes beam with a fre- 
quency spectrum centered around 680 nm using a 
mixture of LDS-698 and DCM dye in ethanol. The 
concentrations of LDS-698 in the oscillator and am- 
plifier were 4 X 10_4and5 X 10^5 M, respectively. 
The concentrations of DCM in the oscillator and 
amplifier were 2 X 10~4 and 3 X 10"5 M, respec- 
tively. The pump and Stokes beams were arranged 
in a folded BOXCARS fashion and focused into the 
combustion medium, generating a fourth coherent 
CARS beam. The CARS signal was directed into a 
SPEX-1000M single-grating, 1-m focal length spec- 
trometer. A Photometries blue-sensitive, unintensi- 
fied charged couple device (CCD) camera with a 
512-by-512 pixel array was used to detect the dis- 
persed CARS signal. An unintensified CCD camera 
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FIG. 2. Comparison of a theoretical CARS spectrum at 
3290 K to an experimental H2 CARS spectrum obtained 
0.56 ± 0.05 mm below the substrate. The experimental 
spectrum was accumulated for 20 s on the CCD and has 
been divided by the nonresonant CARS spectrum, thus ac- 
counting for variations in the dye laser spectral profile. 

was used for signal collection because of its excellent 
linearity, dynamic range, and spectral resolution [6]. 
The spectral resolution of the CARS instrument is 
1.0 cm-1, as determined by the spectrometer grat- 
ing, the exit-slit relay lenses, and the CCD pixel size. 
A high-speed mechanical shutter (Vincent Associ- 
ates Uniblitz LS6T2) was placed in front of the spec- 
trometer entrance slit to reduce the amount of un- 
wanted flame emission recorded by the CCD array. 

Results and Discussion 

Hydrogen CARS Thermometry 

The CARS spectrum reflects the internal energy 
partitioning among the various vibrational-rotational 
states of the molecule being excited. Normally—as 
in nitrogen CARS—temperature is determined from 
a least-squares fit of a theoretical CARS spectrum to 
an experimental spectrum. We initially attempted to 
use the Sandia CARSFT code [7] to analyze our data 
but encountered problems due to slight variations in 
spectral dispersion across the CCD array. Figure 2 
shows a comparison of an experimental spectrum 
obtained 0.56 ± 0.05 mm below the substrate and 
a theoretical spectrum generated by CARSFT at 
3290 K. There is a slight difference between the lo- 
cation of the experimental and theoretical ()-branch 
line centers, preventing the CARSFT program from 
automatically fitting the theory to the data. Visually, 

however, the theory and data appear to agree well 
at a temperature of 3290 K. 

Because the (^-branch transitions of hydrogen are 
isolated spectrally, temperature can also be deter- 
mined by comparing the relative integrated line in- 
tensities using a Boltzmann analysis [8]. Assuming 
that the nonresonant susceptibility of the gas is neg- 
ligible (valid for fuel-rich conditions) and that the 
pump beams are monochromatic, the integrated in- 
tensity for each isolated (3-branch transition j is 
given by 

h* 
(na -nh)fcoUdaY 

rf4      [BQJJ 
2t° (i) 

where 1^- is the Raman line width (full width at half- 
maximum, FWHM) (s_1), n„ and nb are the number 
densities (m~3) of the lower (v = 0,/) and upper (v 
= 1, /) transition levels, J2t0 is the spectral intensity 
[W/(s_1-m2))] of the broadband Stokes beam, and 
a>2 and co3 are the Stokes laser frequency and the 
CARS signal frequency (cm-1), respectively [9], 
Mean spectral intensity variations in the broadband 
Stokes beam are accounted for by dividing the hy- 
drogen CARS spectrum by a nonresonant back- 
ground spectrum generated in room air. The (der/ 
du), term is the differential Raman cross section 
(cm2) for each Q -branch transition, 

(da/8Q)j * (co^coj) [1 + (4/45) bj j {y'/a'f} 

[1 - 6/(/ + 1) {BJoaen (2) 

where ca- is the vibrational frequency (cm-1), bjj is 
the Placzek-Teller coefficient, Be and coe are Herz- 
berg molecular parameters (cm'1), and y'la' is the 
ratio of the anisotropy of the polarizability derivative 
to the mean polarizability derivative. The ratio y'la! 
is equal to 0.855 for diatomic hydrogen. The right- 
most bracketed term in Eq. (2) is a centrifugal force 
correction [7], 

The population of a particular rotational level / is 
proportional to the rotational degeneracy 2] + 1 and 
the nuclear spin statistical weight gnuc (1 for even/, 
3 for odd /). To determine temperature, the rota- 
tional energy F(J) (cm-1) is plotted versus the prod- 
uct of —k/hc and the natural log of ß, where 

— (3) r      gnuc(2J + l)w3(daldQ)j 

The slope of a linear least-squares fit through the 
data points is equal to the temperature. 

Figure 3 shows the corresponding Boltzmann plot 
for the Q(l)-to-Q(7) transitions of the experimental 
spectrum shown in Fig. 2. The line-integrated Boltz- 
mann temperature is 3290 ± 60 K, the same tem- 
perature used to generate the theoretical CARS 
spectrum in Fig. 2. For the data in Fig. 3, the av- 
erage uncertainty in the measurement of the inte- 
grated line intensities is ± 0.8% (corresponding to 
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FIG. 3. Line-integrated Boltzmann plot for the experi- 
mental CARS spectrum shown in Fig. 2. The slope of the 
line fit to the Q(l)-to-Q (7) transitions gives a temperature 
of 3290 K with an uncertainty in the slope of ± 60 K. The 
error bars correspond to a ± 0.8% uncertainty in the mea- 
surement of the integrated line intensities. 
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FIG. 4. Comparison of measured H2 CARS (•) and N2 

CARS (o) temperatures in a Hencken burner. The solid 
line (—) represents the calculated adiabatic equilibrium 
temperature. 

the error bars), and the resulting uncertainty in the 
linear least-squares-fit slope (i.e., temperature) is 
± 1.8%. The average uncertainty in the slope for all 
of the data presented in this paper is 2.0%, providing 
a measure of the random error or precision of the 
hydrogen CARS measurements. 

As a check of the Boltzmann method accuracy, the 
Sandia CARSFT code was used to generate theo- 
retical H2 CARS spectra at specified temperatures, 
and then these spectra were analyzed as if they were 
experimental data. The temperatures calculated us- 
ing the Boltzmann analysis varied by only ± 1% rel- 
ative to the theoretical temperatures. 

It is assumed in writing Eq. (1) that the CARS 
lines are collisionally broadened. In fact, the CARS 
lines are primarily Doppler broadened in atmos- 
pheric pressure flames. Using the measured colli- 
sional parameters of Bergmann and Strieker [10], we 
calculate that the collisional width is less than 10% 
of the Doppler width in the diamond-forming flame. 
This is indeed fortunate because their line-width 
measurements show a pronounced decrease of the 
collisional line width with increasing rotational quan- 
tum number/. Dicke narrowing of the Doppler pro- 
file due to velocity-changing collisions is probably 
significant, but the rate of velocity-changing colli- 
sions is likely to be independent of/. Since the H2 

CARS lines are neither purely Doppler broadened 
nor purely collisonally broadened, a Voigt line shape 
model is used to compute the Raman line-width /]. 

To assess hydrogen CARS thermometry accuracy, 
we used both hydrogen and nitrogen CARS to mea- 
sure temperature in a surface-mixing, flat-flame cal- 
ibration burner—a so-called Hencken burner. Tem- 
peratures were measured at a central position 
approximately 3.8 cm above the burner in a hydro- 
gen-air flame at various equivalence ratios. Temper- 
atures measured using hydrogen and nitrogen CARS 
and calculated adiabatic equilibrium flame temper- 
atures are plotted versus the flame equivalence ratio 
in Fig. 4. Comparison of nitrogen CARS data and 
the equilibrium code calculations confirm that for 
sufficiently high flow rates, the Hencken burner pro- 
duces nearly adiabatic flames [11]. 

Hydrogen CARS data could only be obtained un- 
der fuel-rich conditions because of the CARS signal 
diminishing as the hydrogen concentration de- 
creased. The scatter in the data is due primarily to 
variations in the Stokes beam spectral profile. 

On a percentage basis, the difference between the 
measured hydrogen CARS temperatures and the 
equilibrium calculations is ±3.6%, with a standard 
deviation of ±2%. The ±3.6% difference is a mea- 
sure of the systematic error of the measurements. 
The difference between the H2 CARS results and 
the equilibrium calculations is probably due to the 
assumption of purely Doppler-broadened lines. The 
fact that the temperatures calculated from the H2 

CARS spectra are high compared to the N2 CARS 
temperatures may indicate that low-/ Q-branch lines 
are actually broader than high-/ (^-branch lines, a 
result that would be consistent with the reported / 
dependence of the high-pressure, collision-broad- 
ened line widths [10]. High-resolution measure- 
ments  of H2 CARS  line  shapes in atmospheric 
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TABLE 1 
Experimental conditions for the stagnation-flow, diamond-forming flame hydrogen CARS 

temperature measurements 

Flan 

Parameter 1A 2A IB 2B 

Mean exit velocity (m/s) 40 55 40 55 
Substrate temperature (K) 1050 ± 110 1150 ± 120 800 ± 50 900 ± 55 
Premixed C-O ratio 1.05 1.02 1.05 1.02 
Premixed H-O ratio 0.5 0.5 0.5 0.5 
Premixed equivalence ratio 2.9 2.8 2.9 2.8 
Adiabatic flame temperature (K) 3082 3109 3082 3109 
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FIG. 5. Measured H2 CARS temperatures (•) in the di- 
amond-forming flame for flame 1A (40-m/s mean flow, 
1050 K substrate). The solid line (—) represents the com- 
putational results of Meeks et al. [3]. The dashed line 
(—) represents the adiabatic equilibrium temperature for 
this gas mixture, and the solid diamond (♦) is the esti- 
mated substrate surface temperature. Temperatures in the 
shaded region are a spatial average across the steep tem- 
perature gradient due to the finite size of the CARS probe 
volume. The accuracy of the temperature measurements 
between the substrate and 0.8 mm is ±4%. 

pressure combustion environments are needed to 
resolve this issue. However, temperature measure- 
ment errors associated with this assumption should 
be reduced in the diamond-forming flames, since 
the ratio of Doppler to collisional width scales line- 
arly with temperature. 

Temperature Profiles 

CARS temperature profiles were obtained in the 
diamond-forming flame under four different condi- 

tions, summarized in Table 1. The substrate was lo- 
cated 4.5 mm away from the nozzle for each run. An 
annular flow of hydrogen gas surrounded the core 
gas flow at 3.5 SLM for all cases. 

CARS spectra were obtained along the central 
stagnation streamline between the nozzle exit and 
the substrate surface. The spatial resolution of the 
CARS probe volume was measured to be ~50 /im 
normal to the substrate and 1.5 mm long (FWHM). 
Radial temperature profile measurements showed 
the diamond-forming flame temperature was uni- 
form over the center 4 mm of the flame, thus min- 
imizing the effect of the probe volume length. Tem- 
perature probability density functions obtained from 
single-shot CARS spectra confirmed that the flame 
was steady. Therefore, each CARS spectrum was ac- 
cumulated for 20 s (200 laser shots) on the CCD 
array. Two spectra were obtained at each location, 
and their temperatures were averaged. 

A measured hydrogen CARS temperature profile 
obtained along the stagnation-point streamline for 
the base-case flame 1A (40 m/s mean flow, 1050 K 
substrate) is shown in Fig. 5. The computational re- 
sults of Meeks et al. [3] are included in the plot for 
comparison. The model calculations were per- 
formed using a mean exit velocity of 37.6 m/s, a C-0 
ratio of 1.16, an H-0 ratio of 0.5, and a substrate 
temperature of 1073 K. These exact conditions could 
not be matched in our experiments due to slight in- 
stabilities in the flame at the model conditions, but 
they are close to the flame 1A conditions. The plot 
also shows the calculated adiabatic flame tempera- 
ture and the substrate surface temperature as mea- 
sured by the embedded thermocouples (± 10%). 

For flame 1A, the hydrogen CARS temperature 
data points measured within 0.75 mm from the sub- 
strate are accurate to within ± 4%, based on a root- 
mean-squared sum of the random and systematic er- 
rors. The relative positions of each data point are 
accurate to within ±2.5/zm, with a ±50-[im uncer- 
tainty in the position of the first data point. In the 
region approximately 0.8 mm below the substrate, 
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FIG. 6. Measured H2 CARS temperatures (•) in the di- 
amond-forming flame for flame 2A (55-m/s mean flow, 
1150 K substrate). The results from the base-case flame 1A 
(—), the adiabatic flame temperature (—), and the esti- 
mated substrate surface temperature (♦) are plotted for 
comparison. The temperatures in the shaded region are a 
spatial average across the steep temperature gradient. The 
accuracy of the temperature measurements below 0.6 mm 
is ±5.2%. 

the temperatures are a mixture of both cold and hot 
gases, since the CARS probe volume spans a portion 
of the steep temperature gradient. The relatively 
high-energy spacing of the rotational states in the 
ground vibrational state of hydrogen leads to a very 
rapid decrease in population density with increasing 
rotational quantum number at room temperature. 
Thus, cool gas produces a CARS signal only for the 
first four resonances of the hydrogen (j-branch 
[Q(0) to Q(3)]. The higher-energy levels [Q(4) to 
Q(7)] are populated only at high temperature. The 
error bars associated with the temperature measure- 
ments in this region correspond to a separate Boltz- 
mann analysis of lines Q(0) to Q(3) and lines Q(4) 
to Q(7). The actual temperature is assumed to lie 
somewhere between these extremes. For data ob- 
tained at distances greater than 0.95 mm from the 
substrate, the uncertainty associated with the tem- 
perature is ±7%. The error is larger in this region 
because only four lines are available for the least- 
squares fit. The hydrogen CARS measurements in 
this region are on average 315 ± 20 K, close to 
the actual measured, premixed gas temperature of 
300 K. 

The hydrogen CARS temperature profile agrees 
well with the general model profile in the region less 
than 0.75 mm below the substrate. Peak measured 
temperatures in this region are on the order of 200 

K above the adiabatic flame temperature, a feature 
predicted by the model. The hydrogen CARS tech- 
nique also provided the spatial resolution necessary 
to measure temperatures near the substrate. The 
temperatures very near the substrate (<100^m) are 
a spatial average of the temperatures contained in 
the CARS probe volume. 

However, there is a significant difference between 
the measured and computed flame standoff distance 
(the distance between the substrate surface and the 
steep temperature gradient indicating the location 
of the reaction zone). The model predicts a standoff 
distance of nearly 1.2 mm, while the measurements 
show a distance of about 0.8 mm. The difference 
between computed and measured flame standoff 
distance is a matter for conjecture at this point. Hot- 
film anemometer measurements showed that the ve- 
locity profile at the nozzle exit was uniform for the 
conditions found in the diamond-forming flame, 
eliminating this as a possible source of discrepancy. 
The difference between predicted and measured 
flame standoff distances is probably due to differ- 
ences between the actual and calculated velocity 
fields [12], although in these high-temperature 
flames, the accuracy of the chemistry and transport 
models must be examined also. 

A hydrogen CARS temperature profile obtained 
in flame 2A (55 m/s mean flow, 1150 K substrate) is 
shown in Fig. 6. The base-case (flame 1A) temper- 
ature profile is shown for comparison. The accuracy 
of each data point is ± 5.2%, slightly higher than for 
the flame 1A measurements because the dye laser 
spectral profile was not as well behaved. For this 55- 
m/s mean flow condition, the boundary layer is thin- 
ner than for the 40-m/s case, scaling approximately 
as 1/^. The peak temperatures are also higher for 
this case. The temperature overshoot is consistent 
with the results in the well-stirred reactor model of 
Meeks et al. [3]. The residence time for the pre- 
mixed gases is on the order of 100 ßs for the 40-m/ 
s mean flow and 80 jus for the 55-m/s mean flow. 
Reducing the residence time increases the peak 
temperature because now there is even less time for 
equilibrium acetylene dissociation. The temperature 
gradient near the substrate is also greater for this 
case than for the base case, a result expected with a 
thinner boundary layer. 

A hydrogen CARS temperature profile measured 
in flame IB (40-m/s mean flow, 800 K substrate) is 
shown in Fig. 7. The 30-mm-long substrate was re- 
placed with the 15-mm-long substrate to produce 
much lower substrate surface temperatures. For this 
case, the CARS temperature accuracy is ±3.8%. 
Overall, the temperature profile is very similar to the 
base case (flame 1A). The boundary-layer thickness 
and peak flame temperature are approximately the 
same for both flames. The temperature gradient 
near the substrate surface is also nearly the same, 
even though the substrate surface temperature is 
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FIG. 7. Measured H2 CARS temperatures (•) in the di- 
amond-forming flame for flame 1R (40-m/s mean flow, 800 
K substrate). The results from the base-case flame 1A 
(—), the adiabatic flame temperature (—), and the esti- 
mated substrate surface temperature (♦) are plotted for 
comparison. The temperatures in the shaded region are a 
spatial average across the steep temperature gradient. The 
accuracy of the temperature measurements below 0.8 mm 
is ±3.8%. 
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FIG. 8. Measured H2 CARS temperatures (•) in the di- 
amond-forming flame for flame 2B (55-m/s mean flow, 900 
K substrate). The results from the base-case flame 1A 
(—), the adiabatic flame temperature (—), and the esti- 
mated substrate surface temperature (♦) are plotted for 
comparison. The temperatures in the shaded region are a 
spatial average across the steep temperature gradient. The 
accuracy of the temperature measurements below 0.6 mm 
is ±3.8%. 

roughly 300 K less. This is probably a result of the 
spatial averaging near the substrate by the 50 /rni- 
diameter CARS probe volume. 

Upon increasing the mean premixed gas flow ve- 
locity to 55 m/s with the 15-mm-long substrate 
(flame 2B), a temperature profile as seen in Fig. 8 
results. As in the results for flame 2A, the boundary- 
layer thickness for this higher-velocity case is less 
than that for the base case. However, the peak tem- 
peratures are only slightly higher than for the base 
case where we saw a significant increase in peak tem- 
perature for flame 2A. The peak temperatures ap- 
pear to rise faster than in the base case in the region 
between 0.2 and 0.4 mm below the substrate, indi- 
cating a higher-temperature gradient into the sub- 
strate. 

Conclusions 

In conclusion, we have successfully measured 
temperature profiles in the region near the deposi- 
tion surface in a diamond-forming flame using H2 

CARS. We were able to measure temperatures to 
within approximately 50 /um of the deposition sur- 
face with a spatial resolution of 50/zm. A comparison 
of measured hydrogen and nitrogen CARS temper- 
atures and calculated adiabatic equilibrium flame 
temperatures   in   a   calibration  flat-flame  burner 

showed good agreement. The temperatures mea- 
sured in the diamond-forming flame are estimated 
to be accurate within ± 4% based on the results of 
this calibration and linear-regression analysis of the 
Boltzmann plots. The measured diamond-forming 
flame temperature profile results are in good agree- 
ment in many respects with the numerical compu- 
tations of Meeks et al. [3]. Peak measured temper- 
atures are up to 300 K above the adiabatic flame 
temperature, as predicted by the model. However, 
the measured flame standoff distances are much less 
than the calculated distances. This difference may 
result from differences between the actual and cal- 
culated velocity fields. 
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COMMENTS 

D. E. Rosner, Yale University, USA. In view of your ev- 
ident concern with accurate local temperature measure- 
ments and their importance for future modeling efforts, it 
may be relevant to point out that the conditions for dia- 
mond film growth from atmospheric (or subatmospheric) 
pressure flames seem to be those that will inevitably be 
associated with non-negligible temperature "jumps" at gas/ 
solid interfaces [1]. The high energy fluxes, small dimen- 
sion gas gaps, large disparities between the molecular 
weights of the participating gases (e.g., mixtures "rich" in 
H atoms and CH3-radicals) and the solid substrates 
(Mo(s)), and/or the vibrational frequency mismatch (be- 
tween adatoms and C-atoms within the diamond film it- 
self), all seem to "conspire" to produce an expected system- 
atic difference between the gas temperature evaluated at 
the growth surface and the (colder) solid surface itself. 
Does the spatial resolution of your present near-deposi- 
tion-surface measurements permit you to comment on 
this? 

REFERENCE 

1. See, e.g., the recent invited paper: Rosner, D. E. and 
Papadopoulos, D. E., "Jump, Slip and Creep Boundary 
Conditions at Non-Equilibrium Gas/Solid Interfaces," 
Industrial Eng. Chem. Res. (Am. Chem. Soc), Septem- 
ber 1996. 

Author's Reply. At this point it is not possible to com- 
ment definitively on this question. Our estimate of a spatial 
resolution of 50 micrometers in a direction perpendicular 
to the surface is based on burn patterns observed when the 
532-nm beam from our Nd:YAG laser is brought to a line 
focus. The actual spatial resolution of the CARS measure- 
ments should be somewhat better than this because the 
signal is proportional to the square of the 532-nm intensity. 
However, the temperature gradients near the surface are 
very large, on the order of 10 K per micrometer, and we 
cannot resolve the near-surface gradient accurately. It is 

interesting to note, though, that if significant spatial aver- 
aging in the CARS probe volume is occurring for mea- 
surements near the wall, the measured temperatures would 
tend to be weighted towards lower temperatures because 
cold gases generate more CARS signal than hot gases. In 
addition, we might expect to see a significant deterioration 
in the quality of our Boltzmann fits, but we do not. The 
lowest temperatures that we observe are approximately 
2000 K, and the Boltzmann fits even for the measurement 
points closest to the wall are still quite good. Based on these 
results, it is certainly possible that there is a significant tem- 
perature jump at the gas/solid interface. We may be able 
to address this question more definitively in future exper- 
iments in low-pressure diamond-forming flames in a facility 
that has just become operational in our laboratory. 

Katharina Kohse-Höinghaus, Universität Bielefeld, Ger- 
many. Based on you current understanding of the deposi- 
tion process and with semiconductor quality diamond in 
mind, how well does the flame CVD process compete with 
other CVD methods? And will the answer differ for high 
(atmospheric) pressure or low-pressure flames? 

Author's Reply. Our paper did not focus on the econom- 
ics of diamond-forming flames. We asked Prof. David G. 
Goodwin of Caltech and Dr. Jay B. Jeffries of SRI Inter- 
national for their answers to these questions and they were 
land enough to reply. 

Prof. Goodwin: 
A cost analysis carried out recently by IBIS Associates, 

Inc. (Wellesley, MA) concluded that the microwave plasma 
and DC arcjet methods are currently the most economical 
techniques for production of 1-mm thick diamond thermal 
management substrates for electronic cooling applications. 
The combustion technique suffers currently from high gas 
cost and low carbon conversion efficiency (< 10-5). A com- 
bustion method using a fuel cheaper than acetylene could 
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become competitive, but only if the conversion efficiency, 
which is directly related to how much atomic hydrogen the 
flame can deliver to the substrate, were also increased. So 
far, using alternative fuels has been found to lower the con- 
version efficiency. Nevertheless, there may well be other 
applications for which combustion-grown diamond has a 
cost advantage. Depending on the application, the high 
growth rate of an atmospheric-pressure process or the large 
area coverage of a low-pressure process may be desirable. 

For active electronic applications, the economics are 
much less certain, since state-of-the-art CVD diamond is 
not yet close to semiconductor grade, and significant prob- 
lems with single-crystal growth, twinning, and n-type dop- 
ing remain to be solved. 

Dr. Jeffries: 
It is not at all clear that flame grown diamond will have 

sufficiently low defect densities to be useful for semicon- 
ductor devices; in fact control of defects is currently the 
biggest challenge to semiconductor device quality CVD di- 
amond. Both atmospheric and low-pressure flames pro- 
duce good thermal management diamond material; how- 
ever, the fuel costs are significantly higher than arcjet and 
microwave CVD methods. 

Jerry Finlinson, NAWL, USA. In these experiments you 
quote a substrate surface temperature near 1100 K. How 
is it measured and what is the accuracy? Does it change 
significantly when diamond is coating the surface? Is it pos- 
sible to measure temperature on the surface of diamond 
film after formation begins? 

Author's Reply. The surface temperature was estimated 
from the measured temperature difference between ther- 
mocouples imbedded in the molybdenum substrate at dis- 
tances of 5 mm and 8 mm from the surface. We assume 
one-dimensional heat conduction and estimate the 
uncertainty of the measurement as ± 10%. The substrate 
surface temperature typically varied by only about 10 K 
during an experimental run as the diamond film was de- 
positing, indicating that there was little temperature drop 
across the diamond film. It would be possible to measure 
the diamond film surface temperature by optical pyrometry 
as the film is growing, and a number of groups have mea- 
sured the film temperature in this fashion. 
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THE CONTROLLING CHEMISTRY IN FLAME GENERATED SURFACE 
DEPOSITION OF Na2S04 AND THE EFFECTS OF CHLORINE 

M. STEINBERG AND K. SCHOFIELD 

Materials Research Laboratory, University of California 
Santa Barbara, CA, USA 93106 

This paper examines the behavior of sodium/sulfur flame deposition on cooled probe surfaces for cases 
where the sulfur concentration is equal to or in excess of that of sodium. In all cases, Na2S04 is the 
predominant component deposited, quite pure in most cases, but occasionally indicating the presence of 
several percent of Na2C03 and implying possible thermodynamic control by the surface. Rates of depo- 
sition are exactly first order with respect to sodium concentrations, and zero order with respect to sulfur. 
The surface shows a total indifference to the atomic or molecular state of the flame sodium, be it Na, 
NaOH, or NaCl. Moreover, it is indifferent to the nature of the flame, its fuel type, stoichiometry, tem- 
perature, or state of equilibration. The surface adsorption rate of sodium is very efficient for probes at 
640-780 K (35-60%) and appears to be the rate-controlling kinetic step and is not governed by normal 
boundary layer or laminar/turbulent flow considerations. Deposition displays a linear growth rate with 
negligible incubation time and is irreversible. Up to at least the 100-ppm concentration level, salts such 
as Na2S04, Na2S03, Na2S203, and NaN03 are shown to be equivalent sources of sodium or sulfur. For 
the range of probe temperatures (640 to 780 K) and with Inconel-600 probe material, negligible differences 
were noted for rates of deposition in a wide range of propane and hydrogen flames. Rather surprising, 
however, was the fact that deposits formed on top of the burner (350 K) reflected closely those on the 
probe and were not mixtures of other possible sodium/sulfur compounds. Preliminary experiments incor- 
porating chlorine into the system indicate, for high levels of chlorine (0.4% Cl2), that the deposit consists 
of one-third Na2S04 and two-thirds NaCl. At lower levels of chlorine no such halide component has been 
reported. 

Introduction 

High temperature corrosion is a major factor that 
controls the useful life of hot section components in 
boilers, gas turbines, and other types of fossil-fueled 
combustion systems [1,2]. Since the identification of 
alkali sulfates, primarily Na2S04> as the major cul- 
prits in catalyzing corrosion, attempts have concen- 
trated on developing materials and coatings to min- 
imize the effects. Current efforts are aimed at 
reducing sodium and sulfur levels. Also, considera- 
ble efforts are now centered on understanding the 
role played by chlorine [3], Details of the parameters 
controlling the chemical aspects remain scant and 
have emerged largely from the significant efforts of 
the NASA Lewis Research Center Group utilizing 
burner rigs [4,5]. As a result of our earlier work on 
the chemistry of sulfur [6], sodium [7], and sodium/ 
sulfur interactions in flames [8,9], we have exten- 
sively characterized the gas-phase aspects of the 
problem. Moreover, it was felt that we could manip- 
ulate the gas-phase distributions in such a manner 
as to resolve the controlling deposition chemistry 
and identify the specific gas-phase sodium form in- 
volved. 

This is the first in a series of papers concerning 

deposition of sodium compounds. It represents the 
first accurately controlled quantitative study of a 
well-understood series of rich and lean propane- and 
hydrogen fueled flames. This paper emphasizes the 
behavior when sulfur concentrations are equal to or 
are in excess of those of sodium. Subsequent papers 
will cover the additional conditions of when sodium 
is in excess of sulfur, and for the case when sulfur is 
absent altogether. 

Experimental System 

Most of the measurements were made utilizing a 
flat-flame shielded burner. This was redesigned with 
1-mm-diameter stainless steel hypodermic tubing, 
with facilities for heating the whole burner to min- 
imize sodium deposition within the burner. The 
flame gases are nearly isothermal, one-dimensional, 
and with laminar vertical flows having Reynolds 
numbers in the range 36-65 for propane flames and 
150-180 for hydrogen flames. Several studies also 
used a drilled plate, shielded Meker-type burner 
with similar 1-mm-diameter hole sizes. This pro- 
duced, as was desired, turbulent burnt gases. All 
flames were premixed and at atmospheric pressure. 

1835 
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C3H8/air flames with equivalence ratios of 0.8 to 1.2 
were burnt as were H2/C-2/N2 flames with lean to 
rich ratios of 1/1/3, 1.4/1/5, 1.8/1/5, 2.2/1/6, and 4/1/ 
6. Additions of 1-2% C2H2 were made to some hy- 
drogen flames to test for its effect. All the hydrogen 
flames, however, used air as a source of 02, which 
contained 360 ppm C02 and so had some slight car- 
bon content. Hydrogen flames give better spatial 
resolution than propane flames. The time scale, for 
example, for the 4/1/6 flame corresponds to about 
1.6 ms/cm. That for stoichiometric C3H8/air approx- 
imates to 5 ms/cm. As a result, hydrogen flames can 
be better used to examine nonequilibrium and ki- 
netic aspects whereas atmospheric pressure propane 
flames equilibrate over much shorter distances. 
Flame temperatures varied from 1680 to 2285 K. 

In order to obtain measurable probe deposition in 
a reasonable length of time, sodium flame concen- 
trations on the parts-per-million scale are required. 
In the present work, sodium was introduced as an 
aqueous aerosol generated by an ultrasonic nebu- 
lizer. This was extensively calibrated absolutely using 
both spectroscopic curve of growth and physical liq- 
uid N2 trap collection methods. Functioning at al- 
most its upper limit of operation, with 0.1 N solution 
strengths, this produced sodium burnt gas concen- 
trations in the 30-60 ppm range (by volume) for 
propane flames, and 8-10 ppm for hydrogen flames. 
Solutions of NaN03, Nal, Na2S03, Na2S04, and 
Na2S203 have been examined. Added aerosol HaO 
content is negligible. A small mixing vessel (100 cm3) 
and a flexible tube connected the nebulizer output 
to the burner inner core and were wrapped with 
heating tape and kept hot. Even so, measurements 
of sodium aerosol loss in the delivery line and in the 
burner indicated that only 70-80% reached the 
burnt gases. Sodium aqueous solutions were spiked 
with a trace of potassium (1% that of sodium). In 
this way, by spectrally monitoring the optically thin 
resonance line of potassium, it was possible to mon- 
itor the system constancy with time. 

Sulfur was added to the premixed gases in the 
form of S02 at levels of 500 ppm to 0.8%. Very low 
levels of sulfur were obtained by nebulizing salt 
solutions containing sulfur, such as Na2S03 or 
Na2S203. Chlorine was added as Cl2. 

Various probes were used, constructed of Inconel- 
600 and air cooled through a central core channel. 
A thermocouple was incorporated into their design 
and measured the surface temperature. Probe tem- 
peratures over the range 640-780 K were used. 
Probe shapes varied from a wedge to circular to 
blunt, and the probe was placed horizontally through 
the vertical flow burnt gases at a particular down- 
stream distance. In all cases, the probes at their wid- 
est dimension (12.7 mm) corresponded to the 12- 
mm-diameter inner burner core flame flow and so 
intercepted at some point the full seeded flow. 

Boundary layers were modified, however, by the dif- 
fering shapes and flame conditions. 

Probe deposits were characterized with laser Ra- 
man techniques as elegantly illustrated previously 
[10]. A frequency-doubled cw Nd-YAG laser with a 
power of about 250 mW, coupled to a double-pass 
spectrometer, provided in situ measurements. In the 
majority of cases, however, samples were removed 
from the probe, sealed in capillary glass tubes, and 
analyzed with a Nicolet Fourier transform Raman 
spectrometer that uses a 1.06-/nm excitation source. 
The analysis of sodium/sulfur salts is well suited to 
Raman spectroscopy in that they display very char- 
acteristic sharp banded spectra, making for easy mo- 
lecular identifications [11,12], For such composi- 
tional analysis, deposits generally were collected for 
about 3 h. Rates of deposition were measured by 
dissolving the sample from the probe with distilled 
water and analyzing for total sodium with a flame 
photometric Beckman analytical burner. Sodium de- 
livery line loss was also analyzed by this means. Sen- 
sitivity was such that highly accurate and reproduc- 
ible values could be obtained from experiments 
lasting only 1 h. 

Results and Discussion 

Deposit Composition 

As illustrated by Figs. 1 and 2, the Raman spectra 
of flame-generated probe deposits show a consistent 
behavior for all the flames examined. Sodium pre- 
dominantly forms Na2S04 in a relatively pure state. 
For comparison, the spectrum of pure anhydrous 
Na2S04 is included in Fig. 2. The distribution of 
peaks is very characteristic and not shown by any 
other Na/H/S/O salt. For $ = 0.9 to 1.1, a small 
peak at 1078 cm-1 reflects a very small contribution 
from this, the strongest line of Na2C03, and indi- 
cates the presence of only a few percent, maximum 
at around a stoichiometric flame mixture. It is not 
present in the (f> = 0.8 spectrum, possibly due to 
the slightly lower probe temperature of 687 K, 
whereas the others were at 744 K. The only other 
feature in these spectra is the small peak at 1202 
cm-1. This is a somewhat rare frequency magnitude 
and remains unidentified. It does require the pres- 
ence of sulfur but is insensitive to sulfur concentra- 
tion and is not present on cooler temperature 
probes. As to whether it is associated with the stain- 
less steel probe materials, which is suspected, will 
become clear in future work. It is not listed as an 
Na/S compound frequency. The sand-colored de- 
posit evident from the </> = 1.1 flame of Fig. 1 clearly 
indicates some corrosive interaction with the probe 
even at these temperatures. This level of corrosion 
increased more so for richer C3H8 flames, and spec- 
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FIG. 1. Raman spectra of probe deposit material for var- 
ious G3YlfJavc flames. These flames contained sodium con- 
centrations (from NaN03 aqueous aerosols) of 60 to 36 
ppm, respectively, and 500 ppm S02. The probe was lo- 
cated 5-7 ms downstream and maintained at 687 K (<j> — 
0.8) and 744 K for the other flames. No other spectral 
features are apparent in the 100-3600 cm-1 range, outside 
of that illustrated, for any of the Raman spectra displayed 
in this paper. 
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FIG. 2. Raman spectra of pure anhydrous Na2S04 and 
of the probe deposit material for a fuel-lean hydrogen 
flame. The flame contained 10 ppm sodium (from NaN03) 
and 500 ppm S02. The probe was located 4 ms downstream 
and maintained at 744 K. 

Flame Sodium (atoms s"1) 

FIG. 3. First-order dependence of the rates of deposition 
of Na2S04 on flame sodium concentration (from NaN03) 
for a fuel-lean C3HS flame with the probe at 745 K. The 
effect of added CL. is indicated. 

tra were difficult to obtain due to contaminant ab- 
sorption with resultant blackbody radiation that pre- 
vented the recording of the weaker Raman features. 
Similar increased corrosion/oxidation was also noted 
with fuel-rich hydrogen flames. Future analyses for 
these cases will utilize an inert probe material. 

Sodium Dependence 

Measurements of deposit formation rates indi- 
cated a linear growth rate, confirming previous data 
[10,13,14], and gave no indication of incubation 
times. Typical deposition rates are about 6 X 10~3 

gm Na2S04/h-cm2. Figure 3 indicates the depen- 
dence of the rate of deposition on flame sodium con- 
centration. The dependence is exactly first order and 
was found to be thus for <f> - 0.8 to 1.2 with C3H8/ 
air stoichiometries. Figure 4 shows that exactly the 
same behavior is seen for hydrogen flames, rich or 
lean. Such a first-order dependence was also implied 
by the more difficult burner rig experiments [14,15] 
burning gas-oil and jet A-l fuels and is predicted by 
the chemically frozen multicomponent boundary 
layer diffusion theory of Rosner [16]. 

In hydrogen flames, measurements were made 
both upstream, closer to the reaction zone, and 
downstream to examine nonequilibrium effects. As 
illustrated in Fig. 4, there is very little difference 
between the two locations, and the first-order de- 
pendence is observed in all cases. Radical levels in 
the two probe locations differ 5-fold for OH and H, 
and 25-fold for O and 02. The small splitting of the 
data is consistent solely with the diffusional spread 
with time of the sodium concentration in the flame, 
reducing its concentration and, hence, deposition 
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Flame Sodium (atoms s"1) 

FIG. 4. First-order dependence of the rates of deposition 
of Na2S04 on flame sodium concentration (from NaN03) 
for a fuel-rich hydrogen flame. The effect of flame down- 
stream location on the 730 K probe is indicated. 
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FIG. 5. Zero-order dependence of the rates of deposition 
of Na2S04 on flame sulfur content for a fuel-lean propane 
flame. Sodium flame flux (3.1 X 1016 atoms s"1) with a 
probe located 7 ms downstream and maintained at 745 K. 

rate slightly. Similar data were obtained for an H2/ 
02/N2> 1/1/3 flame at 0.9 and 3.6 ms locations. 
Clearly, deposition is not affected by the state of 
equilibration in the flame gases. 

As established in our earlier work [7-9], although 
NaOH is the dominant flame gas species under fuel- 
lean conditions, atomic Na becomes dominant for 
fuel-rich cases. Deposition rates are essentially iden- 
tical for the differing stoichiometries. Moreover, on 
the addition of 0.4% Cl2 to a 4> = 0.9, C3H8/air 
flame, the situation changed from one in which 
NaOH is dominant to one in which NaCl is domi- 
nant (60:1 ratio relative to NaOH). As indicated in 
Fig. 3, no pronounced change occurs in the sodium 
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FIG. 6. Zero-order dependence of the rates of deposition 
of Na2S04 on flame sulfur content for a variety of rich and 
lean, propane and hydrogen flames. Sodium flame flux (3.1 
X 1016 atoms s_1) with the probe located 4-10 ms down- 
stream and maintained at 700-775 K for the various flame 

deposition rate. Consequently, it is very clear that 
the surface is nonselective with regard to sodium. It 
adsorbs Na, NaOH, or NaCl at equivalent rates and 
treats them as equivalent sodium sources. The for- 
mation of Na2S04 is unambiguously a heterogene- 
ous process, and it appears that the rate-determining 
step that reflects the first-order dependence is the 
initial efficient adsorption. 

After careful calibration of the nebulizer delivery 
and transmission line losses, it is apparent in Fig. 3 
and 4 that deposition rates are large. Collection ef- 
ficiency is 43% for the propane flame, and 67% (up- 
stream) and 57% (downstream) in the hydrogen 
flame of Fig. 4. Calibration errors are not expected 
to be in excess of 20%. The surface acts like a sticky 
fly paper and extracts a significant fraction of the 
sodium from the intercepted flow streams. Deposi- 
tion appears not to be a boundary layer diffusion 
phenomena, which is a much slower, less efficient 
process. Previous work [4,5] invoked the presence 
of particles in the burnt flame and the concept of 
inertial impact, in which the particle momenta car- 
ries the particles directly through the boundary layer. 
Current conditions in this work tend to guarantee 
homogeneous burnt gases, and alternate fluid 
mechanistic explanations for such high rates of dep- 
osition now appear to be needed. Consequently, it 
is difficult to accept recent claims that agreement 
exists between a boundary layer diffusion theory and 
experimental measurements of Na2S04 deposition 
rates on a complex burner rig system [15]. 

Sulfur Dependence 

As illustrated in Fig. 5 for a <p = 0.9, C3H8/air 
flame, Na2S04 formation is zero order with respect 
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FIG. 7. Raman spectra of probe deposit material for var- 
ious flames in which sodium and sulfur concentrations 
were identical (from Na2S203 aqueous aerosols) and at 
about 97, 72, and 20 ppm, respectively, in the three flames. 
Probe locations were 7,5, and 4 ms downstream and main- 
tained at about 725-740 K. 

to sulfur flame concentrations. The data lie within 
1% of such a zero trend over several orders of mag- 
nitude. Figure 6 shows the generality of this obser- 
vation for a wide variety of rich and lean propane 
and hydrogen flames. The data show more scatter 
due to the difficulties arising from making such com- 
parisons between very different flames. This inde- 
pendence appears not to have been reported previ- 
ously. It extends over the full range for sulfur 
concentrations that are equal to or in excess of the 
flame sodium concentrations. As indicated in Fig. 7, 
deposits obtained in cases where sodium and sulfur 
have equal concentrations are identical to those ob- 
tained with larger excesses of SOa (Fig. 1) and con- 
firm the formation of quite pure Na2S04 with just a 
trace of Na2C03 and the slight impurity that gen- 
erates the 1202 cm-1 Raman line. 

Obviously attempts to lower the sulfur content of 
fuels will have no influence on the Na2S04 deposi- 
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FIG. 8. Rates of deposition of Na2S04 as a function of 
flame temperature for a wide variety of propane and hy- 
drogen flames. Flames contain 500 ppm S02, refer to a 
similar sodium flame flux (3.1 X 1016 atoms s_1, from 
NaN03), and are collected on probes located 4-10 ms 
downstream, maintained at temperatures in the range 700- 
770 K. 

tion rates and the attendant Na2S04 high-tempera- 
ture corrosion rates. 

Equivalence of Differing Sources of Sodium 
or Sulfur 

Although flame techniques are widely accepted 
for total sodium analyses, there still remain skeptics 
as to the efficiency with which flames can atomize 
molecules. In the present program, numerous salts 
have been used as sources of both Na and S. NaN03, 
Na2S03, and Na2S203 are all known to dissociate at 
low temperatures. Na2S04, however, is thermody- 
namically more stable and thermally vaporizes and 
dissociates above its melting point (1157 K) [17]. Be- 
cause of the uncertainties associated with this sta- 
bility, deposition comparisons were made for nebu- 
lized Na2S04 and Na2S03 solutions. In <f> = 0.9 and 
1.1, C3Hs/air flames, there was exact agreement. 
Present results confirm that for concentrations up to 
100 ppm, certainly, and in flames hotter than 1700 
K, all the salts used were totally equivalent sources 
of sodium or sulfur, and reflected their formula ra- 
tios. 

A necessary conclusion, supported by our previous 
work [8,9], is that under normally experienced con- 
ditions, Na2S04(g) is not present in the burnt gases 
even if Na2S04 is used as the source of sodium. 

Dependence of Deposition Rates on Flame 
Temperature, Stoichiometry, or Fuel Type 

Figure 8 summarizes Na2S04 deposition rates for 
equivalent amounts of sodium in the various flames 
examined. The scatter of the data is not regarded as 
significant. It is concluded that the probe surface 
appears to be indifferent as to the type of flame, its 
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FIG. 9. Raman spectra of a lower temperature probe 
sample and some burner top samples for various C3Hs/air 
flames containing 49, 72, and 31 ppm of sodium, respec- 
tively. 

temperature, fuel type, or state of equilibration. The 
surface appears to regard the flame solely as a source 
of gaseous sodium (and is equally indifferent to its 
atomic or molecular state) and will process this to 
Na2S04 if adequate sulfur exists. 

This constancy of deposition rate was also re- 
ported by Deadmore et al. [18]. On a burner rig 
utilizing jet A fuel, two lean flames of 0.50 and 0.76 
equivalence ratios formed equivalent amounts of 
Na2S04 but displayed significantly different extents 
of corrosion. Factors other than rates of deposition 
of Na2S04 are clearly also involved in corrosion 
mechanisms. 

Irreversibility 

Numerous experiments examined whether the 
Na2S04 deposition process was reversible or not. 
Deposits were collected on the probe, after which 
the sodium and sulfur sources were turned off but 
the clean flame gases were still allowed to impinge 
on the deposit. It was found that even after several 

hours no change occurred and the Na2S04 deposit 
was unaffected. Even if the probe was relocated to 
a position very close to the reaction zone of an H2/ 
02/N2 flame and placed in the highly nonequili- 
brated region rich in radical species, no burning off 
of the deposit was at all evident. Indications are that 
due to its thermodynamic stability and high melting 
point (1157 K), once deposited, Na2S04 remains and 
is not susceptible to chemical attack (except possibly 
by chlorine). 

Probe Temperature Effects and Burner 
Top Samples 

Probe surface temperatures were maintained in 
the range 640-780 K. Many of the possible sodium/ 
sulfur salts that can exist are unstable and dissociate 
at these temperatures, namely NaHS03, NaHS04, 
Na2S03,- Na2S203, Na2S204, Na2S2Os, Na2S206, 
and Na2S2Os. Other than Na2S04, the only other 
stable salts are the pyrosulfate, Na2S207 (674 K 
melting point, dissociation on boiling at 733 K), and 
Na2S (1193 K melting point). As indicated in Fig. 9, 
however, even with probe temperatures at 640 K 
there is no indication of formation of these salts. The 
lower temperatures also appear to remove the slight 
presence of Na2C03 (1123 K melting point) and the 
1202 cm-1 frequency peak and show only the Ra- 
man spectrum of pure Na2S04. There is no indica- 
tion of NazO (sublimes at 1548 K) or NaCN (835 K 
melting point), and NaOH deposits are not expected 
(591 K melting point). NaHC03 also is unstable at 
these temperatures (dissociating on melting at 543 
K). For this range of probe temperatures, rates of 
deposition remained essentially constant for both 
the propane and hydrogen series of flames. The high 
collection efficiency with respect to sodium also re- 
mained unaltered. The physical state of the probe 
surface, however, did seem to be affected. At higher 
temperatures, the surface blackened significantly 
and greater levels of probe surface oxidation were 
evident. Nevertheless, whether the probe surface 
was cleansed of oxide deposit or utilized without 
cleaning for numerous experiments, rates of deposit 
were insensitive to the exact quality of the stainless 
steel surface. 

Srinivasachar [19] has carried out a series of long- 
term deposition experiments very similar to our own. 
Utilizing a <j) = 0.8, CH4/air flame at 1650 K, and a 
3.2-mm-diameter air-cooled tubular probe main- 
tained at 1050-1100 K (close to the melting point 
of Na2S04), his data imply a 2-4.3% sodium collec- 
tion efficiency by the surface. The surface collection 
efficiency may become a function of temperature at 
higher temperatures. This, however, is in conflict 
with NASA data which indicate constant rates of 
deposition from 770 K to the melting region of 1150 
K, but for Mach 0.3 flows at much higher Reynolds 
numbers [5]. 
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On burning the present flames, deposits not only 
formed on the cooled probe surface but also started 
building up on the capillary honeycomb matrix of the 
top of the burner. This was most pronounced with 
the slower burning velocity propane flames but was 
also evident, although quite slight, for the hydrogen 
flames. Samples were removed from the top of the 
burner and analyzed. Typical Raman spectra are in- 
dicated in Fig. 9 for two extreme cases of sulfur con- 
centrations. Surprisingly, their analysis reflected the 
probe samples. Even though the burner top is only 
at about 350 K, none of the other numerous sulfur 
compounds that could exist are formed. Formation 
of Na2S04 appears to be the dominant channel and 
must occur with minimal if any activation energy. 
Although there is a slight indication of the 1202 
cm-1 peak when [Na] = [S], it is not present for an 
excess of sulfur. Back diffusion ofpyrolyzingNaN03 

in the preheating gases that constitute the short 
stand-off distance above the burner top, or of so- 
dium atoms from the reaction zone appears to pro- 
vide the required sodium source. 

Laminar/Turbulent Effects 

As already described, the probe surface extraction 
of sodium from these flames appears not to be a 
boundary layer-controlled process. A reasonable 
fraction (35-60%) of the gaseous atomic or molec- 
ular sodium that is physically intercepted was ad- 
sorbed onto the surface. This was illustrated by a 
series of experiments with different-shaped probes 
and by comparing laminar and turbulent flow flames. 
Deposition results from a V-wedge, a circular, and a 
totally flat surface directed against the burnt gas flow 
were identical. Moreover, changing the laminar flow 
burner to a drilled plate design that created turbu- 
lent flames also produced similar results. At the rel- 
atively low levels of sodium, the burnt gases are ho- 
mogeneous and sodium salt condensation appears 
impossible. The mechanism by which the sodium is 
drawn through the boundary layer so effectively re- 
quires explanation. 

Chlorine Effects 

At present, we have done only several preliminary 
experiments on Na/S/Cl flame systems and all with 
significant levels of chlorine addition. As already dis- 
cussed, whether Na, NaOH, or NaCl is the domi- 
nant form of sodium in the burnt gases, all show 
similar sodium deposition rates and a first-order de- 
pendence on sodium concentration. An initial anal- 
ysis of a deposit from a (/> = 0.9, C3H8/air flame 
containing 50 ppm Na, 500 ppm S02, and 0.4% CI2 

has been made. This shows a composition of 37% 
Na2S04 and 63% NaCl and indicates, at sufficiently 
high levels of chlorine, that NaCl formation can 
compete with that of Na2S04, but that the overall 

rate of deposition of sodium remains unchanged. 
Unpublished results of Srinivasachar [19] also con- 
firm the insensitivity of sodium deposition rates to 
the presence of chlorine. However, in a (j> — 0.8, 
CH4/air flame containing 33 ppm Na, 250 ppm S02, 
and 200 ppm HC1, his analyses indicate that NaCl 
< 10% Na2S04 in the deposit. In practical systems, 
NaCl is almost never found on corroded turbine 
blades [1,3] or mixed with normal Na2S04 deposits 
[19]. Consequently, it presently appears, at normally 
encountered levels of chlorine, that Na2S04 depo- 
sition is dominant but is controllable by the flame Cl 
content. Whether NaCl formation can compete at 
substantially lower levels of sulfur has to be seen, as 
also whether Na2S04 and NaCl deposits may be in- 
terconvertible. 

Concluding Remarks 

The present program has revealed numerous un- 
expected results, some of which need explanation 
and some further study. Overall, we now see a con- 
sistent behavior for conditions when sulfur is equal 
to or in excess of the sodium concentration. Among 
the questions remaining is whether the probe sur- 
face is controlled solely by thermodynamic equilib- 
rium considerations. The very high collection effi- 
ciency of the probe is an unexplained surprise. The 
observation that Na2S04 deposition rates are first or- 
der in sodium and zero order in sulfur indicates that 
sodium concentration levels are the most important 
controlling parameter with regard to high-tempera- 
ture corrosion. 
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COMMENTS 

Prof. D. E. Rosner, Yale University, USA. The experi- 
mental observations you report, especially on Raman-in- 
ferred solid deposit compositions well below the Na2S04 

melting point, are refreshing additions to this recently dor- 
mant field. Many of your observations, especially those on 
alkali capture fraction and insensitivity to "normal bound- 
ary layer considerations", are provocative and must be ac- 
counted for in a generally useful theoretical framework. As 
you point out, this framework has been under intensive 
development in the last 2 decades, with emphasis on 
"boundary layer (BL) considerations" rather than the de- 
tailed interfacial chemistry of what is really a chemical va- 
por deposition (CVD) process (since the material deposited 
is not present in the mainstream vapor mixture). Among 
my immediate comments and questions are the following: 

Our earlier work, in which NaOH(g) was the dominant 
Na-carrier, was deliberately focused on the liquid deposit 
surface temperature interval between the dew-point (dp) 
and the deposit melting point (mp) because hot corrosion 
rates of turbine blade alloys usually peak within this inter- 
val. Have you examined dp-temperatures in your experi- 
ments, and deposition rates in the immediate vicinity of 
this interesting and important surface temperature [1-3]? 
We have shown that provided the interfacial chemistry is 
fast enough, deposition rates far below Tdp are quite insen- 
sitive to vapor phase speciation and were nearly the same 
in the two asymptotic limits of "chemically frozen" and "lo- 
cal equilibrium" BLs [2]. 

However, if the interfacial chemistry (adsorption + re- 
action) were rate-controlling then deposition rates far be- 
low Td„ should be insensitive to mainstream velocity as well 
as target shape, and sensitive to surface temperature. 
Moreover, vapor capture fractions should be much lower 
than 2 Nuin/(Re°Sc) [4], Is this the case in your experi- 
ments? 
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Author's Reply. We are familiar with your interesting 
analyses of transport phenomena, particularly in interpret- 
ing the data obtained at the NASA Lewis Research Center. 
Their results were obtained at much higher Reynolds num- 
bers with turbulent boundaiy layers and under much more 
difficult experimental conditions. The possible shift in ex- 
pected dew point temperatures due to boundary layer com- 
positional modifications by transport is intriguing. In our 
fuel-rich flames, however, the predominant sodium species 
in the burnt gases is atomic sodium and the probe tem- 
peratures were always well above its dew point. For fuel- 
lean flames the probe was below the dew point of NaCl 
but in cases where NaOH was predominant the probe was 
in the very vicinity of the dew point region in numerous 
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cases. The constancy of deposition rates does tend to sug- 
gest that dew point considerations cannot be paramount. 

Although our current measurements have been with 
probe temperatures below the melting point of Na2S04, 
corrected NASA data [5] do indicate a constancy of deposi- 
tion from 773 to 1240 K. This connects our temperature 
range to above the Na2S04 melting point, which is about 
1157 K, and indicates that the presence of the liquid phase 
on the surface does not significantly modify the process. 
We do plan to confirm this in the near future. 

Our sodium vapor capture rates are high (35-60%). 

Based on your equation above for the predicted upper lim- 
its, we have calculated these values for our conditions using 
an average temperature in the boundary layer. This indi- 
cates that capture rates should be lower than 9-21% for 
the hydrogen flames and 37-50% for the propane flames, 
based on these transport considerations. 

The indifference of the surface to the atomic or molec- 
ular state of the alkali in the flame is intriguing. This will 
be tested further by using cesium-seeded flames in which 
the cesium is essentially fully ionized. 
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Introduction 

Ultrafme ceramic powders are of considerable in- 
terest at present as components in the fabrication of 
structural ceramics. The laser-induced synthesis may 
be the most promising method for producing such 
powders. The small reaction volume and the steep 
temperature gradients permit the formation of very 
fine, nearly monodispersed, and extremely pure par- 
ticles. 

There are a number of works to date where the 
numerical investigation of some aspects of the pro- 
cess has been carried out [1,2]. This paper seeks to 
describe a simple model of SiC powder synthesis in 
gas phase with a COa laser as a heat source, including 
all important aspects of the process, and on the basis 
of the model seeks to investigate the principal rela- 
tions in the system. The model couples the hydro- 
dynamics, the simplified chemical kinetics, and the 
equations describing the nucleation and particle 
growth. The model is used to get some basic rela- 
tionships between the process parameters. The 
schematic of the problem is shown in Fig. 1. 

Model Description 

The description of the gas flow is based on the 
following assumptions: 

\ / t 
i 

\ / 
\ i 

ser        \ i 
_i i— 

Inert gas Sllane Inert gas 
FIG. 1. Schematic of the problem. 

a. The process is stationary. 
b. The one-dimensional approach is used. Thus, the 

jet expansion due to mixing is disregarded and 
the heat expansion is modeled. 

c. The pressure is assumed to be constant. 
d. The gas viscosity is disregarded. 
e. The carbide particles being very small are as- 

sumed to move at the local gas speed. 
f. In order to simplify the calculations, the sections 

of the laser beam and the gas jet are treated as 
square instead of circular. 

The chemical kinetics is described by the sum- 
marized reactions, and the effective reaction rates 
are used. In this work, the following process is con- 
sidered: 

2 SiH4 + C2H4 -> 2 SiC + 6 H2 

The reactions are assumed to proceed by a purely 
thermal mechanism, i.e., the molecules of SiH4 and 
C2H4 absorb the laser energy, and due to V-T relax- 
ation, the gas heats up. Under certain conditions, the 
reactions between the vibrationally excited mole- 
cules may be a factor, yet, apparently, the thermal 
mechanism is dominant [1]. 

The system of equations is described as follows: 

• Mass and momentum of the gas-powder mixture 
are 

d(puF)/dx = 0 

d(pu2F)/dx = 0 

(1) 

(2) 

(As follows from Eqs. (1) and (2), puF = G = 
const, and u = u0 = const.) 
Energy of the gas-powder mixture is 

d(puhF)/dx = J0 min(L, D) 

[1 - exp(-aPD)] - Q„     (3) 

Energy of the solid phase is 

d(pcuhcF)/dx = Anr^NjJF u CQ - Qa       (4) 

Heat radiation of carbide particles is 

Qa = 4nr*NpFa0(Tt - 1%) 

(An expression for the term CQ for the tiny parti- 
cles is given in Ref. 4.) 

1845 
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FIG. 2. Mass fraction of carbide powder (solid line) and 
temperature of gas after it leaves the laser beam (dashed 
line) as functions of laser power. 

Species of gas phase is 

d(puC{F)/dx = WtiCi, T) (5) 

(where C,- are the mass fractions of SiH4, C2H4, 
H2, and SiC). 

• Mass fraction of solid phase is 

d{puCeF)/dx = (4n/3)pSiCF 

(I0r°
3 +   r Jo drVdx dx)     (6) 

The nucleation and growth of carbide particles are 
described within the scope of the Zel'dovich-Fren- 
kel theory [3]: 

h = <*k(Psic/kT)z (llpc) (2apSiC/nNA)^ 

exp(-4<ar*2/3fcD 

dr/dx = (ak/pSiC) [PSiC/(2nRT)vz - PJ(27iRTc)
y2] 

r" = 2<rJuSK/I>acRrln(Psic/P.)] 

where ak is the condensation factor and pSiC, p&iC, 
and PSic are carbide density, molecular weight, and 
partial pressure, respectively. The correction factor 
X is introduced according to Ref. 4. 

The system of equations is closed by the state 
equation 

and the relations 

P = PgRT^ju 

p = pg + pc 

= Cgh& + CJic 

cg + Cc = 1 

the tables in Ref. 5. The saturated vapor pressure is 
approximated, based on the same tables, as 

-E/Rrg) p„ = A exp( - 

It is assumed that the vaporized silicon carbide 
condenses immediately into the solid phase because 
the melting temperature of a-SiC is 3100 K. 

The absorption coefficients are calculated as 

a  =  yc2H4 «C2H4   +   7SiH4 «SiH4 

The absorption coefficient of silane is approximated, 
based on [1], as 

«siH4 = [«o + «exp( -b(P - P0)2] (Pa^m-1) 

110-3,fo = 1.38 10-7, 

The specific enthalpies of species are approxi- 
mated by polynomials of the third power based on 

where a0 = 3.66 103, a = 9.! 
and P0 = 3.4 103 Pa. 

The absorption coefficient of ethylene is assumed 
to be constant and equal to 1.1 10^3 Pa"1 m"1 [1]. 

The reaction mechanism of silane decomposition 
may be described as follows [6]: 

SiH4 —> SiH2 + H2 -> products 

The rates of many multistep reactions are controlled 
by the first step where the formation of active radi- 
cals occurs. The evaluation of reaction rates shows 
that in this case, the decomposition reaction SiH4 —> 
SiH2 + H2 is a factor. The results of the work [6] 
corroborate the conclusion. Thus, the total reaction 
rate is taken equal to the controlling reaction rate: 

Kam = 5-° 1012 exp(-26 800/T) (s'1) 

In order to examine the effect of variables for 
which the precise values are unknown (surface ten- 
sion, reaction rates), the preliminary calculations 
were carried out. The value of the surface tension 
was varied by a factor of 100. This variation has no 
impact on the powder output (it changes within 
10%) but affects the particle size (from 1 to 100 nm). 
The reaction rate also was varied by a factor of 100. 
The powder output changes within 20% and the par- 
ticle size within 10%. Thus, the obtained results for 
powder output depend weakly on inaccuracy of the 
model parameters. 

Results 

The following calculations were carried out to 
compare model and experiments. The starting values 
are as follows: the flow velocity is 1 m/s, the pressure 
is 0.2 atm, the initial temperature is 300 K, the initial 
jet diameter is 2 mm, and the mass fractions are SiH4 

(0.55) and C2H4 (0.45). The calculations start after 
gas flow enters the laser beam. The laser beam di- 
ameter is 7 mm. These data correspond to the con- 
ditions of the experiment [7]. 

In Fig. 2, the SiC powder output and the gas tem- 
perature after the flow leaves the laser beam are 
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FIG. 3. Nucleation rate and mass fraction of carbide 
powder as functions of distance, W = 33 Wt. 

plotted against laser power. The threshold is clearly 
displayed on the plot. As can be seen from Fig. 2, 
the reaction is initiated upon heating to 900 K, which 
corresponds to the experiment [7]. Under reference 
conditions, the gas absorbs about 10% of the laser 
energy. The gas temperature is growing monotoni- 
cally down the stream. When the laser power ex- 
ceeds the threshold value, the temperature growth 
beyond the laser beam is slowed down but is not 
stopped completely because the heterogeneous re- 
action of silane and ethylene is exothermic and does 
not need the external heating after the initiation. 

The particle sizes rather weakly depend on the 
laser intensity and are 20-22 nm. The experimental 
value [7] was 23 nm. The agreement between the 
model and the experiment is excellent with a cor- 
rection factor £ = 5 and a condensation factor a^ = 
0.9. 

Figure 3 presents the plot of nucleation rate and 
mass fraction of carbide powder as functions of dis- 
tance, for the threshold value of laser intensity. The 
figure shows that the nucleation rate has a distinctive 
maximum at the point where active condensation 
starts. Behind this point, the condensation causes 
mainly the growth of existing particles, which evi- 
dently provides the monodispersed properties of 
carbide powder. 

The model predicts the closeness of the particle 
temperature and the given ambient temperature due 
to the heat radiation. Thus, the total losses by radi- 
ation are small (under 1% from the absorbed laser 
energy). If the ambient temperature is higher, the 
particle temperature also rises and the condensation 
of vaporized carbide is slowed. 

The investigation of effects of model parameters 
on the particle size indicates that when the laser in- 
tensity exceeds the threshold value, the particle size 
weakly depends on the intensity and the tempera- 
ture and the value is 19-22 nm. 

It should be noted that due to the lack of data on 
chemical kinetics and several important parameters 
(for example, condensation factor, absorptivity as a 
function of temperature and pressure), the results 
require further verification. 

Discussion 

On the basis of the calculation results and an un- 
derstanding of the process, an expression for the 
threshold power can be obtained. The gas phase re- 
action has negative heat balance (— 31.55 mj/kg) and 
is endothermic. During the condensation process, 
the heat is released and the total heat balance is 9.49 
mj/kg. Thus, the reaction becomes exothermic and 
the process becomes self-increasing when the heat 
of carbide formation in the gas phase and the heat 
of its condensation are equal. Because at the initia- 
tion of active condensation the nucleation is pre- 
dominant, the condensation rate is determined by 
the rate of nucleation, and so, the ignition condition 
can be written as 

ACcondA^ndClic/T eXP( ~ E<x,nd/RT) 

= -AQformAformexp(-£forn/ßr) 

CSlC = [(A<?A)form/(A<2A)condPTi/2 

exp[ - (E%ft Econd)/2flT]        (7) 

where subscript form corresponds to gas-phase re- 
action and subscript cond corresponds to conden- 
sation. Actually, £conci depends on a critical nucleus 
radius r", but, as the calculations show, r" changes 
weakly (about 1-2%), and Econci may be taken as con- 
stant. 

It should be noted that this condition is veiy close 
to that of quasi-stationary condensation (i.e., the 
equality of the carbide formation and condensation 
rates), which is correct as the calculations show. On 
the other hand, before the initiation of active con- 
densation, the mass fraction of carbide in the gas 
phase is determined by the gas-phase reaction rate 
and is governed by the equation 

d CSiC/dx = Aform exp(-Eform/RT) 

As the gas temperature in the laser beam increases 
monotonically, the temperature may replace the co- 
ordinate as the independent variable. Also, the di- 
ameter of gas flow increases as the square root of 
the temperature. Talcing into account that the laser 
emission gives the main contribution to the temper- 
ature growth and assuming that the fraction of ab- 
sorbed laser energy is small (a few percent), the fol- 
lowing equation for the temperature gradient can be 
obtained: 
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dT/dx = Wahs(0)/H0T 

where Wabs (0) = ]0aPDl and H0 = G h(T0). 
Then, the connection between the mass fraction 

of carbide in the gas phase and the gas temperature 
is 

dCSiC/dx = AfyJHo/Wa»(0) exp(-EhrJRT)/T 

The equation integrates to die following expression: 

CSiC = AformH,/Wabs(0) [Ei(-EfmJRT0) 

-ß(-Eform/RT)] 

Because E[mm/RT > 1, the expansion of Ei(x) into a 
series can be used. Retaining only the first term of 
the series, the following expression can be obtained: 

Csjc = AformHo/Wabs(0) 

[exp(-Efom/Rr)flT/£form 

- exp(-Eform/fir0)RTo/£form] 

The temperature equation gives the temperature af- 
ter the flow leaves the laser beam as a function of 
the laser intensity: 

T = T0 exp(Wabs(0)/ff0 L) (8) 

Finally, the expression connecting the mass frac- 
tion of vaporized carbide and the gas temperature 
after the flow leaves the laser beam was obtained: 

CSic = AformL/ln(r/r0) [exp(-Eform/RT)fir/£form 

- exp(-Eform/fiT0)flTo/Eform] 

(9) 
Equating (7) and (9), the equation can be obtained 

that gives the temperature of process initiation and 
the corresponding laser intensity (8). . 

The final equation under the conditions of this 
work 

[(A(?A)form/(A(?A)cond]1/2r^ 

exp[ - (Ef( -Jcond )/2RT] (10) 

AformL/ln(T/T0) [exp( - £form/Rr) RT/E(orm 

- exp(-Eform/RT0)fiTo/E] 

gives the following values: the initiation temperature 
T = 1095 K and the threshold laser power about 40 
W. These values are somewhat higher than those ob- 
tained in the numerical calculations. Nevertheless, 
Eq. (10) allows us to evaluate the threshold intensity 
quickly and rather correctly without full-scale nu- 
merical investigations. 

The above-mentioned expressions are valid over a 
wide range of laser-induced processes with heat ex- 
citation of exothermic reactions. For endothermic 
reactions, the energy consumption for sustaining re- 
action should be included. 

Conclusions 

1. On the basis of the described model, the numer- 
ical investigation of the laser-induced synthesis of 
very fine silicon carbide powder from the reac- 
tions of silane with ethylene was carried out. 
Some parameters are in good agreement with ex- 
periment. The model indicates that the necessary 
laser power under the examined conditions is 
about 35 W. The threshold behavior of the pow- 
der output as a function of laser power is shown. 

2. At or near the threshold value, the outlet char- 
acteristics (powder output, particle size) depend 
strongly on laser intensity. Further augmentation 
of intensity changes the characteristics weakly. 
Within the examined range of parameters, the 
particle size depends weakly on gas temperature 
and composition and is equal to 19-22 nm when 
the laser intensity exceeds the threshold value. 

3. The analysis of the process shows that the thresh- 
old value of laser power corresponds to the heat- 
ing of the gas to ignition temperature. The for- 
mulas for evaluation of these values have been 
obtained. 

Nomenclature 

C species mass fraction 
D gas stream diameter 
F gas stream section area 
h specific enthalpy 
I0 nucleation growth 
J0 laser intensity 
L diameter of laser beam 
N„ particles concentration 
P pressure 
Px pressure of saturated carbide vapor 
r particles (mean) size 
r* critical nucleus size 
T temperature 
u velocity 
W laser power 
Wi rate of consumption/production of gaseous 

components 

Greek symbols 

a absorptivity 
p density 
a surface tension 
a0 Stephan-Boltzmann constant 

Subscripts 

c condensed phase 
g gas 

w wall 
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CONTROLLED COMBUSTION SYNTHESIS OF NANOSIZED IRON 
OXIDE AGGREGATES 
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Nanosized chainlike aggregates were synthesized in an iron pentacarbonyl-carbon monoxide-air diffu- 
sion flame system. The size and shape of the chainlike aggregates and primary particles were characterized 
in terms of measurable morphological parameters such as diameter of primary particles and aspect ratio. 
The influences of operating conditions on the parameters have been investigated systematically by em- 
ploying thermophoretic sampling and transmission electron microscopy (TEM). The morphological pa- 
rameters were found to be strong functions of operating conditions, residence time, and locations within 
the flame and could be controlled by adjusting the concentration of Fe(CO)5 seeded in the flame through 
the variation of carrier gas flow rate and/or temperature of additive. 

X-ray diffraction measurements coupled with thermodynamic equilibrium composition predictions were 
used to identify the chemical states of the particulate components. The results indicated that the aggregates 
formed in this flame consisted predominantly of primary particles of Fe203. In addition, the physical and 
chemical mechanisms of formation of chainlike aggregates are reviewed. Our observations suggest that, 
while the magnetic forces are necessary for providing a self-alignment mechanism, the flame temperature 
may also be critical for the formation of chainlike aggregates. 

Introduction 

Knowledge of the shape and size of aggregates 
formed in flames is significant in many areas of re- 
search and practical applications. Information about 
the size and shape of both isotropic and anisotropic 
particulates is important (1) for predicting growth 
and oxidation of particulates in the combustion sys- 
tems, (2) for identifying the agglomeration mecha- 
nisms of particulates, (3) for efficient control of fi- 
brous aerosols in the industrial hygiene, (4) for 
quality control of materials synthesized in flame re- 
actors, and (5) for air pollution-control applications 
[1]. On the other hand, the study of the iron oxide 
and its properties under formation conditions is par- 
ticularly useful in ferrofluids applications. 

Several studies have been carried out for deter- 
mining the morphological features of aggregates 
formed in combustion processes; see Refs. 1-5 and 
references therein. A number of studies have dealt 
specifically with the mechanisms of formation of 
chainlike aggregates in combustion processes fo- 
il]. The formation of chainlike iron oxide aggregates 
in a CO-air diffusion flame was studied more re- 
cently [2-5], employing both ex situ and in situ tech- 
niques. The characteristics of the chain aggregates 
were determined for samples taken in the postflame 
region of the flame at different concentrations of the 
seeding vapor and variable 02:CO mixing ratio. 
However, the effects of operating conditions on the 

morphology variation within the flame were not ad- 
dressed. In addition, the physical and chemical 
mechanisms governing the formation of chainlike 
aggregates remain unclear [6]. 

Thus, the objectives of the present study were (a) 
to synthesize chainlike aggregates in an iron penta- 
carbonyl vapor seeded CO/air diffusion flame, (b) to 
identify the most critical operating parameters 
among temperature, feeding flow rate, and feeding 
ratio of the metal additive to fuel for the dominant 
generation of chainlike aggregates, (c) to character- 
ize the primary particle size and aspect ratio of the 
aggregates as a function of residence time and of 
additive concentration, (d) to determine the chem- 
ical compositions of the particulates from experi- 
mental measurement and theoretical simulation, and 
(e) to investigate the mechanism for the formation 
of chainlike aggregates both from physical and 
chemical perspective. 

Experimental 

The experimental system consists of a diffusion- 
type carbon monoxide-air flame centered around a 
concentric stainless steel tube. Regulated fuel, car- 
bon monoxide (CO), is supplied through the inner 
tube (1/4 inch in diameter). The metal additive, iron 
pentacarbonyl vapor Fe(CO)5, is introduced into the 
CO-air flame by diverting a small fraction of bulk 

1851 
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FIG. 1. Radial temperatures for 
CO-air diffusion flame as function of 
position above the burner surface. 

fuel flow through a column of liquid Fe(CO)5 stored 
in a temperature-regulated stainless steel cylinder. 
At the outlet of the cylinder, partially saturated vapor 
is diluted by main fuel flow and directed to the 
burner for combustion. The concentration of iron 
pentacarbonyl vapor introduced into the flame may 
be controlled by adjusting either the cylinder tem- 
perature or the carrier gas flow rate. The system is 
calibrated so that the actual mass flow rate of iron 
pentacarbonyl vapor delivered to the fuel, corre- 
sponding to different carrier flow rates and cylinder 
temperature, is known before it enters the flame 
with an accuracy of ±3.6%. 

The particulates produced in the flame were ex- 
tracted through a thermophoretic sampling system, 
which eliminates the potential postsampling agglom- 
eration of particles [12,13] and were deposited on a 
200-mesh copper grid coated with carbon film that 
is stable under electron beam and can withstand rel- 
atively higher temperature conditions. The thermo- 
phoretic sampling system consists of a double-acting 
pneumatic cylinder, a solenoid-controlled 
directional four-way valve, and a computer-con- 
trolled variable time-delay relay circuit. A hall effect 
switch mounted on the pneumatic cylinder is used 
to calibrate the position and motion of the piston/ 
probe assembly. A piston speed of 0.86 m/s and a 
transition time 4 ± 1 ms for the entry of the probe 
into the flame were achieved with the present sys- 
tem. The vertical position of the probe is fixed, 
whereas the burner system can be translated in the 
vertical direction. A pulse generator attached to the 
gear of the burner translation mechanism monitors 
the vertical displacement of the burner so that the 
height of the probe with respect to the burner sur- 
face can be controlled to within 1/10 of a millimeter. 
A slotted plate is placed between the flame and 
probe to deflect the air current induced by the mo- 
tion of the probe and to block the heat transfer from 
the flame to the probe. A platinum versus platinum- 

10% rhodium (S type) thermocouple with a bead 
diameter of 0.3 mm was used to measure the flame 
temperature at various axial and radial locations. Fig- 
ure 1 shows the radiation-corrected radial temper- 
ature profiles of the unseeded CO/air diffusion flame 
at various heights above the burner surface. Each 
point on these curves represents an average value of 
three measurements. A maximum deviation of 2.7% 
from the average value occurred at a radial position 
of 4 mm and a height of 35 mm above the burner 
surface. A detailed description of the experimental 
system, its components, control, and calibration pro- 
cedures are presented in Ref. 14. 

Results and Discussion 

Morphology Characterization 

Experiments for the synthesis of chainlike aggre- 
gates and the determination of size and morphology 
of primary particles and chainlike aggregates were 
performed. Chainlike aggregates were produced in 
the CO-air diffusion flame seeded with Fe(CO)5 va- 
por. The configurations of the flame under unseeded 
and seeded conditions are shown in Figs. 2a and 2b. 
Seeding the flame with Fe(CO)5 causes bright yel- 
low emissions, which is thermal radiation from the 
iron oxide particles formed within the flame. The 
unseeded flame is a predominantly blue flame with 
a distinct conical white flame front. Yellow regions 
occurring in the upper portions of the unseeded 
flame may be attributed to formerly deposited solids 
in the honeycomb stabilizer of the flame. Neverthe- 
less, the occurrence of such emissions was very spo- 
radic and thus could not influence the measure- 
ments of the results in any way. 

The size and shape of the chainlike aggregates and 
primary particles were characterized in terms of the 
diameter of primary particles and aspect ratio. The 
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FIG. 2. (a) CO-air diffusion flame, (b) Flame seeded with 
Fe(CO)5 vapor. 

sampled particles and aggregates were grouped and 
analyzed statistically employing TEM technique so 
that quantitative results on the primary particle size 
distribution and aggregate size distribution as a func- 
tion of position in the flame for various concentra- 
tions of Fe(CO)5 were obtained. Typical structures 
of primary particles and aggregates are shown in the 
TEM photograph (see Fig. 3). The image of the iron 
oxide primary particles appears to be hexagonal or 

polyhedric, which is consistent with the microstruc- 
ture of Fe203 [15]. On the other hand, the aggre- 
gates exhibit for the most part straight-chain config- 
uration. 

The variation of the morphological parameters of 
iron oxide aggregates with concentrations of iron 
pentacarbonyl vapor seeded in the flame was inves- 
tigated by adjusting the cylinder temperature and 
the carrier flow rate. The first set of experiments was 
performed by fixing a total fuel flow rate 450 cc/min 
and a carrier flow rate 20 cc/min and by setting the 
cylinder temperatures at 23°, 35°, 45°, and 55°C, re- 
spectively. A higher cylinder temperature corre- 
sponds to a higher mass flow rate of Fe(CO)s vapor, 
resulting in a higher concentration of additive in the 
flame. Under the operating conditions, the fre- 
quency distributions of diameters of the primary 
particles and aspect ratio of chainlike aggregates for 
samples collected from the center of the flame at 35 
mm above the burner surface are presented in Fig. 
4. The differential frequency distributions of diam- 
eter and aspect ratio are roughly bell-shaped in the 
linear plot. As cylinder temperature increases, the 
frequency distributions shift toward larger values of 
diameter and aspect ratio. It should be noted that at 
cylinder temperature 45° and 55°C, branched chain- 
like aggregates were observed. 

Note that an alternate way to vary the concentra- 
tion of Fe(CO)5 vapor seeded into the flame is by 
adjusting the carrier gas flow rate. The experiments 
were also performed at a fixed cylinder temperature 
of 23°C. The carrier gas flow rates were 15, 20, 25, 
and 35 cc/min, corresponding to 0.5, 0.9, 1.5, and 
2.6% of Fe(CO)5 vapor to fuel by weight for a total 
fuel flow rate of 450 cc/min. Analysis of the results 
for samples collected from the center of the flame 
at a height of 25 mm above the burner surface for 
distributions of diameters and aspect ratios yielded 
the same trends as those discussed previously. These 
trends are consistent with the expectation that in- 
creasing both cylinder temperature and carrier gas 
flow rate in turn increased the concentration of seed- 
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FIG. 3. TEM photographs. 



1854 MATERIALS SYNTHESIS 

(a) 

■ 

-■ ' r """' ' 23 C 
1            ' 

A     

35 C *  
—■£ 45 C X            

A. 

55 C 

- U;A                           A\ \\ 
4'i- 

AX 
v> 

: A       I %. I \V-- 
■ *  f! \v-. 

A tS.Ji: i. 

A 

X i . t   * 
50 

Particle    Diameter, am 

(b) 

100 

Aspect   Ratio 

FIG. 4. Frequency distributions of measured diameter 
(a) and aspect ratio (b) along with ZOLD predictions (Eqs. 
[l]-[3]) as functions of heated cylinder temperature. 

ing vapor. Higher concentrations of Fe(CO)s vapor 
result in increased concentration of primary parti- 
cles. Therefore, the collision probabilities between 
particles for particle growth and interparticle aggre- 
gation are also expected to increase, yielding larger 
primary particles and longer chainlike aggregates. 

The variations of morphological parameters with 
residence time were assessed by collecting samples 
within the flame along the centerline at heights of 4, 
15, 25, and 35 mm above the burner surface under 
operating conditions of a total fuel flow rate of 450 
cc/min and a carrier flow rate of 25 cc/min with evap- 
orator cylinder temperature maintained at 23°C. 
The distributions of the sizes of primary particles 
and aggregates are shown in Fig. 5. At lower posi- 
tions in the flame, all primary particles possess 
smaller diameters and the distribution is narrower. 
As the residence time increases, the particles grow, 
while the distribution becomes broader as a result 
of the continuous formation of new primary particles 
and subsequent aggregation. Because of the mag- 

Aspect   Ratio 

FIG. 5. Frequency distributions of measured diameter 
(a) and aspect ratio (b) along with ZOLD predictions (Eqs. 
[l]-3]) as functions of height above the burner surface. 

netic nature of Fe203 [15], chainlike aggregates 
were observed at short residence times (about 4 mm 
above the burner surface). However, the ill-defined 
aggregate shapes precluded any reliable quantifica- 
tion of the aspect ratio distribution in the range of 
4-15 mm above the burner surface. It should also 
be noted that when the flame temperature at 4 mm 
above the burner surface was above the Curie point 
of Fe203 (««950 K) [16], no chains were observed 
throughout the flame. On the other hand, for posi- 
tions higher than 15 mm above the burner surface, 
more well-defined chainlike structures were ob- 
served. 

The experimental data were curve fitted using the 
method of least squares to a zero-order logarithmic 
distribution (ZOLD) function [1], which is defined 

expl 

P(«) 

ln- 

■ expl (1) 

The parameter am is the modal value of a, which 
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TABLE 1 
Calculated average diameter, aspect ratio, and standard deviation using ZOLD function with variable additive 

concentration and height above the burner surface 

Variable Te mperature Variable Carrier Flow Rate Variable Height 

T d Q d H d 

(°C) (nm) lid O" (cc/min) (nm) lid a (mm) (nm) lid O" 

23 57.4 7.08 4.0 15 45.89 4.93 2.6 4 21.7   — 
35 60.97 8.16 6.0 20 51.03 5.52 2.6 15 45.61 4.17 2.5 

45 61.31 8.63 6.1 25 55.13 — — 25 54.76 5.93 3.2 

55 62.16 9.09 6.2 35 59.56 6.38 2.4 35 60.52 6.75 2.4 

represents d in the case of particle diameter distri- 
bution and (lid) in the case of aspect ratio distribu- 
tion. The parameter a0 is a measure of the width and 
skewness of the distribution. The calculated ZOLD 
curves based on the inferred a,„ and a0 values from 
the least-squares analyses are also shown, along with 
the experimental data as determined by sampling 
and TEM analyses. The parameters a,„ and a0 are 
related to the mean value through the equation [17]: 

Ina = lna„, + 1.5of (2) 

whereas the standard deviation is given by 

„(exp(4flf) - exp(3c7?)1/2) (3) 

The mean diameters of primary particles, mean 
aspect ratio of chainlike aggregates, and standard de- 
viations were calculated for all operating and sam- 
pling conditions mentioned previously, and are sum- 
marized in Table 1. The results revealed a definite 
increase in both the mean primary particle diameter 
and the mean aspect ratio with increasing height 
above the burner surface and with increasing con- 
centration of Fe(CO)5 vapor seeded into the flame. 
Note that the largest increase of mean values was 
encountered at lower positions in the flame (short 
residence times) and lower concentrations of the ad- 
ditive. 

The experimental data of aspect ratio distributions 
show excellent agreement with the ZOLD function 
representation, whereas the diameter distributions, 
for the most part, follow closely the ZOLD function 
with maximum deviations occurring at the lower and 
upper portions of the distributions. The somewhat 
large values of a exhibited by all distributions may 
be attributed to any one or combination of the fol- 
lowing reasons: (a) The flame is of diffusion type and 
continuous formation of small particles and aggre- 
gates is possible at both radial and axial locations of 
the flame, (b) The particles formed in the reaction 
zone, within which the particle volume fraction is 
high, may be transported to the central portions of 
the flame through thermophoresis since tempera- 
ture gradients exist in radial direction (approximately 

750 K/mm). (c) The thermophoretic probe could 
have been contaminated at high particle volume 
fraction locations during the insertion and/or extrac- 
tion of the sampling assembly. 

Chemical Composition 

Although knowledge of chemical states of particle 
components under flame condition is important for 
complete understanding of physical and chemical 
mechanisms through which the chainlike aggregates 
are formed, it was not possible, at this time, to iden- 
tify the chemical composition of combustion prod- 
ucts under in situ conditions. 

Powder X-ray diffraction (XRD) has been proven 
to be an important standard tool for identification of 
material compositions. As part of the study, the 
chemical composition of the particulates collected 
from Fe(CO)5-seeded flame was identified using X- 
ray diffraction. The measured X-ray diffraction pat- 
tern and characteristic peaks from database (Inter- 
national Unit for Diffraction Data, Powder 
Diffraction File) are presented in Fig. 6. It was 
found that the composition of the particulates is 
Fe203 with two different microstructures: hematite 
and maghemite. The sample used for X-ray testing 
was collected at 35 mm above the burner surface. 
The equipment used was SIEMENS D5000 X-ray 
diffraction machine, which has a resolution on the 
order of 0.5% by weight. It also distinguishes coating 
material with thickness on the order of 5 nm or even 
lower, provided that the atoms of mixture are known. 
However, the shortcoming of the approach may be 
that the samples could not be isolated entirely from 
air during the sampling and transportation. Thus, 
particle oxidation might have taken place before and 
during the measurement. Nevertheless, since it is 
generally thought that local thermodynamic equilib- 
rium exists at various points throughout a flame [18], 
the thermodynamic equilibrium calculations of 
chemical composition were carried out to predict the 
distributions of possible chemical species in this 
flame. Specifically, the computer code developed by 
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FIG. 6. Measured powder X-ray diffraction pattern for particulates collected from Fe(CO)5 seeded CO-air diffusion 
flame at 35 mm above the burner surface. Blue lines: hematite; green lines: maghemite. Wavelength used was 1.5406 Ä. 

Gordon and McBride [19] was employed for the 
prediction of chemical compositions of particles 
formed in the Fe(CO)5-seeded CO-air diffusion 
flame. 

Chemical equilibrium compositions of carbon 
monoxide flames seeded with 1.5% iron pentacar- 
bonyl by weight were calculated for a range of fuel 
equivalence ratios and over a range of flame tem- 
peratures. The predicted fractional distribution of 
iron species as a function of temperature has been 
presented in Ref. 20 and demonstrates that nonsig- 
nificant ionic iron exists (whereas the dominant iron- 
containing species is Fe203 within the flame tem- 
perature range studied). It should be noted that the 
equilibrium calculations are from thermodynamic 
viewpoint, which gives no indication of the kinetics 
of such reactions. Moreover, there may be a number 
of potential pathways through which iron or iron ox- 
ides may be formed and a number of factors, such 
as fuel-equivalence ratio, temperature, concentra- 
tion of iron additive, flame configuration, type of 
fuel, and/or other combustion operating conditions, 
by which the chemical states of iron species may be 
affected. Thus, the precise chemical composition of 
all pertinent reaction products may not be precisely 
predictable at this time. 

Mechanism of Chain Formation 

As noted earlier, a few studies have addressed spe- 
cifically the formation of chainlike aggregates. It may 
be argued that most flame-generated aggregates are 

formed from thermal coagulation, leading to ran- 
domly structured aggregates [9]. However, under 
certain conditions and specific types of materials, the 
random motion may be ordered by other forces such 
as electrostatic and/or magnetic to form well-de- 
fined, straight chainlike aggregates. So far, chainlike 
aggregates have been observed at later stages of the 
formation or postflame region, and it is believed that 
the origin of their formation was the result of elec- 
trostatic interactions [6-11]. 

In this study, chainlike aggregates were observed 
at short residence times (approximately 4 mm above 
the burner surface) for temperatures lower than 
about 950 K, which is considered the Curie point for 
Fe203 [16]. Since Fe203 is magnetic material, this 
observation suggests that the magnetic properties 
may play a relatively more important role during the 
particle interactions and chain formation. Neverthe- 
less, as will be explained in the section that follows, 
other system parameters such as flame temperature 
may play a role in the formation. 

The magnetic properties of Fe203 are complex in 
that its fundamental antiferromagnetism superim- 
posed by a weak parasitic ferromagnetism results 
most likely from defects of cystallization. When the 
iron-oxide particle sizes are below 3 fim with an as- 
pect ratio of 10, they are magnetized as single-do- 
main particles in the presence of a magnetic field 
[21]. The mean diameter of particles produced in 
this flame ranges from 20 to 65 nm, or even smaller 
at early stages of formation; thus, they possess a net 
magnetic moment. If each particle is treated as a 
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dipole of magnetic moment, apparently the mag- 
netic dipole interactions between particles are 
stronger than thermal interactions in this flame par- 
ticle system such that the particles are aligned by the 
magnetic forces through a self-alignment mecha- 
nism. This implies that the most stable configuration 
of three magnetic dipoles energetically is a chain, 
and the end of the chain is the energetically most 
favorable position for an approaching fourth particle 
to be attached, provided there is no mechanism for 
deforming the chain. Still, as the flame temperature 
increases, thermal interactions may prevail and pro- 
vide a mechanism to deform the chain. Thus, aligned 
chains may no longer constitute the most stable con- 
figuration. Instead, either branched chains are 
formed or the chains break up to form clusters, de- 
pending on the relationship of combustion temper- 
ature and Curie temperature of the particles. It is 
noteworthy that in the present study, when the flame 
became turbulent, only clusterlike aggregates were 
observed. 

Currently, the effects of magnetic forces or dipole 
moments are not understood well enough to permit 
a quantitatively precise assessment. Clearly, further 
studies are required to elucidate the interactions of 
magnetic and temperature effects and their influ- 
ence on the morphology and dynamics of the aggre- 
gates. Work is underway in this laboratory to study 
the effects of magnetic fields and temperature on 
particle interaction/growth. 

Summary 

The results of the present study may be summa- 
rized as follows: 

a. The CO-air diffusion flame seeded with Fe(CO)5 

vapor was tested and dominantly chainlike aggre- 
gates were produced. The size and shape of 
chainlike aggregates and primary particles were 
characterized in terms of measurable morpholog- 
ical parameters under different operating condi- 
tions. The average diameter of primary particles 
and average aspect ratio of chainlike aggregates 
can be controlled by varying the concentration of 
iron pentacarbonyl vapor seeded into the flame. 

b. For the concentration range investigated, namely 
0.75-2.8% iron pentacarbonyl vapor to fuel by 
weight, the average diameter of primary particles 
and aspect ratio increased by about 30% at 25 
mm above the burner surface. 

c. The average diameter of primary particles in- 
creased by 8.0% and the average aspect ratio by 
28% as the temperature of the heated cylinder 
increased from 23 to 55°C. The total increase of 
average diameter was about 179% from 4 to 35 
mm and the aspect ratio 62% from 15 to 35 mm. 

d. Higher concentrations and residence times favor 
the formation of longer chainlike aggregates. The 

preceding observations were repeated with iden- 
tical results with maximum deviation of 5% from 
the mean values by performing the same mea- 
surements. The data, statistically analyzed for the 
average 1000 particles and 500 aggregates from 
each run, are expected to provide representative 
picture of the particulate morphology of iron ox- 
ide aggregates formed in this type of flame re- 
actor, 

e. Both X-ray diffraction measurements and ther- 
modynamic equilibrium calculations showed that 
the chemical composition of the particles formed 
in the flame is consistent with Fe203. In addition, 
our observations indicated that, while magnetic 
forces are essential for providing a self-alignment 
mechanism, the flame temperature may also be 
critical for the formation of chainlike aggregates. 
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THE FORMATION OF Si02 FROM HEXAMETHYLDISILOXANE 
COMBUSTION IN COUNTERFLOW METHANE-AIR FLAMES 

H. K. CHAGGER, D. HAINSWORTH, P. M. PATTERSON, M. POURKASHANIAN AND A. WILLIAMS 

Department of Fuel and Energy 
University of Leeds 
Leeds, LS2 9JT, UK 

Silica formation from hexamethyldisiloxane (HMDS) oxidation was studied by means of a CH4-N2/air 
opposed diffusion flame technique to which vaporized HMDS was added to the fuel flow. The CH4-N2/ 
air flame changed color from a pale-blue flame to whitish pink color when small amounts of HMDS were 
introduced in the flame. Increasing concentrations (1.3 mol %) made the flame more luminous, and a 
second thin-flame zone, orange in color, appeared on the fuel side. Emission spectroscopy revealed the 
existence of Si-H and Si-O species. Si02 particles were observed only in the postcombustion gases, and 
the analysis of solid materials suggested the formation of fused silica particles, which were initially about 
10 nm in size, forming outside the flame zone in these experiments. The overall mechanism in addition 
to that for methane oxidation is suggested as follows: 

CBH18Si20 + OH = 2C3H9SiO + H 

C6HlsSi,0 + 02 = 2C3HaSiO + O 

C„HlsSi20 + H02 = 2C3H9SiO + OH 

C3H9SiO + M = 3CH3 SiO M 

SiO + H02 = HSiO + O, 

SiO + OH = Si02 + H 

SiO + O + M = SiO, + M 

SiO + 02 = SiOa + O 

together with the formation of SiOH and SiO(OH) species. The agreement between the model predictions 
using Sandia code OPPDIF and the experimental data was found to be satisfactory. The model appears 
to be a useful tool in elaboration of chemistry of formation of Si02 in flames used to synthesize pure silica 
in this way. 

Introduction 

Flame synthesis is a useful technology for the syn- 
thesis of oxide powders like Ti02, A1203, and Si02. 
Fumed silica obtained from this process has numer- 
ous commercial applications and is used as a pre- 
cursor material in the fiber-optic, ceramic, semicon- 
ductor, pigment, and dye industries. For the 
production of high-purity nanometer-sized particles 
(nanoparticles in the 2-100 nm size range), gas- 
phase flame synthesis is particularly attractive to the 
material industry as this process can be scaled up 
and is economically advantageous [1], However, the 
role of flame species, such as OH, and carbon com- 
pounds may determine the purity of the final prod- 
uct. 

The synthesis of silica by the oxidation of silane 
and silicon tetrachloride in hydrogen or hydrocarbon 
flames has been studied both experimentally and 

theoretically [2-4]. The study showed that both the 
final silica aggregate and primary particle size were 
strongly affected by flame temperature and resi- 
dence time, whereas the nucleation and surface re- 
action did not affect particle dynamics. These studies 
were extended to show that coalescence was a rate- 
controlling step in the growth of silica [2-4]. The 
basic flame chemistry, such as kinetics, and ther- 
modynamic properties of simple silicon compounds 
like SiH4 and SiCl4 are fairly well documented [5- 
9] as a consequence of their use in chemical vapor 
deposition (CVD) and semiconductor manufactur- 
ing. Currently, industrial interest has been directed 
to the use of organosiloxanes as a precursor for these 
silica synthesis processes because of their ease of 
availability and economic advantage. These com- 
pounds include the highly methylated siloxanes and 
disiloxanes and the cyclic siloxanes 
([-(CH3)2SiO-]„). 

1859 
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Stagnation surface 

Stagnation point streamline 

FIG. 1. Schematic representation of an opposed diffu- 
sion flame. The fuel outlet corresponds to zero on the z- 
axis distance scale, and the air outlet corresponds to 10 

In this paper, the formation of SiOz from the or- 
ganodisiloxane, hexamethyldisiloxane (HMDS), 
(CH3)3Si-0-Si(CH3)3, is reported. The oxidation of 
HMDS has been studied by the addition of small 
amounts to a counterflow methane-air diffusion 
flame; a process that is similar to that used in indus- 
try where the production of high-purity fused silica 
formation occurs through the diffusion flame oxi- 
dation of a vaporized silicon-containing compound. 
A number of previous studies have been undertaken 
in opposed diffusion flames of silane-air or of silane 
decomposition in opposed H2-02 diffusion flames, 
and some of these cases have been numerically mod- 
eled [5-9]. In addition, the growth processes leading 
to formation of silica particles have been investigated 
[2-4]. Although the general features of these flames 
have been described, there has been little validation 
of the detailed chemical models, and there are un- 
certainties about both the reaction kinetics and the 
thermochemistry. To our knowledge, there have 
been no studies of HMDS combustion in opposed 
diffusion flames to date, and in this paper, we report 
the results of such a study. 

Numerical Model 

Calculations were carried out to simulate the 
counterflow diffusion flame, as shown diagrammat- 
ically in Fig. 1, by means of the Sandia OPPDIF 
code. The distance between the two burners in the 
theoretical model can be varied. The distance cho- 
sen between the two opposing burners in this model 
was 1 cm to reproduce the actual experimental con- 
ditions; this made the solution more difficult to con- 
verge than the conventional distance of several cen- 
timeters. The model was applied to a fuel stream 
containing methane and nitrogen/HMDS on one 
side and an oxidizer stream consisting of air on the 
other. The methane combustion mechanism was 

modified to incorporate an oxidation mechanism for 
HMDS. The computations were conducted such 
that the gradient of axial velocity dV/dx was constant 
on both sides of the flame, and Eq. (i) held [10] 

(i) 
dv\ = (p^y- m 
dx) Wtel/        \dxj air 

where p is the density, and this allows the use of Eq. 

(Ü): 

u 
r 

V 

2(* ^stag) 
(Ü) 

where U is the radial velocity, r is the radius to any 
point in the flow defined by (x,r), and Xstag is the 
abscissa of the computed stagnation point. The 
stretch rate selected to characterize the flame was 
defined by the expression (-J/pfue\)1/2, where/ is the 
constant eigenvalue of the experimental flow config- 
uration, which is equal to 

where P is the pressure. 
The chemical mechanism used for the methane 

oxidation is the natural gas oxidation scheme given 
by GRI version 2.11 [11]. The Miller and Bowman 
reaction scheme [12] was also tried, and it gave simi- 
lar results. Table 1 lists the additional reactions 
added to the mechanism to describe HMDS decom- 
position and the subsequent production of SiO and 
Si02. The area of greatest uncertainty relates to the 
decomposition of the HMDS. In previous modeling 
studies [5,13], silane was taken to react in an anal- 
ogous manner to methane with allowance made for 
the difference in bond energies of Si-H and C-H. 
Similarly, in this study, HMDS was assumed to be- 
have as a typical higher molecular weight hydrocar- 
bon in the initial stages of the flame. The SiO and 
Si02 reactions have been taken from the Britten et 
al. mechanism [13]. The reactions of the product 
CH3 are incorporated into the methane oxidation 
reaction scheme, which consists of 190 reactions in 
total. 

The rate constants are expressed in modified Ar- 
rhenius form 

k = AT" exp(-E„/RT) (iii) 

Reverse rate constants are calculated from the for- 
ward rates, and the appropriate equilibrium con- 
stants are computed from available or estimated 
thermochemical data. Thermochemical data for Si 
intermediates such as HSiO were assumed to be 
identical to that of C-analogs. Si02 was assumed to 
be formed initially in the gaseous state. 

The model was used to compute temperature and 
species concentration profiles for a counterflow 
CH4-N2/air diffusion flame doped with HMDS. The 
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TABLE 1 
HMDS oxidation mechanism, the units are cm3, mol, s, and cal 

Rate Constant 

Reaction A n E„ 

9.6 E 12 2 100 
6.0 E 13 0 261 
1.3 E 13 0 103 
8.7 E 12 0 0 
5.27 E 12 0 34,300 
2.84 E 15 0 105,000 
2.88 E 14 0 87,900 
1.31 E 15 0 90,000 
1.74 E 11 0 11,600 
4.0 E 12 0 5,700 
1.0 E 13 0 6,500 
2.5 E 15 0 4,370 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

C6H18Si20 + OH = 2C3H9SiO + H 
C6HlsSi20 + 02 = 2C3H9SiO + O 
C6H18Si20 + H02 = 2C3H9SiO + OH 
C3H9SiO + M = 3CH3 + SiO + M 
SiO + H02 = HSiO + 02 

SiO + H20 = HSiO + OH 
SiO + OH = HSiO + O 
SiO + H2 = HSiO + H 
SiO + H + M = HSiO + M 
SiO + OH = Si02 + H 
SiO + 02 = Si02 + O 
SiO + O + M = SiO, + M 

kf= AT" exp(-EJRT). 

model studied here is far from a complete HMDS 
combustion mechanism, as it does not fully consider 
nucleation of Si02 to form solid particulates or the 
full reactions of silicon-containing intermediate spe- 
cies. 

Experimental Methods 

The oxidation of HMDS is studied in a counter- 
flow CH4-N2/air diffusion flame to obtain some ex- 
perimental measurements with which the results of 
the model may be compared quantitatively. The ad- 
vantage of using a counterflow geometry is that, to 
a first approximation, flow along the stagnation 
streamline can be described as one-dimensional. 
The basic characteristics of the flow field of such a 
flame are illustrated in Fig. 1. The experimental ar- 
rangement consists of two circular burners (d = 2.5 
cm), containing wire mesh screens as flow straight- 
eners and mounted in square steel plates (10 X 10 
cm) to reduce external air entrainment, aligned ver- 
tically opposite to each other. The burners are sep- 
arated by a distance of 10 mm. Air (43.3 cm3 s_1) 
flowed downward from the top burner, while the 
fuel mixture, methane diluted with nitrogen (11.7 
cm3s_1CH4 + 10 cm3 s^1 N2) flowed upward from 
the bottom burner. The flow rates of all components 
of the oxidizer and fuel stream were controlled using 
mass flowmeters. A flame was generated in the re- 
gion where the two opposing gas streams impinged. 
The fuel and air are mixed with each other within a 
narrow zone near the stagnation point mainly due to 
diffusion and can hold a stable diffusion flame, pro- 
vided the air and fuel velocities do not exceed certain 
critical values. The flame, approximately 2.5 cm in 

diameter, was reasonably flat, stable, and uniform in 
the horizontal plane. A known vapor pressure of the 
HMDS was added to the fuel stream by bubbling 
the nitrogen through a bottle containing HMDS at 
room temperature. This gave a typical maximum 
concentration of 1.3 mol % of HMDS in the flame 
gases. All experimental measurements were made 
along the stagnation streamline (z axis), as shown in 
Fig. 1, where 0 mm corresponds to the fuel outlet 
and 10 mm is the air outlet. Temperature profiles 
were obtained using a platinum-platinum 13% rho- 
dium thermocouple and corrected for radiation 
losses using Kaskan's method [14]. The composition 
of flame gases was obtained by microprobe sampling 
and gas chromatography (GC) analysis using flame 
ionization detection (FID) or thermal conductivity 
detection. The HMDS disappearance in the flame 
was monitored by Fourier transform infrared 
(FTIR). Visible, UV, and FTIR emission spectros- 
copy were used to detect flame species. The visible 
emission from the flame was focused using a mon- 
ochromator with a resolution of ± 1 nm. Surface- 
area measurements were obtained using N2 adsorp- 
tion at liquid nitrogen temperature (Quantasorb 
instrument). 

Results and Discussion 

Study of the Flame with Added HMDS 

The CH4-N2/air diffusion flame with no HMDS 
is mainly blue with a pale-yellow zone on the rich 
side. As small amounts of HMDS were added to the 
fuel stream, the flame changed color to whitish pink 
and became  more luminous.  On increasing the 
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FIG. 2. Temperature and composition profiles along the 
z axis of the CH4-N2/air opposed diffusion flame with 
added HMDS. Calculated profiles are represented by lines 
and experimental profiles as data points; O CH4, ^ CO, 
and ■ T. 

Fuel ■ -Air 

FIG. 3. Emission profiles obtained along the z axis of the 
CH4-N2/air opposed diffusion flame with added HMDS. 
Line a, 441.4 nm emission; line b, carbon emission, and 
line c, visible light emission. 

concentration of the HMDS further, a secondary flat 
flame, orange in color, appeared on the fuel side, and 
a stronger blue emission was observed on the lean 
side. These effects are similar to those previously 
observed for silane combustion in H2-Oa counter- 
flow flames [7,8]. A white smoke is seen clearly to 
rise from the diffusion flame, and significant particle 
deposition was observed on the plates surrounding 
the burners. Laser light was found to be scattered 
only in the postcombustion gases, indicating the 
presence of silica particles. No particles were ob^ 
served in the flame zone using this technique. The 

Si02 particles collected in the postcombustion gases 
were white in color, but those collected nearer to the 
flame were slightly brown, indicating the presence 
of SiOx [8]. The particles collected in the postcom- 
bustion gases and deposited on the surrounding 
plates had a surface area of 130 ± 10 m2 g"1, com- 
pared with a value of 200-250 m2 g"1 for the par- 
ticles produced by an analogous H2-N2/air diffusion 
flame also doped with HMDS [15]. 

The temperature profile and concentration pro- 
files of some stable species obtained along the z axis 
for the CH4-N2/air diffusion flame with added 
HMDS are shown in Fig. 2. The data points repre- 
sent the experimental measurements, and the lines 
are the calculated results from the model, which will 
be discussed later. Figure 3 shows the overall visible 
light emission and the continuum emission (at 441.4 
nm) profiles [8], The flame emission at 441.4 nm was 
scanned along the z axis, with the methane flame 
alone and with added HMDS. The latter case gave 
an enhanced signal (20%) compared with methane 
alone, which was associated with visible enhance- 
ment of the yellow zone to become a reddish yellow 
zone. The methane-air flame exhibited the charac- 
teristic emissions of OH" (310 nm), CH" (431 nm), 
and Cf (516.5 nm), with visible yellow and blue 
zones. When HMDS was added, an orange color 
zone appeared on the fuel side, and the intensity 
increased with further addition of HMDS, and the 
blue emission on the lean side also intensified in the 
same way. These emissions have previously been ob- 
served [8,9]; the red emission is apparently a contin- 
uum, while the blue emission is unidentified specif- 
ically in this flame but thought to be due to SiO blue 
band (420 nm) and Si02 bands (421-430 nm), al- 
though the most distinctive SiO lines appeared at 
284 and 254 nm [16]. The FTIR emission studies of 
the flame indicated that the gas in the flame zone 
exhibited the expected emissions for C-H (4.55//m), 
O-H (2.73-2.79 /im), Si-H (4.35-4.76//m), and Si- 
O (9.15-9.77 /im) and that the HMDS rapidly de- 
composed in the initial stages of the flame [17]. 

Modeling of HMDS Decomposition 

Decomposition of HMDS is proposed to proceed 
via the following reactions: 

C6H18Si20 + OH = 2C3H9SiO + H (1) 

C6H18Si20 + 02 = 2C3H9SiO + O (2) 

C6H18Si20 + H02 = 2C3H9SiO + OH (3) 

C3H9SiO + M = 3CH3 + SiO + M (3) 

Table 1 lists the kinetic values used for the decom- 
position of HMDS, which involves the attack of 02, 
H02, and OH, on the HMDS molecule resulting in 
the formation of a short-lived organosilicon species. 
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Fuel—- TABLE 2 
Bond dissociation energies of carbon and silicon 

1863 

-Air 

Bond 
Bond Energy 
(kcal mol"1) 

C-H 
Si-C 
Si-O 

99.1 
68.3 

108.1 

0.0 

-1.5 

o 
*=    -3.0 
ü 

o 

o 

Fuel—► "* Mr 

CO 

C2H2 Vv 
/\            A    V 

- 

" 
/ •   \              A 
/ /    \              A 
/ ;■      \                A 

- OH 
/ 

- 
/ \                          s 

i 

/ 

0              \ ' 

-4.5 

-6.0 

-7.5 

-9.0 
0 2 4 6 8 10 

Distance along z axis (mm) 

FIG. 4. Some computed species profiles along the z axis 
of the CH4-N2/air opposed diffusion flame with added 
HMDS. 

The values were chosen, by analogy with similar 
reactions of hydrocarbons, to account for the dis- 
appearance of HMDS by approximately 3 mm in the 
flame. The destruction of the intermediate species 
(CH3)3SiO depends upon the bond strengths, which 
are given in Table 2. The Si-C bond is weaker and 
breaks first, leaving the SiO species [18]. The use of 
reactions (l)-(4) for HMDS seem to be valid and 
shows that the HMDS decomposes rapidly, which is 
consistent with experimental observation. Some 
computed profiles obtained for the methane flame 
species are shown in Fig. 2 together with some ex- 
perimental data for CH4 and CO, and the agreement 
between experimental and calculation is quite sat- 
isfactory. The calculated profiles of 02 are shown for 
illustrative purposes. Figure 4 shows computed pro- 
files of representative radical species calculated us- 
ing OPPDIF. This model is further validated by the 
position of the yellow and blue reaction zones (Fig. 
3); The yellow zone coincides with the calculated 
acetylene concentration, and the blue zone coincides 
with the product of [CO] and [O] (Fig. 4). Com- 
puted profiles for some silicon species are shown in 

-1.5 

c 
o 
*=    -3.0 
o 
ra 

o 
J: 
D) 
O 

-4.5 

-6.0 

 1 1 1 1 ' 1-     '      1 

a 
k~ ~~-- 

-   \   3/   , -\-\^ - 
Y/ c            V-v, X 
A                   \   V>\ 
\                    \     * ^ \ 

-     '   \ X            A       ^\ _ 

\       v"---,b             '» V 

\ * 

0 2 4 6 8 10 

Distance along z axis (mm) 

FIG. 5. Calculated profiles for some silicon species along 
the z axis of the CH4-N2/air opposed diffusion flame with 
added HMDS. Solid lines represent fast kinetics, and 
dashed lines represent slower kinetics for HMDS decom- 
position. Lines 1 and a, HMDS; lines 2 and b, SiO; and 
lines 3 and c, Si02. 

Fig. 5. The computed HMDS disappearance shown 
in these figures demonstrates how sensitive it is to 
the decomposition rate. The species SiO is formed 
rapidly and undergoes further reaction to form Si02. 
The model at this stage is not complete in that the 
calculated Si02 profiles represent Si02 in the gase- 
ous state and does not take nucleation or particle 
formation into consideration. One interesting aspect 
of the variation of the rate of HMDS decomposition 
is that the ultimate Si02 production appears rela- 
tively insensitive to its initial value. 

The reactions that are postulated involving SiO are 
given below, where the data for the heats of forma- 
tion at 298.15 K have been taken from the literature 
[19-21]. 

On the Lean Side of the Reaction Zone 

SiO + OH = Si02 + H 

AH. = -0.1 kcal mol-1 (10) 

SiO + 02 = Si02 + O 

AH = 16.7 kcal mol"1 (11) 

SiO + 0( + M) = Si02( + M) 

AH = -102.5 kcal mol-1 (12) 

SiO is electronically analogous with CO. On this ba- 
sis, it is possible to expect the reaction 

SiO + O = SiO| (13) 
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to occur in a similar way to CO + O = COf and 
may possibly explain the enhanced blue emissions 
and the blue Si02 bands. 

On the Rich Side of the Reaction Zone 

In the reducing atmosphere on the fuel side of the 
flame, other reactions of SiO are possible. The 
brownish particles that were observed were assumed 
to be a mixture of Si02 and SiO and/or Si [8]. These 
particles, called SiOx, could be responsible for the 
red continuum emission and could be produced via 

SiO + Si02 = 2 SiOL5 (14) 

In addition, SiO may react with hydrogen atoms that 
lead to the formation of HSiO. The overall reactions 
can be given as 

SiO + H + (M) = HSiO + (M) 

AH = -20kcalmol-1 (9) 

followed by 

HSiO + OH = SiO + H20 

AH =  -64kcalmoh1 (-6) 

Si02 Particle Growth 

Silica particles are formed when HMDS is added 
to the CH4-N2/air diffusion flame; however, differ- 
ent views prevail regarding the process of nucleation 
and the actual formation of the first particles. Chong 
and Rogg [22] have stated that if the nuclei are 
formed with a radius smaller than a critical radius, 
then they re-evaporate, and only those having radii 
larger than the critical radius grow. This phenome- 
non results in the formation of nanosized particles 
because of differential limit growth rates; these then 
coagulate, forming a floe [23]. A difficulty is the cal- 
culation of the size of the critical nucleus, as the 
equilibrium vapor consists not only of SiO but also 
of some hydroxylated products such as SiO(OH) or 
HSiO(OH) [24]. 

The species SiO is a relatively stable entity that 
reacts with O, OH, or 02 to form Si02 in the gas 
phase. The Si02 then condenses to produce liquid 
drops, and it has been proposed that the molten ox- 
ide droplets grow by Brownian collisions according 
to [2] 

N = (BcT1/2Cl/6t)-e/s (iv) 

where N is the particle concentration per cm3, B is 
a constant dependent on the density and molecular 
weight of silica (equal to 6.8 X 10"12), c is the stick- 
ing coefficient (ratio of successful to actual colli- 
sions), T is absolute temperature, C0 is the number 
of silica molecules per cm3 in the combustion gases, 

and t is the growth time. Likewise, the surface area 
may be expressed as 

SA(m2g"1) = 1.81 X 108(T1/2 cC0ty
2'5     (v) 

where SA = 3/(pR), R is the radius of the particle, 
and p is the density of silica. This Brownian growth 
can be illustrated using some recent data for particle 
formation in premixed H2-02-N2 flames with added 
HMDS [25]. For a lean flame with T = 2414 K (v 
= 18.5 m s"1), C0 = 5 X 1016 molecules Si02 per 
cm3, and employing a sticking coefficient of 0.3, the 
following particle dimensions were computed: At t 
= 5.4 X 10-4s, there are 3.8 X 1012 particles cm~3 

with a surface area of 262 m2 g_1, yielding a radius 
of 5.2 nm, and the number of Si02 molecules per 
particle is 1.3 X 104. At t = 4.9 X 10~3 s, there are 
2.7 X 1011 particles cm-3 with a surface area of 108 
m2 g_ 1, yielding a radius of 12.6 nm, and the number 
of SiOa molecules per particle is 1.85 X 105. Butler 
and Hayhurst [25] found that samples taken early in 
the flame had small diameters (5-10 nm), whereas 
those sampled farther downstream had diameters of 
the order of 20-30 nm, which agrees quite well with 
the Brownian growth model using a sticking coeffi- 
cient of 0.3. 

There are also important reactions involving OH, 
as these reactions can result in the formation of sil- 
ica-containing hydroxyl bonds. Among all the inter- 
mediate and final products, Si02 is considered to be 
the major one, but the species OSiOH and OHSiOH 
are thermodynamically favored, especially in the 
flame zone by the reactions [20] 

SiO, + H = OSiOH 

AH -58.1 kcal mol-1 

SiO + OH = OSiOH 

AH = -58.2 kcal mol"1 

(15) 

(16) 

These reactions may explain the experimental ob- 
servation that the particulate Si02 is not present in 
the flame zone. However, once the concentration of 
OH and H decay, these species will also decline to 
yield Si02 particles in an oxygen-containing burned 
gas zone. 

Conclusions 

Hexamethyldisiloxane (HMDS) was added to a 
CH4-N2/air counterflow diffusion flame. The Sandia 
OPPDIF code was used to formulate a mechanism 
for HMDS oxidation in this flame. Good agreement 
was obtained between experimental measurements 
and computed results. The model illustrates that 
HMDS decomposes rapidly to yield SiO, which is 
subsequently oxidized to SiO£. The model, however, 
does require further refinement in the future to in- 
clude nucleation of the product SiOz to form solid 
particles. 
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PULSATING INSTABILITY IN THE NONADIABATIC HETEROGENEOUS SHS 
FLAME: THEORY AND EXPERIMENTAL COMPARISONS 
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CHUNG K. LAW 

Department of Mechanical and Aerospace Engineering 
Princeton Materials Institute 

Princeton University, Princeton, NJ 08544, USA 

Linear pulsating instability of the nonadiabatic heterogeneous self-propagating, high-temperature syn- 
thesis (SHS) flame is analyzed based on a premixed mode of propagation for the bulk flame supported by 
the non-premixed reaction of dispersed nonmetals in the liquid metal. The formulation allows for volu- 
metric heat loss in the bulk flame and temperature-sensitive Arrhenius mass diffusion in the liquid with 
infinitely fast surface reaction in the diffusion limit, as is the case for most SHS processes. Neutral stability 
boundary, which separates the regime of steady combustion from that of pulsating combustion, has been 
obtained by determining the critical heat-loss parameter as functions of the Zeldovich number, melting 
parameter, and melting point of the metal. Results show that the instability is promoted by increasing the 
heat generation rate at the bulk flame and/or reducing the heat-transfer rate from the flame, particularly 
by increasing the mixture ratio, decreasing the degree of dilution, decreasing the size of the nonmetal 
particles, increasing the compact diameter, and decreasing the thermometric conductivity of the compacted 
mixture. The theoretical results are found to agree well with available experimental data, in trend and in 
approximate magnitude, indicating that the heterogeneous theory for the SHS flame propagation captures 
the essential features of this unstable SHS combustion process. 

Introduction the rate-limiting process. By further recognizing that 
mass diffusion varies sensitively with temperature 

There has been increasing interest in the com- [8] in an Arrhenius manner, extinction of the SHS 
bustion synthesis of new materials. In particular, the flame under heat loss conditions has also been de- 
self-propagating high-temperature synthesis (SHS) scribed [9], Explicit, analytical expressions have 
process, proposed by Merzhanov and co-workers [1] been obtained for the flame propagation speed [10] 
and characterized by flame propagation through a and the extinction limit [11]. The theoretical predic- 
matrix of compacted particles, holds the practical tions have been found to agree well with a variety of 
significance of producing novel solid materials. The experimental results [7,9,12], including a bimodal 
relevant theoretical and experimental results have dispersion system [13] with respect to the radii of 
been reviewed in Refs. 2-6. nonmetal particles. The ability of the heterogeneous 

Concerning the theoretical developments, almost theory to describe the experimental dependence of 
all such studies have been based on the concept of the various flame responses on the particle size of 
premixed flame propagation in a homogeneous me- the nonmetal component is particularly noteworthy 
dium. Recognizing the fundamental heterogeneous because such a description at the fundamental level 
nature of the SHS flame propagation, a heteroge- is inherently absent from the homogeneous theories, 
neous theory has been formulated [7]. This theory Having established the viability of the heteroge- 
describes a premixed mode of bulk flame propaga- neous theory, we now extend our study to perhaps 
tion supported by the non-premixed mode of surface the most complex fundamental phenomenon ob- 
reaction for the dispersed nonmetal particles or the served in SHS flame propagation, namely, the exis- 
particles that have higher melting points in the com- tence of the pulsating flame propagation mode [1]. 
pacted matrix. While the theory allows for the finite Specifically, we aim to determine the neutral stability 
rate of the surface reactions, it has been demon- boundary in heterogeneous flame propagation by ap- 
strated [7] that the surface reactions can usually be plying and extending the linear stability analysis of 
considered to be infinitely fast such that diffusion is Margolis [14,15] and Kaper et al. [16], developed for 

1867 
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premixed flame propagation in the homogeneous 
medium, and compare the predictions with the avail- 
able experimental results. We shall show in due 
course that the instability is sensitively affected by 
the mixture ratio, the degree of dilution, the size of 
the nonmetal particles, the compact diameter, the 
thermophysical properties of the compacted mix- 
ture, and as such, the instability can be suppressed 
by enhancing heat transfer from the flame and/or by 
reducing the heat generation rate at the bulk flame. 
We shall also show that predictions from the stability 
analysis yield fair agreement with the experimental 
results. 

T„ = Zx - Z0 + r0,   YM„ = (Ym + 1) ^ - 1 

1-Zo   ^£1) 

(fial) 

In 
1 + A, 

A = Da-exp(- j 

Da = 
B-R 

D ' 
D = D0 exp 

Governing Equations and Boundary 
Conditions 

The problem of interest (cf. Fig. 1 in Ref. 7) is the 
one-dimensional, planar, heterogeneous SHS flame 
propagation in the doubly infinite domain of a con- 
densed medium, originally consisting of a mixture of 
particles of nonmetal (or higher-melting-point 
metal) IV, lower-melting-point metal M, and an inert 
/ that can be the product P of the reaction between 
N and M according to 

vMM + vNN -> vPP 

where vt is the stoichiometric coefficient. Monodis- 
perse-size distribution is considered for the JV par- 
ticles, which have an initial radius of R0 and number 
density of n0. Reaction between N and M is sup- 
pressed until the mixture is heated to the melting 
point T,„ of the metal, at which all the M particles 
instantaneously melt. The reaction between solid N 
and molten M then takes place at the particle surface 
at an infinite rate in the diffusion limit and proceeds 
until all the nonmetal N particles or the molten M 
are consumed. The enthalpy of phase change is ne- 
glected because it is much smaller than the heat of 
combustion. The propagation considered here is 
nonadiabatic, with heat loss to the ambience occur- 
ring throughout the entire flame structure. 

Using the nondimensional and reduced parame- 
ters defined as 

To 

i = 

<t>(B) 

r. lo 

z -Zo 
z« -Zo' 

(Z„ - Z0)in„x 

(l/c) 

()Jc)h 

(Z„ - Z0)2»igt 

(Xlc)p, 

mlq(T„ - r„) 
Le0 

(/l/c) 

(PtD)o 

f = cT/q,    YM = YM/f 

f = (vMWM)/(vNWN),    Z = pf!(Pf + ft) 

where Z is the mass fraction of the fluid, T the tem- 
perature, YM the mass fraction of M in the fluid, % 
the surface regression rate, Da the Damköhler num- 
ber for the surface reaction, D the mass diffusivity, 
u the velocity along the x-coordinate, k the thermal 
conductivity, c the specific heat, q the heat of reac- 
tion per unit mass of IV, / the stoichiometric mass 
ratio, W the molecular weight, and fi the mixture 
ratio. The conservation equations for total energy 
and the concentration of the nonmetal are as follows 
[7,9]: 

ÖT 
(i   ~   0)   + 

(m/ma) 

(Z„ - Z0) da 

d2e       0(e) 

tt-8) 

d£ (m/m„) 

dr      (Z„ - Z0) da 

cto*      (2L - Z0)2 

d I.   .        Z0 

(1) 

+ 
Zo 

(Z, - ZOMOOWA) exp(ryr) 

l 
^0 

.1 - Z0 

ff-> -oo:     0 =  0,     i 

a = 0:   e = c 

d0 

da 
.  00-      = 

0(0) 

(m/ma)(Zx - ZQ) 

(2) 

(3) 

(4) 

^ = 0     (5) 
da 

Here, dW/da2, -[(m/ma)/(Z^ - Z0)](dd/da), and 
[(m/ma)/(Zx - ZQ)] (d(/da) are the diffusion, con- 
vection, and consumption terms, respectively; the 
right-hand side (RHS) of Eq. (1) is the heat loss 
term, which is assumed to be Newtonian such that 
0(0) = ¥ • 6. In addition, we have the relation, £ 
~ (Z^)/[(Z0 + (Zx - Z„)<*], obtained from the as- 
sumption of large Lewis number (say, Le > 104) 
in  the  reaction  zone.  We  also  note  that  since 
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[A/(l + A)] -> 1 in the diffusion limit, the mass 
diffusivity in the Arrhenius fashion exerts a nonlinear 
influence on flame propagation and extinction. 
Then, the mass burning rate m (= ptu) subject to 
heat loss L would emerge from the solution as an 
eigenvalue, with m„ and 

An 

(Z„ 
(6) 

AMPM D0)(X/c)n0 % 

being respectively the mass burning rate and the 
mass burning rate eigenvalue in the steady-state, adi- 
abatic limit. A particle-size-weighted flame propa- 
gation speed, F0 = UQRQ, is obtained from this ei- 
genvalue. 

Asymptotic Solution for Steady, Planar 
Propagation 

In the limit of large Zeldovich number ß (= Td 

(T„ — To)/T?), melting, diffusion, and consumption/ 
convection are confined to a thin layer in the neigh- 
borhood of a = 0. Outside this layer, the diffusion 
and consumption/convection terms are exponen- 
tially small, as shown in Ref. 9. Following Kaper et 
al. [16], we first obtain an asymptotic solution in the 
steady state, with the outer solution given by 

C exp 
(m/mj 

2(Z„ - Z0) 
1 +      1 + 

4f 

(m/ma)2 

£ = 0, (ff<0) (7) 

= C exp 
(m/ma) 

2(Z„ 1-1 + 
4W 

(m/ma)2. 

(=1, (<x > 0) (8) 

where m/ma and the maximum temperature C are 
to be determined. By matching this outer solution 
with the inner solution [11], we have the relation 

(m/m„) 
exp[ß(C - 1)] - M 

fc(l - M) 
(9) 

where 

i + e„; 

T„- Tn 

(1 - M) = ßl0 exp 

f       r  (3ß\   (ß\(i   cdX--\dh 

■- exp I    X 
2 laß       \    4aJ 

?rfc - erfc  -7= [1 + 2a(l - 6J] 
■2Ja 

(10) 

cf. Ref. 11. Here, 9m is the nondimensional melting 
point for metal, and M is the melting parameter first 
introduced by Margolis [14,15]. We also have the 
relation 

11 
W 

, (m/ma)
2 

from the jump in do/da at a = 0. 

= 1 (11) 

Linear Stability of Steady Planar Burning 

The preceding model for the nonadiabatic hetero- 
geneous SHS flame may be extended to allow for 
nonsteady effects. In the limit of large Zeldovich 
number, the first-order inner solution is identical to 
that for the adiabatic combustion because the volu- 
metric heat loss term is a higher-order effect. The 
outer problem, however, is affected by both heat loss 
and unsteadiness, and is given by 

89        (m/ma)    dd      d29 W-9 

ST 
+ (Z^ - Z0) da ~ da2      (Z« - Z0)2 (12) 

6 = 0   as    er-> ±oo (13) 

The linear stability of the steady planar SHS flame 
may be determined in the standard fashion by line- 
arizing the nonlinear problem [Eqs. (l)-(5)] about 
the basic solution [Eqs. (7)-(9) and (11)] and seeking 
harmonic solutions. Introducing the perturbation 
quantities 9i{a, T) and a^t) according to 

9 = 90(a) + 9,(a, r) (U) 

m/ma = a0 + a^r) 

and substituting them into Eq. (12), we obtain 

Mi            a0       dÜ! 

or       (Z„ - Z„) da 

a1       d60 

(Z,„ — Z0) da 
_32 

dc 
0i        v-Oi 
rz      (Z. - Z0)2 

0X   =  0 as    a —> ± °° 

«i = B0!(O, T),    - 
«0 

B 

~ 2 

M 
flgfc(l - M). 

(15) 

(16) 

(17) 

Note that, since (1 — M) is the normalized driving 
force for the flame propagation [11], B/a0 is a mea- 
sure of the energy generated at the flame zone com- 
pared to the driving force for the nonadiabatic flame 
propagation, that is, a measure of the driving force 
for instability. 

It is found that there exists a normal mode solution 
that is a scalar multiple of 

ffi(<7, T) = exp(icoT) 
1     BCX+ 

ia> (Z. — Zo) 

1 + 
1     BCX+ 

ico (Z* 

xpU+ff) 

exp(p+a) , (a < 0)        (18) 
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0i(a, T) = exp(tor) j 
1     BCX_ 

1 + 

im (Z„ 

1      BCX_ 

- exp(Ä_a) 

iffl (Zj„ - Z0) 

Zo) 

exp(p_ir)[, (ff < 0) 

(19) 

where 

2\Z, 
a„ 

^o 
1 + /       1Z P^ 

a0 ,   ,     /        AW      JZ„- 
1 +      1 + — + 4    

ZoN2 

a0 

2 VZ^ - Z0 

1 + V- $ >- 

(im) 

(20) 

1 
' 2 

a0 4!F      . (Z„ - Z0
N2 

1 + —r + 4 
öo 

(im) 

(21) 
If we further use the jump condition with respect to 
dd/da at a = 0, the dispersion relation that im sat- 
isfies is 

4(icu): 

a0 

Ä. - Z0 

a0 

Zv. — Z0/  Vo 

c2 

B 

^ + 4plC (ico) 
(22) 

C2 >a0/ \c 

0 

which yields 

1 /     «o «»   = 
Z. - Z0, 

1_ _ B 

C      a0 

C2 
v«0. 

+ 4  -|C 

,C      a0 ^o 

(23) 

The imaginary part of im exists when 

4c-5-4c7^-5<fe 
<4C-i + 4C   /l-^     (24) 

with 1 £ (1/C) < ^2, while the real part of im be 
comes negative when 

0 < f — I < 2C 11 1 + 
4C4 

1      fi 

C! 

2  - 

\ 
\ 
-\ 

\ 
\   y 

i 
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FIG. 2. Neutral stability boundary for planar flames. 

0 " U < C(l - C2)' 2  <C 
(26) 

Figure 1 shows the stable region for the SHS 
flame propagation; the abscissa is 1/C and the Ordi- 
nate B/a0. Here, C is the maximum temperature, and 
B/a0 is the driving force for instability. The flame 
propagation speed changes periodically in the region 
enclosed by the ordinate and the dashed curve, as 

'    '     indicated by Eq. (24). In the region enclosed by the 
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abscissa and the solid curves, the flame propagation 
speed attenuates and, hence, is stable, as indicated 
by Eqs. (25) and (26). We see that the upper limit 
of the stable regime with respect to B/a0 decreases 
with increasing 1/C and that a part of the upper 
boundary 1 < 1/C £ ^6/2 is the neutral stability 
boundary, on which there is no attenuation and/or 
no amplification in the flame propagation speed. 

The critical value at which the pulsating mode of 
propagation occurs is given by 

(«o); fc(l - M) 

•Fcr=-^lnXc, 

= 1 + 
In X„ 

(27) 

(28) 

(29) 

where Xcr is determined by solving the neutral sta- 
bility condition 

ßl    X 
2 VX - MJ        I       2 

'1 - -InX 

1 + i+iHk/ (30) 

withX = 4k(l - M) + M;Eqs. (11) and (17)have 
also been used to obtain Eq. (30). Figure 2 shows 
the neutral stability boundary in the ß — M plane, 
with X being taken as a parameter. The region lower 
than the boundary is stable, whereas that above it is 
unstable. For a certain ß and/or M, values of X in 

■ the stable region are smaller than Xcn which de- 
pends on ß and M. Since W <* — In X, an increase in 
heat loss tends to suppress the occurrence of insta- 
bility. 

Knowing the critical values of the heat-loss param- 
eter W&. and the flame temperature 9cn the critical 
size of the N particle and the compact diameter for 
the SHS flame instability are determined through 

\2r. 

Vcr(ptc)(u0-R0f 

[V(pfi)]4 eaCPcr + U)(Tcr + T0) 
(31) 

where only the thermal radiative heat loss from the 
cylindrical surface of the compact with radius r is 
considered [9]. We also note that the particle-size- 
weighted flame propagation speed, F0 = UQR0, is 
given by 

Ft = 3Le0D% H 11 

\pNl \z. - Z0) \jj 

obtained by rearranging Eq. (6). Here, I( is ex- 
pressed as 

1 + 
(<£ + y) 2 
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2a 
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In 
(1 + af 
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2,/3 tan"1 2 - a 

Ma 

+ 2^3 tan-1 

1 + 

(0 + 2y + 1) 

6b 

2 + b 

ßb 

<i> + 7 

In 

ß 

(b - l)3 

cf) + 2y 

(AS1) 

(33) 
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0 + 2y \a + b 

-2a + b 
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(34) 

where 

1 
= -»    7 

1 -Zo 

a3 = 0 - 1,    b3 = 0 + ly + 1       (35) 

Comparisons 

Analytical results are compared with the experi- 
mental data of Makino et al. [17-19] for the Ti-C 
system. For consistency, values of the physicochem- 
ical parameters are the same as those in previous 
work [13]: 

(q/c) = 1.5 X 104 K 

pu = 4.50 X 103 kg/m3 

pN = 2.25 X 103 kg/m3 

WM = 47.9 X 10~3 kg/mol 

WN = 12.0 X 10-3 kg/mol 

Tm = 1973 K 

D = 2 X lO"7 exp(-1.66 X 104/T) m2/s 

c = 1.0kJ/(kg-K) 

e = 0.4 

Xlififi) = 2.5 X 10-6 m2/s 

a = 5.67 X 10-nkJ/(m2-s-K4) 
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FIG. 3. Ranges of flammability and instability for the 
Ti-C system as functions of the mixture ratio p and the 
radius R0 of N particles for the initial temperature T0 of 
300 K and the compact diameter 2r of 18 mm, with Xlpfi 
taken as a parameter. In the region below the dashed curve, 
pulsating combustion proceeds. In the region between the 
solid (or dotted) and dashed curves, stable and steady prop- 
agation occurs. Data points are experimental [17], indicat- 
ing (O) steady propagation, (3) pulsating combustion, (0) 
multipoint or spinning combustion, (A) flame extinction 
during the propagation, and (X ) non-ignition. 
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FIG. 4. Ranges of flammability and instability for the 
Ti-C system as functions of the degree of dilution K and 
the radius R0 °f N particles for initial temperature T0 of 
300 K and compact diameter 2r of 18 mm, with X/p,c taken 
as a parameter. Data points are experimental [17,18]. 

Figure 3 shows the ranges of flammability and in- 
stability with respect to the mixture ratio p and the 
radius R0 of N particles for an initial temperature T0 

of 300 K. In accordance with the experiments, the 
compact diameter is 2r = 18 mm. The solid and 
dotted curves are respectively the numerically [9] 
and analytically [11] obtained extinction limits. The 
dashed curves are the neutral stability boundaries, 
with Xlpfi taken as a parameter. Results show that, 
except near stoichiometry (fi = 1), the range of in- 
stability with respect to R0 is reduced with decreas- 
ing mixture ratio. When fi < 0.673, instability is sup- 
pressed, even for R0 -> 0, because of the decrease 
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FIG. 5. Ranges of flammability and instability for the 
Ti-C system as functions of the mixture ratio p and the 
degree of dilution K, for particle radius R0 of 1.5 fim, initial 
temperature T„ of 300 K, and compact diameter 2r of 18 
mm. Data points are experimental [17]. 

in the volumetric heat generation with decreasing,«. 
We also see that the instability can be suppressed 
with increasing Xlpfi. This is attributed to the fact 
that the heat transferred from the flame zone in- 
creases with increasing Xlpfi. By the same token, a 
reduction of T0 is also expected to suppress instabil- 
ity, although the range of flammability is reduced. 
The slight increase in the range of instability with 
decreasing p near stoichiometric is attributed to the 
overestimation in I( in Eqs. (33) or (34), as noted in 
previous work [10]. 

Experimental results [17] also show that the range 
of pulsating combustion extends with decreasing R0. 
The decrease in R0 increases the total surface area 
for surface reactions in the SHS flame zone and, 
hence, makes the mixture more energy intensive.' 
Since instability is invariably dependent on the burn- 
ing intensity, mixtures with small particles have 
wider ranges for pulsating combustion. Experimen- 
tal results suggest that the limit of instability pre- 
dicted by the present analytical result is fair. 

Figure 4 shows the ranges of flammability and in- 
stability with respect to the degree of dilution K and 
the radius R0 of N particles at 300 K. We see that 
the range of instability with respect to R0 is narrowed 
with increasing ic. When K > 0.280, instability is sup- 
pressed even at R0 -* 0. Comparing with the exper- 
imental results [17,18], we see that there is again fair 
agreement. 

Figures 3 and 4 show that the predicted limit of 
instability with Xlptc = 5 X 10 -6 m2/s fairly repre- 
sents the experimental results, whereas the limit of 
extinction has been obtained with Xlpfi = 2.5 X 
10-6 m2/s. This difference may be caused by the 
different temperatures at which these two phenom- 
ena occur; that is, the temperature at which the in- 
stability ceases to occur is about 200 K higher than 
that for flame extinction. 
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Figure 5 shows the ranges of flammability and in- 
stability with respect to the mixture ratio ju and the 
degree of dilution K, with R0 = 1.5 jum at T0 = 300 
K. The limit of instability is obtained with Xlpfi = 5 
X 10 ~6 m2/s. We see that the instability can be sup- 
pressed with decreasing fi and/or increasing K be- 
cause of the decrease in the volumetric heat gener- 
ation. Fair agreement is again demonstrated 
between the prediction and the experimental results 
[17]. Figure 6(a) shows the ranges of flammability 
and instability with respect to the mixture ratio ß and 
the compact diameter 2r, with R0 = 1.5 [im at T0 

— 300 K. We see that the range of instability is ex- 
tended with increasing 2r because the effect of heat 
loss is reduced due to the increase in the volume- 
to-surface ratio. Figure 6(b) shows a similar plot for 
the degree of dilution K and the compact diameter 
2r. 

Figures 7(a) and (b) show the ranges of flamma- 
bility and instability with respect to the mixture ratio 
/i, the degree of dilution K, and the ratio of the 
square of the particle radius to compact diameter, 
K^/(2r), at T0 = 300 K. Since this ratio is a measure 
of the heat loss rate to the heat generation rate in 
the SHS flame zone, it is expected to be useful in 
arranging experimental results. Experimental data 
are for various particle radii (1.5, 5, 10, and 15 jum) 
and various compact diameters (3, 5, 7, 10, and 18 
mm). It is seen that fair agreement exists between 
the predicted and the experimental results. 

Concluding Remarks 

In the present study, we have analyzed the linear 
pulsating stability of SHS flame propagation, allow- 
ing for volumetric heat loss, temperature-sensitive 
Arrhenius mass diffusion, and infinitely fast surface 
reaction. Neutral stability boundary, which separates 
the regime of steady combustion from that of pul- 
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of 

FIG. 7. Ranges of flammability and instability for the 
Ti-C system for initial temperature T0 of 300 K; (a) as 
functions of the mixture ratio fi and the parameter fif/(2r); 
(b) as functions of the degree of dilution K and the param- 
eter B§/(2r). Data points are experimental for various par- 
ticle radii and.compact diameters [17-19]. 

sating combustion, has been obtained by determin- 
ing the critical heat loss parameter as functions of 
the Zeldovich number, melting parameter, and melt- 
ing point of the metal. It is shown that the neutral 
stability boundary, that is, the limit of instability, de- 
pends on the mixture ratio, the degree of dilution, 
the size of nonmetal particles, and the compact di- 
ameter, as well as the thermophysical properties of 
the compacted mixture. Suppression of the instabil- 
ity can be achieved by reducing the heat generation 
rate at the bulk flame and/or enhancing the heat 
transfer rate from the flame. Fair agreement be- 
tween the predictions and the experimental results 
is demonstrated, as far as the trend and the approx- 
imate magnitude are concerned. It is suggested that 
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the heterogeneous theory for the SHS flame prop- 
agation has captured the essential features of the 
neutral stability boundary in the SHS processes. 

Nomenclature 

A reduced Damköhler number 
a normalized mass burning rate or constant 
B driving force for instability 
b constant 
c specific heat 
D mass diffusivity 
Da Damköhler number 
F particle-size-weighted flame propagation 

speed 
/ stoichiometric mass ratio 
I integration 
k constant 
M melting parameter 
m mass burning rate 
n number density 
p + , P-     exponent 
q heat of reaction 
R particle radius 
r specimen radius 
T temperature 
M velocity 
W molecular weight 
Y mass fraction of species 
Z mass fraction of fluid 
a temperature rise 
ß Zeldovich number 
y fluid-to-solid mass ratio 
s emissivity 
f normalized mass fraction of species 
9 normalized temperature 
K degree of dilution 
X thermal conductivity 
X+, k_     exponent 
fi mixture ratio 
v stoichiometric coefficient 
£ normalized mass fraction of fluid 
p density 
a nondimensional distance 
x nondimensional time 
<¥> heat loss 
4> =llfi 
X surface regression rate 
W heat loss parameter 
co frequency 

Subscripts 

M metal or lower-melting-point metal 
m melting point 
N nonmetal or higher-melting-point metal 
P product 
0 zeroth order 
1 first order 
£, with respect to <J 
9 with respect to 9 
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SUPERCRITICAL COMBUSTION SYNTHESIS OF TITANIUM NITRIDE 

K. BREZINSKY, J. A. BREHM, C. K. LAW AND I. GLASSMAN 

Department of Mechanical and Aerospace Engineering 
Princeton University, Princeton, N] 08544, USA 

To increase the interstitial mass loading of nitrogen for enhanced product yield in the self-propagating, 
high-temperature synthesis (SHS) of metallic nitrides, the synthesis was conducted in cryogenic nitrogen 
at supercritical states just above the critical point. This state regime has the unique characteristic that the 
density increases significantly with pressure. The viability of this concept has been experimentally sub- 
stantiated for loosely packed titanium powders. Results show that the bubbling that characterized the 
synthesis process in liquid nitrogen was avoided and that liquidlike initial densities were maintained. Yields 
of titanium conversion to titanium nitride of almost 75% were achieved. This level of conversion is com- 
parable to the highest of previously reported values obtained for titanium in gaseous nitrogen at ultrahigh 
pressures. Analysis of the present supercritical and literature data on high-pressure gas synthesis shows 
that the yield does not correlate well with pressure in accordance with the previous concept that filtrational 
transport is the controlling mechanism, especially for the after-burn condition. The data, however, were 
satisfactorily correlated against fluid density. Mass diffusion is the apparent relevant process for after-burn 
in low-nitrogen-density environments, and nitrogen loading in the interstices of the powdered titanium 
controls the yield at high-initial-nitrogen densities. 

Introduction and Concept 

In self-propagating, high-temperature synthesis 
(SHS), materials are synthesized strictly by the en- 
ergy released from the exothermic reaction between 
the starting materials. Various approaches involving 
solid-solid reactions [1], gas-phase reactions [2], and 
fluid-solid reactions [3] have been proposed for 
SHS. The process under investigation in the present 
study considers an initial mixture of a reactant gas 
and loose powders, ignited by a heating element, 
usually a tungsten filament. The subsequent release 
of heat from the initially reacted "layer," of mixture 
ignites the adjacent "layer," and a thermal wave is 
propagated until the entire mixture has reacted. This 
self-sustaining reaction is observed as a flame passing 
through the condensed phase. If the reactants are 
comprised of a metal powder and nitrogen gas, then 
passage of the flame can lead to the formation of a 
metallic nitride of various elements such as titanium, 
silicon, or tantalum. 

An inherent difficulty with SHS as a method of 
producing nitrides is the necessity to "pack in" the 
stoichiometric mass of nitrogen required within the 
pores of the powder bed so that the metal can be 
completely reacted by the nitrogen in the vicinity of 
the individual particles. Because of the significant 
disparity between the metal and nitrogen densities 
at, say, atmospheric conditions, it is clear that such 
a condition cannot be readily met. 

The problem of nitrogen availability can be cir- 
cumvented by performing the synthesis under ex- 

tremely high pressures at which the density of nitro- 
gen in the interstices between metal particles can 
reach the value necessary for stoichiometric conver- 
sion of the metal. An alternate and perhaps less 
physically demanding solution is to immerse the 
compact or powder in liquid nitrogen; however, as 
recent experiments [4] have shown, bubble forma- 
tion during the passage of the combustion wave in- 
terferes with the direct contact between the particles 
and liquid nitrogen, and as a consequence, the effi- 
cient formation of products is adversely affected. 

In view of the above considerations and the ex- 
perimental results obtained with liquid nitrogen [4], 
a nitride synthesis technique was initiated in which 
the nitride product would be generated from a flame 
propagating through a controlled density of titanium 
particles in supercritical fluid nitrogen, at tempera- 
tures and pressures just above the critical point of 
nitrogen, 126.26 K and 3.39 MPa, respectively. For 
states just above the critical point, often defined to 
mean temperatures from 1.01 to 1.10 times the crit- 
ical temperature and pressures from 1.01 to 1.50 
times the critical pressure [5], the isothermal com- 
pressibility, which designates the change of density 
with changing pressure at constant temperature, is 
almost infinite. This behavior can be observed in Fig. 
1 in which nitrogen density is plotted as a function 
of pressure near the critical point [4]. Doubling the 
pressure from 2 to 4 MPa leads to an almost 10-fold 
increase in the density, to approximately 0.5 g/cc. To 
obtain this magnitude of change in density in room- 
temperature nitrogen, the pressure of the gas would 
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Pressure {MPa} 

D   T = 126.48K T = 129.26K   *   T = 132.04K 

 T = 134.82K   X    T = 144.26K 

FIG. 1. Pressure-versus-density 
curves for nitrogen along various iso- 
therms: 126.48, 129.26, 132.04, 
134.82, and 144.26 K obtained from 
"NIST Thermophysical Properties of 
Pure Fluids Database," Version 3.1 

[4]. 

have to be increased almost 10-fold, from 6.2 to 60 
MPa. Taking advantage of this unique behavior of a 
fluid near its critical point has been one of the goals 
of the experimental approach. 

It becomes evident that the approach of forming 
nitride through SHS in supercritical fluid nitrogen 
therefore offers the significant advantage of provid- 
ing an adequate and more convenient supply of ni- 
trogen, without bubble formation, for the potentially 
complete reaction of the metal powders at high (ap- 
proximately 40 atm), but not extremely high, pres- 
sures. At these near-supercritical pressures, the den- 
sity, and therefore the concentration, of nitrogen is 
"tailorable" because of the almost infinite isothermal 
compressibility near the critical point and, as such, 
raises the possibility of increased product formation. 

On the basis of the concept advanced above, an 
experiment has been designed and conducted on the 
synthesis of titanium nitride in supercritical nitro- 
gen. In the next section, the experimental aspects of 
the investigation are presented, and the results are 
discussed. It will be demonstrated in due course that 
the concept of supercritical SHS proposed is indeed 
viable, that a high degree of product yield is achiev- 
able, and that there appears to be a fundamental 
relationship between yield and the initial nitrogen 
density. 

Experimental 

The low-temperature (126.26 K) and high-pres- 
sure (3.4 MPa) values of the critical point of nitrogen 
required the design of a unique apparatus for inves- 
tigating the formation of nitrides in the supercritical 
nitrogen regime. The details of the design are given 
in Ref. 4 and hence will only be outlined here. 

The design was centered around the construction 
of a vessel that could be used to obtain temperatures 
and pressures near the critical point of nitrogen sim- 

ply through cooling and temperature control with 
liquid nitrogen. Thus, the vessel and its components 
were designed to withstand temperatures as low as 
77 K, the boiling point of liquid nitrogen. Similarly, 
the vessel, while cold, had to withstand at least twice 
the critical pressure of nitrogen, 6.8 MPa. A vessel 
with these capabilities was constructed from austen- 
itic stainless steel 304L for all weldable parts and 
with 304 stainless steel for all other parts; a sche- 
matic of the apparatus is shown in Fig. 2. Incorpo- 
rated into the end portions of the vessel were sight 
windows that could withstand both low temperature 
and high pressure and permit viewing of the com- 
bustion event. Associated liquid nitrogen delivery 
controls, electrical input to provide current for the 
ignition source, and safety devices were also at- 
tached to the vessel. The entire apparatus met 
AS ME test standards for a maximum working pres- 
sure of 8.28 MPa at 305.4 K and a minimum tem- 
perature of 77.6 K at this same pressure. 

The interior cylindrical working space of the cryo- 
genic vessel had a nominal diameter of 12 cm and a 
length of 15 cm. Into this space was placed a sample 
of powdered titanium. Although the powdered tita- 
nium as specified by the manufacturer had an av- 
erage particle diameter between 10 and 15 /urn, with 
10% of the particles below 5 fim and 10% above 20 
fim, scanning electron microscope examination of 
the powder indicated that the average diameter was 
more likely in the 25-^m range. 

For most experiments, the loosely packed, undi- 
luted" samples were contained in a 5-cm-long quartz 
cylinder into which a tungsten igniter filament was 

"The term "diluted" is used to describe the technique of 
adding the nitride product to the initial mixture to control 
the reaction temperature generally to prevent the melting 
of the reacting metal during synthesis. "Undiluted" means 
no product is added. 
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FIG. 2. Schematic of the entire system: pressure vessel, electrical hookups, and pressure and temperature equipment. 

FIG. 3. The yield of titanium nitride produced from the 
combustion synthesis conducted with supercritical nitro- 
gen and different pressure. The solid circles are the average 
yields. The horizontal bars represent the high and low 
ranges of values. The temperature of supercritical nitrogen 
at the pressures 2.28, 3.48, and 6.21 MPa was 132.04 K, 
and at 7.20 MPa it was 134.82 K. 

positioned. Upon ignition, two flames propagated 
from the centrally located filament toward the ends 
of the cylinder, which were sealed with a stainless 
steel wire cloth that quenched the flames. The con- 
version yield was then determined from a compari- 
son of the weights of material before and after pas- 
sage of the flames. 

For the experiments conducted at 2.28 and 3.48 
MPa, the pressure rise during the combustion syn- 
thesis was no greater than 2.5 MPa and consequently 
did not approach the high-pressure limit of the re- 
action vessel. For experiments with higher initial 
pressures, a 2-3 MPa pressure rise during the com- 
bustion phase would lead to a total pressure greater 
than that specified for the vessel. In order to prevent 
such an occurrence, the pressure was regulated to 
remain at the initial pressures of 6.48 and 7.24 MPa 
during the higher-pressure experiments. As dis- 
cussed below, the differences between the pressure 
conditions after passage of the combustion wave ap- 
pear to be less important than the differences in the 
initial nitrogen density. Further details of the oper- 
ational procedure are provided in Ref. 4. 

Results 

Figure 3 presents the extent of conversion of ti- 
tanium to titanium nitride as a function of the su- 
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FIG. 4. The variation in titanium nitride yield with the 
mass of titanium at 3.48 MPa (solid circles) and at 6.21 
MPa (solid squares). Points represent average values when 
high- and low-range bars are present. 
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FIG. 5. The percent of TiN yield with respect to pressure 
obtained in the present supercritical nitrogen work (solid 
circles with bars representing high and low values), by 
Hirao et al. [6] (open triangles) and Agrafiotis [7] (open 
circles), and in room-temperature nitrogen at 2.28 MPa 
(solid square). 

percritical nitrogen pressure. At each pressure, the 
experiment was repeated several times so that the 
data represent an average value and the range of 
values obtained for the yield. It is seen that the yield 
increases with nitrogen pressure so that at 134.82 K 
and 7.24 MPa, an asymptotic average conversion of 
74% was achieved. This conversion, together with 
those of the ultrahigh-pressure experiments of Hirao 
et al. [6], are the highest reported SHS conversions 
for pure, undiluted titanium. 

Examination of the product sample revealed that, 
even at these high yields, the nitride product exhib- 
ited a heterogeneous microstructure. Specifically, 

the microstructure of the top layer of the nitride 
product, which had been mostly in direct contact 
with nitrogen, was ascertained to be stoichiometric 
TiN through X-ray diffraction measurements, while 
most of the interior consisted of a fine, rigid, sponge- 
like structure of fine pores surrounded by thin tita- 
nium walls coated with titanium nitride. 

Figure 4 presents the yield of titanium nitride as 
a function of the mass of titanium contained in the 
quartz cylinder at two different pressures. It appears 
that the yield is insensitive to the total mass within 
the range of the scatter in the data. 

Discussion 

The results of Fig. 3 clearly demonstrate that using 
supercritical nitrogen is a viable technique for the 
combustion synthesis of titanium nitride. It would 
also appear from these results that the yield of tita- 
nium nitride formed by the reaction of titanium with 
supercritical nitrogen is simply a function of pressure 
as has been observed for the same reaction with 
room-temperature nitrogen at high pressure. Spe- 
cifically, Hirao et al. [6] conducted a set of experi- 
ments in which loose titanium powders of similar 
size to those of the present experiments were re- 
acted with room-temperature nitrogen over the 
pressure range of approximately 3.5-25 MPa. An 
increase in yield with pressure from 40% to over 
70% was observed. In a similar set of experiments, 
Agrafiotis [7] nitrided undiluted loose powders of 
small titanium particles at pressures of 1.01, 2.03, 
and 4.05 MPa and found that the yield increased 
from 25% to 36%. It has been suggested and dem- 
onstrated through modeling [8,9] that this kind of 
pressure dependence of nitride yield is a conse- 
quence of the flow of nitrogen through the porous 
reacting medium resulting from the pressure gradi- 
ent between the external nitrogen and that which is 
being consumed at the reaction front. This filtration 
process, which can be described by Darcy's law, 
could also control the eventual nitride yield through 
the extensive after-bum period that has frequently 
been observed by others as well as in the present 
experiments. 

In order to investigate the role of pressure in de- 
termining nitride yield, the present results on the 
TiN yield, together with those of Agrafiotis [7] and 
Hirao et al. [6], for undiluted titanium powder are 
plotted as a function of pressure in Fig. 5. Two ob- 
servations are apparent. First, Fig. 5 clearly displays 
in a quantitative manner that for a given pressure, 
the yields obtained with the present technique of 
using supercritical nitrogen are substantially higher 
than those obtained by using high-pressure nitrogen 
alone. Second, in contrast to the suggestion of the 
central role of pressure in the synthesis process, Fig. 
5 shows that the yields are not correlated when plot- 
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ted versus pressure. This lack of correlation, in turn, 
suggests that, even though the present results appear 
to exhibit the pressure dependence that might be 
associated with filtration-limited yields, filtration ac- 
tually may not be the controlling process in the syn- 
thesis. Indeed, there are additional factors that ap- 
pear to support this possibility, to be discussed next. 

First, note that at the high pressures of the present 
experiments, there is more nitrogen available than is 
necessary for the yield obtained; for example, at an 
initial titanium/nitrogen equivalence ratio of 1.16 at 
6.2 MPa, a yield of 86% titanium nitride would be 
expected instead of 73% as was observed. Calcula- 
tions analogous to those of Munir and Holt [10] were 
conducted, at the initial temperature and pressure 
conditions, to compare the amount of nitrogen con- 
tained within the pores of an ensemble of powder 
particles with that necessary for the stoichiometric 
conversion of the titanium to the nitride. At the high- 
pressure end of the supercritical nitrogen experi- 
ments described above, the initial nitrogen density 
in the pores was approximately 0.49 g/cc, which is 
86% of the value needed for complete conversion. 
Therefore, no filtration of nitrogen would be nec- 
essary to obtain the yield observed at the high pres- 
sures, assuming that the initial amount of nitrogen 
remained available during the conversion process. 

The observed high yield at lower pressures, how- 
ever, does imply that additional nitrogen must have 
been transported to the reacting titanium after pas- 
sage of the flame. For example, at 2.28 MPa, the 
amount of nitrogen in the pores is only 20% of that 
needed for complete conversion, although a yield of 
approximately 50% was nevertheless obtained. This 
difference, however, cannot be explained by filtra- 
tion transport, for the following reason. Figure 4 
demonstrates that within the experimental accuracy 
defined by the precision of the measured yield at a 
given pressure, the yield is independent of the 
amount of titanium placed in the reaction cylinder. 
By changing the mass of titanium powder contained 
in a fixed length of tube, the depth of the bed is 
changed, as is the surface-to-volume ratio. Despite 
these changes, the yield remains the same even 
though the bed height increases from approximately 
4 mm at 4 g to 9 mm at 12 g. These results are 
therefore contrary to those limited by filtration bar- 
riers of the type associated with percolation of nitro- 
gen through the porous powder, which have been 
shown to be dependent on the bed height [9], 

An additional argument against filtration control 
of yield is that despite the pressure sensitivity shown 
in Fig. 3 for the present results, a comparison with 
the results of Hirao et al. indicates that for similar 
levels of porosity, very different pressures have only 
a small effect; for example, yields of approximately 
70% can be obtained at the present 7.2-MPa pres- 
sure and the 25-MPa pressure of Ref. 6. This is con- 
trary to results obtained from computational simu- 

lation that differing pressures usually have a 
dramatic effect when filtration is assumed to be the 
controlling mechanism [9]. 

The above observations then suggest that pres- 
sure, with its associated implications for filtration 
limitations on the supply of nitrogen, may not be a 
universal correlating parameter for the yield of ni- 
tride formed from loosely packed small particles of 
titanium, especially for the present experiments. 
Recognizing that transport is not needed for the 
high-pressure, high-yield situations in which there is 
sufficient nitrogen for the yield obtained, a more ap- 
propriate fundamental thermodynamic parameter 
would appear to be the density. This hypothesis is 
supported by comparison of the conversions ob- 
tained in the present work and those reported by 
Hirao et al. for particles of similar sizes. The con- 
version yield of 48.7% reported here for initially sub- 
critical conditions of 132.04 K and 2.28 MPa is 
nearly equal to the value of 50% obtained by Hirao 
et al. for initial conditions of room temperature and 
7 MPa. At these sets of conditions, the density of 
nitrogen was nearly identical: 0.076 g/cc and 0.079 
g/cc, respectively. At initial conditions just above the 
critical point of nitrogen, 132.04 K and 3.48 MPa, a 
conversion of 59.0% was achieved and was found to 
be about equal to the value of 60% reported by 
Hirao et al. at conditions well into the supercritical 
regime (room temperature and 25 MPa); to be noted 
in particular is that even though the pressure of 
Hirao's experiments was 7 times higher than the 
present value, the densities at the experimental con- 
dition, 0.26 g/cc and 0.15 g/cc, respectively, differ by 
only a factor of 1.7. Furthermore, it was found in 
the present work that at an initially subcritical nitro- 
gen pressure of 2.28 MPa, conversion of 48.7% was 
achieved at an initial temperature of 132.04 K, while 
a conversion of only 24.3% was obtained at room 
temperature. At constant pressure, the density at 
132 K is 0.076 g/cc, which is a factor of 3 higher than 
the 0.026 g/cc density at room temperature. Fur- 
thermore, Agrafiotis [7] conducted a similar set of 
experiments using undiluted 29-/um titanium parti- 
cles loosely packed in room-temperature nitrogen at 
1.01, 2.03, and 4.05 MPa. The yields at these con- 
ditions were 25.4, 30.0, and 36.0%, with the corre- 
sponding densities of 0.011, 0.023, and 0.046 g/cc. 
Thus, the increase in yield is again associated with 
the increased density. 

A plot of the results of Agrafiotis [7], Hirao et al. 
[6], and those from the present investigation against 
density, Fig. 6, reveals a very satisfactory correlation 
and thus substantiates the postulate posed above. 
The seemingly disparate high yields from the pres- 
ent supercritical nitrogen experiments are now seen 
to be simply a consequence of the high density of 
the working fluid. Furthermore, it is significant to 
note that the correlation not only captures the high- 
pressure gas results of Hirao et al. but also the lower- 
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FIG. 6. The percent of titanium nitride yield with respect 
to the initial density of nitrogen for the present work (solid 
circles with high- and low-range bars), the data of Hirao et 
al. [6] (open triangles), the data of Agrafiotis [7] (open cir- 
cles), and in room-temperature nitrogen at 2.28 MPa (solid 
square). 

pressure gas results of Agrafiotis. In contrast, Fig. 5 
demonstrates that even the high- and low-pressure 
results from the gas experiments do not correlate 
well with pressure. 

The possibility that density instead of pressure 
could be the fundamental parameter also implies 
that the controlling transport process in the porous 
medium of the powdered bed, especially during the 
after-burn process, is one that depends on the den- 
sity and density gradient instead of on filtration, 
which depends on the pressure gradient. A logical 
choice for a mass transport process that depends on 
the density gradient is mass diffusion, whose rate is 
significantly elevated at the high temperatures of 
SHS. Indeed, a recent study on zirconium particle 
combustion [11] has experimentally demonstrated 
that during burning, the particle composition is per- 
petually uniformized due to diffusion. The diffusion 
is affected by the chemical depletion of nitrogen as 
well as the invariably multicomponent nature of the 
fluid in the powdered sample due to either melting 
and/or dissolution of the reactants and products. 
Note that a large nitrogen concentration gradient 
could potentially still be established at the surface of 
the titanium particles even in the presence of a small 
amount of solute [12]. 

Therefore, a rational interpretation of the density- 
correlated results is that in the high-density regime, 
the extent of conversion is simply related to the fluid 
density, whereas in the lower-density regime, the 
controlling transport process is mass diffusion, 
which, in turn, depends on the bulk density of the 
fluid. Filtration driven by a pressure gradient does 
not appear to be a dominant process for the systems 

analyzed herein, despite a nominal dependence on 
initial nitrogen pressure. 

Finally, Fig. 6 also reveals that the yield at the 
highest densities appears to reach an asymptotic 
limit for these undiluted powders. To explore the 
implications of this result, adiabatic flame tempera- 
ture calculations were performed using STANJAN 
[13], which is particularly suited for the calculation 
of equilibrium concentrations when condensed 
phases are present. At the asymptotic limit of den- 
sity, the calculation was performed assuming that the 
only nitrogen available for reaction was the amount 
originally present in the pores, approximately 86% 
of the stoichiometric value. For this titanium-rich 
condition, the adiabatic flame temperature calcula- 
tion yields an equilibrium liquid TiN concentration 
of 79%, which is surprisingly close to the experi- 
mentally observed yield. As expected from related 
adiabatic flame temperature calculations [14], the 
computed flame temperature, even after accounting 
for the initial low temperature, was 3958 K. At this 
high temperature and at the pressure of the calcu- 
lation, 6.21 MPA, not only are the TiN and the excess 
Ti liquid, but some TiN product also dissociates to 
create an equilibrium concentration of nitrogen and 
nitrogen atoms. In reality, heterogeneity and radia- 
tion would modify both the flame temperature and 
composition as calculated based on an adiabatic ho- 
mogeneous mixture. The concept of product disso- 
ciation, which could place an upper limit on the yield 
of SHS refractory products, is, however, still appli- 
cable and could possibly be controlled.by product 
dilution but, obviously, merits further study. 

Concluding Remarks 

Three significant contributions have evolved from 
the present study. First, the utility of supercritical 
nitrogen as a means of increasing the product yield 
in the SHS of metallic nitrides has been promoted. 
Specifically, by working in slightly supercritical 
states, the fluid density and hence the interstitial 
mass loading can be significantly increased without 
the need for ultrahigh pressures as needed for the 
synthesis in gaseous nitrogen. Second, this approach 
has been applied to the synthesis of titanium nitride 
and has resulted in yields up to 74%, which even 
slightly exceed the highest value previously obtained 
by using high-pressure gaseous nitrogen. Third, it 
has been demonstrated that previous and present 
data on high-pressure TiN SHS can be correlated in 
terms of the fluid density, instead of the system pres- 
sure, which implies that mass diffusion instead of 
filtration is the controlling process for after-burn in 
low-density environments and that nitrogen loading 
in the interstices of the powdered titanium controls 
the yield at high-initial-nitrogen densities. 
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COMMENTS 

Robert V. Kee, Colorado School of Mines, USA. Your mi- 
crographs show a very smooth molten-type appearance. 
Could you comment on the crystallographic microstructure 
of the TiN material? 

Author's Reply. The x-ray diffraction spectra of bulk 

samples were identical with those of commercially avail- 
able TiN. Such a match of spectra does not preclude mi- 
croscopic regions being other than TiN especially those 
that showed the smooth molten type appearance you men- 
tion. The composition of the microstructural features re- 
quires further examination. 
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A number of metal-sulfur compounds have been synthesized in the present investigation via self-prop- 
agating, high-temperature synthesis (SHS) process. Equilibrium calculations indicate that a large number 
of metals react with sulfur energetically, yielding adiabatic flame temperatures sufficiently high to support 
self-sustained flame propagation. To permit the combustion process to proceed entirely in the condensed 
phase, the pressure of the environment has to be kept at elevated levels (1-20 MPa) for most of the metal- 
sulfur mixtures studied. Computed adiabatic flame temperatures of some of the metal-sulfur reactions 
exceed 5000 K (Ca-S, Sr-S, Ba-S). The present experimental investigation was carried out to verify the 
equilibrium calculations. Seven metals have been studied (i.e., Mg, Si, Ti, Mn, Cr, Zn, and Mo). Samples 
are prepared by melting the metal-sulfur precursor mixture, which eliminates any trapped gas so that the 
density of the sample approaches the theoretical value. X-ray diffraction analysis of the products shows 
that the synthesized samples have a high purity and that the reactions are close to completion. Ignition 
temperatures for the metal-sulfur mixtures were found to be in the range of 350-600 °C. Flame speeds 
measured for several of the metal-sulfur mixtures ranged from 5 to 10 mm/s. The large-energy-release, 
low-ignition temperatures and high adiabatic flame temperatures associated with metal-sulfur combustion 
make this process also promising for a variety of "energetic" applications. 

Introduction 

Elemental sulfur reacts readily with almost all ele- 
ments, except for iodine, gold, platinum, and the no- 
ble gases. Sulfur is situated directly below oxygen in 
the periodic table, and its properties as a reactant 
resemble many of the oxygen characteristics. In par- 
ticular, it reacts exothermically with many metals to 
form stable refractory compounds. Metal-sulfur re- 
actions are sufficiently energetic to support the self- 
sustained propagation of a combustion front if the 
small metal particles are mixed with sulfur to provide 
a sufficiently large surface area for the reaction. This 
was first demonstrated in Ref. 1 with the synthesis 
of ZnS when a cold-pressed mixture of sulfur and 
zinc powders was reacted in the self-propagating, 
high-temperature synthesis (SHS) mode. However, 
it was found that the synthesized samples were po- 
rous and that the purity was not sufficiently good, 
particularly for electronics applications. 

A novel method for the preparation of the metal- 
sulfur precursor charge, i.e., mixing of the metal 
powder with molten sulfur, was proposed in Ref. 2. 
This permitted, for the first time, the complete elim- 
ination of trapped gases in the precursor SHS 
charge, which is the major shortcoming of the tra- 
ditional   cold-pressing   method.   Using   this   new 

charge preparation technique, high-purity ZnS sam- 
ples with a density close to the theoretical value were 
synthesized [2], 

In the present study, the technique developed for 
ZnS is extended to other metal-sulfur compounds 
(for example, MgS, SiS, etc.). These compounds 
have a variety of practical applications (for example, 
CrS is used as a catalyst, MoS2 as a solid lubricant, 
MnS as an additive in steel production, etc.). The 
simple, environmentally benign and energetic SHS 
method is attractive when compared with traditional 
techniques for metal-sulfide synthesis, such as the 
precipitation with hydrogen sulfide from an aqueous 
solution of the corresponding salts or the heating of 
elemental reactant powders in a resistive furnace [3]. 

The unique properties of metal-sulfur combus- 
tion, including high flame temperatures (up to 5000 
K), low ignition temperatures, liquid combustion 
products, nonporous precursor charges, and gasless 
combustion (for some charges at elevated pres- 
sures), also make it attractive in traditional "ener- 
getic" applications, which utilize the heat release in 
combustion phenomena (for example, pyrotechnics 
[4], closed energy propulsion systems [5], etc.). 

In the present paper, the thermodynamics of 
metal-sulfur combustion is investigated to predict 
the adiabatic flame temperatures and the yields of 
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FIG. 1. Flame temperature and yield of condensed product in combustion of elemental sulfur with different metals. 
Constant-pressure equilibrium calculations, P = 0.1 MPa. 

various reactions as a function of ambient pressure. 
Various high-quality metal sulfides were obtained for 
the first time by combustion synthesis in the present 
work. Finally, some characteristics of the metal-sul- 
fur combustion process (ignition temperature and 
flame speed) have also been investigated. 

Thermodynamics 

To select the metal-sulfur mixtures that would 
most likely support self-sustained flame propagation, 
thermodynamic calculations of the adiabatic flame 
temperature and product composition were per- 
formed. The thermodynamic software package 
"Thermo," developed by Dr. A. Shiryaev at the In- 
stitute of Structural Macrokinetics (Moscow), was 
used [6]. The package includes a thermodynamic da- 
tabase, a program for the calculation of the coeffi- 
cients of thermodynamic functions for new com- 
pounds, and a program for the calculation of 
equilibrium characteristics based on minimizing the 
thermodynamic potential. 

The equilibrium characteristics for constant pres- 
sure combustion of stoichiometric compositions 
were calculated for about 30 different metal-sulfur 
mixtures. If more than one stable metal-sulfur com- 
pound may be formed in the reaction, the stoichio- 
metric composition was chosen to consider the for- 
mation of the most energetic and stable compound 
at normal conditions (i.e., P = 0.1 MPa, T = 300 
K). 

The results of the calculated adiabatic flame tem- 
peratures and the yields of the corresponding metal- 
sulfur compound in a condensed form (at the flame 
temperature) are presented in Fig. 1 (for constant 
pressure combustion, P = 0.1 MPa). The empiri- 
cally established flame temperature limit in SHS sys- 
tems at which a self-sustained combustion wave can 
be observed is about 1800 K [7]°. It can be seen 
from Fig. 1 that at normal pressure conditions, the 
flame temperature of the stoichiometric mixture of 
15 elements, i.e., Be, Mg, Si, Ca, Ti, Cr, Mn, Sr, Y, 
Zr, Mo, In, Ba, La, and W, exceeds the minimum 
value required for the flame propagation. However, 
the thermodynamic calculations predict a 100% 
yield of the final product in a condensed phase for 
two elements: chromium and indium. For the rest 
of the compounds, although the amount of gas prod- 
uct in terms of mass percent is relatively small, the 
volume of the gas products exceeds the volume of 
the condensed product by orders of magnitude due 
to the low gas density and high flame temperatures. 

The total pressure has to be increased to suppress 
the evaporation and dissociation of the product. The 

"Strictly speaking, the flame propagation limit is a func- 
tion of heat losses and therefore depends on the charge 
size and geometiy, initial and ambient temperature, and 
for the samples with liquid products, on the gravity con- 
dition and sample orientation [2], For example, it can be 
decreased using a thermal blanket consisting of another 
energetic SHS mixture around the charge. 
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FIG. 3. Dependence of flame temperature and yield of 
condensed product on pressure in Mn-S constant-pressure 
combustion. 

combustion at elevated pressure increases the yield 
of the condensed products as well as the adiabatic 
flame temperatures. The results of the thermody- 
namic constant pressure combustion calculations at 
an elevated pressure of 5 MPa are shown in Fig. 2. 
The number of elements able to react in a self-sus- 
tained combustion mode, according to the 1800-K 
limit, does not seem to increase significantly with 
pressure. Only Cd crossed the flame temperature 
propagation limit at elevated pressure. However, the 
flame temperatures and the yield of condensed re- 
action products changed significantly for many ele- 
ments at elevated pressures. Three elements, Ca, Sr, 

and Ba, show combustion temperatures close to or 
exceeding 5000 K. The combustion temperatures of 
three other elements, Mg, Ti, and Zr, are close to 
4000 K. In addition to chromium and indium, two 
more elements, namely, Mn and Ba, also show a 
100% yield of the condensed product. The con- 
densed product yield of the Ti-S reaction is also very 
close to 100% at P = 5 MPa. The influence of the 
ambient pressure on the flame temperature and the 
condensed product yield, for a wide range of pres- 
sures, is given in more detail for the Mn-S and Zn- 
S mixtures in Figs. 3 and 4. 

SHS Synthesis of Metal-Sulfur Compounds 

Although the thermodynamic equilibrium calcu- 
lations indicate that about 15 metals will react with 
sulfur in a self-sustained combustion mode, only 7 
metals were chosen for the present experimental 
study, namely, Mg, Si, Ti, Cr, Mn, Zn, and Mo. This 
choice was mostly dictated by practical considera- 
tions. Some of the metals are highly toxic (Be, Cd), 
requiring special handling procedures; some are not 
available commercially in a powdered form (Ca, Sr, 
Ba); some are spontaneously flammable in open air 
(Zr); and others are simply too expensive (Y, In) for 
the present feasibility study. 

High-purity (99.5% on average) metal powders 
with a particle size in the l-5-/zm range (produced 
by Atlantic Equipment Engineering Company, Ber- 
genfield, NJ) were used. The high-purity (99.5%), 
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resublimed sulfur powder was supplied by A & C 
American Chemicals Company, Montreal, Canada. 
The powders were mixed in a bench-top laboratory 
roller mill with stainless steel metal balls for 12 h 
prior to carrying out an experiment. Mixing of the 
powders was done in stoichiometric proportions ac- 
cording to the following reactions: 

Cr + S -> CrS 

Mn + S -> MnS 

Mg + S -» MgS 

Mo + 2S -> MoS2 

Si + S -» SiS 

Ti •TiS 

Zn + S -» ZnS 

As mentioned earlier, the traditional method of 
sample preparation is by cold pressing of the powder 
mixture in a hydraulic press. In the present investi- 
gation, the mixture is heated to the melting point of 
sulfur. Then, the molten mixture is poured into a 
mold to form a charge of the desired shape. To en- 
sure a uniform distribution of the metal particles in 
the sulfur melt, the mixture was carefully stirred dur- 
ing the melting process and then maintained at a 
temperature of about 200 °C, which corresponds to 
maximum viscosity of the molten sulfur. Phase sep- 
aration is negligibly small at such a high viscosity. 
The charges were solidified in silica test tubes (20 
mm ID, 150 mm length), and a 0.25-mm tungsten 
wire (for ignition) was embedded into the sample 
during the casting process. The silica tube containing 
the sample mixture was then placed in a heavy- 
walled aluminum container but isolated from the 
container walls with several layers of 2-mm alumina 
ceramic beads, as shown in Fig. 5. During synthesis, 
the ampoule sometimes melts under the high tem- 
peratures, but the beads allow the specimen to retain 
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FIG. 5. Arrangement of the sample for SHS synthesis of 
metal-sulfur compounds: 1, tungsten ignition wire; 2, 
heavy-walled aluminum container; 3, quartz ampoule; 4, 
metal-sulfur precursor mixture; 5, ceramic alumina beads. 

its original form until the products cool down and 
solidify. The synthesis was performed under a con- 
stant pressure of 14 MPa of pure argon in the high- 
pressure reactor apparatus, which is described in de- 
tail in Ref. 2. 

The X-ray diffraction analysis of the synthesized 
samples was provided with an automated Nicolet- 
Stoe Powder Diffractometer with a graphite mono- 
chromator and CuKa radiation. The data Were in- 
terpreted using a software package for comprehen- 
sive X-ray analysis (Dr. E. Shelechov, Institute of 
Steel and Alloys, Moscow) with a data base from Ref. 
8. Thin, polished sections of synthesized samples 
were also prepared in order to determine their crys- 
tal structure. 

Qualitative Features of the Compounds and 
X-ray Analysis 

MgS 
The sample synthesized has a porous, central core. 

The bulk of the sample is a yellow-green color and 
with a very thin pink layer, which is in contact with 
the wall of the test tube. The pink color is probably 
evidence of an amorphous MgS structure [9]. Thin, 
polished sections are transparent to light and dem- 
onstrate a uniform sample structure. The bulk of the 
sample consists of small, rectangular crystals (50- 
300 yum) with their size decreasing from the center 
of the sample toward the periphery. Analysis of the 
X-ray scattering pattern demonstrates that all strong 
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peaks belong to the cubic MgS structure (type 
NaCl). However, weak peaks with an intensity less 
than 0.9% that were not identified cannot be attrib- 
uted to elemental Mg or S. The estimated maximum 
volumes of unreacted Mg and S that are presented 
in the sample are 0.3 and 1.1%, respectively. The 
estimated completeness of the reaction is more than 
99%. 

SiS 
This sample is light gray, is highly porous, and has 

a strong odor of H2S. The high porosity of the sam- 
ple is consistent with the thermodynamic calcula- 
tions that predict a low yield of condensed product 
(see Figs. 1 and 2). X-ray analysis was not carried 
out. 

TiS 
Synthesis of TiS produced a uniform, but porous, 

golden brown sample. All the strong peaks in the 
X-ray scattering pattern belong to a rhombohedral 
TiS phase. The intensities of the weak peaks do not 
exceed 6% and were not identified, although they 
cannot be attributed to different modifications of Ti 
or S. The estimated minimum volumes of unreacted 
Ti and S detected in the mixture are 0.3-0.7% (Ti) 
and 0.7% (S), and therefore, the completeness of the 
chemical reaction is probably more than 98.6%. It is 
also interesting to note that by adding an excess of 
sulfur in the precursor, the crystal structure of the 
synthesized sample is changed from the rhombo- 
hedral phase TiS (structure /iR6) to the rhombohe- 
dral phase Ti16S2i (structure /iR14). 

CrS 
This monolithic, nonporous sample is very hard 

and is a uniform dark-gray color. Thin (40-50 fim) 
cuts of the sample are not transparent. However, 
thin, radially oriented, columnar crystals are visible 
when viewing the sample in reflected light. The 
qualitative X-ray analysis shows that the sample is a 
mixture of several crystal phases: hexagonal CrS 
(type NiAs), monoclinic CrS (structure mC8), rhom- 
bohedral Cr2S3 (structure /iR10), and rhombohedral 
Cr5S6 (structure hF22). The quantitative analysis 
does not demonstrate a good fit of the theoretical 
program, which may be due either to some metasta- 
ble phase that is absent in the database or to the 
predominant orientation of the crystals in the pow- 
der sample used for the X-ray analysis. 

MnS 
This sample is very uniform and nonporous and is 

a dark-green color. Thin cuts are not transparent and 
exhibit a weak pattern of columnar crystals when 
viewed in reflected light. Qualitative X-ray analysis 
shows that all the strong peaks belong to the cubic 

phase of MnS (type NaCl). The estimated maximum 
volume fraction of Mn in the sample is less than 
0.2%. The volume fractions of MnS and Mn203 are 
94.7 ± 0.2% and 5.1 ± 0.2%, respectively. Taking 
into account that oxidized Mn is most probably pres- 
ent in the metal reactant powder, the reaction yield 
is very high, i.e., more than 99.8%. This also is con- 
sistent with the thermodynamic predictions (see Fig. 
3) that show that the yield of the condensed product 
in the Mn-S reaction reaches unity at pressures 
higher than 0.4 MPa. 

ZnS 
The description of the crystal structure of the ZnS 

synthesized by SHS was given in detail previously 
[2]. More careful quantitative analysis of X-ray scat- 
tering spectra provided in the present work shows 
that the SHS-synthesized ZnS samples contain both 
the wurtzite and the sphalerite modification of ZnS 
(as compared to the pure wurtzite structure reported 
previously [2]), although the percentage of the sphal- 
erite modification is relatively small (11-15%). 

MoS2 

The SHS-synthesized sample of molybdenum di- 
sulfide has a uniform, nonporous structure and a 
slippery, graphite-like texture, and is light gray with 
a characteristic metallic luster. The X-ray pattern for 
this sample has one very strong peak at 20 = 4.8° 
and many weak peaks (the strongest has an intensity 
of about 11%). The automated search shows that all 
strong peaks belong to the rhombohedral MoS2 

modification, although the presence of some quan- 
tities of other phases such as monoclinic Mo2S3 and 
rhombohedral Mo3S4 was also indicated. An accu- 
rate quantitative analysis of this spectra is .not pos- 
sible at present due to the strong texture of the MoS2 

phase. This is due to the layered structure of MoS2, 
which breaks mostly along the (001) plane to form 
long, flat particles, and hence, it is very difficult to 
achieve the random orientation required for the 
X-ray analysis. 

Combustion Characteristics of 
Metal-Sulfur Mixtures 

An understanding of the combustion characteris- 
tics of metal-sulfur mixtures (i.e., ignition tempera- 
ture, flame propagation speed, etc.) is important for 
controlling the purity of the products and "ener- 
getic" applications of metal-sulfur combustion. Ig- 
nition and flame propagation data are also the major 
source of information about the unknown high-tem- 
perature kinetics of the metal-sulfur reactions. The 
ignition temperature is only a weak function of the 
geometry of the sample, and hence, it is often con- 
sidered to be a physicochemical constant for prac- 
tical applications. 
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FIG. 6. Schematic of the experiment for measurement 
of the ignition temperature of metal-sulfur mixtures. 

TABLE 1 
Ignition temperatures of metal-sulfur mixtures 

Mg + S 
Si + S 
Ti + S 
Mn + S 
Cr + S 
Zn + S 
Mo + 2 

522 + 20 °C 
508 + 15 °C 
453 + 7 ° c 
355 + 6° c 
423 + 7° c 
499 ± 15 °c 
584 + 10 °c 

minimize the thermal gradient within the sample. A 
sharp rise in the sample temperature indicated the 
point of ignition. The average ignition temperature 
and the standard temperature deviation found from 
5-7 experimental trials for each different substance 
are shown in Table 1. 

It is interesting to note that replacing the Mn pow- 
der having a particle size in the range of 1-5 jim 
with a coarser powder having a size distribution in 
the range of 1-15 /*m increases the ignition temper- 
ature from 355 to 384 °C. This is a reflection of the 
heterogeneous character of the chemical reaction 
prior to and during the ignition process. 

Linear flame propagation speeds were measured 
using a modified ion-probe technique. The hardware 
and experimental procedure is described in detail in 
Ref. 2. Samples with a diameter of 1 cm and a length 
of 12 cm were used in the present experiments. Al- 
though the experiments were performed in a high- 
pressure environment (with an ambient pressure of 
up to 10 MPa), it was found that for samples that 
produced a significant amount of gas during the 
combustion, the measurement technique was not re- 
liable. Thus, only results for the pure, gasless react- 
ing mixtures of Mn-S and Cr-S (cf. earlier ther- 
modynamic results) are reported in the present 
work. The value of the flame speed for the Mn-S 
mixture was found to be 5.4 ±0.7 mm/s and for the 
Cr-S mixture, 8.4 ± 0.8 mm/s. The flame speed for 
the Zn-S mixture reported previously [2] was found 
to be 4.5 mm/s for a sample with a diameter of 10 
mm. Note that the measured flame speeds do not 
correlate with the energetic potential of the reaction. 
The highest speed is observed for the Cr-S mixture, 
which has the lower adiabatic flame temperature of 
the two mixtures. 

A schematic of the experimental apparatus used 
for the ignition experiments with metal-sulfur 
mixtures is shown in Fig. 6. The samples were cast 
in small, cylindrical copper containers (8 mm ID, 30 
mm long), which were suspended in the center of a 
cylindrical ceramic fiber heater (Wattlow Inc., MO). 
A fine-gauge, unsheathed thermocouple (chromel- 
alumel, d = 50/zm) was embedded in the cylindrical 
sample. The signal from the thermocouple was am- 
plified (X 100) and recorded with a PC-based data 
acquisition system (R.C. Electronics). The boiling 
point of sulfur at normal pressure is 445 °C. To sup- 
press the evaporation of sulfur at the ignition tem- 
peratures (which may be up to 600 °C), an ambient 
pressure of about 7 MPa is required. Therefore, the 
ignition experiments were performed in the same 
high-pressure reactor that was used for the material- 
synthesis experiments. The heater assembly was en- 
closed in a thick-walled, stainless steel, cylindrical 
container that acts as a heat sink to minimize the 
heating of the argon gas inside the reactor. The sam- 
ples were heated slowly (typically for 5-7 min) to 

Conclusions 

Equilibrium calculations suggest that the energy 
of the reaction of a large number of metals with sul- 
fur is sufficiently high to permit self-sustained flame 
propagation. The present study has demonstrated 
experimentally that high-purity metal-sulfur com- 
pounds of Mg, Si, Ti, Cr, Mn, Zn, and Mo can readily 
be synthesized by the SHS method. X-ray analysis of 
the products indicates that the reactions are close to 
completion in the SHS process. The precursor mix- 
ture is prepared in a novel scheme where the sulfur 
is melted. Theoretical density can thus be achieved 
with the absence of trapped gases in the precursor 
mixture. Ignition temperatures of the metal-sulfur 
mixtures measured in the present study are in the 
range of 350-600 °C. The flame speeds are found to 
be in the range of 5-10 mm/s. The high-flame tem- 
peratures, low-ignition temperatures, and large en- 
ergy release associated with metal-sulfur combustion 
make this process promising for a variety of practical 
applications. 
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COMMENTS 

S. Dasappa, Indian Institute of Science, India. Are there 
any emissions in the gas phase because of sulphur com- 
bustion? If so can you quantity them? 

Author's Reply. Thermodynamic calculations of constant 
pressure combustion show that at flame temperatures 
some of the metal Sulfides will be in a gaseous phase or will 
dissociate as Sn-gas and metal-gas. The amount of gas_prod- 
ucts strongly depends on pressure and is also very different 
for various metals. For example, the gas phase products in 
Zn-S combustion are ZnS-gas, Sn-gas and Zn-gas. The 
amount of gas gradually decreases if the pressure increases, 
however gas products are present even at pressure as high 
as 100 MPa. At the same time, gas products are present in 
Mn-S combustion only at pressures bellow 0.5 MPa. For 
some metals, combustion is gasless even at normal pres- 
sure. Our qualitative experimental observations basically 
confirm the results of thermodynamic calculations, how- 
ever quantitative measurements of gas emissions in metal- 
sulfur combustion have not yet been performed. 

Atsushi Makino, Shizuoka University, Japan. Generally 
speaking, burning velocity and the range of flammability 
for the NHS process depend on particle size of the higher 
melting-point metal of the system. How does the burning 
velocity depend on the particle size of the metal? How 
large is the particle size when the combustion wave ceases 
to propagate? Is the combustion mode unchanged with in- 
creasing particle size? 

Author's Reply. This is a very interesting question. How- 
ever, we are not ready to answer it yet because we just 
started the experiments on influence of the metal particles 
size on flame propagation and ignition. At present, we can 
only mention that increasing of the specific surface area of 
metal powder in Mn-S mixture from 2.33 to Z.l2/jm2/fim3 

decreases ignition temperature from 385°C to 306°C. 
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GAS-PHASE COMBUSTION SYNTHESIS OF ALUMINUM NITRIDE POWDER 

R. L. AXELBAUM, C. R. LOTTES, J. I. HUERTAS AND L. J. ROSEN 

Department of Mechanical Engineering 
Washington University, St. Louis, MO 63130, USA 

Due to its combined properties of high electrical resistivity and high thermal conductivity, aluminum 
nitride (AlN) is a highly desirable material for electronics applications. Methods are being sought for 
synthesis of unagglomerated, nanometer-sized powders of this material, prepared in such a way that they 
can be consolidated into solid compacts having minimal oxygen content. A procedure for synthesizing these 
powders through gas-phase combustion is described. This novel approach involves reacting A1C13, NH3, 
and Na vapors. Equilibrium thermodynamic calculations show that 100% yields can be obtained for these 
reactants with the products being AlN, NaCl, and H2. The NaCI by-product is used to coat the AlN particles 
in situ. The coating allows for control of AlN agglomeration and protects the powders from hydrolysis 
during post-flame handling. On the basis of thermodynamic and kinetic considerations, two different 
approaches were employed to produce the powder, in co-flow diffusion flame configurations. In the first 
approach, the three reactants were supplied in separate streams. In the second, the AIC13 and NH3 were 
premixed with HC1 and then reacted with Na vapor. X-ray diffraction (XRD) spectra of as-produced 
powders show only NaCl for the first case and NaCl and AlN for the second. After annealing at 775 °C 
under dynamic vacuum, the salt was removed and XRD spectra of powders from both approaches show 
only AlN. Aluminum metal was also produced in the co-flow flame by reacting A1C13 with Na. XRD spectra 
of as-produced powders show the products to be only NaCl and elemental aluminum. 

Introduction 

Background on AlN 

Due to its unique physical properties, aluminum 
nitride (AlN) has been considered for many appli- 
cations, from piezoelectric materials to matrix ma- 
terials for a composite uranium nitride nuclear fuel. 
The largest market for AlN is in the electronics in- 
dustry. This interest stems from the need to develop 
electronics substrates with high thermal and low 
electrical conductivities. Few materials possess such 
properties. Of those that do, AlN is the most desir- 
able for reasons of safety and cost [1]. As a ceramic, 
AlN has a high electrical resistivity (r > 1013 Q ■ cm) 
while possessing a theoretical thermal conductivity 
comparable to copper (k = 319 W/m-K). The po- 
tential market for AlN in electronics applications 
alone is predicted to be $550 million by the year 
2000 [2], 

The current commercial methods for producing 
AlN—carbothermal reduction and direct nitridation 
[3]—yield fine powders that can be further pro- 
cessed by, for example, sintering or hot-pressing to 
produce solid compacts. Carbothermal reduction is 
a batch process involving a high-temperature (1400- 
1800 °C), solid-solid reaction between alumina and 
carbon powders in a nitrogen atmosphere, yielding 
AlN powders with particle diameters of 0.01-3.0/im 
[1,3], AlN production via direct nitridation is also a 

batch process and involves reacting aluminum pow- 
der with nitrogen gas at temperatures in excess of 
1200 °C, to produce powders with particle diameters 
in the range of 0.3-12//m [3,4], 

Challenges in AlN Production 

There is a great need for new synthesis routes for 
the production of AlN due to the inherent limita- 
tions of present production processes. Both carboth- 
ermal reduction and direct nitridation employ pre- 
cursors that contain oxygen: aluminum oxide and 
aluminum powders, respectively (aluminum pow- 
ders inherently contain oxygen in the surface layer 
and lattice). Furthermore, both processes include 
steps that expose the AlN product powders to oxygen 
and other contaminants: excess carbon is burned off 
during carbothermal reduction, whereas direct ni- 
tridation employs at least one grinding step, which 
introduces oxygen and metallic impurities [3], Oxy- 
gen impurities dramatically decrease the thermal 
conductivity of AlN. For example, the thermal con- 
ductivity of AlN with 300 ppm oxygen is 280 W/ 
m ■ K, whereas with 0.8 wt % oxygen, it reduces to 
80 W/m-K [5], 

Another challenge in the production of AlN is the 
reduction of particle size in order to exploit super- 
plastic-forming (SPF). Since SPF rates increase with 
decreasing grain size, it is desireable to identify com- 
mercially viable methods of synthesizing nanometer- 
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sized (2-100 nm) powders of AlN. However, the 
high surface-to-volume ratio for these powders has 
heretofore resulted in excessive oxygen contamina- 
tion due to surface hydrolysis via 

AlN + 3H20 -> Al(OH)3 + NH3 (1) 

which occurs when AlN is exposed to moisture. To 
produce AlN powder that is useful in high thermal 
conductivity applications, the process must yield 
powders that are free of impurities and not suscep- 
tible to surface hydrolysis during subsequent han- 
dling. 

Another important criterion for AlN applications 
is that the starting powders be unagglomerated or 
weakly agglomerated to ensure that the resulting 
compacts can be sintered to near-theoretical density. 
Flames generally produce powders composed of 
long-chain, hard agglomerates. These powders are 
not easily compacted, resulting in materials with 
high void fractions and greatly diminished proper- 
ties. Recently, Axelbaum et al. have developed a 
flame process, applicable to a broad class of mate- 
rials, for synthesizing unagglomerated, unoxidized 
nanometer-sized particles [6]. In this paper, the pro- 
cess is extended to the synthesis of AlN. 

Particle-Coating to Prevent Agglomeration and 
Oxygen Contamination 

The approach to prevent agglomeration in flames 
is to allow nucleation and growth of primary parti- 
cles to proceed normally, until they have grown to a 
desired size, and then encapsulate these particles 
with an appropriate material before they excessively 
agglomerate. Upon subsequent collisions, the coated 
particles will agglomerate, but the primary particles 
within them will not. When the coating is later re- 
moved, the resulting powder will contain unagglom- 
erated or weakly agglomerated particles of the spec- 
ified size. 

In addition to controlling size, the particle coating 
also protects oxygen- and moisture-sensitive primary 
particles during post-flame handling. Thus, ultrafine, 
nonoxide particles produced in an oxygen-free en- 
vironment can be handled without extreme precau- 
tions. 

This flame and coating procedure has been dem- 
onstrated in a sodium halide flame for the synthesis 
of titanium metal powders [6], The reaction em- 
ployed is given by 

TiCl4 + 4Na -> Ti + 4NaCl [7] (2) 

Sodium halide reactions such as this can be applied 
to produce a variety of materials, including metals, 
intermetallics, ceramics, and composites. Calcote 
and Felder have produced high-purity solid silicon 
[7], and Glassman et al. have produced TiN, TiB2, 
TiC, TiSi2, SiC, and B4C [8]. Axelbaum et al. have 
extended these works and produced Ti, TiB2, W, and 

W-Ti [6,9,10], with emphasis on producing unag- 
glomerated, nanometer-sized powders by employing 
the coating procedure described above. The coating 
material for particles produced in sodium halide 
flames is conveniently the sodium chloride by-prod- 
uct. Sodium chloride is an effective coating because 
its boiling point is 1410 °C, which allows condensa- 
tion to be triggered in the flame by controlling tem- 
perature and NaCl concentration. Furthermore, it is 
possible to exploit the Kelvin effect to control the 
onset of coating and attain control of particle size for 
particles <40 nm in diameter [6], Finally, the NaCl 
coating can be easily removed by washing with an 
appropriate solvent or through vacuum sublimation 
at moderate temperatures (-800 °C). 

The sodium halide flame and coating process 
should be well suited for production of AlN powders 
with low oxygen content. The reaction precursors 
are oxygen free, and the salt by-product is produced 
in the reaction zone simultaneously with the pri- 
mary-product particles, with coating occurring on a 
millisecond time scale. The coating should then al- 
low the particles to be conveniently handled without 
acquiring the oxygen impurities that can be so del- 
eterious to the thermal conductivity of AlN. 

Thermodynamics 

One approach to producing AlN that has received 
considerable attention recently is the gas-phase re- 
action of A1C13 with NH3. Kimura et al. [11], Park 
et al. [12], and Riedel and Gaudl [13] produced AlN 
powders with this reaction, and Lewis [14], Nickel 
et al. [15], and Riedel and Gaudl [13] produced films 
by chemical vaper deposition (CVD). There are a 
number of difficulties associated with this endother- 
mic (35.5 kj/mole) reaction, as can be seen from the 
equilibrium composition for 

(3) AICI3 + NH3 + 50Ar -> products 

shown in Fig. 1. These results were obtained using 
commercial software and verified with the NASA 
equilibrium code. The yields for this chemistry'are 
only modest, typically <30% with stoichiometric 
NH3. Yields increase with increasing NH3 or N2; 
however, over 50 times stoichiometric NH3 is 
needed to approach 100% yields [16]. Nickel et al. 
have shown that the primary reason for the low yield 
of Eq. (3) is the decomposition of NH3 [15]. With 
no decomposition, near-perfect yields are achieved 
thermodynamically. Physically, it is possible to re- 
duce the extent of ammonia decomposition by 
proper selection of reactor materials and formation 
of stable A1C13-(NH3)„ (n = 1-6) adducts [12]. By 
employing these measures, yields of up to 70% have 
been achieved with 6 times stoichiometric NH3 at 
moderate temperatures (1000 °C) [14]. An inherent 
limitation of this chemistry is that the reactor tern- 
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FlG. 1. Equilibrium compositions 
as functions of temperature for 
mixtures of A1C13 + NH3 + 50Ar 
(solid lines) and A1C13 + NH3 + 
3Na + 50Ar (dashed lines). 

perature must be high to obtain reasonable produc- 
tion rates; however, high temperature promotes 
NH3 decomposition, which limits yield [12]. Also, 
Riedel et al. have shown that the resulting fine pow- 
ders contain ~3 wt % oxygen due to hydrolysis [13], 

The addition of Na to the AlCl3-NH3 system can 
greatly enhance thermodynamic yield, with or with- 
out NH3 decomposition. Adding stoichiometric Na 
to the reaction in Eq. (3) results in 

A1C13 + NH3 + 3Na + 50Ar -> products.     (4) 

The equilibrium products for this reaction are shown 
in Fig. 1. The adiabatic flame temperature for Eq. 
(4) is 1225 °C when the reactant temperature is 650 
°C. Nonetheless, radiative heat transfer can be so 
significant in these flames that the product temper- 
ature can be controlled by the temperature of the 
combustion chamber. Thus, product composition is 
reported as a function of temperature in Eig. 1. The 
results reveal that 100% yields are achieved with this 
system over a wide range of temperatures. In addi- 
tion to high yield, Eq. (4) has many other practical 
advantages over Eq. (3). First, the by-product NaCl 
can be incorporated as a coating material, as dis- 
cussed above, to avoid agglomeration and oxygen 
contamination during post-synthesis handling. Sec- 
ond, it is overall exothermic ( — 1244 kj/mole), re- 
sulting in lower energy costs. And third, the gaseous 
by-product is hydrogen, which can be used for its 
high heating value, as compared to HC1, which must 
be scrubbed. 

Experimental Considerations 

For the three reacting species shown in Eq. (4), 
two possible schemes exist for mixing: either the re- 
actants can be supplied in three separate co-flowing 
streams or two of the reactants can be premixed and 

then this mixture can be reacted with the third. The 
second scheme presumes that the two premixed re- 
actants will not react to form an unacceptable prod- 
uct, for example, a solid phase that will either plate 
out on the walls or lead to inhomogeneities in the 
final product. AlCl3 and NH3 will react below 225 
°C to form AlN(s) and NH4Cl(s), as shown in Fig. 
1. Above 225 °C, the only condensed phase is AlN(s). 
Thus, mixing A1C13 and NH3 would not appear 
promising because condensed phases would form in 
the supply lines. Similarly, A1C13 reacts hypergoli- 
cally with Na to form Al and NaCl, thereby making 
this mixture infeasible. The possibility of mixing 
NH3 and Na has been considered, but preliminary 
studies revealed that NH3 decomposition is exces- 
sive and that a solid phase, possibly NaH, is formed. 

Thus, it would appear that the three reactants have 
to be supplied to the burner in separate jets, and this 
approach, referred to as case A, is considered. How- 
ever, an alternative approach, wherein the reaction 
of AlCl3 and NH3 is suppressed, is also examined. 
When A1C13 and NH3 are mixed at 400 °C, stable 
AlCl3 • (NH3)„ adducts are formed [17], and these 
adducts decompose into A1N and HCl above 700 °C 
[14]. Incomplete conversion to the adduct results in 
AlN(s) and HCl(g) production as shown in Fig. 1, 
which is not acceptable. Nonetheless, by adding HCl 
to the reactants, the forward reaction, which pro- 
duces AlN, can be suppressed. Following this rea- 
soning, it is possible to supply a purely gaseous mix- 
ture of A1C13, NH3, and HCl that will then react with 
Na. This approach is considered and will be referred 
to as case B. 

The basic characteristics of the co-flow sodium 
flame used in this study have been described previ- 
ously for the production of titanium and titanium 
diboride [6]. Only modifications and improvements 
will be described. Configuration 1, shown in Fig. 2, 
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FIG. 2. Schematic diagram illustrating two different 
burner configurations employed to produce AlN and Al. 

is for case A, where all three reactants are supplied 
separately. It consists of five heated, concentric 
tubes, all stainless steel, except for the innermost 
tube, which is quartz. The tubes have outside/inside 
diameters of 3.1/1.9, 6.4/4.6, 12.7/10.9, 25.4/19.1, 
and 75/70 mm, respectively. All reactants are intro- 
duced in the vapor phase. The halide is introduced 
through the central tube, followed by inert, then 
NH3, and then Na. An inert shroud gas is supplied 
in the outermost annular section. The reaction zone 
occurs in the mixing layer of the reactants, with the 
inner inert stream acting as a diffusion barrier near 
the base to avoid particle deposition at the burner 
mouth. The outer shroud ensures a uniform flow and 
isolates the flame from room air. Honeycomb is 
placed at the exits to ensure uniform laminar flows. 

The configuration for case B, where A1C13, NH3, 
and HC1 are premixed, is as shown in the inset of 
Fig. 2. In this configuration, the 3.1/1.9-mm quartz 
tube is removed, and the 6.4/4.6-mm stainless steel 
tube is replaced with a graphite tube with outside/ 
inside diameters of 7.5/5.0 mm, respectively. 

Sodium is metered in the liquid phase with a stain- 
less steel syringe pump. Supplying sodium with a 
positive displacement pump is necessary to ensure 
that a line failure would not lead to an uncontrolled 
release of liquid sodium. The liquid sodium is fed to 
the interior of a sintered, stainless steel tube where 
it wicks through and wets the outer walls. Argon, 
supplied to the exterior of the porous tube, carries 
the sodium vapor to the burner. 

Aluminum chloride powder is stored in a temper- 

ature-controlled monel reservoir. Nitrogen or argon 
carrier gas is metered by a mass flow controller and 
then bubbled through the aluminum chloride pow- 
der, after which it is assumed to be saturated with 
aluminum chloride vapor. 

A heated, insulated, stainless steel extension is at- 
tached to the outermost tube of the burner. The ex- 
tension acts to minimize heat loss from the burner 
surface and the flame and to prevent entrainment of 
oxygen. The extension contains a slot in the axial 
direction to allow for thermocouple measurements. 

The plumes emanating from these flames are well- 
defined streams of particles akin to soot emanating 
from an inverse-co-flow hydrocarbon flame [18]. 
The particles are collected into a 1.2-cm-diameter 
stainless steel tube located approximately 6 cm 
above the burner rim. The particles are extracted 
under near-isokinetic conditions and collected on a 
10-^m porous stainless steel filter. After collection, 
the particles are scraped from the filter and placed 
in storage vials under an inert atmosphere. 

Flame temperatures are obtained with Pt-6%Rh/ 
Pt-30%Rh thermocouples (type B). The wire size is 
0.05 mm, and the thermocouple wires and bead are 
bare. The rapid insertion technique is employed to 
minimize particle buildup on the thermocouple and 
to limit exposure to the hostile environment. Due to 
the relatively low temperatures in these flames, ra- 
diation corrections were not made. 

Particle composition is analyzed with a Rigaku 
horizontal X-ray diffractometer (XRD). The Scher- 
rer formula, which is based on the inverse relation- 
ship between XRD peak width and particle size, is 
used to determine nominal particle size. 

Experimental Results 

Prior to synthesizing AlN, elemental aluminum 
was produced via 

AIC1, + 3Na -> Al + 3NaCl (5) 

The burner was configured as shown in Fig. 2 for 
configuration 2. The A1C13 vapor with Ar carrier gas 
was introduced in the innermost graphite tube, fol- 
lowed by a co-flow of Ar, and then the Na-Ar mix- 
ture. The shroud gas in the outermost annulus was 
Ar. 

Operating conditions, shown in Table 1, were cho- 
sen to ensure the flame was overventilated in Na; 
i.e., Na vapor was present along the centerline above 
the luminous flame tip. In accord with thermody- 
namic calculations, this mode of operation ensures 
nearly 100% yields because the local stoichiometry 
will ultimately be sodium-rich along the centerline. 
The Na-AlCl3 flame is similar in appearance to that 
of Na-TiCL. [6]. The apparent reaction zone is evi- 
dent as a thin, yellow luminous zone. The shape of 
the flame is typical of the Burke-Schumann flame. 
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TABLE 1 
Run conditions and configuration for specified product 

Product 
Burner Temp 

(°C) Species 
Total Flow Rate 

(seem) 
Reactant 

Concentration 

Al 

A1N 
(case A) 

A1N 
(case B) 

800 

710 

650 

AlCl3/Ar 38 0.48/0.52 
Ar (inner co-flow) 1100 — 

Na/Ar 1600 0.10/0.90 

A1C13/N2 160 0.44/0.56 
N2 (inner co-flow) 960 — 

NHs/N2 2290 0.22/0.78 
Na/Ar 2830 0.10/0.90 

AlCL/NHs/HCl/Ar 235 0.12/0.15/0.17/0.56 
Ar (inner co-flow) 350 — 

Na/Ar 2750 0.07/0.93 

FIG. 3. X-ray diffraction spectra of as-produced powder 
from an AICl3-Na flame under conditions shown in Table 
1 and in configuration 1 of Fig. 2. 

Buoyancy is negligible in these heavily diluted flames 
because the flame temperature is only 300-500 °C 
higher than the reactant and co-flow temperatures. 

The as-produced aluminum powder is light gray. 
A characteristic XRD of the as-produced powders is 
shown in Fig. 3. XRD peaks index to only Al and 
NaCl. The nominal diameter of the particles in Fig. 
3, as estimated by the Scherrer formula, are 60 nm 
for Al and 80 nm for NaCl. 

Nitrogen was then substituted in place of Ar for 
the AlCl3 carrier gas and inner and outer co-flows to 
determine if AlN might be produced by in situ ni- 
tridation of the aluminum particles. Nitridation of Al 
by N2 has been reported to begin at temperatures 
as low as 800 °C but to be very slow at these tem- 
peratures. For 15-//m-diameter aluminum particles 
at 1550 °C, nitridation occurs within 2 s [2]. For 

nanometer-sized particles, the time would be ex- 
pected to be considerably less. For the run condi- 
tions investigated, the flame temperatures did not 
exceed 1100 °C, and temperatures quickly decreased 
downstream of the flame due to radiative heat loss 
and heat loss to the outer shroud gas. Under these 
conditions, the nitridation reactions appear to be too 
slow to effectively produce AlN because no AlN 
peaks were observed in XRD spectra of either the 
as-produced or the annealed samples. 

Employing the chemistry of Eq. (4) and consid- 
ering the thermodynamic results, AlN was then syn- 
thesized using configuration 1 shown in Fig. 2 and 
experimental conditions of case A. Under these con- 
ditions, two reaction zones are expected: an inner 
reaction zone where NH3 reacts with A1C13 and an 
outer reaction zone where the products of the inner 
zone react with Na. Indeed, two thin, distinct par- 
ticle-formation zones were observed by laser light 
scattering. Quantitative scattering measurements 
were not made because of the broad and strong ab- 
sorption cross section of Na2 [19], 

Powders were collected from the AlCl3-NH3-Na 
flames under various operating conditions. The as- 
produced powders contain NaCl, with certain run 
conditions also producing NH4Cl. As shown in Fig. 
1, NH4C1 is a low-temperature product of the A1C13- 
NH3 system, and with the addition of stoichiometric 
Na, NH4CI is not present. Thus, if the flame is op- 
erated underventilated in Na, NH4Cl may be pro- 
duced when the products reach the cooler regions 
of the sampling system. Unlike the AlCl3-Na flame, 
it is difficult to ensure that this flame is overventi- 
lated in Na. Samples obtained from runs with Na in 
excess of the stoichiometric amount show no NH4Cl 
peaks in the XRD spectra. 

XRD spectra of as-produced powders do not in- 
dicate the presence of crystalline AlN. This maybe 



1896 MATERIAL SYNTHESIS 

26 (Degrees) 

FIG. 4. X-ray diffraction spectra of heat-treated powder 
produced in an AlCl3-NH3-Na-N2 flame under conditions 
of case A in Table 1 and in configuration 1 of Fig. 2. 
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FIG. 6. X-ray diffraction spectra of heat-treated powder 
produced in an AlCl3-NH3-HCl-Na flame under conditions 
of case B in Table 1 and in configuration 2 of Fig. 2. 
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FIG. 5. X-ray diffraction spectra of as-produced powder 
from an AlCl3-NH3-HCl-Na flame under conditions of case 
B in Table 1 and in configuration 2 of Fig. 2. 

because the AlN is amorphous or the peaks are too 
small and broad to be detected against the large 
background of NaCl. As shown in Fig. 4, XRD pat- 
terns of powder that were produced under the con- 
ditions in Table 1 and heat-treated for 4 h at 775 °C 
under dynamic vacuum show AlN peaks. The broad 
peaks indicate that the AlN particles are very small, 
6 nm in diameter as estimated by the Scherrer for- 
mula. 

The two reaction zones associated with separate 
mixing of the three reactants can potentially lead to 
a broad range of morphologies because AlN is 
formed in both zones and under very different con- 
ditions—one zone being endothermic and the other 
exothermic. Uniformity of product is often, though 
not always, desirable from a materials perspective. 

Case B, which results in a single, exothermic re- 

e 

Axial Position 

-I 1 1 1 1 1      I      I      r- 

0 

Radial Position (mm) 

FIG. 7. Radial temperature profiles of an A1C13-NH3- 
HCl-Na flame at three different axial locations above the 
burner exit under conditions of case B in Table 1 and in 
configuration 2 of Fig. 2. 

action zone, can potentially lead to a more uniform 
product. Figure 5 shows the XRD spectra of as-pro- 
duced powders for configuration 2 with operating 
conditions of case B. The only phases detected are 
NaCl and AlN. The Scherrer formula predicts a crys- 
tal size of 40 nm for the NaCl and 20 nm for the 
AlN. The taller NaCl peaks are a result of the stoi- 
chiometry, which leads to about 4 times as much 
NaCl as AlN on a molar basis, and the fact that 
larger-sized particles have taller, narrower peaks. 
The AlN may also not be fully crystalline. After heat 
treatment at 775 °C for 4 h under dynamic vacuum, 
the salt is removed and, as shown in Fig. 6, the only 
phase present is AlN. No special precautions were 
necessary to obtain this sample. Prior to heat treat- 
ment, the as-produced powders were stored for 4 
days in vials filled with Ar. Nonetheless, no oxide, 
hydroxide, or oxynitride phases are observed. 
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Radial temperature measurements at three differ- 
ent axial locations are shown in Fig. 7. The basic 
profiles are consistent with the Burke-Schumann 
flame, except that the maximum temperatures near 
the base are significantly lower than at the tip. This 
result is a consequence of the inert co-flow between 
the reactant streams. This co-flow is added to avoid 
particle buildup at the rim by minimizing formation 
rates of condensed phases in this region. Since the 
reactants are hypergolic, the burner would rapidly 
clog if the inner co-flow were not employed. 

Due to the significant dilution in this flame, the 
increase in temperature is only modest, about 400 
°C. Accounting for the inner co-flow, the stoichio- 
metric adiabatic flame temperature is 1145 °C, 
which is consistent with the maximum-measured 
temperature of 1050 °C. 

Conclusions 

Nanocrystalline aluminum and aluminum nitride 
powders have been successfully synthesized for the 
first time in sodium-halide flames. Aluminum was 
synthesized by the reaction of A1C13 with Na. Alu- 
minum nitride was synthesized by adding Na to the 
well-known AICI3-NH3 system. Thermodynamic 
yields of this system are dramatically improved by 
the addition of Na, with the by-products of the re- 
action being NaCl and H2. The NaCl has been used 
to encapsulate the metal and ceramic particles in 
situ. XRD spectra suggest that the particles are in- 
deed nanoscale, as desired. Despite having handled 
these high-surface-area powders in air, indications 
are that the coating has protected them from oxygen 
contamination, a problem that has plagued AlN pro- 
duction. The Al and AlN powders appear to be single 
phase, as detected by XRD. 

By keeping the AlN particles encased in NaCl un- 
til just before consolidation, it is believed that the 
final compacts will have low oxygen impurities. 
Thus, this process holds promise as a commercially 
viable method of producing large quantities of nano- 
crystalline AlN materials with high thermal conduc- 
tivities. 
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FLAME STRUCTURE MEASUREMENT OF SINGLE, ISOLATED ALUMINUM 
PARTICLES RURNING IN AIR 
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Spatially resolved measurements of the flame structure about single, isolated aluminum particles burning 
in air were made using planar laser-induced fluorescence (PLIF) and electron probe microanalysis 
(EPMA). Spherical aluminum particles of 210 fim diameter were generated continuously by mechanical 
chopping of wire strands and laser heating, which also ignited the particles. After ignition, combustion was 
found to occur in two stages consisting of an initial steady burning phase, characterized by a spherical 
flame positioned off the surface, and a second violent, unsteady burning phase, during which gaseous 
ejections occurred from the particle surface. PLIF was used to measure the radial profiles of gaseous AlO 
and AlO vibrational temperature during the steady burning stage of particle free fall. The radial distribution 
of condensed-phase A1203 was measured by impaction and rapid quenching of individual particles and 
their associated oxide clouds on silicon plates. Analysis of the impacted cloud distribution was performed 
off-line with EPMA and Abel transform techniques. Results indicate a flame structure of finite thickness, 
wherein AlO is a gas-phase intermediate. Relative peak concentrations of AlO and A1203 were measured 
at r/rs = 2.8 and r/rs = 3.5, respectively. The temperature rose from —2350 K at the particle surface to 
a nearly constant value of —3800 K between 5 < r/rs < 6. The surface temperature agrees well with 
previously reported ignition temperatures, while the plateau temperature is —300 K higher than the the- 
oretically predicted adiabatic flame temperature for a stoichiometric Al-air mixture. The species and tem- 
perature measurements support previously proposed models where gasification can occur by both vapor- 
ization and heterogeneous surface reactions. Transport of Al outward and reaction with inward-diffusing 
molecular oxygen yields AlO. Subsequent heterogeneous reactions involving AlO yield condensed-phase 
A1203 at even greater radii. 

Introduction Currently, little is known about the temperature 
and chemical composition fields surrounding and 

Aluminum particles are routinely used as a fuel within burning particles as suitable diagnostic tech- 
ingredient in solid propellants, primarily to increase niques for probing the particle-laden microscopi- 
the motor-specific impulse and to facilitate damping cally thin flame region have emerged only recently, 
of oscillatory combustion instabilities by aerody- There are two studies in which emission spectros- 
namic particle drag. Experimental observations of copy has been used to identify intermediate species 
aluminum behavior in solid propellant environ- in flames of aluminum samples. Driscoll et al. [2] 
ments, and single, isolated particle studies in con- recorded time-dependent AlO emission intensities 
trolled atmospheres, have provided understanding at a single point in a reaction zone off the surface of 
of macroscopic burning behavior. A good summary a thin sheet of aluminum foil behind a reflected 
of the current state of knowledge of aluminized solid shock wave at 40 atm and at temperatures up to 5150 
propellant combustion may be found in Ref. 1. K. AlO was found to be a gas-phase intermediate. 

1899 
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FIG. 1. Schematic of the droplet generator. 

Yuasa and Sakurako [3] measured spatial emission 
intensity distributions of Al and AlO in the flame 
above heated aluminum pellets burning in counter- 
flow C02 streams at pressures of 0.1-1 bar. Peak 
concentrations of AlO and Al203 were observed in 
the gas phase positioned away from the pellet sur- 
face. However, these measurements are difficult to 
interpret because the emission signal was line-of- 
sight integrated over a curved surface and a stagna- 
tion-type flow field was imposed on the problem. 
More recently, in a study related to the present one, 
planar laser-induced fluorescence (PLIF) and Mie 
scattering were used to study aluminum particle 
combustion in AP and nitramine-based propellants 
[4]. 

Characterization of primary combustion species, 
as well as that of time-dependent, two-dimensional 
species and temperature distributions, is important 
for formulating and calibrating detailed numerical 
descriptions of the ignition and burning process of 
isolated single particles. In particular, knowledge of 
the flame structure will contribute to addressing 
such questions as (1) What are the primary kinetic 
pathways leading to the formation of refractory 
products? (2) Are surface reactions important, in 
other words, are Al20 and AlO surface products? (3) 
Is there a critical particle diameter at which a tran- 
sition from diffusive to kinetically controlled burning 
occurs? (4) What are the effects of halogens on flame 
structure and the burning process? Furthermore, 
measurement and model development of the com- 
bustion of single particles in well-controlled environ- 
ments is important to understanding the combustion 
of aluminized propellants where the flow fields are 
more complex and the surrounding chemical envi- 
ronment is less defined. Improved understanding of 
the gas-phase chemistry of aluminum particle com- 
bustion is particularly important for characterizing 
the dynamic burning-rate response of new alumi- 
nized propellant formulations containing mixed ni- 
tramines and difluoroamines. 

This paper reports on the measurement of species 
and temperature profiles in the combustion zone 
surrounding a 210-J«m-diameter isolated aluminum 

particle during free fall through a combustion duct. 
PLIF was used to map out the radial structure of 
AlO and AlO gas-phase vibrational temperature. The 
successful application of PLIF depended largely on 
the development of a novel technique for repetitive 
production and deployment of metal particles in a 
well-controlled environment [5], which is briefly de- 
scribed in the next section. An electron probe 
microanalyzer was used for determination of con- 
densed-phase Al203 profiles by off-line analysis of 
smoke clouds deposited on substrates during particle 
quenching. While the oxidizer was room air at 1 atm 
pressure for experimental simplicity in this study, 
these measurements could be carried out on parti- 
cles burning in simulated products of solid propel- 
lant flames and at variable pressure. 

Although the interpretation of measured relative 
AlO and A1203 radial concentration and temperature 
profiles will ultimately depend on comparison with 
numerical model solutions, some qualitative obser- 
vations on the combustion mechanism are discussed 
using literature thermochemical and kinetic rate 
data for the oxidation of Al to Al203. 

Experimental 

Droplet Generation 

An experimental technique for producing a stream 
of monodisperse burning particles with reproducible 
size was developed for this study using continuous 
mechanical chopping of wire strands and laser igni- 
tion [5]. The particles are formed with zero initial 
velocity and accelerate to Reynolds numbers on the 
order of 0.1 during free fall. These conditions greatly 
simplify analysis and numerical modeling of the 
combustion system as a result of spherical symmetry. 
As shown in Fig. 1, the raw metal, in the form of 
thin wires, is fed from a spool to a chopping mech- 
anism. The chopping blade produces small cylinders 
by periodically shearing a metal wire (99.99% pure 
aluminum obtained from Aldrich). The length of the 
cylindrical particles formed is determined by the 
chopping frequency in relation to the wire feeding 
rate. A sequence of cylinders, attracted to each 
other, end-to-end, by electrostatic and van der Waals 
forces, is moved into densely focused (0.1-mm beam 
diameter) radiation from either a 20-W argon ion or 
a 150-W C02 laser. Upon contact with the laser 
beam, the temperature of the cylinder with a free 
end rapidly increases above the metal s melting tem- 
perature. While exposed to laser radiation, the small 
cylinder contracts into a spherical particle, ignites, 
and begins to traverse vertically downward through 
a glass column filled with air. The sequence of events 
is repeated for each cylinder at a rate of typically one 
particle per second, resulting in a highly dispersed 
stream of monosized burning particles. 
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FIG. 2. Apparatus used for PLIF experiments. 

The experimental arrangement reflects an effort 
to closely emulate assumptions underlying idealized 
particle-burning theories. Burning particles are gen- 
erated with zero initial velocity and released into a 
quiescent atmosphere, minimizing the effect of 
forced convection on combustion. 

Time-exposed, natural-luminosity images of burn- 
ing particles were obtained using a gated charge cou- 
pled device (CCD) computer camera in conjunction 
with a chopper wheel. Rotation speed and slot ar- 
rangement of the chopper wheel were chosen to ex- 
pose the CCD camera to the flame luminosity at 
intervals of 3 ms and for the duration of 0.3 ms each. 
Luminosity traces between ignition and extinction 
were measured using an amplified photo detector 
and a digital oscilloscope. 

AlO and Temperature Measurements 

Planar laser-induced fluorescence was used for in 
situ high (spatial)-resolution imaging of AlO in the 
flame around individual droplets. The experimental 
setup for the optical measurements is shown in Fig. 
2 [6], AlO laser-induced fluorescence (LIF) was ex- 
cited from the blue-green (X2I7+ — B2£+) band sys- 
tems by using a Nd:Yag-pumped dye laser and Cou- 
marin 460. The PLIF image was recorded by a gated 
image-intensified CCD camera (Xybion, model ISG- 
250-U-2) with 752 by 480 pixels. The camera was 
gated on for 25 ns during the diagnostic laser pulse 
to discriminate against natural flame emission and to 
monitor LIF during the period in which the laser 
saturates the transition. A set of interference filters 
was used to block Mie-scattered light, the Av = 0 
LIF and thermal radiation from the condensed 
phases (droplet and oxide particles). 

In order to measure radial temperature profiles in 

the diffusion flame envelope, a large number of 
PLIF images were obtained from pumping both the 
(1,0) and the (2,1) band heads of the (B-X) vibronic 
transitions of AlO at 4648.1 and 4671.9 Ä, respec- 
tively. Because much is known about the spectros- 
copy of the AlO molecule [7,8], the AlO (B2Z+ - 
X2Z+) LIF was simulated to obtain the relationship 
between predicted relative LIF signal and temper- 
ature. This is critical for proper analysis of the vi- 
brational temperature from ratios of the LIF signal 
strength because the efficiency of the imager in cap- 
turing the emitted fluorescence directly impacts the 
temperature calculation. The (B-X) system involves 
transitions from a 2Z+ to a 2Z+ electronic state, the 
same as for CN. Therefore, a program previously 
developed for detailed spectroscopic modeling of 
the CN molecule [4] was modified using the spec- 
troscopic constants, energy levels, and transition di- 
pole moments of the AlO molecule. Reference 9 de- 
tails the equations used in the absorption part of the 
spectrum simulations. For saturation, the equations 
found in Ref. 10 were used to simulate the relative 
LIF signal dependence on temperature. Because 
collisional broadening parameters for AlO were not 
found in the literature, those for CN were used, 
scaled by the ratios of the reduced mass and diam- 
eters for AlO and CN, respectively. 

Al203 Measurement 

Particles were quenched at various positions (burn 
times) along the particle trajectory by impacting 
them on solid plates made from single-crystal silicon 
wafers. Electron Probe Micro Analysis (EPMA) was 
conducted on the planar smoke pattern surrounding 
the particles. It has been shown previously [11] that 
the three-dimensional (spherical) configuration is 
rapidly quenched, yielding a relatively undistorted 
two-dimensional (planar) projection of the conden- 
sate around the droplet. Spherical oxide intensity 
distributions were reconstructed using an inverse 
Abel transform algorithm. 

EPMA on the condensate around quenched par- 
ticles was performed with a CAMECA SX50. High 
spectral resolution X-ray measurements were per- 
formed using wavelength dispersive spectroscopy 
(WDS). The excitation volume for a point analysis 
was approximately 2.0 ^urn3 for a 15-kV acceleration 
voltage and a 20-nA beam current. Standard mate- 
rials [oxygen, Ka (Al203), AlKa (Al)] were used to 
calibrate X-ray lines for quantitative analysis, and 
standard methods were used to subtract background 
radiation from the AlKa peak intensities. 

Results 

Figure  3  shows  typical  multiple exposure  se- 
quences of 210-^m-initial-diameter burning alumi- 
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FIG. 3. Luminosity multiexposure images of 210-//m-initial-diameter aluminum particles burning in ambient air. The 
scale indicates distance (mm) from laser ignition. 
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FIG. 4. Photodiode trace of 210-/(m-initial-diameter alu- 
minum particle and C02 laser pulse timing. 

num droplets in free fall through the combustion 
duct. Because of field-of-view constraints, each of 
the four columns corresponds to a different particle 
burning under identical conditions. Immediately fol- 
lowing ignition by the focused radiation of a 20-W 
argon-ion laser (488 nm wavelength), a spherically 

symmetric diffusion flame forms at ca. 3.0 times the 
particle diameter. The particle accelerates during 
free fall, as indicated by the increasing distance be- 
tween images (the time elapsed between consecu- 
tive images is 0.3 ms). After traversing 8-15 mm (t 
= 50-75 ms) vertically downward through the com- 
bustion duct, the brightness of the flame envelope 
decreases slightly, and the particle diameter remains 
nearly unchanged. Toward the end of this period, 
gaseous jets are observed to emanate from the par- 
ticle surface [12]. Jet position and curvature in a 
number of successive images indicate random par- 
ticle spin. Subsequently, the presence of jets gives 
rise to disruptive events in which the flame lumi- 
nosity is sharply increased, and numerous burning 
particle fragments appear in the vicinity of the initial 
parent droplet. Processes responsible for departure 
from the steady, spherically symmetric burning 
mode were investigated [5,12] by using a series of 
back-lighted particle images and microprobe analy- 
sis of the internal structure of quenched particles. 
The findings were indicative of chemical processes 
within the burning particle, and fragmentation was 
attributed to gas-phase oxides, which were produced 
and trapped in bubbles just beneath a surface oxide 
layer. 

Figure 4 shows a photodiode trace for a droplet 
burned under the same conditions as in Fig. 3, ex- 
cept now a 150-W C02 laser was used as an ignition 
source instead of the argon-ion laser. The square 
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FIG. 5. Typical particle image 
when using a thick laser sheet for 
AlO PLIF. The raw line-of-sight in- 
tegrated image is shown at top left 
with corresponding average radial 
profile to its right. The image below 
shows the same image after applying 
an inverse Abel transform with cor- 
responding cross-sectional AlO pro- 
file. 

pulse in Fig. 4 indicates the time of laser radiation, 
the low-to-high edge of the pulse was used to trigger 
the laser. The luminosity rose above the detection 
limit after the droplet was exposed to radiation for a 
duration of about 5 ms. Because heating is slow rel- 
ative to a characteristic time for thermal diffusion, 
heating occurs uniformly throughout the droplet. Af- 
ter a brief period of laser-assisted combustion (initial 
luminous spike), the droplet traverses out of the ra- 
diation field and reaches a constant-intensity burn- 
ing phase, as indicated by the relatively constant sig- 
nal between 10 and 40 ms. During this period, a 
spherically symmetric diffusion flame envelope pre- 
vails (Fig. 3). The luminosity greatly increases there- 
after and possesses a fluctuating component. This 
burning mode corresponds to the disruptive burning 
phase identified in Fig. 3; the fluctuating component 
of the signal likely arises from gaseous jetting and 
combustion combined with particle spinning. Dur- 
ing the remaining lifetime, which varies between 200 
and 300 ms, combustion is characterized by increas- 
ing and decreasing flame luminosity and frequent 
changes in direction of the particle trajectory. For 
reasons of steadiness and spherical symmetry, the 
measurement of species profiles were conducted at 
a burning time of 28 ms in the steady burning re- 
gime. 

The PLIF images of AlO were recorded during 
the initial spherical burning period (the small spike 
seen in Fig. 4 at 28 ms is due to electrical interfer- 
ence from Nd:Yag flashlamps firing). The PLIF sig- 

nal was confirmed to originate from AlO by varying 
the dye laser wavelength in increments of 0.01 nm. 
The average PLIF signal tracked the (1,0) vibra- 
tional band head structure, and tuning away from 
resonance greatly decreased the PLIF signal. A sep- 
arate set of experiments confirmed that the AlO 
transitions were saturated. The PLIF output signal 
was found to be relatively insensitive to laser power 
variations, as measured with neutral density filters. 

Initially, attempts were made to measure AlO LIF 
from a plane that intersected the particle center, us- 
ing a laser sheet of 50 ^m thickness. Such measure- 
ments, which would have directly yielded radial AlO 
distributions at this cross section, were not possible 
because the surrounding A1203 cloud scattered the 
laser sheet, and LIF resulted from regions much 
broader than the initial sheet width. Alternatively, a 
pump sheet of 3 mm thickness was used to ensure 
that the entire flame envelope of the burning parti- 
cle resided within the radiation field and that cross- 
sectional distributions were obtained from the line- 
of-sight-integrated LIF signals using the flame 
symmetry. The center of each of the particle PLIF 
images was found using centroid determination al- 
gorithms, and an averaged radial profile was deter- 
mined from each image. A one-dimensional, three- 
point Abel transform [13] was performed on each 
averaged radial profile to extract true relative cross- 
sectional vibrational populations (Fig. 5). For each 
vibrational band, these profiles were then averaged 
over 30 experiments, and only those profiles for 
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FIG. 6. Abel transform-recovered relative radial AlO and 
A1203 concentration profiles and AlO vibrational temper- 
ature versus nondimensional radius. 

FIG. 7. Secondary electron image of a quenched 210- 
jUm-initial-diameter particle with surrounding circular 
A1203 (smoke) pattern. The particle was silicon-plate in- 
tercepted after a burning time of 28 ms. 

which the maximum intensity was within one stan- 
dard deviation of the ensemble-averaged maximum 
were retained for final analysis. Fig. 5 shows gray- 
scale, raw, and Abel-inverted AlO PLIF images with 
corresponding averaged radial profiles for a single 
experiment. 

For the purpose of estimating radial temperature 
profiles, the ratio of the averaged LIF signals from 
the (1,0) and (2,1) bands was formed as a function 
of distance from the particle center. Radial temper- 
atures were assigned by comparison of calculated ra- 
tios with the locally measured LIF ratios. The re- 

sulting temperature profiles, which are shown in Fig. 
6, are marked with a high statistical uncertainty be- 
cause population ratios were calculated using en- 
semble averages. Simultaneous monitoring of pop- 
ulation distribution in two vibrational states requires 
a two-camera, two-laser system, and such measure- 
ments will substantially enhance the accuracy and 
measurement precision. Additional errors are ex- 
pected to originate from the assumption of rotational 
and vibrational equilibrium in the excited state [14]. 
In the future, temperature measurements can be 
further refined by accounting for the dynamic evo- 
lution of the rotational- and vibrational-level popu- 
lations. However, the present measurements remain 
noteworthy because they are the first such measure- 
ments performed in metal-particle-burning experi- 
ments, and the results are qualitatively significant. 

The measured temperature close to the particle 
surface is between 2300 and 2400 K, which is below 
the aluminum boiling temperature of 2723 K, but 
corresponds well with the melting point temperature 
of A1203 (2315 K) and with previously reported ig- 
nition temperatures [1]. The temperature rises with 
increasing distance from the particle surface, as ex- 
pected from theory, and eventually reaches a nearly 
constant value of ca. 3800 K between 5 < r/rs < 6. 
Relative radial AlO concentrations were calculated 
from the ensemble-averaged vibrational population 
using the experimental temperature profile and the 
Boltzmann equation. The normalized relative AlO 
profile, which is shown in Fig. 6, exhibits a maximum 
away from the particle surface at r/rs = 2.8. 

Measurements of condensed-phase Al203 were 
carried out by impacting particles on silicon wafers 
after 28 ms burning time. Figure 7 shows a second- 
ary electron image of a typical 210-/Hn-initial-diam- 
eter particle. The symmetric, circular smoke pattern 
surrounding the particle is consistent with the pho- 
tographic and luminosity observations of Figs. 3 and 
4. The smoke pattern, as determined by WDS scans, 
consists of stoichiometric Al203 particles. Both alu- 
minum and oxygen Ka X-ray relative measurements 
were made along radial traces from the particle cen- 
ter outward (see track in Fig. 7). The excitation 
depth (determined by the electron-accelerating volt- 
age of the instrument) was maintained greater than 
the oxide layer thickness so that the signal intensity 
was always proportional to the number of Al and O 
atoms present on the silicon substrate at the probing 
sight. Spherical oxide intensity distributions were re- 
constructed using an inverse Abel transform algo- 
rithm. The reconstructed relative Al203 profile for 
the particle in Fig. 7 is shown in Fig. 6. The oxide 
distribution between 1 and 1.5 nondimensional radii 
could not be measured because of detector obstruc- 
tion. Relatively small amounts of oxide are seen be- 
tween 1.5 and 2 radii. The profile shows a distinct 
peak outside the location of the AlO peak at about 
3.5 radii and gradually decays radially outward. 
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TABLE 1 
Reaction enthalpies and rate constants (Units are KJ-mol-K-cm3-: 

Al and AIO Reactions AHR 298 Rate Constant 
Al + O + M o AlO + M -512 
Al + 02 o AlO + O -14 k = 9.76 X 1013 exp( - 80 K/T) cirAnol-V1 

A102 Reactions 
AIO + O + M <-» A102 + M -402 
AlO + O «-> A102 + O 96 k = 4.63 x 1014 exp( -10008 KIT) cm3 mol-V1 

AIO + AIO <-> A102 + Al 110 
A120 Reactions Thermocheniical Properties 
Al + AIO + M o A120 + M -542 
A120 + O o AlO + AIO 30 

126 

Species Structure                JHf 298 S29S 

A120 + 02 o AlO + A102 

Al202 Reactions Al 329.7 164.6 
AlO + AIO + M o Al202 + M -528 AlO Al-O                              66.9 218.4 
A102 + Al + M o A1202 + M -638 1.62 Ä 
Al20 + O + M o A1202 + M -499 
A120 + 02 <-> Al202 + O -0.2 A102 O-Al-O                      -86.2 251.8 
AlO + Al20 <-> A1202 + Al 13 1.69 Ä, 
Al202 + AIO <-» A120 + A102 96 180° 
Surface Gasification A120 Al-O-Al                   -145.2 252.3 
Alffl <-» Al 318 1.73 A, 
Alffl + AIO o Al20 -224 180° 

A1202 -394.6 281.0 
Overall A1203 Formation O-Al | 
2A1 + 'A 02 -> Al2O3(0 -2280 Al-O 
2A10 + lA 02 -> A1203(Z) -1754 1.8 A, 
A102 + AIO o Al203(Z) -1601 90°, 90° 
A120 + 02 -» Al203(Z) -1475 
A1202 + '/2 02 -> A1203(Z) -1226 A1203(Z) -1620.6 67.3 

Discussion process destroys a significant portion of the initial 

Although the overall burning behavior under the 
condition studied is inherently transient due to fre- 
quent particle fragmentation, there exists an initial 
quasi-steady burning phase suitable for high-reso- 
lution optical measurements. During this period, the 
flame envelope exhibits spherical symmetry due to 
small relative velocities of particles [small Re (<0.1) 
and Gr numbers] typical for the experimental tech- 
nique used. The thin-laser-sheet approach usually 
employed for PLIF imaging failed as a result of scat- 
tering caused by the condensed-phase products of 
the metal-oxygen system. However, relative radial 
species profiles could be calculated from thick-laser- 
sheet excitation and line-of-sight-integrated LIF sig- 
nals using the inverse Abel transform and exploiting 
the spherical symmetry of the flame. Thus, isolated 
particle experiments in idealized environments are 
complementary to experiments conducted in actual 
propellant environments [4], in which the flame 
symmetry around individual particles is destroyed by 
convective motion. 

In the present experiments, the laser ignition 

oxide layer, and combustion in the steady-burning 
phase begins with little or no oxide on the particle 
surface. During the steady-burning phase, measure- 
ments show AlO to be a true gas-phase intermediate 
product, most likely formed in a thin reaction sheet 
from gaseous aluminum and oxygen. Table 1 lists 
possible reactions for the formation and consump- 
tion of AlO, corresponding heats of reaction, and 
kinetic rate data for the reactions experimentally 
studied. The reaction between Al and Oa is slightly 
exothermic (—14 kj/mol) and proceeds without an 
energy barrier [15]. The fast rate of this reaction and 
the absence of any significant heat release in the vi- 
cinity of AlO formation (Fig. 6) also supports this 
reaction as a major production route for AlO for- 
mation. Alternative gas-phase mechanisms for AIO 
production are a recombination of Al with O atoms 
(which is extremely exothermic and thus may readily 
dissociate) or reactions of AlaO, which requires a 
mechanism for its own production. 

As indicated by the slope of the AlO profile at the 
particle surface (Fig. 6), AlO diffuses from the re- 
gion   of its   production  to  the  particle  surface. 
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Consumption of AlO at the Al(Z) surface (Table 1) 
has been proposed by others as a means to produce 
Al20 [3] and gasify aluminum via other mechanisms 
than pure vaporization. However, the nonzero value 
of AlO at the surface suggests that during the quasi- 
steady burning phase of combustion, the rate of this 
reaction is kinetically and not diffusively limited. 

Wilson [16] and others have experimentally ob- 
served the accumulation of condensed-phase prod- 
ucts on the particle surface. Oxide lobes that have 
been observed on particle surfaces in higher Reyn- 
olds number experiments were not observed to form 
during the steady combustion stage, or even during 
the subsequent, more violent combustion stage. Be- 
cause the vaporization-decomposition temperature 
of pure Al203 is considerably higher than the tem- 
perature at the droplet surface, Al203(Z) formed in 
the surrounding gas can be transported back to the 
surface by thermopheresis [17] and deposited on the 
surface. In addition, gas-phase oxides such as AlO, 
which are present close to the surface in relatively 
high concentrations, may continuously accumulate 
on the relatively cold surface by means of conden- 
sation [18]. The presence of oxygen on the surface, 
in the form of either a liquid Al203 film or gas-phase 
oxides, gives rise to the possibility of producing AlO 
and Al20 via heterogeneous reactions directly on the 
surface. Whereas reactions involving condensed- 
phase Al, Al203, and soluble species are believed to 
be important in later (disruptive) burning stages 
[12], aluminum gasification in the present work ap- 
pears to mainly undergo a pure phase change at the 
liquid-gas interface, and chemical reactions produc- 
ing AlO occur predominantly in the gas phase. 

In the gas phase, AlO is likely consumed by re- 
action with 02, by self-reactions, and through het- 
erogeneous reactions that lead to condensed phase 
Al203 [19,20]. The reaction with 02 is 96 kj/mol en- 
dothermic and about an order of magnitude slower 
than the rate of Al with 02 at flame temperatures 
[21]. The aluminum-containing product of this re- 
action is A102, which could also diffuse inward to 
oxidize Al to AlO. Reactions of AlO with itself will 
also produce A102 and Al20. These species along 
with AlO can yield the dimer of AlO, all of which 
are candidate species involved in the production of 
condensed-phase Al203, with AlO acting as an im- 
portant growth species [20], 

At the high flame temperatures of the aluminum- 
oxygen reaction, much of the chemistry will be in 
local equilibrium and the burning process will be 
diffusion-controlled. In the equilibrium limit, the 
combustion temperature is controlled by the decom- 
position temperature of the condensed-phase oxide 
[22]. The combustion system appears to have 
reached a nearly constant flame temperature over 
some radial distances as shown qualitatively in Fig. 
6, consistent with the overall energy considerations 
of Ref. [22], Within the temperature plateau region, 

a fraction of the oxide dissociates into AlO, A102, or 
A120 and the reaction-sheet limit typically observed 
in diffusion flames is not formed. Rather, the oxide 
is produced over a distributed region as inferred by 
the gradual decrease of the Al203 profiles radially 
outward. Detailed modeling with estimates for the 
rate constants of reactions not experimentally stud- 
ied will be required to further address mechanistic 
issues. 

In view of the statistical error associated with the 
temperature profiles, thermodynamic equilibrium 
calculations were performed to establish theoretical 
bounds on the plateau temperature. Glassman and 
Papas [22] show that the plateau temperature of 
Al203 is shifted downward with increasing partial 
pressure of the inert species. In the present case of 
particles burning in an 02-N2 mixture, the flame 
temperature will be between 4000 and 3500 K, de- 
pending on the local mole fraction of N2 and the 
enthalpy of the mixture. Unlike hydrocarbon droplet 
diffusion flames where enthalpy losses due to non- 
equilibrium radical concentrations, diffusive losses, 
and radiation losses lower the flame temperature 
from that predicted by an adiabatic flame tempera- 
ture calculation, similar losses in the present system 
initially decrease the amount of Al203 (I) dissociation 
before lowering the flame temperature. The relative 
AlO concentration profiles, which were calculated 
from the temperature-corrected LIF signals, are in- 
sensitive to temperature variations within the theo- 
retical limits. 

In summary, new diagnostic techniques have been 
applied for measuring relative radial distributions of 
AlO and A1203, and temperature profiles of alumi- 
num particles burning in air. These techniques can 
be applied to characterize additional species of the 
aluminum-air system or, more generally, to describe 
the vapor-phase combustion of metal particles in 
simulated products of solid propellant flames. In the 
future, the temperature measurements can be re- 
fined using a two-camera, two-laser system for si- 
multaneously monitoring LIF from two band sys- 
tems. These structural measurements will aid the 
development of detailed numerical models and will 
further facilitate a fundamental understanding of the 
combustion properties of metals. 
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COMMENTS 

Herman Krier, Univ. Of Illinois at Urbana-Champaign, 
USA. I'm concerned that at elevated pressures, where alu- 
minum particles will burn, i.e., 10-100 atmospheres, that 
the distribution of the AIO (relative to the Al203) will be 
significantly different than what you've measured a 1 atm. 
Would you please comment? 

Also for aluminum particles that will be burning in var- 
ious zones of a solid propellant the aluminum will be re- 
acting with dissociated H20, and with 02 concentrations 
(much) less than the XQ2 = 0.21 that you studied. Again, 
thanks, in advance. 

Author's Reply. It is unlikely that the techniques pres- 
ently used can be applied to study aluminum particle com- 
bustion at pressures up to 100 atmospheres. At such pres- 
sures it is likely that diagnostic techniques for the 
combustion process only yield more global characteriza- 
tions such as induction and total burn time measurements. 
However, it should be pointed out that the combination of 
detailed measurements at pressures at which they can be 
performed together with global measurements at high 
pressures can yield insight into the combustion process 
through numerical modeling comparisons using techniques 
similar to work published here [1]. 

It is certainly true that the combustion environment of 
a rocket motor is considerably different from air. These 
were preliminary studies. As emphasized in the paper, fu- 
ture work will be done in H20, CO, C02, etc. atmospheres 

to separate the effects of differing oxidizing environments, 
and in simulated products of solid propellant flames. 

REFERENCE 

1. Zhou, W., Yetter, R. A., Dryer, F L., Rabitz, H, Brown, 
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Pittsburgh, 1996, pp. 000-000. 

Edward L. Dreizin, AeroChem Research Laboratories, 
Inc., USA. Results of your measurements appear to enable 
one to correlate shape and size of luminous zones sur- 
rounding burning aluminum particles with the shape and 
size of the traces observed when a particle is quenched on 
a substrate. Such a comparison would be interesting and it 
would help to identify primary radiators in the flame zone 
around the particle. 

Author's Reply. The luminosity distribution on multi ex- 
posure images of burning aluminum particles (Fig. 3.) 
could be correlated with the WDS measured relative oxide 
distribution on quenching plates (Fig. 5.) as proposed by 
Dreizin. However, on the quenching plate, one measures 
the relative oxide distribution directly, whereas in the 
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luminosity images one measures the thermal radiation 
which originates from both, the hot oxide particles in the 
flame envelope and the aluminum droplet. In order to cor- 
relate the temperature and luminosity measurements with 
the AL203 distribution on the quenching plate one would 
have to (1) account for the temperature dependant spectral 
emissivities for both, liquid aluminum and liquid AI203, (2) 
discriminate between radiation originating from the parti- 
cle surface and condensate in the flame envelope, and (3) 
account for the spectral transmissivity of the optical com- 
ponents as well as the spectral efficiency of the camera 
used. The most important aspect is that the radiation emit- 
ted is extremely dependant on temperature (i.e. T4), there- 
fore a precise independent temperature measurement is 
needed to attempt such correlation. Because of the com- 
plexity involved, we have not pursued such a correlation in 
the present work. 

John W. Daily, Univ. of Colorado at Boulder, USA. Did 
you experience a problem with radiative trapping of either 
the laser sheet or LIF in making the AIO concentration or 
temperature measurements? If so, what procedure did you 
follow to correct for the effects? 

Author's Rephj. In these experiments the (1,0), (2,1), and 
(3,2) bands of AlO were pumped and fluorescence imaged 
near the (0,0), (1,1), (2,2), ect. bands. The transitions were 
determined to be saturated, so laser sheet absorption was 
not a problem (also the images had no upstream/down- 
stream asymmetry). However, emitted fluorescence could 
have been trapped by high AlO concentration in the flame, 
especially if it came from the (0,0) transition. Spectral sim- 
ulation indicated that the vibrational energy redistribution 
in the excited (B) electronic state was quick relative to 
emission or quenching, so the emission was probably ther- 
malized and a large fraction came from the (0,0) transition 
that could show radiation trapping problems. Since imag- 
ing requires relatively broad-band spectral selection, it 
would be difficult to monitor a transition not subject to 
radiative trapping. It might be possible, using an iterative 
application of a modified Abel transformation, to correct 
the measured results for radiative trapping (assuming, as 
usual, spherical symmetry). We have not done this because 
it would require an absolute concentration measurement, 
rather than the relative profile measured in the experi- 
ments. The effect of radiative trapping would be to re- 
duce the apparent AlO concentration at small radial dis- 

tances. 
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A comprehensive sphere-symmetric numerical model has been developed to study the ignition of an 
isolated boron particle with a thin boron oxide layer. This model includes detailed chemistry and multi- 
component molecular transport in the surrounding gas phase, heterogeneous reactions, and physical ab- 
sorption on the boron oxide/gas interface, as well as transport of the dissolved gas in the oxide layer and 
heterogeneous reactions at the boron oxide/boron interface. The calculated times required to gasify the 
oxide layer are in good agreement with published experimental data, with greater disparity for small particle 
cases at high temperatures. The desorption of complexes (at low surface temperature) and the adsorption 
of gas-phase species (at high surface temperature) at the boron oxide/gas interface are found to be rate 
controlling during the gasification of the oxide layer, with little sensitivity to species transport within the 
oxide layer. The gasification rate of the oxide layer increases with gas temperature and water vapor mole 
fraction, but is independent of the mole fraction of oxygen. The onset of oxide layer removal also occurs 
at lower temperatures with moisture present. Consistent with experiment, the presence of moisture is 
computationally shown to lead to a reduction in the particle ignition temperature. 

Introduction has never achieved its theoretical potential as a high 
energy density component because of poor ignita- 

With the recent development of new difluoroam- bility and performance characteristics. The poor ig- 
ino/nitramino-based oxidizers and new difluoroam- nition characteristics result from the presence of an 
ino/azido oxetane binders, boron is receiving re- oxic[e layer on tne particle surface. The poor com- 
newed interest as a solid fuel ingredient, bustion efficiency results from an inability to achieve 
Conceptually these new oxidizers have substituted tne maximum theoretical heat release because the 
- NF2 groups for - N02 groups. For example, the formation of liquid boron oxide (as a final product) 
fluorinated analog of RDX (FRDX) is shown below.     is both thermodynamically and kinetically limited. 

The potential advantages of combined fluorine-oxy- 
pM     »jp gen oxidation of boron-solid propellant mixtures in- 

i    2 \/     2 elude elimination of condensed-phase boron oxides 
N^        , p   ^| and oxyhydrides as final products, greater overall 

heat of reaction, and shorter over all burn times, o 
M-N. ^^-»,,-1 F2N     ^^"^    NF2      primarily from faster removal of the oxide shell cov- 

2 u2 ering the boron particles. 
RJJX FRDX The combustion of boron is known to occur in 

several stages, often referred to in the literature with 
In air-breathing propulsion devices, the use of boron     different   terminology.    Physically,   these   stages 

1909 
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Multi-Component Mass 
and Heat Transport 
Homogeneous Reactions 

I 1    Heterogeneous 
Reactions 

FIG. 1. Schematic of kinetic processes used to model 
boron/boron oxide combustion. 

include an initial stage in which the particle heats up 
with little or no net oxide removal, a second stage in 
which the liquid oxide shell is gasified to expose the 
boron substrate, and finally, a stage in which the pure 
boron particle burns vigorously following the re- 
moval of the oxide layer. Here, we will refer to those 
stages as the particle heat up, the oxide layer re- 
moval, and the combustion stage, respectively. 

To investigate the effects of fluorine on boron par- 
ticle oxidation, we have been developing various nu- 
merical submodels to separately study the effects of 
fluorine on the homogeneous gas-phase kinetics of 
boron oxidation [1], the chemically assisted gasifi- 
cation of liquid boron oxide droplets [2], and the 
combustion of "clean surface" boron particles [3]. 
These studies have been extensions of our earlier 
works on oxidation of boron in hydrocarbon com- 
bustion environments [4-9]. 

The objective of the present work has been to 
combine the modeling aspects of Refs. 1-9 into a 
comprehensive particle model for the ignition and 
combustion of a spherical boron particle initially cov- 
ered with a thin oxide shell. Of special interest is the 
comparison of the combustion characteristics for sin- 
gle particles placed instantaneously into a high tem- 
perature environment of combustion products gen- 
erated by oxygen- and/or fluorine-containing 
oxidizers. Here, we present results for the ignition 
process   in   hydrocarbon/air   combustion-product 

environments. This work concentrates on oxygen 
systems because of the availability of experimental 
data with which to compare model predictions 
[10,11], Furthermore, significant controversy exists 
in previous models regarding the mechanisms oc- 
curring within the oxide layer and at the boron sub- 
strate/boron oxide and boron oxide/gas interfaces 
during ignition in air environments [12-15]. Exper- 
imental data currently do not exist for fluorine-en- 
riched environments, but experiments to produce 
such data are underway [16,17]. Studies on the ef- 
fects of fluorine will be presented in a future paper 
[18]. 

Model 

The problem considered here is the transient 
spherosymmetric combustion of an isolated boron 
particle, coated with a liquid oxide layer, placed in- 
stantaneously into a hot, quiescent, gaseous ambient. 
This problem is described by the coupling of clas- 
sical equations of conservation of mass, momentum, 
species, and energy [19] in all three phases, and with 
transport and homogeneous chemical kinetics in the 
fluids (liquid oxide and gas), heterogeneous kinetics 
at the two fluid interface boundaries (liquid oxide/ 
gas and liquid oxide/boron substrate interfaces), and 
thermal conduction in the boron substrate. 

The numerical model is divided into two parts: 
gas-phase and condensed-phase which are coupled 
by a time-splitting technique. For instance, the 
fluxes of species or energy on the liquid side of the 
liquid oxide/gas interface are "frozen" while the gas- 
phase conservation equations are solved. The up- 
dated boundary conditions on the gas side are then 
used to obtain the solution on the condensed phase 
in the next time step. The movements of the inter- 
face boundaries are governed by 

dt P\ 
and 

-"is 

drA(t) 

dt 

2 Mflsli 

which are implemented as boundary conditions for 
the nodal control equations. Radiative heat transfer 
is given by a Stefan-fioltzman relation. The particle 
emissivity is 0.43, based on the study of Turns et al. 
[20] on boron oxide droplet combustion. Numerical 
methods based on the moving finite element method 
and stiff time integration were employed to solve the 
gas-phase and condensed-phase components. De- 
tailed description of these methods are given else- 
where [21]. 

The kinetic processes used to model the boron 
particle ignition have been schematically shown in 
Fig. 1. In the gas phase, transport processes are de- 
scribed by the mixture-fraction formulation [22], 
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TABLE 1 
Reaction mechanism for the liquid oxide/gas interface 

Reactions 

Kf = Ko JfSoe -EJKT) Kb = Aye-WV 

Ko E., Ao                       Eh 

(cm/s) So (Kcal/mole) (cm2/complex-s)       (Kcal/mol) 

910 
0.1 0 3.0 X 10"5                  5 

2571 0.001 10 3.0 X 10-5                  5 
882 0.1 0 3.0 X 10~5                  5 
857 0.05 10 3.0 X 10"5                10 

1058 0.001 30 3.0 X 10-5                  5 

556 0.1 0 
« r.™            (       AflrLG9,A       _, 0.2Tsexp^        RT   jps 

690 0.005 10 0.2Tsexp(        flr'^P8"1 

549 0.001 10 
0.02Tsexp(-^ä-f)ps-i 

497 0.0001 10 
O^expf-^ps- 

702 0.2 10 
O^exp^^f-jps- 

LGj; B203(1) + 0(g) <=> B02(c) + B02(c) 
LG2 B203(1) + H2(g) o HB02(c) + HBO(c) 
LG3 B203(1) + OH(g) <=> B02(c) + HB02(c) 
LG4 B203(1) + H20(g) <=> 2HB02(c) 
LG5 B203(1) + BH(g) <=> HBO(c) + B202(c) 

LG6 B02(g) <=> B02(c) 

LG7 HBO(g) o HBO(c) 

LGS HB02(g) o HB02(c) 

LG9 B202(g) <=> B202(c) 

LG10 BO(g) o BO(c) 

while in the liquid oxide phase, variable transport 
coefficients are correlated as [23], 

D = 7.5 X 10-8   [      '     [cmVs] 

where X is an association factor that is introduced to 
define the effective molecular weight of the solvent 
with respect to the diffusion process. In the esti- 
mation of D, the diffusion coefficient equation was 
used as a scaling relationship with data from refer- 
ence [13]. 

The gas-phase chemistry is described by a com- 
prehensive model which includes 20 species (H, O, 
OH, H2, 02, H20, H02, H202, CO, C02, HCO, B, 
BO, B02, B202, B203, HBO, HB02, BH, and N2) 
and 77 reversible reactions [4-7]. This limited num- 
ber of species was defined by equilibrium consid- 
erations and subsequent kinetic calculations [3-5]. 
Homogeneous kinetics in the liquid oxide layer have 
been neglected in the present model. 

The gasification of the liquid boron oxide layer and 
the oxidation of a solid boron substrate forming dis- 
solved gases are both described by finite rate het- 
erogeneous kinetics. The vaporization of B203(1) is 
described by an equilibrium process B203(1) <=> 
B203(g). The liquid oxide/gas interface kinetics 
model used here (Table 1) is an extension of a pre- 
viously described model [6,9], which has been fur- 
ther extended here to include reactions for H2 and 
BH with B203(1), using elemental adsorption and 
desorption reactions,  and two additional surface 

complexes, HBO(c) and BO(c). The reactions 
between gas-phase species and the oxide surface 
(which are endothermic) are first order in gas reac- 
tants. Higher-order reactions involving gas-phase 
species with complexes are also possible and will be 
included in our future work [18]. These reactions are 
not expected to be important in the present calcu- 
lations where the ambient temperature is high and 
energy input is almost entirely generated by trans- 
port from the gas to condensed phase. Determina- 
tions and sources of the rate constant data are de- 
scribed elsewhere [6], 

The current model assumes that the surface com- 
plexes, BO(c), B02(c), and B202(c), can be physi- 
absorbed into the liquid oxide layer, forming the dis- 
solved species, BO(d), B02(d), and B202(d), 
respectively, i.e., Z(g) <=> Z(c) <=> Z(d). The concen- 
tration of HBO(c) at the liquid oxide and gas inter- 
face was found to be negligible, and the dissolution 
of HBO(c) was neglected. Based on the estimated 
solubility, HB02(d) was also neglected. The gas- 
phase species 02(g), CO(g), and C02(g) do not form 
surface complexes at the liquid oxide/gas interface, 
but are physi-absorbed and dissolved into the liquid 
oxide layer, i.e., Z(g) O Z(d). The corresponding 
physi-absorption rates are determined by the partial 
pressure of the gas species at the liquid oxide/gas 
interface and the diffusion coefficient of the gas spe- 
cies dissolved in the liquid oxide layer [24], i.e., fiz 
= £>z(Az — Az)/<5, where the Nerst boundary layer 
thickness, S, is chosen to be the order of magnitude 
of the diameter of one B203 molecule. The physi- 
absorption of other species are neglected here since 
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TABLE 2 
Reaction mechanism for the boron substrate/liquid oxide interface 

A#r>2gs 

K = KQSQ exp ( -EJ{RTS)) 

K0 Ea 

B(s) + Z(d) reactions (Kcal/mol) (cm/s) So (Kcal/mol) 

SLi 2B(s) + 02(d) -> 2BO(d) 0.0 643 0.001 0.0 

SL2 B(s) + 02(d) -» B02(d) -68.0 643 io-7 0.0 

SL3 2B(s) + 02(d) -» B202(d) -109.0 643 0.064 3.0 

SL4 B(s) + B02(d) -> 2BO(d) 68.0 556 0.001 4.6 

SL5 B(s) + B02(d) -» B202(d) -41.0 556 0.005 5.0 

SL6 B(s) + C02(d) -> BO(d) + CO(d) 

Substrate-oxide reactions 

67.7 548 0.0013 4.5 

SL7 B(s) + B203(1) o BO(d) + B202(d) partial equilibrium 

SL8 B(s) + B203(1) <=> 3BO(d) partial equilibrium 

we assume that atomic boron does not exist as a dis- 
tinct chemical entity within the oxide layer. Boron 
from the boron substrate is transported to the oxide 
surface only in the form of the suboxides BO, B02, 
and B202. Finally, the gas-phase species H2, OH, 
H20, BH, and H are consumed at the liquid oxide/ 
gas interface by adsorption. 

The six species dissolved in the liquid oxide layer 
(Oa(d), CO(d), C02(d), BO(d), B02(d), and 
B202(d)) transport from the liquid oxide/gas inter- 
face to the liquid oxide/boron substrate interface and 
react with boron substrate at the boron/boron oxide 
interface producing CO(d), BO(d), and B202(d). In 
turn, these dissolved species diffuse toward the liq- 
uid oxide/gas interface and either vaporize or desorb 
as surface complexes. 

The heterogeneous kinetics model which de- 
scribes the oxidation of the boron substrate is sum- 
marized in Table 2. At the interface of boron sub- 
strate and boron oxide, the reactions between 
dissolved gases and the boron substrate are analo- 
gous to the reactions of the corresponding gases re- 
acting with boron reported earlier [3], neglecting 
those reactions that would involve species for which 
the absorption rate has been assumed to be zero 
based on the general approximation discussed above. 
The reverse reactions are very slow and, thus, are 
neglected. Note that reactions of the liquid oxide 
with the boron substrate (SL7 and SLg) are replaced 
by the partial equilibrium conditions due to the lack 
of rate data. 

A "clean surface" boron particle is exposed to the 
ambient when the oxide layer is completely re- 
moved. The heterogeneous reaction mechanism in- 
cluding elementary adsorption and desorption at the 
interface of boron and gas have been reported pre- 
viously [3]. Here we study only the heat-up and ox- 
ide layer removal stages of particle burning, and 

thus, the "clean surface" boron reactions are not con- 
sidered. 

Results 

Calculations for the combustion of a 34.5 /im di- 
ameter particle with an initially 0.2 /im-thick oxide 
layer were performed to compare with the experi- 
mental data of Macek [10]. Particle ignition was 
studied by injection of particles into the postcom- 
bustion gases of premixed CO-air and CH4-air 
flames. The gas temperatures and compositions for 
the various experiments that we modeled are sum- 
marized along with the numerical results in Table 3. 
The gasification rate of the oxide layer is sensitive to 
gas temperature and ambient moisture content. For 
example, if 19% of water vapor is in the ambient 
gases, the ignition time decreases by a factor of 2 
and the temperature at the onset of the oxide layer 
removal decreases from about 1520 K to about 1470 
K. As a result, the surface temperature of the boron 
substrate, when the oxide layer disappears, is lower 
than when no moisture is present. 

The calculated thickness and surface temperature 
of the oxide layer as functions of time for conditions 
1, 2, and 6 in Table 3 are shown in Fig. 2. The linear 
variation of the oxide layer thickness during gasifi- 
cation is indicative of kmetically controlled removal. 
The duration of both the particle heating and oxide 
layer gasification stages decrease with increasing gas 
temperature and ambient water concentration. 

The radial gas-phase species distributions at two 
different times (t = 2.12 and 4.55 ms) for condition 
6 are shown in Fig. 3. The principal gas-phase prod- 
ucts are HB02(g) and B02(g), and the concentra- 
tions of these species, as well as those of B203(g) 
and BO(g), increase monotomcaily with time. It 
should be noted that the surface temperature of the 
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TABLE 3 
Calculated liquid oxide layer removal times compared with the experimental data of Macek [10]a 

T 
(K) 

Mole fractions, X, of components h (ms) 

No. o2 H20 C02 CO N2 O OH Measured Calculated 

1 2280 0.23 0 0.30 0 0.45 0.01 0 4.4 6.4 

2 2430 0.20 0 0.33 0.01 0.43 0.01 0 4.8 5.2 

3 2870 0.23 0 0.44 0.20 0.09 0.03 0 3.4 2.0 

4 2240 0.19 0.16 0.11 0.01 0.50 0 0.01 4.0 3.3 

5 2330 0.21 0.16 0.12 0.01 0.47 0 0.01 3.5 3.1 

6 2430 0.19 0.19 0.13 0.02 0.45 0 0.02 3.8 2.7 

7 2640 0.20 0.21 0.15 0.03 0.35 0.01 0.04 2.6 1.7 

8 2490 0.28 0 0.35 0.03 0.32 0.01 0 3.6 3.9 
9 2450 0.37 0 0.34 0.02 0.25 0.01 0 2.1 4.0 

ad = 34.5 /im, h = 0.2 /urn. 
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FIG. 2. The thickness and surface temperature of the 
oxide layer as a function of time. The calculation conditions 
are those of numbers 1, 2, and 6 in Table 3. 

liquid oxide/gas interface rises substantially during 
oxide layer removal. Both conductive heating and 
gas-phase chemical reaction near the surface are 
contributing sources of energy. 

The species distributions within the oxide layer at 
two different times (t = 2.12 ms and t = 3.55 ms) 
for condition 6 are shown in Fig. 4. Reactions of 
02(d) and C02(d) at the boron substrate/liquid oxide 
interface and the desorption of B202(d) at the liquid 
oxide/gas interface are diffusion limited. 

Comparisons of numerical predictions with the ex- 
perimental data of Yeh and Kuo [11] for a particle 
diameter of 3 /urn are given in Table 4. Boron par- 
ticles were injected into the postcombustion gases 
of a premixed flat flame burner fired with various 
CH4/02/N2 mixtures. The calculated oxide layer re- 
moval times are in good agreement with the mea- 
sured    data    for    low    temperatures,    but    are 

considerably shorter than experimental data at high 
temperatures. This time is independent of the oxy- 
gen mole fraction and decreases with increasing gas 
temperature. 

Discussion 

During the heat-up period, the complex desorp- 
tion rate at the oxide surface is much slower than 
the gaseous species adsorption rate because of the 
low surface temperature and the high activation en- 
ergy of desorption («=55.7 Kcal/mole). A layer of sur- 
face-bound complexes initially develops to occupy a 
significant fraction of the available reactive surface 
sites. In oxidizing environments without water, the 
adsorption of oxygen atoms is rate controlling and 
B02(c) is found to be the dominant surface-bound 
complex. In contrast, when moisture is present, the 
adsorption of water competes with that of oxygen 
atoms, resulting in the formation of HB02(c). The 
slow reactions of the dissolved molecular oxygen, 
carbon dioxide, and boron dioxide at the boron sub- 
strate/liquid oxide interface produce some CO(d), 
BO(d), and B202(d), resulting in a slow growth of 
the liquid oxide layer thickness (too small to be ob- 
served in Fig. 2). 

With the onset of the liquid oxide layer removal, 
the desorption rates of HB02(c) and B02(c) become 
comparable to the physi-absorption and chemi-ad- 
sorption rates of gaseous species, and the gasification 
rate increases significantly. Numerical results indi- 
cate that the characteristic transport time in the liq- 
uid oxide layer and the heterogeneous reaction time 
at the boron and boron oxide interface are much 
longer than those in the surrounding gas phase. Con- 
sequently, when a cold boron particle is injected into 
an environment with a gas temperature greater than 
the ignition temperature, the mechanisms within the 
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FIG. 3. The gas-phase species and 
temperature distribution as a func- 
tion of the nondimensional distance 
from the oxide surface at two in- 
stances. The calculation conditions 
are those of number 6 in Table 3; rjg 
is the outer radius of the oxide layer. 
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FIG. 4. The species profiles within 
the oxide layer as a function of the 
nondimensional distance from the 
boron surface at two instances. The 
calculation conditions are those of 
number 6 in Table 3; rsl is the inner 
radius of the oxide layer. 

oxide layer are unimportant in terms of controlling 
ignition. 

When the temperature at the liquid oxide/gas in- 
terface layer is less than 1800 K, the desorption of 
complexes is rate controlling and gasification is slow. 
Without moisture, the desorption rate of B02(c) ap- 
proximates the liquid oxide gasification rate, and the 
oxide layer removal time can be estimated as 

4nr2hpB20M 

47ir2flBo2(c),deMB02 

VB2Q3(1) 

^BO2(c),de^B02 

For a 34.5-,um diameter particle, with a 0.2-/im-thick 
oxide layer, the estimated removal time, ty, is in good 
comparison with experiments. With water vapor 
present, both desorption of HB02(c) and B02(c) 
must be considered. However, when the surface 
temperature rises above 1800 K, the rate-controlling 
steps are the adsorption of various gases. 

Under all cases, surface kinetics are controlling, 
and the gasification rate increases with the temper- 
ature at the liquid oxide/gas interface. In the present 
studies, particles are burning in high temperature 
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TABLE 4 
Calculated liquid oxide layer removal times compared with the experimental data of Yeh and Kuo [ll]a 

Test T 
(K) 

Mole fr action, X Measured (j (ms) 
Calculated 

condition o2 H20 Cryst. Amor. ti (ms) 

A 1962 0.182 0.184 1.54 ± 0.07 1.55 ± 0.16 0.44 

B 1988 0.234 0.185 1.48 ± 0.12 1.56 ± 0.24 0.37 

C 1993 0.126 0.192 — 2.14 ± 0.18 0.36 

D 1782 0.185 0.152 2.16 ± 0.12 1.56 ± 0.15 1.60 

E 1784 0.228 0.153 2.08 ± 0.11 1.57 ± 0.10 1.58 

F 1772 0.277 0.145 2.04 ± 0.06 1.45 ± 0.13 1.69 

ad = 3^tm,h = 0.02//m. 

ambient, and the ignition of a particle is driven by 
the heat transport from the surrounding hot gas in- 
stead of self-heating from surface reactions. Thus, 
the particle surface temperature increases at a 
higher rate in a high gas temperature ambient than 
at lower ambient gas temperatures, as shown in Fig. 
2. In the cases with the same ambient gas temper- 
ature, however, the surface temperature of a boron 
particle in an environment containing moisture in- 
creases at a faster rate than that in a dry environ- 
ment, because the heat of reaction for the formation 
of HB02(g), which is the main gaseous product in a 
high-temperature wet ambient {AHr298 = —133.99 
Kcal/mole), is higher than the heat of reaction that 
yields B02(g), which is the dominant product in a 
dry environment (AH^gs = ~~ 68.00 Kcal/mole). In 
a fluorinated environment, the surface temperature 
of the particle would increase at an even larger rate 
compared with that in a moisture environment be- 
cause of the higher heat of fluorination for the over- 
all reaction that forms gaseous OBF and BF3 

(zfHr298 = -143.99 Kcal/mole for HB02(g) and 
-271.42 Kcal/mole for BF3(g)) [3], 

The calculated temperatures when oxide layer re- 
moval begins (1520 K in dry environments and 1470 
K in wet environments) are much lower than the 
measured ignition temperature data of Macek where 
ignition was found to occur at 1950 K and 1880 K 
in dry and wet environments, respectively. However, 
the experimental temperature corresponds to the 
measured gas temperatures surrounding the boron 
particle. The measured gas temperature is likely to 
be several hundred degrees higher than the surface 
temperature of the particle due to radiation losses, 
endothermic surface reactions, and even from the 
nonadiabatic character of the burner postcombus- 
tion gases. 

The measured and calculated oxide layer removal 
times listed in Tables 3 and 4 are in generally good 
agreement with the experiment. However, the cal- 
culated oxide layer removal times for small boron 
particles at high gas temperatures are much shorter 

than the corresponding experimental data [11]. This 
result raises some concern with regard to the present 
estimation of the temperature dependence of the 
adsorption rate associated with water vapor. Further 
modeling is required to address the source of this 
disparity. Finally, Yeh and Kuo [11] performed ex- 
periments using both crystalline and amorphous bo- 
ron particles. Although the experimental results do 
show some dependence on the boron structure, the 
current calculations do not consider the solid-phase 
characteristic of the boron substrate. 

Most of the previous experimental and analytical 
work focused on studying the effect of water vapor 
and oxygen on the ignition of boron particles. This 
work also shows that the gasification rate of a boron 
particle is very sensitive to the concentration of O(g) 
and OH(g) in the ambient, which is consistent with 
previous results for the gasification of liquid oxide 
droplets [2,6]. 

Conclusions 

A comprehensive physical and numerical model 
has been developed and utilized to investigate the 
ignition of a boron particle coated with an oxide 
layer. B02(c) and HB02(c) have been identified as 
the dominant surface complexes formed at the oxide 
layer/gas interface in hydrocarbon combustion en- 
vironments, and the surface desorption and adsorp- 
tion rates were found to be controlling oxide layer 
removal. Transport within the oxide layer and chem- 
ical reaction at the boron substrate/oxide layer in- 
terface were found to be unimportant to the removal 
of the oxide layer, since diffusion time scales were 
found to be very long in comparison to the oxide 
layer removal time. 

The numerical results are generally in good agree- 
ment with the experimental results of Macek [10] 
and Yeh and Kuo [11], including the noted experi- 
mental effects of water vapor addition and the in- 
sensitivity of particle ignition to ambient oxygen 
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concentration. The oxide surface mechanism will be 
extended in future work to include the reactions be- 
tween the complexes and gas-phase species in order 
to evaluate the effects that self-heating may have on 
particle ignition. Finally, the present work provides 
a reference case for comparison of boron particle 
ignition properties with those yet to be investigated 
for environments containing both oxygen- and fluo- 
rine-containing combustion products. 

Nomenclature 

A0 average concentration of dissolved gas, mole/ 
cm3 

A" equilibrium concentration for the partial pres- 
sure of the gas at the liquid/gas interface 

c complex 
d        particle diameter, jum 
D       diffusion coefficient, cm2/s 
de      desorption 

g gas 
h thickness, fim 
1 liquid 
lg the interface of liquid oxide and gas 
M molecular weight, g/mole 
n number of species 
X association factor, constant 
r radius 
R heterogeneous reaction rate, mole/cm2-s 
R" physi-absorption rate, mole/cm2-s 
si the interface of boron substrate and liquid ox- 

ide 
r time, sec 
T temperature, K 
V molar volume, cm3/g-mole 
Z species 
ö Nerst boundary layer thickness, cm 
ju viscosity, cp 
p density, g/cm3 
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COMMENTS 

Merril King, NASA Headquarters, USA. I would suggest 
that the authors run their model against the thermogravi- 
metric data published by Safaneev 10-15 years ago in Com- 
bustion, Explosion, and Shockwaves as a further test. 

Author's Reply. We were aware of your reference to this 
work in your publication [1]. Here, we constrained our 
work to the ignition problem leading to full fledged com- 
bustion. We will consider your suggestion in our future 
work. 

yses the authors perform is not specific to boron, the gen- 
eral conclusion to be drawn from their work was that the 
oxide layer thickness depends on the particle size. 

The sources of kinetic data for these heterogeneous 
reactions can be found in Ref. 6 in the paper. These rate 
parameters are obtained under best estimation based on 
limited experimental data, and thus, are highly uncertain. 
The purpose of the work is to identify the controlling re- 
actions, thus guiding kineticists to those rate parameters 
which need further study. 

REFERENCE 

1. King, M. K., in Combustion of Boron-Based Solid Pro- 
pellants and Solid Fuels, K. K. Kuo, (Editor), p. 1. 

Herman Krier, University of Illinois at Urbana, USA. I 
commend you and your co-authors for developing a very 
detailed heterogeneous and homogeneous chemical and 
transport model for this energetic metal ignition. My con- 
cerns are as follows: 

a. How sensitive is the assumed oxide layer thickness (h) 
for the B203 layer to the ignition time delay? 

b. Is this thickness independent of initial boron particle 
size? 

c. Finally, how accurate one the various (I assume, over 
20) kinetic rates for the heterogeneous reactions? 

Author's Reply. The oxide layer removal time (the igni- 
tion delay time) is not only a function of the oxide layer 
thickness, but the rate at which it is removed. In the high 
temperature environment of interest, the current model 
indicates that the layer gasification rate is controlled by the 
surface kinetics at the boron oxide/gas interface for small 
particles or by gas phase species transport for large parti- 
cles. The formation of boron oxide at the boron/boron ox- 
ide interface is negligible. The oxide layer regression rate 
was insensitive to the initial oxide layer thickness as long 
as the thickness is much smaller compared to the particle 
radius. Thus, the oxide layer removal time is proportional 
to the thickness. If we were to have limited the gas phase 
oxidation species to dry oxygen, at low temperatures, the 
growth or regression rate of the oxide layer will be deter- 
mined by the transport of species in the oxide layer itself. 
It is therefore likely that the overall removal rate may be- 
come a function of the thickness. In the comparison of our 
model with the experimental data, we utilize the experi- 
mental data reported by Yeh and Kuo [1,2] and for Macek's 
data [3], we use the estimated oxide layer thickness re- 
ported by King [4]. 

According to the analysis of Classman et al. [5], the ratio 
of the oxide layer thickness and the particle radius is de- 
termined by the thermal chemical properties of a metal 
particle and is approximately a constant. Although the anal- 
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Prof. Alon Gany, Tecnion-Israel Inst. of Technology, Is- 
rael. From the paper it seems that transport phenomena 
in the liquid B203 layer are insignificant. However, I be- 
lieve that at lower particle temperatures diffusion of spe- 
cies within the liquid layer might play an important role. 
Could you please comment on this? 

Author's Reply. The current model was developed and 
exercised here specifically to compare with experiments on 
boron-ignition that typically occurred in environments 
above 1700 K. Because of the low volatility of liquid B203 

layer at the lowest temperatures studied, the transient 
thickness of the layer results primarily from a competition 
of chemical reactions at the boron/boron oxide interface 
and the boron oxide/gas interface. For a gas phase which 
includes hydrocarbon combustion products, the gaseous 
species surface reaction rate is much greater than the dif- 
fusion-controlled rate at the boron/boron oxide interface 
even at a low particle temperature. If the gas phase oxi- 
dants are limited to oxygen without the presence of H- 
containing species, it is plausible that there are situations 
in which at a low particle temperature, the reaction rates 
at the boron oxide/gas interface may become slower than 
those at the boron/boron oxide interface. In this particular 
case, the transport phenomena in the liquid B203 layer may 
become significant. It should also be noted that the current 
model excludes chemical reactions within the oxide layer, 
a phenomena which may also be important at low temper- 
atures. 
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EVOLUTION OF PARTICLE TEMPERATURE AND INTERNAL 
COMPOSITION FOR ZIRCONIUM BURNING IN AIR 
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An experimental study of single zirconium particle combustion in air is presented, with emphasis on 
understanding the mechanism causing particle temperature jumps and the subsequent explosions. The 
experiment involved generating uniform, ~200 /im-size particles of controlled initial temperature by a 
pulsed micro-arc, letting them burn in air in free fall, measuring their instantaneous temperatures with a 
three-wavelength optical pyrometer, quenching the burning particles during various stages of burning, and 
subsequently analyzing the particles' internal compositions using a high-resolution X-ray electron micro- 
probe. Special techniques were developed to separate out the radiation from the gas-phase luminous zone 
in the temperature determination, and to rapidly quench the particles in order to freeze their internal 
composition. Results show that during combustion, the particle temperature first increases and then de- 
creases; oxygen and nitrogen are dissolved in the particle interior whereas no oxide (or nitride) shells or 
inclusions have been detected. The maximum particle temperature is considerably less than the boiling 
temperatures of Zr and Zr02. It is demonstrated that the occurrence of the particle temperature jumps 
and explosions is due to the attainment of the eutectic state within the particle interior, which leads to the 
precipitous formation of solid o:Zr and ZrOa from supersaturated Zr-0 solution, with simultaneous heat 
release and nitrogen gas release. 

Introduction 

Studies on metal particle combustion in oxidizing 
environments have been primarily motivated by fire 
safety issues and by metal used as additives in solid 
and liquid propellants [1-3]. For zirconium particle 
combustion, most of the research was conducted in 
the sixties and seventies by Nelson and coworkers 
[4-7]. A distinguishing feature of Zr particle com- 
bustion which emerged from such studies was the 
appearance of sudden brightness and temperature 
jumps or "spearpoints," on the particle streaks, as 
well as possible explosions that terminated the par- 
ticle burning. It was suggested [5,6] that these spear- 
points were associated with the crystallization of su- 
percooled molten Zr02 particles, while the particle 
explosions were caused by the nitrogen release from 
the zirconium oxynitride formed during the com- 
bustion process. The possibility that the particle ex- 
plosion was caused by zirconium solidification was 
ruled out based on the very high values of the mea- 
sured brightness temperatures [4-6]. 

It is significant to note that while processes occur- 
ring within the particle interior were suggested to be 
responsible for the spearpoints and explosions, there 
have not been any direct quantitative measurements 

of the temporal variations of the particle internal 
composition. Furthermore, it appears that the 
brightness temperature measurements reported 
previously [4-7] were obtained with inadequate py- 
rometer calibration, and were also not corrected for 
radiation from the external gas-phase luminous zone 
surrounding the particle. Since this external lumi- 
nous zone significantly increases the radiating sur- 
face, the measured value could imply a higher par- 
ticle temperature. In particular, since the maximum 
measured temperature was found to be higher than 
the melting point of Zr02, it became a crucial ele- 
ment in the proposed supercooling mechanism re- 
sponsible for the occurrence of spearpoints [4,5], 

The phenomena of temperature jumps and parti- 
cle explosions were recently also observed in the 
combustion of Mo, W, Ta, Cu, and steel particles in 
oxidizing environments [8,9]. It was proposed that 
these phenomena could be caused by oxygen disso- 
lution into the burning metal particle and the sub- 
sequent transformation of the metal-gas solution 
into stoichiometric oxide. 

In view of the above considerations, we have per- 
formed an experimental investigation on Zr particle 
combustion in oxidizing environments with the fol- 
lowing focuses. First, since the temporal evolution 
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of the particle composition is a crucial feature in the 
phenomena of interest, we have performed careful 
experimentation in acquiring the quenched samples 
whose internal composition was subsequently deter- 
mined using state-of-the-art analytical instrumenta- 
tion. Second, since the processes occurring within 
the particle interior and, consequently, the particle 
composition are intimately coupled to the particle 
temperature, we have also accurately determined 
the particle temperature history by properly ac- 
counting for the interference effects from the lu- 
minous zone surrounding the particle. We shall 
demonstrate in due course that such a close coupling 
between the particle temperature and composition 
indeed exists, and that a coherent mechanism for the 
observed phenomena of temperature jump and ex- 
plosion can be offered based on these measure- 
ments. 

Experimental 

A schematic of the apparatus for the production 
and ignition of uniform metal particles can be found 
in Ref. 10. The experimental procedure includes 
generating and igniting a freely falling molten metal 
particle, measuring the temporal evolution of its 
temperature and velocity, quenching and collecting 
the particle by various means, measuring its size, and 
analyzing its interior composition. The specifics of 
the different components of the experimentation are 
briefly discussed in the following. Details can be 
found in Ref. 11. 

Particle Generation 

Metal particles were formed and ignited using a 
pulsed micro-arc that melts the edge of a consum- 
able wire electrode and separates molten particles 
from the wire as described elsewhere [10]. An argon 
flux (approximately 0.5 cc/s) was directed perpen- 
dicular to the particle trajectory in order to shield 
the electrode unit and prevent wire ignition. Exten- 
sive experiments and analysis were performed for 
particles with an initial size of 240 jum, with ± 4% 
standard deviation. The initial temperature of the 
particles can be adjusted over a wide range above 
the metal melting point, hence providing a means to 
ignite particles instantly upon entering an oxygen- 
containing environment. Instabilities in ignition 
caused by the nonuniformity of the oxide layer on 
the wire surface were circumvented by electroplat- 
ing a thin copper coating of thickness less than ljum 
on the wire surface. There was no noticeable differ- 
ence in the combustion behavior, including the par- 
ticle temperature and composition histories, by 
using either uncoated or copper-coated wire elec- 
trodes. 

Temperature Measurements 

Color temperatures of burning particles were 
measured in real time using a three-wavelength py- 
rometer which included an iris, a fiber optics trifur- 
cated bundle, three interference filters, and three 
HC120-01 Hamamatsu photomultipliers. The 
wavelengths of the interference filters were chosen 
so that no bands observed in the Zr-O and Zr-N 
spectra [12] could contribute to the measured sig- 
nals. The pyrometer has been calibrated using a 
tungsten strip-lamp providing a maximum blackbody 
temperature of 2377°C. Two filter sets were used: 
(a) 589, 532, and 510 nm; and (b) 589, 458, and 510 
nm. These provided two experimental series, during 
which two different color temperatures were mea- 
sured independently. A comparison between the two 
simultaneously measured temperatures provided a 
criterion for the correctness of the measurements: 
their agreement indicated that the radiation spec- 
trum was close to that of a graybody. 

Preliminary experiments found a significant dis- 
agreement (~350°C) between the two color tem- 
peratures for burning Zr particles. Additional test- 
ings on copper particle combustion, which did not 
have an external luminous zone of gas-phase com- 
bustion, indicated that the observed difference for 
the Zr particles was caused by the presence of this 
luminous zone. In order to spatially resolve the op- 
tical signals produced by a burning particle and its 
surrounding external luminous zone, we used a slot 
array positioned between the burning particle tra- 
jectory and the pyrometer. These slots were 205/im 
wide, equally spaced, and perpendicular to the par- 
ticle velocity vector so that the radiation of a burning 
particle moving behind the slots was registered as a 
series of pulses. The form of the pulses revealed sep- 
arate peaks due to radiation from the particle surface 
and from the external luminous zone (insert in Fig. 
1). Detailed temperature curve analysis then showed 
that a period existed when the two inferred temper- 
atures agreed well for each radiation pulse produced 
by the surface of a burning particle crossing a single 
slot (Fig. 1). This temperature was taken to be equal 
to that of the burning particle surface and, hence, 
the burning particle, because it is reasonable to as- 
sume temperature uniformity within the metal par- 
ticle interior. 

Particle Quenching 

In physical quenching, it is essential to ensure that 
the composition of the particle does not change dur- 
ing quenching, especially if a phase transition could 
occur during this period. Previously, particles were 
quenched by introducing them into an inert gas [9]. 
Because of the low cooling rate, a significant redis- 
tribution of oxygen over the particle interior and the 
formation of different oxide  modifications could 
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FIG. 1. Two color temperatures in- 
dependently measured for a 240 fiva 
diameter Zr particle crossing a 
205 fim slot at a velocity of 0.94 m/ 
s. Insert: radiation pulse produced 
by a 240 /im diameter Zr particle 
crossing a 205 /urn slot at a velocity 
of 0.94 m/s. 

have occurred during quenching. This possibility is 
confirmed by recognizing that, for a diffusion coef- 
ficient of oxygen in zirconium, D ~ 3-10~8 m2/s 
(estimated as D = 5.2 exp (-25,577/T) [13] at the 
combustion temperature of 2350°C), the character- 
istic diffusion time within a 200-/«n particle is 0.3 s, 
which is comparable to the quench time in the inert 
gas as determined from the measured particle tem- 
perature history. Thus, much faster quenching is 
needed to preserve the internal structure of the 
burning particle during quenching. Following but 
modifying the well-known "splat" methods of rapid 
cooling of metal droplets [14] used to produce metal 
glasses, which could have cooling rates as high as 106 

K/s due to the high heat conductivity of metals, we 
have quenched the particles on an aluminum foil (12 
(im thick) which has the additional advantage of not 
distorting the particle shape. The interaction be- 
tween the burning particle and the foil resulted in 
welding the particle into the foil upon impact. Usu- 
ally, the particle penetrated approximately half of the 
way through the foil and was "frozen" there without 
apparent shape distortion. Diameters of the particles 
quenched at different combustion times were mea- 
sured with an accuracy of ± 5% using an optical mi- 
croscope. Quench times measured from particle ra- 
diation curves recorded using the three-wavelength 
pyrometer varied in the range of 0.6-5ms, depend- 
ing on the particle temperature and composition. 
These times are considerably smaller than that 
needed for oxygen to diffuse through the particle 
interior. The actual diffusion length is of the order 
of L = (Dt)1/2 which is ~4-12 /um for the experi- 
mental range of quench times. This is comparable 
to the spatial resolution of the electron microprobe 
analyzer and, thus, is adequate for our experiment. 

For comparison, particles were also quenched in 
an inert (Ar) environment separated from air by a 
thin soap-bubble film [9], Adjusting the film height 

and monitoring the radiation of the particle moving 
in the inert gas allowed us to predetermine and mea- 
sure the time of quenching and the cooling rate in 
each experiment. The cooling time of the metal par- 
ticles in Ar varied from 50 to 150 ms. In several 
experiments, nitrogen was used as an inert gas to 
address the role of metal-nitrogen interactions. 

Electron Microprobe Analysis 

An electron microprobe analyzer (Cameca SX50) 
was used to examine the particle cross sections, and 
an energy-dispersive spectroscopy (EDS) detector 
(Princeton Gamma Tech.) and a wavelength-disper- 
sive spectroscopy (WDS) scan were utilized to de- 
termine the internal composition of the particles. 
Calibration of the X-ray spectrometer used pure 
metal samples, metal oxides, and nitrides as stan- 
dards. Special consideration was given to account for 
the "background" oxygen level which is always mea- 
sured in metal samples due to the thin surface oxide 
film formed in atmospheric air [11]. 

Results 

General Observations 

Experiments were conducted with 180- and 240- 
ßtn initial diameter particles burning in air, with 
combustion times of 150 and 250 ms, respectively. 
No qualitative difference in the combustion behav- 
ior was observed for particles of different sizes. 
While radiation measurements were conducted for 
particles of both sizes, only the quenched samples 
of the 240-/zm particles were cross-sectioned and 
studied using the electron microprobe analyzer. 
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histories of 240 jim diameter Zr par- 
ticles burning in air. 

Visual observations of the present burning se- 
quence agreed well with those reported earlier (e.g., 
Refs. 4-7) in that particle ignition was followed by 
gradually increasing and then decreasing radiation 
output, and termination of the combustion event by 
spearpoints and strong explosions. Residues col- 
lected after the particle explosion consisted of white 
and transparent Zr02 microspheres ( — 1-50 /IDI di- 
ameter). 

Spatially resolved radiation measurements using 
the slot array and photographs of particle streaks 
consistently showed a luminous zone surrounding 
the burning Zr particle, similar to that observed in 
Ref. 7. The size of the luminous zone correlated well 
with the size of the smoke clouds observed on traces 
of particles quenched on foil or glass slides. The 
cloud was spherically symmetric upon ignition but 
lost its symmetry as combustion progressed. During 
the entire particle combustion period, the radiation 
intensity from the luminous zone was considerably 
less than that from the particle surface. 

No significant change in the particle diameter was 
observed during combustion. The particle diameter 
seemed to be slightly increased (ca. 10%), although 
the extent was close to the experimental scatter, in- 
cluding the ± 4% initial particle size nonuniformity. 
The particles could have also suffered minor defor- 
mation upon quenching. 

Particle Temperature 

Figure 2 shows the trace of the radiation from a 
burning Zr particle, as well as its temperature history 
(triangles) which was determined, reproducibly, 
from several particles crossing the slot array. Each 
experimental point shows where the two simulta- 
neously measured temperatures became consistent 
for different pulse sequences recorded for single 
particles crossing the slots. 

Results show that the initial temperature was close 

to 2000CC, which is above the Zr melting point of 
1852°C. The maximum particle temperature of 2380 
± 80°C was well below the Zr02 melting point 
(2700°C). It is of particular significance to note that 
the particle temperature approached the tempera- 
ture for the eutectic aZr formation, 2065°C [15], 
shortly before particle explosion at 250 ms, indicated 
by the spike in the radiation trace. The particle tem- 
perature itself, however, could not be meaningfully 
determined at the state of explosion. 

These measured temperatures are considerably 
lower than the particle temperatures reported ear- 
lier [4-7] through brightness measurements in 
which no correction for the external luminous zone 
radiation was made, but based on which the mech- 
anism of particle explosion was proposed [5,6]. 

Internal Structure and Composition 

The internal structure of the particles quenched 
on Al foil was homogeneous at early combustion 
times, but consisted of two mixed and finely divided 
phases near the end of combustion. The WDS mea- 
surements revealed the presence of dissolved oxygen 
and nitrogen in the particle interior, while no oxide 
or nitride shells, or inclusions, were observed with 
the ~l-/(m resolution defined by the microprobe 
electron beam diameter. 

Figure 3a shows an example of the cross section 
of a particle quenched on Al foil at 180 ms after 
ignition. The phase distribution in the particle of 
Fig. 3a is shown in Fig. 4a. It is seen that the local 
oxygen and nitrogen concentrations varied in oppo- 
site phases, that is, the oxygen concentration was 
higher in regions where the nitrogen concentration 
was lower, and vice versa. Furthermore, the average 
total concentration of dissolved oxygen and nitrogen 
was nearly constant across the particle interior, in- 
dicating uniformity of the particle internal compo- 
sition. The measured concentrations of oxygen and 
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FIG. 3. Cross sections of partially burned Zr particles of 
240 jum initial diameter, (a), A particle rapidly quenched 
in aluminum foil at 180 ms; (b), a particle slowly quenched 
in argon at 120 ms. 

nitrogen did not correspond to either the stoichio- 
metric oxide or the nitride of zirconium. 

Because of spatial uniformity of the particular 
composition, we could readily determine its tem- 
poral variation as burning progressed. Figure 5 
shows that the average concentration of dissolved 
oxygen gradually increased, while the average nitro- 
gen concentration increased to almost 20% and then 
slightly decreased to about 10%. 

Particle Internal Structure and Temperature in an 
Argon Environment 

The internal structure and composition of parti- 
cles quenched in an Ar atmosphere differed signifi- 
cantly from those quenched rapidly on Al foil. In- 
ternal voids were observed (Fig. 3b) when the time 
of particle combustion in air exceeded ~60 ms. 

Further, the particle interior always consisted of two 
distinct phases, namely, stoichiometric Zr02 and a 
ZrO^-Ny solution, with O.K x < 0.9 and O.K y < 
0.3. The phase distributions for the particle of Fig. 
3b are shown in Fig. 4b. One can see that there is a 
greater radial variation in the concentrations of the 
dissolved gases for the present slowly quenched sam- 
ple than that obtained with rapid quenching (Fig. 
4a). This shows clearly that, given enough time, 
some phase separation process had occurred and sig- 
nificantly transformed the internal structure of the 
particle. However, the average dissolved gas concen- 
trations measured for particles quenched after dif- 
ferent combustion times in argon agreed well with 
those measured for particles quenched rapidly after 
the same combustion times. These average concen- 
trations were determined using particle cross-sec- 
tion images produced with the electron backscatter- 
ing technique. In such images, the darkness is 
proportional to the concentration of the dissolved 
gas. The details of the image processing are dis- 
cussed in Ref. 11. 

Color temperatures were also measured for burn- 
ing particles introduced in Ar. They showed that 
when the particle combustion time in air exceeded 
— 100 ms (for240-Jum diameter particles), brightness 
and temperature jumps occurred during cooling. 
The amplitude of the temperature jumps varied 
from 20 to 130°C, and no particles exploded. The 
temperature at which the jumps were initiated was 
repeatable and was close to 2065°C (± 50°C), the 
temperature of the eutectic formation of oiZr in a 
binary Zr-0 system. 

The introduction of burning particles into the N2 

environment resulted in combustion quenching 
similar to that observed in Ar. 

Discussion 

Summarizing the results reported above, we have 
experimentally shown that the burning of zirconium 
particles in air is characterized by (1) absence of sur- 
face oxide or nitride layers and internal oxide inclu- 
sions; (2) progressive increase of oxygen concentra- 
tion in the particle interior; (3) gradual increase and 
then saturation of nitrogen concentration in the par- 
ticle interior; (4) the occurrence of brightness and, 
by implication from the quenching results in the ar- 
gon atmosphere, temperature jumps when the par- 
ticle temperature reached about 2065°C while the 
internal oxygen concentration reached about 60%; 
and (5) some form of gas-phase reaction as evi- 
denced by the external luminous zone. The present 
study did not address the nature of the gas-phase 
and surface reactions, the coupling between them, 
and the mechanism through which oxygen enters the 
particle interior. Some preliminary progress has 
been made  [11]  but substantially more work is 
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FIG. 4. Distribution of species over the radius of quenched Zr particles of 240 /im initial diameter, (a), A particle 
rapidly quenched in aluminum foil at 180 ms; (b), a particle slowly quenched in argon at 120 ms. 

needed. On the other hand, the present study has 
provided sufficient evidence to suggest a new mech- 
anism for the interaction between liquid zirconium 
and oxygen, as well as factors leading to the occur- 
rence of spearpoints and explosions, to be discussed 
in the following. 

The discussion can best be carried out by consid- 
ering the phase diagram of the Zr-O-N system. Un- 
fortunately, there is no reliable reference data char- 
acterizing a ternary system of Zr-O-N at high 
temperatures, although binary Zr-O and Zr-N phase 
diagrams have been described and are, in fact, quite 
similar [15]. Zris able to dissolve significant amounts 
of both oxygen and nitrogen, and the structures of 
solid Zr-O and Zr-N solutions are similar: both O 
and N atoms are accommodated by octahedral in- 

terstices of the metal lattice [16], Since higher oxy- 
gen (as compared to nitrogen) contents have been 
measured in Zr particles, and since Zr-O interaction 
is expected to be the key process, we shall base our 
discussion on the Zr-O phase diagram, shown in Fig. 
6, with the assumption that the presence of the small 
amount of nitrogen would not significantly affect the 
validity of our discussion. 

In Fig. 6, we have superimposed a pathline for the 
evolution of the Zr particle temperature and oxygen 
concentration as given by Figs. 2 and 5, respectively. 
Since experimental sampling could be performed 
only up to 200 ms, while the particle explosion oc- 
curred at about 250 ms, the concentration of atomic 
oxygen at 250 ms was estimated through linear ex- 
trapolation. Referring to Fig. 6, we see that when 
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the molten pure Zr particle is initially exposed to 
oxygen, it has a temperature higher than the melting 
point of Zr, 1852°C, and is therefore thermodynam- 
ically situated above the ab line on the phase dia- 
gram. The particle temperature subsequently in- 
creases and then decreases, forming the pathline as 
shown. Before the particle crosses the be line, the 
equilibrium state of the particle is a liquid Zr-O so- 
lution. Stoichiometric oxide can be formed only after 
the oxygen concentration exceeds the solubility 
limit, varying from 40 to 66%, along the line be, de- 
pending on temperature. Note that if oxygen diffu- 
sion in liquid zirconium were slow compared to its 
uptake, a gradient of the oxygen concentration 
would have been established in the burning particle. 
This would have resulted in the rapid saturation of 
the solution near the particle surface and the sub- 
sequent formation of an oxide surface layer. How- 

ever, since our experiments did not reveal either an 
oxide layer or any noticeable dissolved gas concen- 
tration gradient in the rapidly quenched particles 
(Fig. 3a), it is reasonable to suggest that diffusion of 
the dissolved gas in the liquid metal was faster than 
the oxygen uptake, and a homogeneous metal-gas 
solution formed and existed in the burning particle. 

When the be line is crossed, the system will consist 
of two phases, namely, a saturated solution and solid 
stoichiometric oxide, provided it attains thermody- 
namic equilibrium. This composition was, indeed, 
observed for particles quenched in Ar because there 
was sufficient time for the system to reach equilib- 
rium. The stoichiometric oxide, however, was not 
observed for particles rapidly quenched on the Al 
foil, as shown in Fig. 3a, indicating that thermody- 
namic equilibrium was not actually attained in the 
particle interior even at a burning time of 200 ms. 
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Instead, a supersaturated Zr-0 solution was formed, 
in which the dissolved oxygen concentration was 
greater than the solubility limit but lower than that 
of the stoichiometric ZrOo. Such a phase is metasta- 
ble. 

At the burning time of 250 ms, brightness jumps 
and particle explosions were observed. At this instant 
we see that (Fig. 6) the particle temperature reached 
the eutectic transition level (~2065°C) at which the 
equilibrium solubility limit of oxygen in zirconium is 
sharply decreased and the solid solution (aZr) starts 
to form. Additional oxygen is freed and, thus, the 
rest of the liquid instantly becomes even more su- 
persaturated, causing the formation of stoichiomet- 
ric oxide. This is an exothermic reaction and is, 
therefore, associated with heat release sufficient to 
cause a temperature jump [17]. Furthermore, nitro- 
gen gas is released and voids are formed in the par- 
ticle when the stoichiometric ZrO£ oxide precipitates 
out of the ZrOxNy solution. When these processes 
occur in an oxygen-containing atmosphere, fresh 
aZr surface is instantly produced and further reacts 
with the ambient oxygen. The attendant tempera- 
ture increase then leads to expansion of the gas in 
the voids and, consequently, explosion. The above 
mechanism, therefore, provides a viable link be- 
tween the observed temperature jumps, production 
of voids in the particle interiors, and particle explo- 
sions with the attainment of the eutectic state in the 
particle interior. 

Concluding Remarks 

The present investigation has resulted in two spe- 
cific aspects of contribution. First, we have devel- 
oped special experimental techniques for the accu- 
rate and meaningful determination of the 
instantaneous particle temperature and internal 
composition. It is clear that without using the three- 
wavelength pyrometry with slotted blockage we 
would have obtained temperatures that would lead 
to completely erroneous interpretation of the mech- 
anism for particle explosion—a difficulty that caused 
earlier studies to attribute this event to the super- 
cooling of molten ZrOa. By the same token, without 
using aluminum foil for rapid quenching, we might 
not have recognized the existence of Zr-0 solution, 
including the metastable, supersaturated solution. 
These techniques are expected to be useful for fu- 
ture studies of metal particle combustion. 

Second, we have experimentally shown that a liq- 
uid Zr-0 solution forms in burning Zr particles, and 
the concentration of dissolved oxygen eventually ex- 
ceeds the solubility limit. It was identified that the 
mechanism for the onset of temperature jumps and 
particle explosions is the attainment of the supersat- 
urated Zr-0 solution to the eutectic state, with the 
attendant precipitous formation of the stoichiomet- 

ric oxide, release of nitrogen gas, and further reac- 
tion of zirconium with the ambient oxygen to cause 
explosion. 
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COMMENTS 

F A. Williams, UCSD, USA. I do not believe the error 
bars on your temperature measurements. You are trying to 
interpret pyrometric results obtained in an environment 
having very large temperature variations and gradients in 
two-phase flow. It is unreasonable to expect accuracies bet- 
ter than 500 K, irrespective of reproducibility of agreement 
of three-wavelength results. You have not analyzed radia- 
tion transport in two-phase flow, which you need to do if 
you are to try to interpret your results. 

Author's Reply. The authors agree that the temperature 
measurement of burning zirconium particles was not trivial 
due to the presence of external luminous zone, or, a two- 
phase system which was seen by the pyrometer. However, 
since that was understood, special care was taken to ac- 
count for this additional radiation. In addition to the de- 
scription of experimental technique and results given in the 
paper, we reiterate two major points. First, the intensity of 
the external zone radiation was considerably smaller than 

that of particle surface, as was indicated, by photo and video 
images. This difference in the radiation intensities could 
be seen even better from the radiation signals measured 
for particles crossing the slots (Fig. 1, insert). A simple 
estimate shows that the radiation of external luminous zone 
contributed less than 5% of the total radiation measured 
by the pyrometer when a burning particle filled a slot, i.e., 
when the temperature measurements were actually taken. 
Thus, particle surface was the primary source of the radi- 
ation signal used to determine the particle temperature. 
The second, and in our opinion, the most important ar- 
gument is that using six different wavelengths chosen spe- 
cifically to eliminate possible Zr-0 and Zr-N radiation 
bands yielded repeatable color temperatures. This is direct 
evidence that the spectrum of the signal measured was 
similar to that of a gray body, and thus was characterized 
by a definitive temperature. This temperature was mea- 
sured and the accuracy of these measurements is shown by 
the error bars in Fig. 2. 
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IGNITION AND COMBUSTION OF BULK TITANIUM AND MAGNESIUM AT 
NORMAL AND REDUCED GRAVITY 

ANGEL ABBUD-MADRID, MELVYN C. BRANCH AND JOHN W. DAILY 

Center for Combustion Research 
Mechanical Engineering Department 

University of Colorado 
Boulder, CO 80309-0427, USA 

An investigation of the effect of gravity on ignition and combustion of metals has been conducted with 
bulk titanium and magnesium samples. A 1000-W xenon lamp irradiates the top surface of cylindrical 
specimens, 4 mm in diameter and 4 mm high, in a quiescent, pure-oxygen environment at 1 atm. Reduced 
gravity is obtained from an aircraft flying parabolic trajectories. Values of critical and ignition temperatures 
are obtained from thermocouple records. Qualitative observations and propagation rates are extracted 
from high-speed cinematography. Emission spectra of gas-phase reactions are obtained with an imaging 
spectrograph/diode array system. High applied heating rates and large internal conduction losses generate 
critical and ignition temperatures that are several hundred degrees above the values obtained from iso- 
thermal experiments. Because of high conduction and radiation heat losses, no appreciable effect on 
ignition temperatures with reduced convection in low gravity is detected. Lower propagation rates of the 
molten interface on titanium and of ignition waves on magnesium are obtained at reduced gravity. These 
rates are compared to theoretical results from heat conduction analyses with a diffusion/convection con- 
trolled reaction. The close agreement found between experimental and theoretical values indicates the 
importance of the influence of natural convection-enhanced oxygen transport on combustion rates. Lower 
oxygen flux and lack of oxide product removal in the absence of convective currents appear to be respon- 
sible for longer burning times of magnesium diffusion flames at reduced gravity. The accumulation of 
condensed oxide particles in the flame front at low gravity produces a previously unreported unsteady 
explosion phenomenon in bulk magnesium flames. This spherically symmetric explosion phenomenon 
seems to be driven by increased radiation heat transfer from the flame front to an evaporating metal core 
covered by a porous, flexible oxide coating. 

Introduction ported combustion in the absence of gravity. In gen- 
eral, the study found that in microgravity, the up- 

Recently, metal combustion studies at the Univer- ward regression rate of the melting surface of a 
sity of Colorado have focused on the effects of grav- metal rod is significantly faster than in normal grav- 
ity (g) on the ignition and burning behavior of bulk ity. 
metals. The impetus behind this effort is the under- From a review of some of the theoretical models 
standing of the ignition conditions and flammability 0f bulk metal combustion [2-4], it is believed that 
properties of structural metals found in oxygen (Oa) gravity plays an important role in heat and mass 
systems for space applications. Since spacecraft are transport processes that dominate metal-oxygen re- 
subjected to higher-than-1 g loads during launch and actions. The possible significance of convection on 
reentry and to a zero-gravity environment while in mass transfer rates and on the outward transport of 
orbit, the study of ignition and combustion of bulk condensed oxides in vapor-phase metal diffusion 
metals at different gravitational accelerations is of flames was first mentioned by Brzustowski and 
great practical concern. From the scientific stand- Classman [5]. 
point, studies conducted under low gravity condi- This investigation is intended to provide experi- 
tions provide simplified boundary conditions, since mental verification of the influence of natural con- 
buoyancy is removed, and make possible the iden- vection on the burning behavior of metals. In addi- 
tification of fundamental ignition and combustion tion, the study offers the first findings of the 
mechanisms. influence of gravity on ignition of bulk metals and 

The influence of microgravity on the burning of on the combustion mechanism and structure of 
bulk metals has been investigated by Steinberg et al. metal-oxygen, vapor-phase diffusion flames. 
[1] in a drop tower simulator. All metals and alloys Titanium (Ti) and magnesium (Mg) metals were 
tested (including titanium and magnesium) sup- chosen because of their importance as elements of 

1929 
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DIODE ARRAY DETECTOR t 

OXYGEN / VACUUM PORT FIG. 1. Schematic diagram of the 
experimental system. 

structural materials and their simple chemical com- 
position—pure metals instead of multicomponent 
alloys to simplify chemical and spectroscopic analy- 
ses. In addition, these elements present the two dif- 
ferent combustion modes observed in metals: het- 
erogeneous or surface burning (Ti) and 
homogeneous or gas-phase reaction (Mg). Finally, 
Mg, Ti, and their oxides exhibit a wide range of ther- 
mophysical and chemical properties. 

Metal surface temperature profiles, critical and ig- 
nition temperatures, propagation rates, and burning 
times are obtained under normal and reduced grav- 
ity. Visual evidence of all phenomena is provided by 
high-speed photography. A qualitative description of 
the unique behavior of homogeneous, vapor-phase 
metal flames in low gravity is presented with a dis- 
cussion of the possible controlling mechanisms. 

Experimental System and Procedures 

A schematic of the experimental system used is 
shown in Fig. 1. The ignition source consists of a 
1000-W xenon lamp that generates a highly colli- 
mated beam (4° half angle) with broadband radiation 
(300-1100 nm). An aspheric lens focuses the beam 
to provide a 1.75-MW/m2 power density on the top 
surface of a 4 mm-diameter and 4 mm-high metal 
specimen that sits on an alumina holder. An electric 
shutter permits effective control of heating time. A 
4.5-L, stainless steel, cylindrical combustion vessel 
houses   the  lens,   metal  specimen,   and  alumina 

holder. Optical access for the movie camera and 
spectrograph is provided through two fused-silica 
side windows, while a third window is used for sam- 
ple replacement. Ti and Mg metal specimens 
(99.95% purity) are placed in an oxygen environ- 
ment (99.6% min.) at an absolute pressure of 1 atm. 
Evacuation and filling of the vessel is accomplished 
with a series of computer-controlled solenoid valves. 
The chamber pressure is monitored with a solid- 
state piezoresistive transducer. The surface temper- 
ature is measured with a 0.125 mm diameter, Type 
R thermocouple attached to the outer wall of the 
sample. A second thermocouple is sometimes used 
in different locations to measure temperature gra- 
dients within the sample. 

A high-speed, 16 mm movie camera provides sur- 
face and flame visualization; the images are also used 
for measurement of propagation rates. With a 7.5° 
shutter and speeds up to 500 frames/s, exposure 
times as short as 1/20,000 s are obtained. A 50 mm 
lens and various extension tubes are used for image 
magnification. In addition to visible light imaging, 
time- and space-resolved spectral information on 
gas-phase reactants and products is obtained with an 
imaging spectrograph and a 1024-element diode ar- 
ray detector. Various spectral ranges are covered 
with two motorized gratings (300 and 2400 grooves/ 
mm). The output signal from the detector is pro- 
cessed by an external controller that delivers a 15- 
bit dynamic range and a 150-Hz readout rate with 
direct memory access. 
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The experiment is controlled entirely by a com- 
puter, a digital/analog data acquisition board, and an 
interface code written in graphical programming 
software. In a typical run, the complete sample as- 
sembly (clean metal specimen mounted in alumina 
holder with attached thermocouple) is introduced 
into the chamber. Five evacuation and filling cycles 
are executed to provide a pure-oxygen atmosphere 
inside the vessel. The lamp is adjusted to the desired 
output power and the computer signals the shutter 
to open when the target gravity level (measured 
from a three-axis accelerometer located near the 
chamber) is achieved. Data acquisition starts (with 
1-ms resolution), and the signal from the thermo- 
couple is used to trigger all events. Immediately after 
ignition, the shutter is closed to remove all external 
heating to the sample. Temperature, pressure, en- 
ergy input, gravity level, high-speed photography, 
and emission spectra are monitored throughout the 
experiment. After complete combustion, the final 
pressure is recorded to quantify oxygen consump- 
tion, and the burned or quenched samples are stored 
for chemical composition studies. 

The low-gravity experiments were conducted on- 
board the NASA-Lewis DC-9 Research Aircraft in 
Cleveland, Ohio. Up to 20 s of reduced gravity 
(+ / — 0.01 g) were available in a single parabolic ma- 
neuver. Ten tests were conducted for each metal and 
gravity level to ensure experimental repeatability. 

Results and Discussion 

Heating and Ignition Behavior 

Figure 2 shows temperature profiles of Ti and Mg 
samples heated in 02 at 1 atm. During the heating 
phase, all curves exhibit an increasing temperature 
with an intermediate plateau corresponding to the 
a-ß solid-phase transition in Ti and the solid-liquid 
phase change in Mg. Occurrence of the critical tem- 
perature (Tcrit) marks the point at which heat gen- 
eration from surface oxidation equals heat losses 
from the sample. A short time after Tcrit is exceeded, 
a sudden change in the heating rate at the ignition 
temperature (Tign) coincides with the appearance of 
a luminous reaction front. The limit on the maxi- 
mum operating temperature of thermocouples 
(2000 K) makes it impossible to measure combustion 
temperatures (above 3000 K). 

In the case of Ti, a significant increase in the heat- 
ing rate following the phase transformation near 
1100 K signals the transition from a parabolic to a 
linear oxidation rate. Soon after, enhanced external 
oxidation produces rapid visible changes in surface 
texture and coloration, as seen in Fig. 3a. As Tcrit is 
exceeded (around 1700 K), the metal specimen un- 
dergoes thermal runaway (even if the heat source is 
removed), leading to ignition on the upper surface 

2200 
Tigri-^ 

1800 Ti Tcrit \ ̂ 7        J 
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FIG. 2. Surface temperature profiles of bulk Ti (top) and 
Mg (bottom) specimens in pure 02 at 1 atm during the 
heating and ignition stages under normal and low gravity 
conditions. 

at a few degrees below the melting temperature of 
Ti, 1933 K. 

For Mg, the transition from a parabolic to a linear 
oxidation rate occurs before melting (around 800 K), 
as evidenced by the rapid formation of a white layer 
of magnesium oxide (MgO) around the outer surface 
of the sample (Fig. 4a). At normal gravity, the sample 
collapses after melting of the inner metal. The outer 
MgO layer remains in the solid phase and continues 
its growth as the temperature resumes its rise. Once 
rcrit is reached (near 1050 K), the oxide coating turns 
black and rapidly stretches in one direction until ig- 
nition occurs in the hottest spot (Fig. 4b). In the low 
gravity case, the specimen slowly grows upward, rais- 
ing the high-temperature upper surface as a result 
of volumetric expansion after melting. As Tcrit is ex- 
ceeded, the top surface temperature rises exponen- 
tially as predicted by a kinetic-controlled oxidation 
rate. Vapor pressure increases and the sample rap- 
idly stretches upward as the metal temperature ap- 
proaches the boiling point of Mg (1380 K). Ignition 
occurs when enough Mg vapor reacts with oxygen to 
generate a visible flame on the sample top (Fig. 4b). 
In both the normal and low gravity cases, the ther- 
mocouple (not seen in Fig. 4) is located at the bot- 
tom of the sample to prevent its detachment from 
the continuously distorting upper surface. There- 
fore, rign shown in Fig. 2 is approximately 200 K 
below the actual Tign (1300 K) in the top surface— 
as measured by a second thermocouple used in 
probing tests. The lag is caused by the rapid rise in 
temperature after Tcrit compared to the longer dif- 
fusion time in the metal. 
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For both metals under normal and low gravity 
conditions, higher critical and ignition temperatures 
are obtained than the values reported in the litera- 
ture [6,7]—more than 200 K above the highest mea- 
sured temperatures for bulk metals. The disparity 
stems from the high heating rates applied in this in- 
vestigation (above 100 K/s in the early stages), which 
are required for fast ignition during the low gravity 
time available in the aircraft. Although the applied 
heating rate is only 15% higher than the experimen- 
tally determined minimum ignition heat flux, it ex- 
ceeds by two orders of magnitude the linear heating 
rates used for near-isothermal studies. The high 
heating rate applied to the top surface of the metal 
creates a significant temperature difference within 
the specimen (around 40 K in Mg and 150 K in Ti). 
In addition, the surrounding gas and vessel walls re- 
main at a temperature close to ambient during the 
fast heating phase. As a result, higher Tcrit and Tign 

values are obtained as the large increase in internal 
conduction and radiation heat losses overcomes the 
phase-change contributions to heat generation that 
generally determine ignition of Mg and Ti in iso- 
thermal experiments. 

The apparent lack of influence of gravity on Tcrit 

and Tign is another consequence of the high value of 
conduction (for Mg) and radiation (for Ti) heat losses 
versus natural convection heat loss present at these 
temperatures. A general theoretical model was de- 
veloped to calculate the effect of low gravity on TCTit 

for a metal sample subjected to conduction, convec- 
tion, and radiation heat losses, as well as heat gen- 
eration by oxidation. For our experimental condi- 
tions, the model shows a reduction of approximately 
10 K on Tcrit at low gravity, a small value that is within 
experimental uncertainty. 

Combustion Behavior 

Titanium 
After ignition at a point on the top outer rim of 

the sample, a molten mass consisting of a mixture of 
metal and oxides starts traveling across the upper 
surface of the specimen. Steady-state downward 
propagation of a spherical mass follows in a smooth, 
nonexplosive fashion until reaching the alumina 
base. The average steady-state propagation rates 
measured for the normal and low gravity cases are 
16.2 mm/s and 8.7 mm/s, respectively. A steady re- 
gression behavior during this period at 1 g suggests 
that the propagation velocity has not been altered 
significantly by the influence of the gravity force on 
the molten mass—as confirmed by its spherical 
shape in Fig. 3b. Furthermore, a calculation of the 
Bond number (Bo = gravitational force/surface ten- 
sion force) under these conditions results in values 
below 0.1. Evaluating the ratio of propagation veloc- 
ities at normal (V„) and low (V;) gravity gives a value 
of 1.86. 

Following a theoretical approach similar to the 
one used for gaseous flame propagation, several 
studies [3,4] have obtained an expression of the form 
V ~ (u))1/2 to calculate the propagation velocity V 
along metal cylinders undergoing heterogeneous 
surface burning with a rate of reaction w. Consid- 
ering the diffusion and convection of 02 to the sam- 
ple as the rate-limiting step, the reaction rate be- 
comes proportional to w ~ (Gr)m, where Gr is the 
Grashof number. The propagation velocity then de- 
pends on Gr as V ~ (Gr)ua, so that V ~ (g)1/8. Eval- 
uating V„/V; for the normal (1 g) and low gravity 
(+/—0.01 g) cases, a theoretical ratio of 1.78 is ob- 
tained. The close agreement between experimental 
and theoretical ratios of propagation velocities indi- 
cates the importance of the influence of natural con- 
vection-enhanced oxygen transport on combustion 
rates. 

Upon reaching the end of steady-state propaga- 
tion, the spherical molten mass is destroyed by the 
liquid-solid interfacial force as it touches the alumina 
holder. Once in the alumina base, Ti exhibits a more 
vigorous reaction with random outward expelling of 
small particles undergoing gas-phase reactions and 
multiple fragmentation (Fig. 3c). 

Magnesium 
Following the first flash generated by the Mg-02 

homogeneous reaction, an ignition wave runs 
through the sample driven by the difference be- 
tween the flame temperature (near 3430 K, the va- 
porization-decomposition point of MgO [8]) and the 
temperature of the unreacted metal, which is near 
the Mg boiling point. The average ignition wave 
speeds measured for the normal (VJ and low (V;) 
gravity cases are 220 mm/s and 115 mm/s, respec- 
tively. If the approximation used to compare prop- 
agating velocities in Ti rods is used to evaluate the 
V„/V; ratio of ignition wave speeds of Mg (similarly 
assuming a diffusion/convection controlled reaction 
rate), close agreement is again found between the 
experimental (1.91) and the theoretical (1.78) values. 
Owing to the irregularly shaped, porous oxide layer 
surrounding the sample—a consequence of metal 
melting before ignition—no attempt was made to 
calculate surface regression rates. Instead, an eval- 
uation of burning times and a qualitative discussion 
of important phenomena is given. 

From the visible images and emission spectra 
measurements, the structure of the luminous flame 
that engulfs the sample after the passage of the ig- 
nition wave is in general agreement with the ex- 
tended reaction zone model from Classman et al. 
[2]. An inner region of Mg-02 vapor-phase reaction 
is followed by MgO condensation in the bright white 
flame front observed in the photographs. However, 
a thin green emission band and a wider outer diffuse 
blue zone are visible in addition to the prescribed 
features from the model (Fig. 4c). This radiation 
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FIG. 6. Time-resolved emission spectra from the UV 
(top) and green (bottom) systems of the Mg-02 gas-phase 
reaction at 1 atm in low gravity at 7 ms (start of ignition), 
63 ms (end of ignition wave propagation), and 91 ms (fully 
developed combustion) after ignition. 

may come from excited metal vapor created by oxide 
dissociation in the high-temperature front, by fine 
oxide particles, and possibly by Mg-02 heterogene- 
ous reactions occurring in the oxide surface in a 
lower temperature region [9], 

The spectroscopic measurements show similar be- 
havior in the normal and low gravity cases. The fa- 
miliar UV and green systems of MgO and Mg appear 
as the major radiation contributors. However, an in- 
teresting feature was captured by time-resolved 
spectroscopic measurements during the ignition 
wave propagation. Figure 6 shows the sequence of 
spectra for the UV and green systems from the onset 
of ignition to fully developed combustion in a low 
gravity experiment. The UV bands of MgO and the 
UV Mg triplets appear in emission during the early 
stages of the ignition process, followed by an ab- 
sorption and emission equilibrium toward the end 
of the ignition phase. The line and band systems 
later exhibit reversal to absorption against an intense 
continuum background during fully developed com- 
bustion. In contrast, the green system of MgO and 
the green triplets of Mg appear in emission at all 
times. Although no conclusive explanation can be 
given at this time, it is believed that the reversal may 
be caused by the transition from chemiluminescence 
from early ignition reactions to thermal excitation of 
products in an extended reaction zone with back- 
ground radiation from condensed oxides. 

During fully developed combustion, buoyancy- 
generated convection currents are responsible for 

the main differences observed in the two cases in- 
vestigated. At 1 g, high convection currents enhance 
burning by increasing 02 flux to the reaction zone 
and by removing oxide products that may constitute 
a barrier to 02 diffusion (Fig. 4c). The proximity of 
the resulting flame front to the metal sample is an 
indication of fast burning rates. In comparison, at 
low gravity conditions, the severe reduction of con- 
vection—threefold by the (Gr)m dependence—and 
the increased resistance to Oa diffusion by combus- 
tion products diminish the oxygen transport. Figure 
4c shows a broader, particle-laden outer blue zone 
(undisrupted by convection currents) and a larger 
flame front detachment. 

While in 1 g the products are swept upward by 
buoyancy-induced currents, condensed oxides rap- 
idly accumulate and agglomerate in the reaction 
front at low gravity, producing a highly radiant flame 
front. Sporadic removal occurs only for large-diam- 
eter particles expulsed by inertial forces and residual 
accelerations during the reduced-gravity trajectory 
(g jitter). Particle accumulation may account for the 
unique unsteady, spherically symmetric explosion 
phenomenon observed at low gravity—which we re- 
fer to as Radiation-Induced Metal Explosion 
(RIME). As shown in Fig. 5, a high particle density 
in the flame front generates a large heat flux to the 
sample. This effect raises the surface temperature 
and increases metal evaporation; the flexible oxide 
membrane that keeps Mg at temperatures below its 
boiling point expands as vapor pressure builds up 
inside the metal core. As evaporation increases, so 
does the flame front diameter to accommodate 
greater oxygen flux and maintain the stoichiometry. 
At the peak of the cycle, the amorphous specimen 
is transformed into a spherical core with twice the 
size of the original cylinder (Fig. 5b). Finally, the 
oxide layer explodes and breaks in multiple points 
(creating small jets), relieving its internal pressure 
and reducing its size while ejecting a large number 
of particles in the process (Fig. 5c). The RIME cycle 
may repeat several times during the burning stage. 
Although RIMEs are not observed at normal gravity, 
explosions and jets are still induced at 1 g by local- 
ized pressure bursts where the flame gets too close 
to the sample. 

Burning times vary widely depending on the num- 
ber of jets and explosions that accelerate combus- 
tion. Nevertheless, the average burning time at low 
gravity (4 s) is around twice the average value at 1 
g. In some cases, longer burning times at low gravity 
may also result from the reduced reaction area pro- 
duced by oxide walls surrounding the sample. These 
large oxide structures are built from condensed par- 
ticles in the flame front using the alumina holder as 
an anchoring point (Fig. 4d). 

Conclusions 

An investigation of the effects of reduced gravity 
on the ignition and combustion of radiatively ignited 
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Ti and Mg bulk metals has been conducted in pure 
02 at 1 atm pressure. Reduced gravity is obtained 
from an aircraft flying parabolic trajectories. 

High applied heating rates and large internal con- 
duction losses into the metal sample generate critical 
and ignition temperatures that are several hundred 
degrees above the values obtained from isothermal 
experiments. Because of high conduction and radi- 
ation heat losses, no appreciable effect on ignition 
temperatures with reduced convection in low gravity 
is detected. These findings are important from a fire- 
safety standpoint, since a large number of practical 
situations involve ignition by fast external heating. 

Lower regression rates of the molten interface on 
Ti rods and slower propagation rates of the gas-phase 
ignition wave on Mg specimens are observed at re- 
duced gravity. These rates are compared to theo- 
retical results from heat-conduction analyses with a 
diffusion/convection controlled reaction. The close 
agreement found between experimental and theo- 
retical values indicates the importance of the influ- 
ence of natural convection-enhanced oxygen trans- 
port on combustion rates. 

The lower propagation rates observed at low grav- 
ity in this study differ from the higher regression 
rates in microgravity given by Steinberg et al. [1]. 
The disagreement arises from the different experi- 
mental configurations used. In Ref. 1, propagation 
rates are measured for cylindrical rods ignited at the 
bottom. The increase in regression rates in micro- 
gravity is attributed to an increase in the tempera- 
ture of the retained molten mass; cyclical detach- 
ment of this mass occurs during upward propagation 
at 1 g. The influence of the gravity force on the mol- 
ten mass (whose detachment subsequently reduces 
heat transfer to the unreacted metal) is apparently 
greater than the influence of buoyancy-induced con- 
vection on oxygen transport to the reaction zone. In 
our investigation, only the latter influence is evalu- 
ated by comparing the propagation rate at low grav- 
ity with the 1 g steady-state downward propagation 
rate at low Bond numbers. 

Convection currents also affect the burning of Mg 
diffusion flames. Lower oxygen flux and increased 
resistance to 02 diffusion by oxide products appear 
to be responsible for the longer burning times ob- 
served at reduced gravity. The formation of oxide 
walls around the sample may also contribute to pro- 

longed burning by reduction of the reaction area. 
The accumulation of condensed oxide particles in 
the flame front at low gravity produces a unique, 
unsteady, spherically symmetric explosion phenom- 
enon in bulk Mg termed Radiation-Induced Metal 
Explosion (RIME). The explosions seem to be 
driven by increased radiation heat transfer from the 
flame front to an evaporating metal core covered by 
a porous, flexible oxide coating. 
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COMMENTS 

Robert F. Chaiken, DOE/Pittsburgh Research Center, 
USA. I do not understand what you mean by ignition in 
this experiment. Is it the start of self-propagation? It seems 
to me you are forming a coherent surface oxide which heats 
the solid metal until it melts and vaporizes, bursting the 
coating. 

Author's Rephj. The ignition process described in this 
study begins when the critical temperature, Tcrit, is 
reached, i.e., when the heat generated by the oxidation 
reaction equals the heat losses from the metal surface. Af- 
ter a delay time (during which self-heating occurs) the ig- 
nition temperature, Tign, is achieved. This temperature is 
identified as the point where a visible flame appears or 
where a temperature runaway is detected by the thermo- 
couple. The ignition process ends when self-propagation 
(combustion) begins (see Fig. 2). 

The coherent surface oxide that forms prior to ignition 
may become porous or non-protective at a temperature 
(known as the transition temperature, rirans) lower than 
Tcril (as in the case of Mg and Ti). After Tlrans, ignition is 
then solely controlled by the competition between heat 
losses and heat generation at the surface. 

Prof. Ahn Gany, Technion-Israel Inst. of Technology, Is- 
rael. The paper reveals some interesting phenomena dur- 
ing the ignition of bulk metals. However, it seems the ig- 
nition process as described was very much dependent on 
the experimental setting and procedure, and the results 
might not yield universal conclusions. For instance, what 
would be the ignition sequence when applying very high 
heat flux? Could ignition take place prior to a total melting 
of the sample? 

Author's Reply. Since the ignition of metals is a process 
controlled by the competition between heat generation vs. 
heat losses, Tcril and Tign are therefore strongly dependent 
on the experimental setting. These temperatures are not 
an absolute property of the metal and their value is a func- 
tion of variables such as sample size and heating technique. 
In experiments performed with Mg in pure 02 at 1 atm 
under near-isothermal conditions [6] (or slow linear tem- 
perature rise), the critical temperature (in the order of 850 
K) and ignition take place before the melting of the sample 
(Tmoit = 923 K). In the present investigation, the high heat- 
ing rate (two orders of magnitude higher than in the afore- 
mentioned experiments) applied to bulk Mg samples in 02 

at 1 atm generates a large internal conduction heat loss 
that results in critical and ignition temperatures above the 
melting point of Mg (see Fig. 2). 

I. Glassman, Princeton University, USA. I do not see any 
difference in the ignition characteristic in gravity of /ig ex- 
periments. What your video shows is that the destruction 
of the growing oxide layer on the surface of the Mg con- 
figuration controls the ignition process. When this layer is 
destroyed combustion begins in the vapor phase as Mellor 
proposed in 1968. The reason for the difference in burning 
of Mg is due to the physical configuration chosen and how 
gravity affects this configuration as it melts. Thus a flatplate 
or pool of Mg would show no effect of gravity on burning. 

The Ti burning is also not controlled by gravity but sur- 
face tension as you stated; however the size of the Ti cyl- 
inder chosen determines the burning rate as an uninhibited 
solid propellant strand and has a burning rate determined 
by size. The larger the size Ti cylinder chosen the slower 
the overall consumption rate because the ratio of the cyl- 
inder surface area to the cross-section decreases. 

Overall, then microgravity affects the physical characters 
of the Mg melt and not the vapor-phase combustion. 

Author's Reply. There was indeed no appreciable differ- 
ence in the critical and ignition temperatures between nor- 
mal and reduced gravity. This is due to the small contri- 
bution of the convective heat loss to the total heat losses 
from the metal surface—which are dominated by the in- 
ternal conduction heat transfer. As Mellor stated in 1968 
[6], since ". .. the critical and ignition temperatures are 
defined in terms of heat losses from the reaction surface, 
these temperatures are expected to depend strongly on the 
environment experienced by the metal sample". Therefore, 
in an experiment where convection heat losses were the 
dominant heat loss mechanism, their elimination in micro- 
gravity (jug) would noticeably affect Tcrit and Tign. As for 
the vapor-phase burning of Mg, we believe that regardless 
of the gravity effects on the physical configuration of the 
melt, convection plays a significant role on the transport of 
02 to the reaction zone. Not only does the lower 02 flux 
reduce the burning rate in [ig, but the accumulated con- 
densed oxides act as a barrier for 02 diffusion to the re- 
action zone. These effects may explain the longer burning 
times of Mg in /ig. In addition, RIMEs (observed exclu- 
sively akfig) also appear to be caused by oxide accumulation 
in the absence of convective currents. 

For Ti under our experimental configuration, the spher- 
ical shape (and the reaction surface) of the molten mass is 
maintained at normal gravity by the dominance of surface 
tension over gravity. However, the lack of convective trans- 
port of 02 to the surface in fig is responsible for the lower 
propagation speeds. It is true that the size of the sample 
determines the burning rate, and that is the reason why Ti 
samples of the same size were used in both the normal and 
low gravity experiments. 
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MODELING OF SOLID PARTICLE INTERACTION IN A HIGH-VELOCITY, 
HOT GAS STREAM 
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A detailed mathematical model for predicting ignition characteristics of an accelerated solid-particle 
parcel of various loading ratios in the gas flow behind shock waves in an actual motor environment is 
developed using the moving coordinate system. The model incorporates the effect of evaporation, radiation, 
and loading ratio on the drag and heat transfer to the solid particles and their effect on the ignition delay 
period. Moreover, it considers momentum wall losses, heat transfer to the wall, and viscous work done by 
the wall on the fluid. The present model responds to the shock wave intensity, loading ratio, and metal 
powder size. The solid particles investigated include magnesium, aluminum, and solid propellant. A para- 
metric study has been carried out to study the factors affecting the ignition delay of metal powder. Results 
show that for shock intensities ranging between 2.5 and 4, magnesium and aluminum powder of sizes 30 
and 14-/<m are ignited by the thermal explosion mechanism. Small particles have also been found to 
accelerate up to the induced gas velocity behind the shock wave, resulting in higher ignition delay periods. 
Results have also been validated from experimental data in the literature, and reliable chemical kinetic 
constants have been deduced for Mg and Al, respectively: A = 2.4 X 104 and 1 X 106 cm2/s, E = 2.0 
X 102 and 3.7 X 102 kj/mole, and Q = 4.7 X 104 and 1.67 X 104 kj/kg. 

Introduction 

Modeling of a reactive gas-solid mixture flow is 
important for solid propellant metallized admixture, 
air-breathing rockets, and pyrotechnic igniters. Such 
metallized solid propellant is used to improve the 
ignition and combustion quality. 

Analytical and experimental studies of pure and 
binary alloys [1-16] have been conducted to clarify 
and improve the ignition and combustion processes 
of metal particles. These efforts have not proved en- 
tirely satisfactory because most of the experimental 
results have been strongly affected by the experi- 
mental conditions under which most authors de- 
duced that their experimental results are far from 
the real conditions for solid propellant combustion 
in a rocket motor. 

Baek et al. [17] have investigated theoretically the 
shock-wave ignition of dust particles, considering 
particle acceleration, subsequent convective heating, 
and chemical exothermic surface reaction in the 
pores and on the particle surface. Asymptotic anal- 
ysis for a limit of large activation energy was carried 
out for spherical particles, with constant average val- 
ues of the gas recovery temperature and the con- 
vective heat transfer coefficient. Klement et al. [18] 

and Gordon [19] have investigated flux dust mixed 
with quartz as inert gas and found that the addition 
of inert particles caused a linear decrease of the det- 
onation wave velocity. Volyan [20] gave a brief review 
of ignition and combustion of organic dusts. Re- 
searches on shock-wave ignition of particles carried 
out at the University of Michigan during the last two 
decades have been summarized by Kauffman et al. 
[21]. Lee et al. [22] studied the definability of RDX 
dust in air/oxygen mixtures and showed that deto- 
nation can be induced with particles 37 jira in size 
in an 88% air-12% 02 mixture. A theoretical model 
was developed to explain the effect of particle size 
on the detonability of a dust/oxidizer mixture. Elkotb 
et al. [23] studied ignition of organic dust behind a 
shock wave and found that the particle concentration 
has a great effect on the ignition pressure and the 
ignition delay. Shtertser [24] showed that the oxide 
thickness on the particle surface for aluminum- 
based alloy granules has a significant effect on the 
magnitude of the shock wave pressure. Exact ana- 
lytical solutions for particular values of the dust load- 
ing ratio and heat capacity were obtained by Pike 
[25] for the flow of a gas carrying dust particles 
through a shock wave, neglecting temperature vari- 
ations within the particle. 

1937 
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There have been successful attempts [3,5,26] to 
model solid-gas interaction. However, analysis has 
been reduced to the consideration of a single, ac- 
celerating, spherical particle without considering the 
surrounding effect on the drag and heat transfer. In- 
crease of the loading ratio decreases the shock-wave 
velocity and pressure, which directly affect the ig- 
nition delay period. Moreover, momentum wall 
losses, heat transfer to walls, and viscous work done 
by the wall on the fluid have not been considered. 
Neglecting these factors together with the particle 
size, surrounding particles, and temperature gave 
conditions quite far from the real case in an actual 
motor environment. It is also noted that all theo- 
retical studies suffer from a lack of reliable chemical 
kinetics data. 

The present work deals with a more comprehen- 
sive theoretical study for metal powder ignition un- 
der dynamic conditions. A prediction model has 
been built to detect the ignition delay period of ac- 
celerated, spherical, metal particles behind a shock 
wave, considering all the mentioned parameters. 
Equations for unsteady particle heat transfer, and 
particle equations of motion coupled with the con- 
servation equations are developed. Parametric study 
has been carried out to identify factors affecting the 
ignition delay of metal powder. Reliable kinetic data 
have been obtained for the ignition of aluminum and 
magnesium powder. 

Basis for the Model 

The propagation of shock through the gas-particle 
mixture creates a relaxation zone behind the shock 
where momentum and heat transfer occurs. This is 
followed by the equilibrium zone and the nonequi- 
librium (frozen) zone where there are lags for veloc- 
ity and temperature between the gas and particles. 

Immediately after the shock passage, each particle 
is in supersonic flow, and bow shocks stand ahead of 
the particles, introducing a recovery temperature Tf. 
The resultant convective heating causes a rapid in- 
crease in the particle surface temperature. At the 
same time, drag forces cause the particle to accel- 
erate with an accompanying reduction in the relative 
velocity and rate of convective heating. Thermal ex- 
plosion occurs whenever the heat evolved from the 
chemical reaction is greater than the dispersed heat 

to the gas and it reaches a critical ignition temper- 
ature. The following assumptions are involved: 

1. A dilution two-phase flow is considered and, con- 
sequently, uniformly distributed, discrete, spher- 
ical particles with constant loading ratio are dealt 
with. 

2. The particle cloud is considered a continuum that 
is one dimensional without mutual interaction, as 
the particle density is much greater than the gas 
density interaction and the average local mean 
quantities are calculated. In this case, the con- 
servation equations of continuity and momentum 
are in complete agreement with the gas dynami- 
cal equations. 

3. Turbulent fluctuations of solid particles are ne- 
glected. 

4. The particle relaxation time is long enough that 
the particles are unaffected when passing through 
the constant-speed shock. 

5. Chemical reaction takes place at the particle sur- 
face and its rate is described by an overall, one- 
step reaction. 

Mathematical Formulation and Solution 
Method 

Considering a constant-speed plane wave with 
constant strength, and employing a moving coordi- 
nate system (Fig. 1), the governing conservation 
equations supplemented by the addition of wall ef- 
fect have been detected. The explicit equations 
[27,28] describing the gas-phase velocity and ther- 
modynamic properties for the initial stagnant mix- 
ture in the driven section are extracted. 

Upi = tfgi = 0 

A{Ug2 + B,Ug2 = d 

where, A, = 0.5 - (Cp/R)2 

Si = (Cp/R)2 (W{1 - l(Cj/R)2, - DJ 

Di = ^gi/[W(Cp/fi)1] - WL/(PlW) + K l/pa 

Cj. = hgl [1 - (Cj/RMC/R)!] + K[(V - h 

+ C/p2(W - <Jp2/2 - W(Cj/R)2)] - (Qv 

-Q,- WWL(Cp/i?)2)/(/71W) 

(1) 
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hg2 = hgl + 0.5 f/g2(2W - V#) 

+ K[(hpl - hp2) + Up2(W - Up2/2)] 

- (?w " Q.V(PiW) (2) 

P2 = Pi + PiW(U# + KUp2 - WL/(PlW)     (3) 

The losses due to wall effects are defined as: 

1. momentum losses, 

WL = (2X/Dh) (Cfp2 (W - t/g2)2) 

2. heat transfer losses to the wall, 

<?w = 2X/Dh(Cfftj) (W - U#) 
(hg2 + (W - Ug2m - K) and 

3. viscous work done by the wall on the fluid 

Q, = (2XJDh) (Cfp2 W(W - U%2f) 

and C{ = 0.079 (Re)-0-25 

Particle Momentum Equation 

Knowing that each particle is independent of 
other particles in the cloud, the analysis reduces to 
a single, accelerating, spherical particle moving in a 
supersonic flow. The particle momentum equation 
can be written as follows: 

dUp2/dt = -3CDp2/(8rps)(Up2 - Ug2) 

(Up2 - Ug2) - (Fm + FB)/ms     (4) 

The drag coefficient CD is given by [29] 

CD = CD>C + (CD>FM - CD>C) exp(-AReN) 

where, CDC and CD FM are continuum and free mo- 
lecular values of drag coefficient, respectively, while 
A and N are empirical functions of the particle Mach 
number. The apparent mass force acceleration of the 
fluid around the particle, Fm, and the Basset force, 
FB, are small and can be neglected. 

Particle Thermal Balance Equation 

For shock-induced ignition, there is insufficient 
time for diffusion to occur, and a heterogeneous re- 
action at the particle surface causes ignition. Then, 
the equation describing the heating process of the 
metal particle can be written as 

dT/dt = 3 Q/Cridö/dt) 

+ 1.5 Xg Nu(T{ - T)/(psCr2) 

+ 3ae(Tf - T*)/psC - Qvap/msC     (5) 

where the change in oxide layer thickness is given 
by [5] 

dSldt = ACmexp(-E/RT)/ö" 

n = 0 for Mg and n = 1 for Al, and the Nusselt 
number [12] is described by 

Nu = 2«! + 0.459a2fle0S5Pra33 

where, ax = e-
Msli/(l + YlMJRe) and a2 = 2/3 

(1 + 0.5e-17M^,Re). 
The effect of the evaporation losses on the calcu- 

lation can be estimated from the ratio QVSplQCOnv = 

LvLel05 exp(-Lv/RT)/(CpPNu(T{ - T)). 
Taking the following values for Mg: he = 1, Lv = 

132 kj/mole, Cp = 28.9 kj/mole, R = 8.313 kj/mole, 
and P in the range 2-10 bars, the evaporation losses 
were found to be maximum. These losses did not 
exceed 2% at lower shock Mach numbers, i.e., at 
lower (Tf - T) and at higher values of particle tem- 
perature (of more than 800 K) and can therefore be 
neglected. For Al, the protective oxide layer yields 
no evaporation from the metal. 

Regarding the radiation losses, it is estimated from 
the ratio 

<2rad/<?Conv = 2oe<FT?r/lgNu 

where ¥ = 1 + T/T{ + (T/T()'
2 + (TIT{f. Takings 

= 0.4, 2g = 8.37 X 10-2 W/m K, the shock Mach 
number in the range 2-6, Nu = 15-5, then W will 
be in the range 1.5-3, and (T/1000)3 in the range 
10-1 K, so the term C/rad/C%nv will De in tne range 
(0.5:3) 10"3 r, and can be neglected for particles less 
than 100 p.m. 

Whenever the thermal conductivity of solid pro- 
pellant particles is relatively low, the temperature 
within the particle will not be uniform and, in this 
case, the thermal balance equation is reduced to the 
heat conduction equation 

dT/dt = {air2) {drVdr) (dT/dr) 

subjected to the boundary condition 

XpdT/dt,._R = h(T£ - TR) + Qpßöldt 

+ aS(Tf - TR) (6) 

Initial and Boundary Conditions 

The initial values for gas flow properties behind 
the shock, Ug, P2, and hg2, and the shock speed W 
are required Tor the solution of the problem. For the 
shock-tube flow (Fig. 1), it is assumed that the flow 
pattern has properties immediately after the dia- 
phragm is broken, and the traveling rarefaction wave 
U3 = 0 [28], [7g2 = t/g4, and P2 = P4, considering 
the flow is isentropic, then 

Ug2/C3 = 2/(7 - 1) (1 - (P2/P3)('-1)/2'')     (7) 

initially, the particles start to move from zero velocity 
so that Up2 = 0 and hp2 = hpl, and momentum heat 
and shear losses WL, C/w, and Qs are negligible. The 
initial gas properties and shock speed can be deter- 
mined from the following equations: 
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TABLE 1 
Thermal and chemical properties of metals and solid propellant powder used in parametric study 

Properties Composite solid 
propellant 

Aluminum Magnesium 

Density (g/cm3) 
Heat capacity (J/g K) 
Thermal conductivity (J/cm s) 
Heat of combustion (kj/kg) 
Oxidation law dS/dt = 

Pre-exponential factor (cm2/s) 
Activation energy (J/mole) 

1.6 
1.26 

3.6 X  10-3 
4.1 X  103 [30] 

ACoxexp(-E/HD; 

1 X  1012 (s-1) [30] 
12 X  104 [30] 

2.7 
1.17 
1.26 

16.7 X 103[31] 
AS-(P/ P0)0A5 exp(- 

0.77 X  10s [31] 
42 X  10" [31] 

E/RT) 

1.74 
1.13 
1.26 

22.2 X 103 

ACoxexp(-E/RT) 

2.4 X  106 

16.7 X  104 

AiC/ga + B,i7g2 = Cy (la) 

where 

Ai = 0.5 - (Cj/H)2 

Bj = (Cj/R)2 (W{1 - l(Cj/R)2} - Di) 

Dj = y[W(C/B)J 

Cj. = /igl [1 - (Cj/RyfCj/R)!] 

P2 = Pi + PiWUg (2a) 

and the properties C„, R, and y for the gas-solid mix- 
ture are estimated from 

Cp raix = (Cp + KC,)/a + K) 

Rmix = Ml + K) 

>w = 7/(1 + (KcyCp/u + KCJCJ) (y - l) 

Solution Method 

The unknowns W, P2, and f7„2 can be evaluated 
by solving equations 1, 2, and 3, while the enthalpy 
of the gas behind the shock is calculated from the 
equation 

(g2 Ki + 0.5C/„2 (2W - U. &> (3a) 

Equations 4 and 5 contain the derivatives of two in- 
dependent variables of particle velocity and temper- 
ature. These two differential equations are solved 
using the Runge Kutta fourth-order method. The 
solution of the partial differential equations 6a and 
6b is obtained by the finite difference technique to 
evaluate the temperature distribution within the 
solid propellant particle. At each time step, the par- 
ticle velocity and temperature are calculated and 
then introduced into equations 1-3 to obtain the gas- 
phase properties of velocity, temperature, and pres- 
sure at the same time step. Calculations are then 
repeated until a very large value for the particle tem- 
perature gradient is obtained. The delay period is 

estimated from the moment of bursting of the dia- 
phragm up to this moment. The input into the model 
includes the physical properties of the powder and 
oxidizer, particle size, shock Mach number, and load- 
ing ratio. The outputs are the ignition delay time, 
time histories of the thermodynamic properties of 
the gas phase, and particle velocities. 

Results and Discussion 

The model has been used to explain the effect of 
various parameters on the ignition delay of magne- 
sium, aluminum, and composite solid propellants; 
the thermal and chemical properties of these pro- 
pellants are given in Table 1. Moreover, the model 
is used to obtain the histories of particle temperature 
and velocity as well as gas velocity. 

Parametric study, using data in Table 1, has been 
carried out to examine the effect of shock Mach 
number, loading ratio, and particle size, ranging be- 
tween 3:5, 0.1:1, and 5:50/im, respectively. The re- 
lation between the ignition delay time and shock 
Mach number for different loading ratios and metal 
powder is shown in Fig. 2. The results show that this 
relation has exponential shape where it decreases 
with increasing Msh. The effect of the loading ratio 
is to decrease the ignition delay time with its in- 
crease, and has a small effect as Ms|, approaches a 
value of 5. On the other hand, a notable effect on 
loading ratio is clear for a value of Msh beyond 4, 
especially for loading ratios of 0.4 and 0.1. The in- 
crease of ignition delay time with the increase of 
particle diameter and with the decrease of Msh may 
be attributed to the decrease of heat transfer to the 
droplet due to the decrease of the particle relative 
velocity. This also decreases with time as the particle 
velocity decreases until it reaches the gas velocity. 
Thus, as the rate of heat transfer to large particles is 
less than that for small particles; large particles need 
long heating time and have more ignition delay time 
than small particles (Fig. 3). Immediately after the 
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FIG. 3. Effect of particle size on ignition delay time for 
aluminum, solid propellant, and magnesium particles at 
loading ratio 0.1 and shock Mach number 4.0. 

shock passes the particle, the resultant convective 
heating causes a rapid increase in the particle surface 
temperature (Fig. 4). At the same time, the drag 
force causes the particles to accelerate with an ac- 
companying reduction in the relative velocity and 
the  rate  of convective  heating.  With increasing 
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FIG. 4. Temperature particle history for magnesium with 
different sizes at loading ratio 0.1 and shock Mach number 
4.0. 

particle temperature, the rate of gaseous oxidation 
and required action increases until ignition occurs. 

Thus, the ignition delay is governed by two char- 
acteristic time scales: thermal time, in which con- 
vective heating is the main cause of particle heating, 
and chemical time due to heat evolved from chem- 
ical reaction. The calculated particle temperature 
history with time illustrates the two distinct times, 
where the thermal period is denoted by the gradual 
increase of temperature while the chemical period 
starts from the point of inflection and ends with ig- 
nition. It is clear that the thermal period is the pre- 
dominant one and, therefore, the convective heating 
is a key feature of particle ignition behind incident 
shocks, and its duration depends on the particle ac- 
celeration time. Thus, small particles rapidly accel- 
erate to reach the local gas velocity (Fig. 5), so that 
the time available for convective heating is short. 
This results in shorter ignition delay than for larger 
particles. 

Initially the particle is in supersonic flow induced 
by the shock wave, and bow shock results in a re- 
covery temperature, Tf, that is higher than the gas 
temperature. The recovery temperature contributes 
in the convective heating process in the early stage 
of the thermal period. Sudden decrease of recovery 
temperature is observed at the beginning, corre- 
sponding to changing the particle relative Mach 
number from supersonic to subsonic, until reaching 
the gas temperature. 

A comparison between the experimental results 
[15] using the shock tube and the theoretical results 
for a particle size of 17 jum is shown in Fig. 6. Good 
agreements are observed for Msh ranging between 
4.85 and 5 at a loading ratio of 0.3. Deviations at 
greater or less Msi, may be attributed to the use of 
inaccurate kinetic data, Nusselt, and drag coefficient 
formulas. 
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FIG. 6. Comparison between predicted results and ex- 
perimental results of Ref. 15. 

The prediction model is used also to calculate the 
ignition time delay of Al for different loading ratios 
and particle sizes ranging between 0.1:0.7 and 5:9 
/an, respectively, and the results are shown in Fig. 
2. Ignition of aluminum is difficult and it is clear that 
it needs a higher shock intensity than magnesium. It 
is clear also from Fig. 3 that the size increase from 
5 to 15 jum increases the ignition time delay by a 
factor of 9, which assures the difficulty of ignition of 
aluminum compared to magnesium. The decrease 

of the loading ratio, as in the case of Mg, increases 
the ignition delay time, and the slope decreases 
when K is increasing. This may be attributed to the 
decrease of the shock intensity for the same pressure 
ratio as the wave propagates into a more condensed 
medium, but the gas enthalpy and pressure are in- 
creased, resulting in shorter delay periods. 

The prediction calculation of the behavior of solid 
propellant (composite type) particles was carried out 
and the results are given in Fig. 2. The decrease of 
the ignition time delay with the loading ratio in- 
crease is larger for Mg and smaller for Al. Aluminum 
can be used as an additive to composite propellants 
to improve their performance. However, efficient 
combustion can be obtained whenever both powders 
ignite and burn at the same time without time lag. 
This condition could be achieved when using Al 
powder of 5 /im for mixing with propellant ingredi- 
ents of 30 fim for Msh = 5 and K = 0.4 with a 
corresponding gas temperature 1400 K, as this gives 
the same ignition delay of about 400 /is for both pow- 
ders. Regarding the effect of the particle size in- 
crease on the ignition delay time (Fig. 3), it is noted 
that it increases by a factor of 13 when the size is 
increased from 10 to 50 /im. 

The gas velocity and particle velocity distribution 
are shown in Fig. 5 for various sizes. They increase 
until the moment of ignition with a rate depending 
upon the size of the particle. Such increase of gas 
velocity of about 20 m/s is very small compared to 
the initial gas velocity of 1020 m/s. Regarding the 
particle velocity, there is a rapid increase in its value 
for small sizes, and the particle may not attain equi- 
librium with the gas before ignition takes place, 
while large particles of 50 fim reach an equilibrium 
state with the gas before ignition. This does not 
change for various powders. Decreasing the shock 
intensity increases the time needed for the particle 
to reach equilibrium with the gas, while for higher 
shock intensity, the particle may ignite before reach- 
ing equilibrium with the gas. 

The effect of radiative heat transfer on ignition 
delay was found to be negligible for particle sizes of 
less than 25 fim, while the error reaches 30% for 50- 
/(m-diameter particles. 

Comparing the kinetic constants given by various 
investigators for loading ratios 0.1 and 0.9, shown in 
Fig. 7, it is found that the predicted ignition delay 
time with kinetic constants from Ref. 3 is compatible 
with the present research at K = 0.9 and Ms], range 
4.0-4.5. As Msh decreases, the discrepancy is no- 
ticed, especially at K = 0.1. On the other hand, ki- 
netic constants of Ref. 9 have results far from the 
present research results for the two loading ratios 
0.1 and 0.9. 

In the present work, validation of the prediction 
model using experimental results of Ref. 27, shown 
in Fig. 8, for Mg powder 30 fim in diameter and Al 
at various shock Mach numbers and loading ratios 
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shows that the most suitable kinetic constants are the 
following: Preexponential factor, A = 2.4 X 104 

cm2/s; activation energy, E = 2.0 X 102 kj/mole; 
and heat of combustion, Q = 4.7 X 104 kj/kg. For 
aluminum these are: A = 1 X 106 cm2/s; E = 3.7 
X 102 kj/mole; and Q = 1.67 X 104 kj/kg. 

Conclusions 

A mathematical model to predict the ignition char- 
acteristics of metal powders was developed using the 

moving coordinate system to transform the moving 
shock to a stationary one. The conservation equa- 
tions of continuity, momentum, and energy for both 
phases in integral form, as well as the particle mo- 
mentum and energy equations and the perfect gas 
law for the gas phase have been derived and solved. 
The model is fully validated from the data of Refs. 
15 and 27, and the following chemical kinetic con- 
stants have been deduced for magnesium and alu- 
minum: A = 2.4 X 104 and 1 X 106 cm2/s, E = 
2.0 X 102 and 3.7 X 102 kj/mole, and heat of com- 
bustion Q = 4.7 X 104 and 1.67 X 104 kj/kg, re- 
spectively. 

A parametric study has been carried out for ac- 
cerated powders of Mg, Al, and solid propellants be- 
hind incident shock, and the following results have 
been obtained. Ignition delay time decreases with 
increasing shock Mach number and loading ratio and 
with decreasing particle size. Magnesium and solid 
propellant powders are more easy to ignite than 
aluminum powder, and the following values at 
Msh = 5, K = 0.1 and particle size 15 fim are an 
indication of the ignition characteristics of these 
powders, respectively: Tig = 100 [is, 250 /zs, and 
5500 ^s. The temperature distribution inside the 
particle should be taken into account for solid pro- 
pellants due to their low thermal conductivity for 
particles larger than about 100 ßm. 

Nomenclature 

A preexponential factor cm2/s 
drag coefficient 

Cox oxidizer concentration 
cf mean friction coefficient 
C

P gas specific heat at constant pressure 
mole 

kj/ 

c 
Dh 
E 
h 
K 

heat capacity kj/kg K 
hydraulic diameter m 
activation energy kj/mole 
enthalpy kj/kg 
loading ratio (particle mass/mixture mass) 

LP Lewis number 
heat of evaporation kj/mole 
shock Mach number 

m mass kg 
Nu Nusselt number 
P 
Pr 

medium pressure bar 
Prandtl number 

Q 
<?L 
up 
R 

heat of combustion kj/kg 
heat losses kj/sec.m 
particle velocity m/s 
gas constant kj/mole 

r 
Re 
T 
t 

particle radius fim 
Reynolds number 
particle temperature K 
time s 

W shock speed m/s 
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X 

Suffix 

momentum losses kj/s 
relaxation length m 

g 
p 
R 
s 
w 

gas 
particle 
particle radius 
solid particle 
wall 

f recovery due to bow shock 

Greek Letters 

a heat transfer coefficient kj/m2h K 
S thickness /im 
X 
e 

thermal conductivity kj/m h K 
emissivity coefficient 

P 

a 

dynamic viscosity kg/m s 
density kg/m3 

ignition delay time jus 
Boltzmann's constant 5.6688 X 10 

K4 

!W/m2 
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COMBUSTION CHARACTERISTICS OF Mg-C02 COUNTERFLOW 
DIFFUSION FLAMES 

APORO FUKUCHI, MASARU KAWASHIMA AND SABURO YUASA 

Tokyo Metropolitan Institute of Technology 
Asahigaoka 6-6, Hino-shi, Tokyo 191, Japan 

To examine the details of the Mg-C02 combustion consisting of the gas-phase reactions and the surface 
reactions, we tried to separate the Mg-C02 flame from the surface reactions. For this purpose, we formed 
a stable Mg-C02 counterflow diffusion flame between the Mg vapor and a C02 stream by using a Mg 
vaporizer with many small ejection holes. 

The Mg-C02 counterflow diffusion flames contained two types of flames: the luminous flame and the 
dark flame. In the luminous flame, the homogeneous reaction of Mg with C02 forming gaseous MgO and 
CO occurred, as well as the condensation of MgO. The dark flame was observed when the Mg ejection 
velocity was small. The heterogeneous reaction of Mg with C02 forming condensed MgO and C occurred. 
The change from the luminous flame to the dark flame was caused by the heat loss to the Mg vaporizer. 

The flame stability limits diagram of Mg-C02 counterflow diffusion flame was obtained, in which the 
Mg ejection velocity is plotted against the stagnation stream velocity gradients. There exists a critical value 
of the Mg ejection velocities, below which the flame can never be stabilized. This limit is due to the thermal 
quenching of the flame near the Mg vaporizer. Also, the critical value of the stagnation stream velocity 
gradients exists and is due to the chemical limitations on the combustion rate in the flame zone. This flame 
stability limits diagram was similar to those of the ordinary gaseous fuel-oxidizer counterflow diffusion 
flames. 

Introduction 

We have proposed a C02-breathing engine using 
metal fuels for a future aircraft vehicle in the at- 
mosphere of Mars consisting of COa [1]. One of the 
most attractive metal fuels is Mg. Some experimen- 
tal studies on the ignition and combustion of Mg in 
C02 and C02/CO streams have been performed. 
Yuasa and Isoda found that Mg ignited easily and 
had a fast burning rate, and, during combustion, in- 
termittent flames appeared sporadically over the sur- 
face of the Mg to produce CO by gas-phase reactions 
[2]. Shaflrovich and Goldshleger studied the com- 
bustion of Mg in high-temperature C02/CO 
mixtures and concluded that the heterogeneous re- 
action of Mg with CO occurred during combustion 
in C02, along with the homogeneous reaction of Mg 
with C02 [3]. Yuasa and Fukuchi found that on the 
nonflame surface, the reactions of Mg with CO dif- 
fusing from the flames generated condensed MgO 
and C that built up the porous layers. The pulsation 
the flames can be explained in terms of the abrupt 
breaking of the layer followed by its blockage caused 
by the surface reaction with CO [4]. 

These results show that the reaction film formed 
on the Mg surface complicates the combustion phe- 
nomena of Mg combustion in C02. To design a com- 
bustor for the C02 breathing engine, an understand- 
ing of the combustion mechanism, in particular 

Mg-C02 flames, is required. To our knowledge, no 
work has been reported on the details of the struc- 
ture and stability of Mg-C02 flames. 

Here, it is desirable to separate the Mg-C02 flame 
from the surface reactions of Mg with CO. We tried 
to form a stable counterflow diffusion flame using a 
Mg vaporizer with many small ejection holes, which 
may be useful to examine the details of the Mg-C02 

diffusion flame structure. The present study inves- 
tigated the flame stability and the structure of the 
counterflow diffusion flame. 

Experimental Apparatus and Procedure 

Figure 1 shows a schematic of the experimental 
apparatus used in this study, which is basically the 
same as that used in the previous paper [4]. It con- 
sisted of a C02 and Ar supply system, a combustion 
chamber, a Mg vaporizer, a heating device, and sev- 
eral measuring devices. C02 at room temperature 
issued through a nozzle (25 mm in diameter) into 
the combustion chamber, then impinged on the sur- 
face of the Mg vaporizer situated 18 mm down- 
stream of the nozzle exit. The vaporizer consisted of 
a crucible and a multihole plate (14 mm in diameter, 
6 mm in height) with 21 holes (0.8 mm in diameter, 
at 2 mm intervals) made of stainless steel. A Mg sam- 
ple (0.6 g in weight, purity: 99.9%) mounted in the 
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FIG. 1. Schematic of experimental apparatus. 

(1) Luminous Flame 

10 

(2)   Dark Flame 

10 

FIG. 2. Direct photographs of Mg-COa counterflow dif- 
fusion flames. (1) Luminous flame: P = 21 kPa, Vc02 = 
0.3 m/s, VMg = 0.41 m/s; (2) dark flame: P = 21 kPa, 

0.3 m/s, V; Mg 0.19 m/s. 

crucible was heated by the high-frequency induction 
heater. The crucible temperature was measured by 
a chromel-alumel thermocouple. 

The experiments were performed at the combus- 
tion chamber pressure of 21 kPa, while varying the 
nozzle exit velocity VC02 from 0.3 to 4 m/s. Before 
each test run, the heated Mg sample ejected Mg 
vapor against the Ar stream at a predetermined pres- 
sure and flow rate. When the crucible temperature 
reached a predetermined value, the test run was 
started by changing Ar to C02 of the same pressure. 

Changes in the flame appearance were continu- 
ously recorded by a video camera. Emission spectra 
through a quartz fiber were measured by using a 
multichannel detector. Also, three motor-driven 
cameras with filters corresponding to Mg, MgO, and 
continuum emissions took photographs simulta- 
neously. Condensed combustion products gathered 
after the experiment were analyzed chemically. 

Experimental Results 

Counterflow Diffusion Flame 

Under appropriate conditions of velocity VC02 of 
the C02 and the crucible temperature, a counter- 
flow diffusion flame of Mg with C02 stream was 
formed over the multihole plate like ordinary coun- 
terflow diffusion flames [5]. Figure 2(1) shows atyp- 
ical flame observed in the present study. The flame 
is very luminous and dome-shaped. Here, we call 
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FIG. 3. Flame-stability diagrams for Mg-COa at a pres- 
sure of 21 kPa. 

this type of flame luminous flame. The outer region 
of the flame is white-blue and the inner region of 
the flame is green or blue. White smoke, which is 
the condensed combustion product MgO, is gener- 
ated vigorously. The figure shows the combustion 
products that piled up on the multihole plate during 
combustion. 

When the crucible temperature was decreased at 
a constant VCQ2, the flame approached the surface 
of the multihole plate and its thickness decreased. 
Its lightness decreased somewhat, but the flame was 
still very luminous. As the crucible temperature was 
decreased further, the color of the flame changed to 
red and became dark suddenly. Corresponding to 
this, the height of the most luminous region in the 
flame from the multihole plate decreased sharply. It 
retained the dome shape of the luminous flame. We 
call this type of flame dark flame. Figure 2(2) shows 
a typical dark flame formed close to the multihole 
plate. The dark flame never generated the white 
smoke. As the crucible temperature was decreased 
further, at a certain critical value the dark flame 
quenched suddenly. 

For the luminous flame, at less than VC02 = 0.5 
m/s the flame was very stable. With increasing 
Vco, at a constant crucible temperature, the flame 
became unstable and approached the multihole 
plate; its thickness was decreased. As VCQ2 was in- 
creased further, at a certain critical value of VC02, 
the luminous flame blew off suddenly. 

In this study, the Mg ejection velocity VMg against 
the C02 stream could not be measured directly. We 
estimated VMg in Ar streams using the following 
method: In Ar streams, the Mg vaporizer ejected Mg 
vapor that condensed and formed some white smoke 
consisting of condensed small Mg particles. Since a 
stagnation stream line between the Ar stream and 
Mg vapor was formed at the stream line, the stream 
line of the white smoke forms a stagnation stream 
line. VM„ was estimated as a function of the crucible 
temperature by measuring the height of the stag- 
nation point and the temperature of the crucible us- 
ing the following equation [6]: 

where VAr is the Ar ejection velocity, lAr is the dis- 
tance between the nozzle exit and the stagnation 
point, and lM„ is the distance between the surface of 
the multihole plate and the stagnation point. />Ar is 
the density of Ar at room temperature, and pM„ is 
the density of Mg vapor at the measured crucible 
temperature. lAl and lM„ depend on the crucible 
temperature. 

Figure 3 shows the measured stability limits of the 
Mg-C02 counterfiow diffusion flames in this study. 
In the figure, the estimated Mg ejection velocity VMg 

is plotted against the stagnation velocity gradient 
VcoJl (I is the distance between the nozzle exit and 
the surface of the multihole plate). Also, the border 
line separating the luminous flame from the dark 
flame is plotted in the figure. The value of VMg at 
the flame stability limit increases slightly with an in- 
crease of VC02/Z over a wide range. However, when 
Vco/l becomes large, VMg at the stability limit in- 
creases steeply and a critical stagnation velocity gra- 
dient exists, beyond which the flame can never be 
stabilized. The dark flame was only seen in the nar- 
row region of VMg. It is important to note that this 
tendency of the flame stability limit is very similar to 
the well-known flame stability diagrams for the 
counterfiow diffusion flame of air/city-gas and air/ 
C3H8 researched by Tsuji and Yamaoka [7,8]. 

Spectroscopic Analysis 

Figure 4 shows the emission spectra of burning 
Mg-C02 counterfiow diffusion flames in this study. 
Figure 4(1) is for the luminous flame and Fig. 4(2) 
for the dark flame. For the luminous flame, the 
atomic lines of Mg, the bands of MgO gas, and the 
continuum emission are visible. The result suggests 
that the homogeneous overall reaction of Mg(g) + 
C02 —> MgO(g) + CO occurred in the luminous 
flame. This spectrum agrees with the other obser- 
vations for Mg flames in oxygen [9-11] and C02, 
C02/CO atmospheres [3,4], On the other hand, for 
the dark flame, only the weak emission spectra of 
Mg were recognized and the bands of MgO were 
not observed in spite of much longer exposure time 
of the spectroscopy photographs and a wider slit 
width than those for the luminous flame. The con- 
tinuum emission is very strong due to this photo- 
graphic condition, suggesting that the reaction 
mechanism changes drastically when the luminous 
flame turns into the dark flame. 

Filtered Photographs 

To investigate the structure of the Mg-C02 coun- 
terfiow diffusion flame, photographs of a Mg flame 
having a wide emission zone were taken on infrared 
films   through  interference  and  high-pass  filters 
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FIG. 4. Emission spectrum of Mg-C02 counterflow dif- 
fusion flames. (1) Luminous flame: P = 21 kPa, Vc02 = 
2.32 m/s, VM„ = 0.92 m/s; (2) dark flame: P = 21 kPa, 

>'C02 0.3 m/s, VMg = 0.23 m/s. 

simultaneously. The center wavelengths of interfer- 
ence filters were 517 nm for the Mg triplet and 498 
nm for the MgO band, respectively. The threshold 
wavelength of the high-pass filter was 700 nm for 
the continuum. For wavelengths greater than 700 
nm, only the continuous emission was observed ex- 
cept for the weak emission spectrum of K as an im- 
purity. 

Figure 5(1) shows typical filtered photographs of 
the luminous flame, and Fig. 5(2) shows the corre- 
sponding emission intensity distributions along the 
paths drawn in the photographs. The continuum 
emission was attributed to the condensed particles 
of MgO and C and the heated multihole plate sur- 
face. Since the condensed MgO and C small parti- 
cles emitting continuous light are convected away by 
the bulk gas flow in the region, the outer edge of the 
flame forms as a stagnation stream line [12]. In the 
filtered photographs, the emission intensities passing 
through the filters for the Mg lines and the MgO 
bands contained continuum emission. However, the 
spectroscopic analysis of this flame shown in Fig. 
4(1) shows that the emission intensities of the Mg 
fines and the MgO bands are much stronger than 
those of the continuum emission at the same wave- 

1 I I I I I I I I 
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FIG. 5. Filtered photographs of Mg-C02 counterflow 
diffusion flames (1) and emission intensity distributions (2). 
P = 21 kPa, VC02 = 0.3 m/s, VMg = 0.34 m/s. (a) Mg 
emission = 517 nm, AX/2 = 1.7 nm. (b) MgO emission 
= 498 nm, AX/2 = 15 nm. (c) Continuous emission > 700 
nm. 

lengths. Thus, the filtered photographs for the Mg 
lines and the MgO bands essentially represent the 
profiles of Mg and MgO emission intensity. Since the 
dome-shaped flame as shown in the photographs and 
was not one-dimensional, an emission intensity in 
which light in the depth direction had been inte- 
grated was recorded on the photographs. Therefore, 
the three-dimensional property of the flame influ- 
enced the emission profiles. In this experiment, the 
influences caused by the three-dimensional property 
were not corrected. 

The filtered photographs for the luminous flame 
show that the Mg and MgO emissions exist in the 
gas phase away from the surface of the multihole 
plate. The positions of the peak and the inner edge 
of the Mg profile are closer to the surface of the 
multihole plate than those of the MgO profile. This 
indicates that the reaction of gaseous Mg with C02 

produces gaseous MgO. The continuum profile is 
distributed over a wide area and the Mg and MgO 
profiles lie inside the continuum profile. In the over- 
exposed photographs for the filtered photographs, 
the luminous area consisting of the emissions of 
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FIG. 6. Cross section of combustion products and illus- 
tration of the luminous flame: P = 21 kPa, Vco, = 0.3 
m/s, VMg = 0.38 m/s. 

gaseous MgO and the condensed MgO was recog- 
nized outside the stagnation stream line. In this area, 
no Mg emission was recognized outside the stagna- 
tion stream line. This suggests that the gaseous MgO 
diffuses through the stagnation point to the C02 

stream and condenses there to produce the white 
smoke that was observed. Since metal atomic spectra 
often occur because of thermal processes [13], the 
distribution of the Mg emission represented the con- 
centration of excited Mg atoms, which was associ- 
ated with the temperature in the flame and the con- 
centration of Mg vapor. 

For the dark flame, filtered photographs were 
taken in the same manner as for the luminous flame. 
Only the thin flame was taken through the filter for 
the continuum emission and the Mg and MgO sig- 
nals were negligible through the filters for Mg and 
MgO, respectively. This result agrees with the spec- 
troscopic analysis of the dark frame (see Fig. 4(2)). 

Combustion Products 

As combustion progressed, the combustion prod- 
ucts piled up on the surface of the multihole plate. 
Figure 6 shows a cross section of the combustion 
products with an illustration of a luminous flame. 

For the luminous flame, the combustion products 
were found to consist of black and white. The inside 
of the combustion products that were produced in 
the luminous flame was black and the outside was 
white. During the combustion, the black products 
were produced inside the flame and piled up on the 
surface of the multihole plate. The white products 
were the condensate of the white smoke generated 
outside the flame that convected by the bulk flow 
and piled up on the outer edge of the multihole 
plate. 

The combustion products were analyzed chemi- 
cally. The mole fraction of carbon, defined as Xc = 
molC/(molC + mol MgO), was 0.319 in the black 
products and 0.016 in the white products for the 
luminous flames. 

For the dark flame, the inside of the combustion 
products was black and the outside was gray. The Xc 

of the combustion products was 0.175 in the black 
products and 0.079 in the gray products. The value 
of Xc of 0.319 of the black products forthe luminous 
flame is about twice that of 0.175 of the black prod- 
ucts for the dark flame. This result suggests that the 
reaction that forms carbon in the luminous flame is 
clearly distinguished from the reaction in the dark 
flame. 

Discussion 

Chemical Mechanics 

Two types of flames (luminous and dark) were ob- 
served in the present experiment and were clearly 
distinguishable. For the luminous flame, the flame 
location over the multihole plate was higher than 
that of the dark flame and gaseous MgO was ob- 
served. On the contrary, the dark flame formed near 
the multihole plate and gaseous MgO was not ob- 
served. The different flame luminosity and its loca- 
tion between the luminous flame and the dark flame 
suggest that the flame temperature of the luminous 
flame was higher than that of the dark flame. The 
reaction of gaseous Mg with C02 produces gaseous 
MgO in the luminous flame and condensed MgO in 
the dark flame. The difference of flame temperature 
may be explained easily by the heat loss to the mul- 
tihole plate, and the increase of heat loss may change 
the reaction that occurs in the luminous flame with 
respect to that in the dark flame. 

Figure 7 shows the equilibrium compositions and 
the temperatures of the Mg-C02 mixture consider- 
ing the heat loss by reducing the enthalpy of reac- 
tants Mg and C02 that was calculated using the 
NASA-SP-273 equilibrium computer program [14]. 
The initial condition of reactants was [Mg]:[C02] = 
1:1 in mole base. In this figure, the calculated flame 
temperature    and   the    mole    fractions    of   the 
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actions that could produce the preceding results are 
the reactions in Eqs. (1) and (2). The white com- 
bustion products of the luminous flame consisted 
mainly of MgO that was produced by the reaction in 
Eq. (2) and convected from the flame area directly, 
piling up on the outside of the mound of combustion 
products by the bulk flow (see Fig. 6). The black 
products of the luminous flame consisted of MgO(s) 
caused by the reaction in Eq. (2) at the flame and of 
C. One possible explanation for the formation of C 
in the black products of the luminous flame is the 
reaction of CO with Mg. Some of the CO, produced 
at the flame by the reaction of Eq. (1), diffuses inside 
the flame and is convected toward the combustion 
product surface, and the reaction 

Mg + CO -> MgO(s) + C (4) 

occurs with Mg from the vaporizer to form MgO(s) 
and C there. It is suggested that the reaction in Eq. 
(4) occurs only at the surface where the temperature 
is low [4]. 

On the contrary, in the dark flame regime only the 
reaction in Eq. (3) occurs at the inner area of the 
flame. Xc of black products caused by the reaction 
in Eq. (4) of the luminous flame must be just twice 
as much as that caused by the reaction in Eq. (3) of 
the dark flame. Analysis of the black products 
showed that Xc of the luminous flame is theoretically 
1.93 times that of the dark flame. This analytical re- 
sult supports the reaction mechanisms discussed 
here. 

equilibrium compositions are plotted against the 
heat-loss ratio defined as H\oss/Hst (Hst being the 
standard enthalpy of the reactants and H\oss the re- 
duced enthalpy). As the heat-loss ratio increases, the 
flame temperature and the mole fractions of 
MgO(g), Mg(g) and C02 decrease. When the heat- 
loss ratio exceeds the disappearance point of Mg(g), 
the mole fraction of C02 increases again and C ap- 
pears. Finally, the mole fractions of C, C02, and 
MgO(s) converge to 0.25, 0.25, and 0.5, respectively. 

The calculated compositions suggest that at small 
heat-loss ratios, the following overall reactions are 
predominant: 

Mg + C02 -> MgO(g) + CO (1) 

and 

MgO(g) -> MgO(s) (2) 

On the other hand, when the heat-loss ratio is large, 
the possible overall reaction is 

Mg + 1/2C02 -> MgO(s) + 1/2C (3) 

In this case, half of the initial C02 amount does not 
react and thus remains. 

For the luminous flame regime, the possible re- 

Flame Stability Limits 

The present experimental results show that the 
Mg-C02 counterflow diffusion flame has a flame sta- 
bility limit similar to ordinary gaseous fuel oxidizer 
counterflow diffusion flames [5-7]. According to the 
reports by Tsuji and Yamaoka [6-7], the quenching 
of the flame at small values of stagnation velocity 
gradient is mainly due to thermal quenching of the 
flame near the surface of the fuel-ejecting device. 
The blow off at a critical value of the stagnation ve- 
locity gradient is mainly due to chemical limitations 
on the combustion rate in the flame zone. 

This consideration may be applied to the expla- 
nation of our stability limits; that is, the change from 
the luminous flame to the dark flame is determined 
by the increase of heat loss to the reaction zone. The 
disappearance of the dark flame at a critical VM„ with 
a small values of VC02/l is due to thermal quenching. 
The blow off at a critical value of VCQ2/l that is 
changed little with increase of VMg is due to the 
chemical limitation of the overall reaction of Mg and 
C02 in the flame. 

The present experimental results show a critical 
value of VC02/l of 140 s^1 in the Mg-C02 counter- 
flow diffusion flame. According to the flame stability 
diagrams for the counterflow diffusion flames of 
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air/C3H8, one of the typical critical values of velocity 
gradient is 340 s_1 for air/C3H8 at 1 atm [7]. The 
order of critical value of velocity gradient for Mg- 
C02 in this experiment is nearly equal to that of air/ 
C3H8. This suggests that the order of total reaction 
rate for Mg-C02 is the same order as that for air/ 
C3IT3. 

Conclusion 

1. A counterflow diffusion flame of Mg-C02 was 
formed by using a Mg vaporizer. The blow-off 
limits were caused by thermal quenching or 
chemical limitations on the combustion rate in 
the flame zone. These properties are very similar 
to those of the ordinary counterflow diffusion 
flames of gaseous fuels-oxidizers. 

2. A luminous flame and a dark flame were observed 
over the multihole plate. In the luminous flame 
region, the reaction of 

Mg + C02 -> MgO(g) + CO 

occurred, and in the dark flame region, the re- 
action of 

Mg + 1/2C02 -4 MgO(s) + 1/2C 

occurred. This difference is due to the heat loss 
to the surface of the multihole plate. 

3. This experimental method using the counterflow 
diffusion flame is useful for investigating the 
overall reactions of gaseous metal fuel with an 
oxidizer. 

Acknowledgments 

This work was supported by the Grants-in-Aid for Spe- 
cial Project Research of Tokyo Metropolitan Government 
and Scientific Research of the Ministiy of Education, Ja- 
pan. The authors would like to express their thanks to Prof. 
H. Tsuji for his suggestions concerning the experiment re- 
sults. 

REFERENCES 

1. Yuasa, S. and Isoda, H., AIAA 25th Joint Propulsion 
Conference, AIAA Paper 89-2863, 1989. 

2. Yuasa, S. and Isoda, H., Twenty-Second Symposium 
(International) on Combustion, The Combustion In- 
stitute, Pittsburgh, 1989, pp. 1635-1641. 

3. Shafirovich, E. Ya. and Goldshleger, U. I., Combust. 
Sei. Technol. 84:33^13 (1992). 

4. Yuasa, S. and Fukuchi, A., Twenty-Fifth Symposium 
(International) on Combustion, The Combustion In- 
stitute, Pittsburgh, 1994, pp. 1587-1594. 

5. Potter, A. E. Jr. and Butler, J. N., ARS }. 29:54-56 
(1959). 

6. Kim, J. S., Libby, P. A., and Williams, F. A., Combust. 
Sei. Technol. 87:1-25 (1992). 

7. Tsuji, H. and Yamaoka, I., Eleventh Symposium (In- 
ternational) on Combustion, The Combustion Insti- 
tute, Pittsburgh, 1967, pp. 979-984. 

8. Tsuji, H. and Yamaoka, I., Twelfth Symposium (Inter- 
national) on Combustion, The Combustion Institute, 
Pittsburgh, 1969, pp. 997-1005. 

9. Brzustowski, T. A. and Glassman, I., Heterogeneous 
Combustion (Wolfhard, H. G. et al., Eds.) Academic 
Press, New York, 1964, p. 117. 

10. Sullivan, H. F. and Glassman, I., Combust. Sei. Tech- 
nol. 4:41(1972). 

11. Takeno, T. and Yuasa, S., Combust. Sei. Technol. 
21:109 (1980). 

12. Yuasa, S., Sogo, S., and Isoda, H., Twenty-Fourth Sijm- 
posium (International) on Combustion, The Combus- 
tion Institute, Pittsburgh, 1992, pp. 1817-1825. 

13. Gaydon, A. G., The Spectroscopy of Flames, Chapman 
and Hall, London, 1974. 

14. Gordon, S. and Mcbride, B., Computer Program for 
Calculation of Complex Chemical Equilibrium Com- 
positions, Rocket Performance, Incident and Reflected 
Shocks, and Chapman-Jouguet Detonations, NASA 
Report No. NASA SP-273, 1971. 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 1953-1959 

THE BEHAVIOR OF CHROMIUM IN LAMINAR HYDROGEN AND ETHENE 
DIFFUSION FLAMES 

YOUNGBIN YOON1, CHRISTOPHER REYES1, A. DANIEL JONES2, PETER KELLY3, DANIEL P. Y. CHANG4 

AND IAN M. KENNEDY1 

department of Mechanical and Aeronautical Engineering 
University of California at Davis 

Davis, CA 95616, USA 

^Facility for Advanced Instrumentation 
University of California at Davis 

Davis, CA 95616, USA 

^Department of Chemistry 
University of California at Davis 

Davis, CA 95616, USA 

^Department of Civil and Environmental Engineering 
University of California at Davis 

Davis, CA 95616, USA 

The fate of chromium has been studied in laminar hydrogen and ethene diffusion flames. Nitrogen was 
added in order to vary the flame temperature in hydrogen flames. Ethene flames were used in order to 
investigate the potential for interaction between the soot aerosol that is formed in these flames and the 
chromium aerosol. Two sources of chromium compounds were introduced: chromium nitrate and chro- 
mium hexacarbonyl. Samples of the vapor and particle phases of chromium compounds emitted from the 
flames were collected by an isokinetic dilution sampling probe. The amounts of Cr(VI) and total Cr were 
determined by a spectrophotometric method and by X-ray fluorescence spectrometry, respectively. 

Results of Cr(VI) analysis in the hydrogen flame showed that the emission of Cr(VI) from the undiluted 
H2 flame was more than KXtimes larger than in the 50% H2/50% N2 flame on a mass basis. Approximately 
50% of the total chromium emission from the pure H2 flame was in the form of Cr(VI). This fraction 
dropped to about 1% in the heavily diluted H2 flames. The relative amount of Cr(VI) in the vapor phase 
decreased by adding N2 to the flame. The results indicated that flame temperature is an important factor 
with regard to emission of Cr(VI). In the ethene flame, the fraction of Cr(VI), which was found in the 
condensed phase, decreased slightly with increasing soot levels. It was not possible to detect chromium as 
a separate particle phase within the soot matrix. 

Introduction has been widely used in alloys, refractories, and dyes. 
,     _ ,   rl . .     . The toxicity of chromium depends on the valence of 

The disposal of hazardous waste has become a ma-     ^   metal    ^   hexavalent   form   of  chromium 

ior issue as public concern over human and environ- ,„ r,„1N.  , .   ,    ,. ,, . .      , J ,       r .    . ,   , (Cr VI ) is known to be highly carcinogenic, whereas 
mental exposures to toxic compounds has grown. '    L  .   ,      - „ ,   ° /     ,„ rT^TlN . 
„, i 5    i       t      ^ i        •    •       i- the tnvalent form ot chromium (Crl III I; is noncar- 
Thermal treatment systems, such as incineration,       . .        . . ,        .      r    , r. _.n 

u        ri      i.u  J  £   a    J- l   j-,-    ■    i, cmogenic and an essential nutrient tor humans 14,51. can be usetul methods tor the disposal ot toxic chem- & . L. 
icals. However, pollutant emissions, such as the toxic Mmost aD the

r hexavalent chromium m the env,ron- 
products of incomplete combustion, fly ash, and bot- ment comes from human activities. A major source 
torn ash [1], from combustion processes are of great of concern is from chrome-plating operations, al- 
concern. Toxic metal aerosols emitted as a result of though Cr may also be emitted from incineration, 
die incineration process are composed of micron partly in the form of Cr(VI). In this hexavalent oxi- 
and submicron particles [2] which can stay airborne dation state, chromium is relatively stable in air and 
for long periods of time and penetrate deep within pure water, although it is reduced to the trivalent 
the lung, causing mutagenic and carcinogenic effects state over time. Consequently, it is very important 
[3], that incinerators be designed to minimize the gen- 

Chromium, identified as a carcinogenic metal [4], eration of the toxic metal emissions [6,7]. 

1953 
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TABLE 1 
Experimental conditions of hydrogen flames using chromium nitrate 

100% H2 67% H2/33% N2       50% H2/50% N2       33% H2/67% N2 

H2 flow rate (L/min) 
N2 flow rate (L/min) 
Air flow rate (L/min) 
Max. adiabatic flame temperature (K) 
Flame height (mm) 
Feed rate of chromium nitrate solution 

(mg/min) 
Concentration of chromium nitrate 

solution (g/L of nano-pure H20) 

1.30 1.30 1.30 1.30 

0 0.65 1.30 1.95 

315 315 315 315 
2450 2224 2032 1873 

65 75 85 95 

31.6 31.6 31.6 31.6 

200 200 200 200 

Investigators have developed various methods to 
determine the speciation of chromium and its com- 
pounds in samples that are obtained from incinera- 
tors [8-10], Information relating to the kinetics of 
chromium oxidation has been obtained at realistic 
incinerator temperatures by Fontijn et al. [11]. The 
thermodynamics of gas-phase chromium species 
have also been assessed for application to chromium 
volatility calculations [12]. However, there is little 
information available on the emissions of hexavalent 
chromium from flames with varying flame temper- 
ature, residence time, concentration of soot, etc. In 
this study, laminar diffusion flames of hydrogen and 
ethene have been used to provide a well-controlled 
model of non-premixed combustion. The hydrogen 
flame has been used to examine the effect of tem- 
perature on the formation of chromium compounds 
by adding nitrogen gas to the flame. In addition, the 
amount of soot produced from the ethene flame was 
varied in order to investigate interaction of soot with 
chromium particles. A fundamental understanding 
of the fate of chromium in these flames will facilitate 

the development of reduction technologies and pre- 
dictive capabilities for the toxic metal emissions from 
incinerators. 

Experimental Methods 

Apparatus 

The coflow, laminar, diffusion flame system is 
shown in Fig. 1. The 5-mm burner nozzle was po- 
sitioned in the center of a 100- X 100-mm duct 
containing flow straighteners and a series of fine- 
mesh screens to ensure air-flow uniformity. Two fu- 
els were used in this experiment: hydrogen and pure 
ethene. In the hydrogen flame, nitrogen was added 
to vary the flame temperature; the hydrogen was also 
used to atomize the chromium solution. The flow 
rate of hydrogen was fixed at 1.3 L/min, and the feed 
rate of chromium nitrate solution was constant, as 
shown in Table 1. The fuel and entrained aerosol 
were mixed with nitrogen gas and injected at the fuel 
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TABLE 2 
Experimental conditions of ethene flames using chromium nitrate 

Nonsooting Incipient Sooting Sooting Heavily Sooting 

C2H4 flow rate (L/min) 0.20 0.28 0.33 0.50 

Air flow rate (L/min) 315 315 315 315 

Flame height (mm) 75 120 150 180 

Feed rate of chromium nitrate solution 
(mg/min) 10.4 15.2 15.7 17.8 

Concentration of chromium nitrate 
solution (g/L of nano -pure H20) 200 200 200 200 

TABLE 3 
Properties of chromium compounds 

Valence Toxicity 
Melting Point    Boiling Point 

(°C) (°c) Colo Solubility in Water 

Cr(N03)3-9H20 III noncarcinogenic 60 dec. @ 100 purple soluble 
Cr(CO)6 zero noncarcinogenic dec. @ 110 expl. @ 210 white insoluble 
Cr203 III noncarcinogenic 2435 4000 green insoluble 
Cr03 VI carcinogenic 197 dec. @ 250 orange-red soluble 

Abbreviations: dec. = decomposes; expl. = explodes. 

nozzle. In ethene flames, the fuel was the carrier gas, 
and the flow rate of ethene was varied to achieve 
different types of sooting flames, as shown in Table 
2. All flow rates were controlled by calibrated sonic 
orifices. 

Two different sources of chromium compounds 
were introduced: chromium nitrate and chromium 
hexacarbonyl. Their properties are shown in Table 
3. Chromium nitrate (Cr(N03)3-9H20) is soluble in 
water and has an oxidation state of Cr(III). A 0.5-M 
chromium nitrate solution was atomized by a Love- 
lace nebulizer and introduced into the flame. Chro- 
mium hexacarbonyl (Cr(CO)6) was used as a source 
of zero oxidation state of chromium. A 13-mm-di- 
ameter glass cartridge containing 0.5 g of chromium 
hexacarbonyl was plugged with glass wool at both 
ends and connected to the fuel lines. Since chro- 
mium hexacarbonyl is volatile at room temperature, 
its vapor was carried by the fuel and then introduced 
directly to the flame. 

Sampling 

Samples of vapor and particle phases of chromium 
compounds emitted from the flame were obtained 
using a stainless steel sampling probe positioned 20 
mm above the flame tip at the centerline. The 200- 
mm-long, 22-mm outer diameter sampling probe 
contained a 150-mm-long, 13-mm-diameter inner 

sintered metal tube. The sintered metal tube formed 
the inner wall of the probe. Nitrogen dilution gas 
was provided to the sampling probe through the sin- 
tered metal part and mixed with the sample in order 
to quench reactions and the development of aerosols 
through the sampling lines [13], The flow of N2 was 
radially inward in order to minimize the transport of 
particles and vapors to the probe wall. Dilution of 
the sample with N2 served to reduce the partial pres- 
sure of condensable compounds and hence mini- 
mized conversion of vapor to particulates. Because 
some interphase conversion is unavoidable, the re- 
ported vapor fractions of chromium represent a 
lower limit estimate of the actual fraction present at 
the sampling location above the flame. Furthermore, 
the cooling of the sample by dilution was a reason- 
ably realistic representation of the process encoun- 
tered by emissions from the flame zone of a com- 
bustion system as they mix with excess air. The flow 
rate of nitrogen dilution gas was fixed at 1.5 L/min; 
this corresponded to about 25% of the total flow rate 
of sample. Variation of the N2 flow rate verified that 
the chemical compositions of chromium compounds 
were not sensitive to the quenching conditions. Fur- 
thermore, tests with unseeded flames showed that 
no detectable chromium was introduced into the 
samples from the metal in the probe itself. The sam- 
pling probe was grounded in order to avoid electro- 
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static deposition of charged chromium particles 
along the sampling line wall. 

Figure 2 shows the chromium sampling system. 
The particle phase of chromium was captured on a 
47-mm-diameter alumina membrane filter with 
20-nm pores. The sampling rate was measured with 
a flowmeter and was controlled to achieve an isoki- 
netic condition. Tygon™ was used in all the sam- 
pling lines to reduce the problem of electrostatic 
deposition [14]. The sampling lines between the 
sampling probe and the filter were heated with heat- 
ing tapes to prevent condensation in the lines. Thus, 
the temperature of the sampled gas at the filter was 
105°C, which was high enough to prevent water 
from being condensed along the sampling lines and 
was low enough to avoid the conversion between 
Cr(VI) and Cr(III). Hence, the chromium particles 
were collected in an environment free of liquid wa- 
ter. 

The impinger and liquid nitrogen trap were de- 
signed to capture the vapor phase of the chromium 
compounds. This sampling method was based upon 
a modified version of the Method 0013 train pre- 
scribed by the EPA [15,16] with the inclusion of alu- 
mina filters for particulate collection. It was impor- 
tant to choose an impinger solution in which 
chromium oxides were soluble and stable. 
NaOH(O.lN) solution, which has been used for 
chromium sampling [17], was not suitable for sam- 
pling Cr(III) because Cr(III) was precipitated as 
Cr(OH)3 in the NaOH solution. It was also found 
that Cr(VI) reactivity was pH dependent: at pH 8.0, 
the Cr(VI) reaction was sufficiently slow that Cr(VI) 
concentrations remained relatively unchanged [17]. 
Therefore, 100-mL NaHC03 (0.05 M, pH 8.2) was 
chosen as a buffer solution for each impinger after 
a validation test that confirmed that Cr(III) and 
Cr(VI) were stable in the buffer solution. The im- 
pinger captured the vapor phase of the chromium 

compounds, which was soluble in NaHC03. Any va- 
por phase of chromium compounds passing through 
the impinger was captured in a condensed state by 
the liquid nitrogen trap. The liquid nitrogen trap 
consisted of an Erlenmeyer flask placed in an insu- 
lated container; the container was surrounded by liq- 
uid nitrogen at 77 K. 

Sample Analysis 

Two different sampling times were used for each 
source of chromium compounds, because the feed 
rates of chromium compounds were different: 4-h 
sampling times for chromium nitrate and 30 min for 
chromium hexacarbonyl. Measurable amounts of 
chromium were captured in the filter, impinger, and 
liquid nitrogen trap during these periods. The 
weights of the filters were measured before and after 
sampling. The filters were then extracted with 10- 
mM NaHC03 solution for 20 h. The sampling probe 
and sampling line in front of the filter were rinsed 
with nano-pure water and collected in sampling bot- 
tles. These samples were considered to contribute 
to the measured particle phase of chromium. Sam- 
ples collected in the sampling lines after the filter, 
the impingers, and the liquid nitrogen trap were 
considered to represent the vapor phase of chro- 
mium. 

A spectrophotometric method was used for Cr(VI) 
analysis. A 1.7-mL sample was mixed with 200-mL 
6N H2S04 and 100-mL diphenyldicarbazide (0.5 g 
in 100-mL acetone), and absorbance was measured 
at 540 nm in a quartz cuvette using a Shimadzu PC- 
2101A spectrophotometer. An X-ray fluorescence 
(XRF) method was used to measure the total chro- 
mium with a Kevex 0700/8000 energy-dispersive 
XRF spectrometer; solutions were analyzed by load- 
ing 100 mL of solution onto alumina filters. Cr(III) 
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FIG. 3. Fractions of total chromium emitted as Cr(VI) 
from hydrogen flames with varying N2 dilution: chromium 
nitrate (open symbols) and chromium hexacarbonyl (solid 
symbols). 

was determined by subtracting Cr(VI) concentration 
from total chromium [10], 

Results 

One of the significant factors in the destruction of 
hazardous wastes and in the formation of chromium 
compounds is the flame temperature. The temper- 
ature could affect not only the formation of chro- 
mium species but also the phases of species, as 
shown below. Thus, the adiabatic flame temperature 
was varied in the hydrogen flames; as the addition 
of nitrogen inert gas increased from 0 to 67% on a 
mole basis, the maximum adiabatic flame tempera- 
tures, which were calculated with STANJAN code 
[18], decreased from 2450 to 1873 K, as shown in 
Table 1. 

The results of Cr sample analysis showed the ef- 
fect of N2 addition to the flame and the importance 
of the form in which chromium was added to the 
flame. When the chromium was added in the form 
of nitrate solution, filter samples revealed the pres- 
ence of micron-sized cenospheres in SEM images. 
The cenospheres were composed of many spherules, 
which may have been formed from a melt of the 
nitrate as it was heated in a manner similar to that 
described by Mulholland and Sarofim [19,20], The 
size distribution of the aerosol sample was bimodal 
with a distinct submicron mode. Samples obtained 
by seeding with hexacarbonyl were quite different. 
A shiny yellow-orange color filter was obtained from 
the pure-hydrogen flames, which was consistent with 
the color of Cr03(Cr(VI)oxide), whereas a dark 
green color was observed with the hydrogen flames 

diluted by N2 gas. This color corresponded to the 
color of Cr203(Cr(III) oxide), as shown in Table 3. 
These two chromium oxides are expected to be the 
major Cr compounds formed from nonchlorinated 
chromium waste flames [21,22]. 

The recovery efficiency of total chromium added 
to the flame was estimated from knowledge of the 
vapor pressure of hexacarbonyl as a function of tem- 
perature. Use of the vapor pressure estimate was 
necessary because of the difficulty in measuring ac- 
curately the very small differences in carbonyl 
masses at different times. At room temperature, the 
saturation pressure of chromium carbonyl was 
equivalent to a concentration in the flow through the 
nozzle of 500 ppm. Further assuming that all the 
flame gases entered the sampling probe, the recov- 
ery of total chromium was about 12% for the 33% 
H2/67% N2 flame, a typical result. This was a lower 
limit to the recovery of chromium. The fuel stream 
was unlikely to have been saturated with carbonyl 
vapor. Subsequent analysis of actual samples for 
which total chromium input was measured showed 
that the recovery of total Cr was 27% for the ethene 
flames and 46% for the hydrogen flames. Although 
the recovery was low, sampling and analysis of metals 
from flames is notoriously difficult. The results are 
presented in the form of ratios of Cr(VI) to total Cr, 
so that the uncertainty resulting from low recoveries 
is minimized. It was found from the sample analysis 
that the emission of Cr(VI) from the H2 flame de- 
creased as N2 was added to the flame (Fig. 3); high 
temperatures favored the formation of Cr(VI) al- 
though this was not expected to be an equilibrium 
product at the low sampling temperatures above the 
flame. For example, Cr(VI) emissions from the 
100% hydrogen flame with chromium hexacarbonyl 
addition was 15 times larger on a mass basis than 
those from the 50% H2/50% N2 flame. Although less 
Cr(VI) was produced in the 100% hydrogen flame 
using chromium nitrate, the trend was similar to that 
of the chromium hexacarbonyl case. These obser- 
vations were consistent with the results reported by 
Steinsberger et al. [17]. They found that higher in- 
cinerator temperatures and longer residence times 
led to an increase in the ratio of Cr(VI) to total chro- 
mium in the incinerator emissions. Their results in- 
dicated that improved combustion actually exacer- 
bated the Cr(VI) problem, posing something of a 
dilemma when hazardous wastes need to be 
destroyed to very low levels. Chemical equilibrium 
calculations [21,22] also offer some insight into the 
chromium behavior. These calculations predict that 
over a wide range of temperatures (500-1500 K), the 
formation of the condensed phase of Cr203 (Cr(III)) 
is favored thermodynamically and that at higher 
temperatures (above 1500 K), the formation of the 
vapor phase of Cr03 (Cr(VI)) becomes significant. 
As noted above, Cr(VI) is not an equilibrium prod- 
uct at low temperatures and results from frozen 
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reactions in the post-flame region. These results in- 
dicate that flame temperature is a dominant factor 
in the formation and conversion of chromium com- 
pounds. Kinetics and the temperature history of 
metal species in post-flame gases are important in 
determining the ultimate nature of the metal emis- 
sions. 

It should be noted that the form of the chromium 

feed had an impact on the emissions. The fraction 
of total chromium emitted as Cr(VI) from the 100% 
hydrogen flame using chromium hexacarbonyl was 
larger by a factor of 3 than the Cr(VI) fraction using 
chromium nitrate feed, that is, Cr(III). It is possible 
that the formation of a melt of the nitrate preserved 
the initial oxidation state of the chromium and in- 
hibited further reactions through slow diffusion into 
the pores of the cenospheres. 

The partitioning of Cr(VI) between condensed 
and vapor phases is shown in Fig. 4 for nitrate and 
carbonyl feeds. It was found that the amount of va- 
por phase Cr(VI) was reduced by adding N2 to the 
flame; the vapor phase of Cr(VI) decreased by a fac- 
tor of 2 by adding N2 to the hydrogen flame using 
chromium nitrate. A greater decrease in the vapor 
phase of Cr(VI) was observed with the chromium 
hexacarbonyl feed. Most of the vapor phase chro- 
mium was found in the impinger solutions with very 
little reaching the N2 trap. For example, sampling 
from the pure H2 flame seeded with chromium car- 
bonyl for 30 min produced 26 mg of chromium in 
the impinger solution and only 2.5 mg in the N2 trap; 
the lower-temperature 67% N2/33% H2 flame 
yielded 1 mg in the impinger and 0.3 mg in the trap. 
The mass of chromium collected from the sampling 
probe and lines was significantly greater than the 
amount collected in the impinger, typically 4 to 10 
times greater than the impinger figures quoted 
above. Although the ratio of vapor phase to con- 
densed phase chromium was dependent on the 
source of chromium, the trend with respect to tem- 
perature was the same for both sources of chro- 
mium. Lower temperatures would be expected to 
lead to more conversion of the chromium to the con- 
densed form. Furthermore, it is noted that the 
Cr(VI) appears mainly as an aerosol over the entire 
temperature range. 

Ethene flames were operated in nonsooting, in- 
cipient sooting, and sooting modes by varying the 
flow rate of the fuel. The mass fractions of con- 
densed-phase and vapor-phase chromium (VI) are 
shown in Fig. 5; the chromium source was hexacar- 
bonyl. The fractions of total chromium that were re- 
covered as Cr(VI) are also shown in Fig. 5. These 
numbers are similar to the Cr(VI) yields from the 
lower-temperature H2 flames. The yield of Cr(VI) 
from the ethene flames was almost constant (within 
experimental uncertainties) at around 1-3% of the 
total chromium. As the soot yield from the flame 
increased, the fraction of the Cr(VI) in the con- 
densed phase decreased. It is not possible to offer a 
firm explanation for the apparent impact of soot on 
the partitioning of Cr (VI) between condensed and 
vapor phases. Although the soot-laden filters were 
allowed to leach in the bicarbonate solution for 1 
week, it is possible that some Cr(VI) was retained 
within the soot after this time. It is also possible that 
the soot may act as a sink for Cr (VI) via reduction 
reactions between the chromium aerosol and the 
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carbon. Resolution of these important issues will re- 
quire further investigation. 

Summary 

Chromium sampling in hydrogen and ethene 
flames has been performed using a N2 dilution sam- 
pling probe, an inorganic membrane filter, an im- 
pinger, and a liquid nitrogen trap. All the samples 
were analyzed by a spectrophotometric method and 
X-ray fluorescence spectrometry to quantify the 
amounts of Cr(VI) and Cr(III), including the parti- 
tioning of Cr(VI) phases. The results of Cr sample 
analysis showed the emission of large amounts of 
Cr(VI) in a pure H2 flame (up to 50% of the total 
chromium). The fraction of Cr(VI) in the post-flame 
gases decreased as N2 was added to the flame; the 
amount of Cr(VI) emitted from the 100% hydrogen 
flame was more than 10 times larger than that of the 
50% H2/50% N2 flame on a mass basis. This shows 
the strong effect of the flame temperature on the 
nature of chromium emissions. In fact, the temper- 
ature dependence of the chromium oxidation state 
poses something of a dilemma for incinerator oper- 
ators, who require high temperatures in order to en- 
sure complete destruction of hazardous wastes. It 
was found that the vapor phase of Cr(VI) decreased 
by decreasing the flame temperature in the hydro- 
gen flames. Although the general trends with two 
different Cr sources, namely, chromium nitrate (Cr 
III) and chromium hexacarbonyl (Cr 0), were similar 
to each other, the Cr(VI) emissions from H2-N2 

flames seeded with chromium hexacarbonyl were 
more sensitive to the variations of the flame tem- 
perature, possibly as a result of the heterogeneous 
nature of chromium nitrate decomposition. Soot 
emissions from ethene flames did not have a mea- 
surable impact on the Cr(VI) fraction that was emit- 
ted. The chromium in the aerosol form was found 
by electron microscope examination to be intimately 
bound up with the soot. There was no evidence of 
chromium appearing as a separate phase. 
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BURNING VELOCITIES IN FUEL-RICH ALUMINUM DUST CLOUDS 
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McGill University, 817 Sherbrooke Street West 
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A new experimental apparatus that can produce Bunsen-type premixed dust flames stabilized on a water- 
cooled ring has been constructed. The burning velocities in rich aluminum dust clouds of particle size d32 

= 5.4 /im have been measured by determining the surface area of the inner flame cone and the total 
volumetric flow rate. It was found that in rich Al-02-N2 mixtures, the burning velocity is a weak function 
of dust concentration. At the same time, the dependence of the burning velocity on the oxygen concen- 
tration is considerably stronger in rich mixtures than that reported in literature for the fuel-lean aluminum 
dust clouds. The burning velocity changes from 12-13 cm/s to about 32 cm/s when the oxygen content in 
the mixture increases from 11% to 30%. The burning velocity was also found to be a strong function of 
the molecular transport properties of the carrier gas. Thus, replacing the argon in an Al-02-Ar mixture 
with helium increases the burning velocity from 20 to 65 cm/s. The oxygen limit for the flame propagation 
(9.5 ± 0.5%) was also found by measuring the minimal oxygen concentration in the dust carrier gas when 
a premixed flame cone is formed inside the diffusive dust flame. A simple model of the dust flame with 
molecular heat transfer that has been proposed is based on the assumption that the particle burning rate 
in the flame front is controlled by the oxygen diffusion. It was shown that the weak dependence of the 
flame speed on dust concentration is a direct result of the weak dependence of the particle burning rate 
in the diffusive regime on the flame temperature. The model also predicts dependence of the burning 
velocity in rich dust mixtures on the Lewis number in accordance with the experimental observations. 

Introduction 

Combustion of a suspension of solid-fuel particles 
in a gaseous oxidizing medium (premixed dust 
flame) is important for many areas of modern tech- 
nology (e.g., coal combustion, dust explosion haz- 
ards, propulsion systems). However, the understand- 
ing of dust combustion phenomena is still in a 
rudimentary state compared with gas flames. This is 
due mostly to the lack of reliable fundamental data 
on dust combustion such as burning velocity. (A 
large amount of experimental data accumulated on 
constant volume [closed bomb] dust explosions can- 
not be converted into fundamental combustion pa- 
rameters because of unknown flame temperature 
and often incomplete and nonsymmetrical combus- 
tion caused by dust dispersion problems.) 

With the exception of coal dust flames [1], very 
limited data are available in the literature on the 
combustion of dusts, particularly pure, nonvolatile, 
nonorganic substances such as metals." Cassel, in his 
pioneering works [2,3], measured burning velocities 
in aluminum-air suspensions using Bunsen-type and 

"Strictly speaking, coal burning is not a pure solid com- 
bustion phenomenon but a combination of a gaseous flame 
[combustion of volatile] and heterogeneous solid char com- 
bustion. 

flat-dust flame burners. Ballal obtained burning ve- 
locities in magnesium, aluminum, and carbon dust- 
air clouds, observing the propagation of flat flames 
in tubes under microgravity conditions [4]. Both in- 
vestigators worked with lean dust mixtures and the 
dust concentration range investigated was relatively 
narrow, between B = 120-150 and B = 270-300 
g/m3 (the stoichiometric fuel concentration in alu- 
minum-air suspension is about 305 g/m3). Both in- 
vestigators found that for atomized aluminum dust 
(particle size <10 fim), the burning velocity in- 
creases with dust concentration from 20-25 cm/s 
near the lean limit to about 40 cm/s for dust con- 
centrations close to stoichiometric level. Cassel also 
found that the burning velocity for lean mixtures in- 
creases approximately proportionally to ftoi when 
the oxygen content (Yo2) in the 02-N2 mixture is 
increased from 21% to 100% of oxygen. 

It is well-known from constant-volume dust com- 
bustion experiments that dust mixtures demonstrate 
a peculiar behavior in the region of fuel-rich 
mixtures. Many investigators [5,6] have found that 
during the constant volume dust explosion, the rate 
of the pressure rise reaches its maximum value and 
correspondingly the time to peak pressure reaches a 
minimum for very rich mixtures (e.g., 800-1000 g/ 
m3 for aluminum-air mixtures [6]). The burning rate 
then levels off in a wide range of dust concentrations 
after the maximum. The value of the rich concen- 

1961 
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FIG.   1.   Schematic   of the  experimental  setup-dust 
burner. 

tration limit of flame propagation is probably ex- 
tremely large and is still unknown [7]. One can ex- 
pect that the burning velocity will follow the same 
trend as the rate of the pressure rise. 

Our recent measurements of the flame propaga- 
tion speed in rich dust mixtures using the laminar 
stage of flame propagation in vertical tubes [8] have 
confirmed the weak dependence of the flame speed 
on dust concentration. Thus, this behavior appears 
to be a fundamental feature of the dust flame. How- 
ever, it should be noted that the flame speed data 
obtained in a flame tube cannot be converted to the 
laminar burning velocity because of the difficulties 
of defining the flame shape and particle velocity in 
the unburned mixture ahead of the flame. 

In the present work, a new experimental apparatus 
that can produce Bunsen-type premixed dust flames 
stabilized on a water-cooled ring has been con- 
structed to permit accurate measurements of burn- 
ing velocity in fuel-rich aluminum dust clouds over 
a wide range of dust concentrations. The influence 
of oxygen concentration and the type of inert carrier 
gas on the burning velocity are also studied in the 
present investigation. 

Experimental Details 

The burning velocity in homogeneous gas 
mixtures has been studied extensively in Bunsen- 
type burners. Most of the existing experimental data 

available have been obtained with this technique [9], 
However, the curvature effect at the flame tip, heat 
losses at the flame base, and the stretch effects have 
restricted the accuracy of burning velocity measure- 
ments by Bunsen flame to about 25% [10]. Recently, 
novel methods, such as the counterflow opposed-jet 
technique, have been developed to eliminate the dis- 
advantages posed by the Bunsen-burner method 
[11]. The use of the counterflow burner for dust 
combustion posed considerable technical difficulties 
in obtaining identical opposite uniform dust flows of 
the same dust concentration. Therefore, the Bun- 
sen-burner method is used in the present study. 
However, we expect that the accuracy of the burning 
velocity measurements is still in the range of 25% 
according to an analysis provided by Andrews and 
Bradley for homogeneous gas flames [10]. This is 
because an estimation of the thickness of aluminum 
dust flames of small particle sizes (d32 = 5 pm) 
based on our quenching distance measurements [8] 
show the flame width to be about 1.5-2 mm. This is 
about an order of magnitude less than the diameter 
of the burner used in present experiments. 

Dust Burner 

The schematic of the present experimental setup- 
dust burner is shown in Fig. 1. The dust dispersion 
system includes a syringe-type dust feeder and a cir- 
cular, annular, high-velocity gas jet sheet for dis- 
persing the dust. The dispersion technique has been 
used recently in our quenching distance experiments 
and is described in detail in Refs. 8 and 12. The 
system has been demonstrated an ability to produce 
a uniform dust flow for a wide range of dust con- 
centrations for a duration of up to 4-6 min. The gas 
flow through the dispersion system is maintained 
constant, and the variation of the dust concentration 
is achieved by changing the dust feeding rate. To 
regulate the dust flow rate to the burner, a calibrated 
ejection system is used to eject the required part of 
the dust flow from the main stream to a side tube. 
A long, stainless steel tube of 70 cm length and inner 
diameter 25 mm is connected to the dispersion 
chamber through a small-angle conical diffuser. This 
provides laminarization of the initially turbulent dust 
flow as it exits the dust disperser. The dust flow exits 
the combustion tube through a small-angle conical 
nozzle (D = 1.8 cm). A water-cooled brass ring with 
a triangular cross section (ID = 20 mm, H = 5 mm) 
is used as a flame holder and is located 1 cm above 
the nozzle exit. An auxiliary stream of N2, concentric 
to the dust stream, is used to maintain the cylindrical 
configuration of the dust cloud issuing from the 
burner. 

The dust concentration is monitored by a light ex- 
tinctiometer using an expanded parallel He-Ne laser 
beam (d = 8 mm) crossing the dust flow along the 
diameter in the space between the nozzle exit and 
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FIG. 2. Photograph of aluminum Bunsen dust flame in 
the oxygen-nitrogen mixture. Oxygen concentration in the 
mixture: 16%; dust concentration: 410 g/m3. 

is ignited by a small, remotely operated propane-air 
torch. The torch is immediately turned off after a 
stabilized dust flame is achieved. The flame shapes 
were recorded with a Canon single-lens reflex cam- 
era with a bellows macrophoto attachment at a scale 
of 3:1. The aluminum dust flame is extremely bright, 
and a neutral filter with an optical density of about 
3 had to be used to attenuate the flame radiation. 
The time-synchronization marks produced by the 
camera at the moment of recording are registered 
on the computer data-acquisition system. This allows 
the dust concentration in the flow at the moment of 
the image recording to be determined. 

To obtain the total flame surface area, the flame 
photo image is magnified (10 X) and the coordinates 
of the inner boundaries of the luminous flame cone 
are then measured at 12-15 points. A third-degree 
polynomial approximation taken from standard 
curve fitting software (KaleidaGraph) is used to ap- 
proximate the shape of the projection of the flame 
boundaries. The surface area of the corresponding 
rotational figure was then found by numerical inte- 
gration. The burning velocity is determined as a 
product of division of the total flow rate through the 
nozzle by the measured flame surface area. 

Experimental Results 

the flame holder. The photodetector with a focusing 
lens is placed inside a narrow channel to minimize 
the collection of scattered laser light; it is also pro- 
tected by a narrow bandwidth interference filter (X 
= 632.8 nm, AX = 1 nm) from the light emitted by 
the flame and scattered by aluminum particles. The 
signal from the photodetector is amplified and reg- 
istered by a computer data-acquisition system (R.C. 
Electronics). The optical dust concentration moni- 
toring system was first calibrated. A set of fine syn- 
thetic filters attached to a vacuum pump (see Ref. 8 
for details) is used to collect all of the dust from the 
flow for a known period of time (usually several sec- 
onds). 

Experimental Procedure 

Atomized aluminum powder (produced by Ampal 
Inc., NJ) with an aluminum content not less than 
99.5% is used in present experiments. The alumi- 
num particles are of spheroidal or nodular shape and 
the Sauter mean diameter d32 is found to be 5.4 p.m. 
The differential distribution of particle size is rela- 
tively narrow: 90% of the total powder mass is lo- 
cated in the range of particle sizes between 2 and 10 
pm. The powder was dried at 120-140°C for 24 h 
before an experiment to improve its dispersion char- 
acteristics. 

Once the steady dust flow has been established, it 

General Observations 

A typical photograph of the aluminum dust flame 
in oxygen-nitrogen atmosphere is shown in Fig. 2. 
The flame base is usually lifted about 1-2 mm above 
the flame holder; it has a rounded tip, and the inner 
boundary of the luminous cone is usually well de- 
fined in comparison with the outer flame boundary. 
This is probably due to the scattering of the emitted 
light by the condensed combustion products (ultra- 
fine aluminum oxide particles) in the postflame zone. 
Because of this scattering and the curvature effects, 
the visible thickness of the flame front (2-3 mm) as 
shown in the photograph is probably larger than the 
real thickness of the combustion zone. It is also in- 
teresting to note that the tip of the flame is often 
open for very rich flames (in homogeneous gas com- 
bustion this effect is usually observed only for very 
lean mixtures [13]). The size of the opening (1-2 
mm), however, is not large enough to affect the re- 
sults of the burning velocity measurements. 

Burning Velocity Measurements in Oxygen- 
Nitrogen Mixtures 

The results of the burning velocities measure- 
ments as a function of dust concentration in mixtures 
of nitrogen with different oxygen content are shown 
in Fig. 3. In general, the minimum dust concentra- 
tion in which a stabilized flame can be observed (i.e., 
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Dust concentration, g/m 

FIG. 3. Dependence of burning velocity on dust concen- 
tration in AI-02-N2 mixtures with a different oxygen con- 
tent. Dotted lines indicate the stoichiometric concentra- 
tions. 

FIG. 4. Photograph of aluminum dust Bunsen flame in 
Al-Oz-He mixture. Oxygen concentration in the mixture: 
21%; dust concentration: 360 g/m3. 

stability limit) increases with decreasing oxygen con- 
centration in the mixture. However, the flames dem- 
onstrate poor symmetry and a strong tendency to- 
ward flashback at low dust concentrations in 
mixtures with the highest initial oxygen content 
(30% 02). Thus, the burning velocity could not be 
determined with an acceptable accuracy for these 
lean mixtures with the present method. 

The range of dust concentrations (B, g/m3) studied 
in terms of the fuel equivalence ratio (<f> — B/Bst, 
B^ is a stoichiometrical dust concentration) is rather 
high and reaches the value of 4> = 2.5 for the mix- 
ture with 16% 02 and <f> = 3.7 for the mixture with 
11% 02. As can be seen from Fig. 3, the value of 
the mass concentration of fuel in rich mixtures does 
not affect the flame speed for a whole range of in- 
vestigated dust concentrations. The observed effect 
is in contrast to the relatively strong dependence of 
burning velocity on the fuel concentration observed 
by Cassel [2,3] and Ballal [4] for lean aluminum dust 
mixtures. This result is also in contrast to the depen- 
dence of the burning velocity on fuel concentration 
usually observed for premixed gas flames (which is 
approximately symmetrical around stoichiometry 
[9]). The present results are in agreement with our 
recent measurements of quenching distance in alu- 
minum dust clouds [8], The dependence of the 
quenching distance on dust concentration mirrors 
the behavior of the flame speed. The quenching dis- 
tance also reaches a minimal value at concentrations 
close to stoichiometric and then levels off in a wide 
range of dust concentrations. As will be shown later, 
both effects are direct consequences of the diffusive 
mechanism of aluminum particle combustion. 

The initial oxygen content has a much stronger 
influence on burning velocity for rich mixtures (see 
Fig. 3) than was observed by Cassel for lean dust 
mixtures [3]. This is because the higher oxygen con- 
tent in rich mixtures not only leads to an increase in 
the speed of diffusive particle combustion (W ~ 
Y02) but also produces higher flame temperatures 
because of the larger amount of burned fuel. The 
initial oxygen concentration has no influence on the 
adiabatic flame temperature in lean mixtures. 

Burning Velocity Measurements in Argon-Oxygen 
and Helium-Oxygen Mixtures 

The carrier gas (nitrogen) used in the mixture was 
replaced by the inerts argon or helium to investigate 
the role of the gas molecular transport properties 
such as thermal heat conductivity (a [cm2/s]) and ox- 
ygen diffusivity (D [cm2/s]) on the dust flame prop- 
agation phenomena. The visible flame structure and 
flame speeds in argon-oxygen-aluminum dust clouds 
are very close to those observed for the air-alumi- 
num dust flames (see Fig. 5). The only noticeable 
difference is that the flame with argon appears to be 
considerably brighter than the air flame. This obser- 
vation is in agreement with thermodynamic equilib- 
rium calculations that show that the replacement of 
the two-atom molecular nitrogen by a single-atom 
inert gas such as argon or helium increases the flame 
temperature from 3540 to 3650 K. The higher flame 
temperature probably compensates a somewhat 
lower value of molecular transport coefficient in ar- 
gon-oxygen mixtures compared to those in air. Thus, 



BURNING VELOCITIES IN ALUMINUM DUST CLOUDS 1965 

Dust concentration, g/m 

FIG. 5. Experimental data on burning velocity in Al-02- 
He and Al-09-Ar mixtures at different dust concentrations. 

4000 
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FIG. 6. Dependence of calculated adiabatic flame tem- 
perature in Al-02-Ar mixtures on the concentration of ox- 
ygen. Dust concentration: 350 g/m3. 

the flame speeds in argon-oxygen mixtures and in air 
are almost identical. 

In contrast, the flames in helium-oxygen mixtures 
are not only more than three times faster than the 
Al-air or Al-Oa-Ar flames (see Fig. 4) but the flame 
structure is also different for flames with helium 
(Fig. 5). As can be seen from Fig. 5, only the inner 
boundary of the flame (dark cone) is visible and a 
luminous zone of gradually diminishing brightness 
stretches for more than a centimeter above the inner 
dark cone. 

Direct interferometric temperature measure- 
ments in the small-scale Bunsen-type aluminum 
dust flames [14] have demonstrated the negligible 
role played by radiation in heat transfer from the 
flame to a preheat zone. For flames whose propa- 
gation mechanism is controlled by the molecular 
heat transfer, the burning velocity v (cm/s) depends 
on thermal heat conductivity and characteristic time 
of chemical reaction TC (S) as i> ~ jalxc [15]. How- 
ever, if the particle combustion is controlled by the 
process of oxygen diffusion toward the particle sur- 
face (or some flame zone that envelops the particle), 

the characteristic combustion time is inversely pro- 
portional to the oxygen diffusivity (TC ~ 1/D) and 
therefore o ~ Ja-D. If we take into account that the 
flame temperatures in both helium and argon 
mixtures are identical, the flame speeds in Al-02-Ar 
and Al-02-He mixtures should be related as 

eH>Ar = J(a-D)Ue/(a-D)A (1) 

Eq. (1) predicts that the flame speed with helium 
should be about 3.9 times higher than with argon, 
while the experiment shows only a 3.2 times differ- 
ence. This discrepancy (as will be shown later) is the 
result of dependence of the flame structure and 
therefore the flame speed on the Lewis number, 
which is considerably different in 02-He and 02-Ar 
mixtures. (According to thermodynamic calcula- 
tions, most of the molecular oxygen in Ar-02 and 
He-02 mixtures at flame temperature is dissociated. 
Therefore, the diffusivity and heat conductivity of 
the atomic oxygen should be taken into account 
when calculating average gas molecular transport co- 
efficients.) 

Oxygen Concentration Limit of the Flame 
Propagation 

An experiment has also been performed to mea- 
sure the oxygen concentration limit of the flame 
propagation, which is an important parameter for 
practical applications. For this, nitrogen in an aux- 
iliary shroud flow surrounding the dust stream was 
replaced by pure oxygen and the dust in the dis- 
perser was dispersed and carried initially by pure 
argon. The stable diffusive dust flame was first es- 
tablished after ignition at the exit of the nozzle (the 
diffusive aluminum dust flame was investigated in 
detail in Ref. 16). Then, oxygen was added slowly to 
the dispersing gas (argon) until a premixed dust 
flame cone was formed inside the diffusive flame. 
The procedure was then reversed and oxygen was 
slowly removed from the dust-dispersing flow until 
the inner premixed flame cone disappeared. It was 
found that the premixed flame appears at an oxygen 
concentration of 10 ± 0.5% and disappears at an 
oxygen concentration of 8.5 ± 0.5%. It was also 
found that these critical oxygen concentrations do 
not actually depend on the value of dust concentra- 
tion. The observed hysteresis effect is surprising and 
may be explained by the inertia of the gas delivery 
system. The absolute average value of the critical 
oxygen concentration (9.5%), however, is very close 
to the point at which the dependence of the adia- 
batic flame temperature on oxygen concentration 
(Fig. 6) reaches the value of 2300 K (the melting 
point of aluminum oxide), which is also generally 
considered the ignition temperature of micron-size 
aluminum particles [17]. (The small plateau in the 
dependence  of adiabatic  flame  temperature  on 
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FIG. 7. Theoretically predicted dependence of burning 
velocity on dust concentration in Al-02-N2 mixtures with 
different oxygen contents. Dotted lines indicate the stoi- 
chiometric concentrations. 

oxygen concentration in Fig. 6 stretches from 6 to 
10% 02 and also can be the additional cause of the 
hysteresis effect mentioned.) 

Theoretical Considerations and Discussion 

In the present theoretical analysis, we will basi- 
cally follow the simple one-dimensional model of the 
dust flame that has been developed recently for the 
analysis of the flame quenching phenomena in fuel- 
rich aluminum dust clouds [8]. For the purpose of 
the calculation of laminar flame burning velocities, 
we assume that the flame is adiabatic and the heat 
losses by radiation and conduction from the flame 
are negligible. We also assume that aluminum par- 
ticles burn individually in the flame front. The rate 
of particle combustion is controlled by the diffusion 
of oxygen toward the particle surface or to some 
flame zone enveloping each particle close to its sur- 
face. To simplify the analysis, we also assume that 
the particle temperature at the moment of ignition 
is close to the melting point of the aluminum oxide 
protective film on the particle surface (2300 K) and 
does not depend on the local oxygen concentration 
and gas temperature. 

Formally, the combustion time of the particle in 
the diffusive regime tends to infinity in stoichiomet- 
ric or fuel-rich mixtures. However, with the deple- 
tion of oxygen, the particle burning rate decreases 
rapidly and becomes negligible shortly after ignition. 
Because of the weak dependence of the diffusive 
oxygen transport on the average local gas tempera- 
ture in the combustion zone, the particle burning 
rate in the flame front is fundamentally controlled 
only by the value of local oxygen concentration and 
can be written as 

W ~ kY(x)/Yu (2) 

where Y(x) is the local and Y„ the initial oxygen con- 

centration and k (s/cm2) is a constant of the diffusive 
particle combustion at the initial oxygen concentra- 
tion in the unburned mixture. With a source term of 
the form of Eq. (2), the governing equations describ- 
ing heat and oxygen transfer in a flame front are 
linear in both the preheat and combustion zones and 
can be integrated easily. By matching heat and oxy- 
gen fluxes on the border between these zones, the 
algebraic equation for the flame burning velocity can 
be obtained (as in Ref. 8): 

3ß4>R = 2(1 + 4>v)(4>v + A) -AK
2
 where 

(3) 

he 
A = 1 - — + 

/Le2      3 r 
/— + - Le ■ R 

R in Eq. (3) is the average nondimensional particle 
size during combustion, which can be expressed 
through the fuel equivalence ratio <f> in rich mixtures 
in the form 

R = 
ru + rf _ 

2r„ 
0.5 •(! + ^1 - !/</>) 

where ru is the initial particle radius and jy is the 
particle radius after combustion. 

Other "natural" nondimensional parameters in 
Eq. (3) also have a definite physical meaning. Thus, 
K = vzTjau is the nondimensional burning velocity 
(an unknown quantity) and also the ratio of the sin- 
gle particle combustion time xc at initial oxygen con- 
centration to the particle heating time in the flame 
preheat zone, ajvf, (index u indicates the initial cold 
mixture). The relative heat productivity of the chem- 
ical reaction is defined by the parameter fi = BstQI 
CgplTsi - Tu). Here, Q is the heat of reaction, cg 

and p„ are the specific heat and the density of the 
carrier gas, Tsl is the particle ignition temperature, 
and T„ is the initial dust temperature. Le in Eq. (3) 
is the Lewis number of the gas in suspension. 

The results of a numerical solution of Eq. (3) are 
shown in Fig. 7 in dimensional form. The constant 
for the diffusive aluminum particle burning rate, 
— it(s/cm2), which is used in calculating the value of 
the flame speed from the nondimensional parameter 
K, was derived from the experimental data of Frid- 
man and Macek [17,18]. 

Both the qualitative and quantitative correlation 
between experimental data and theoretical predic- 
tions can be considered satisfactory taking into ac- 
count an estimated 25% accuracy of the burning ve- 
locity measurement by the Bunsen-cone method. 
The theory also predicts very weak dependence of 
burning velocity on dust concentration, which can 
be considered a distinguishing feature of fuel-rich 
dust combustion. The main factor responsible for 
this is the independence of the particle burning rate 
on flame temperature in the diffusive regime. In ad- 
dition, the decline in adiabatic flame temperature in 
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the poststoichiometric region (rich mixtures) is very 
gentle in dust mixtures compared with homoge- 
neous combustion. This is because the volume oc- 
cupied by condensed fuel is negligible and therefore 
the amount of oxygen that can be burned (the 
amount of energy released) remains constant in spite 
of an increase in fuel concentration. The adiabatic 
dust flame temperature declines slowly with an in- 
crease of dust concentration due only to an increase 
in the average specific heat of the mixture. At the 
same time, this decline is compensated for by an 
increase in the rate of oxygen consumption caused 
by a higher specific surface area in the richer dust 
suspension. 

The dependence of the flame speed on the Lewis 
number (as is reflected in Eq. [3]) is the result of 
the global oxygen diffusion in the rich dust flame in 
relation to the thermal flame thickness. It shows that 
the nondimensional flame speed K is a function of 
the Le number K = f{Le) and that it also decreases 
with an increase of the Le number. Correspondingly, 
the dimensional flame speed depends to a somewhat 
lesser extent on the gas molecular transport prop- 

erties (as v ~ f(Le)Ja-D) in comparison with the 

heuristically derived prediction (v ~ ja-D). The 
value of the Lewis number in an Ar-02 mixture is 
close to unity, whereas in a He-Oa mixture it is about 
2. Consequently, the theory predicts only 3.1 times 
increase in burning velocity in helium mixtures (ex- 
perimental value is about 3.2) compared with the 
prediction of 3.9 times increase that follows from the 
heuristically derived expression, Eq. (1). 
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The structure and burning rate of an unconflned deflagration propagating through a porous energetic 
material is analyzed in the limit of merged condensed and gas-phase reaction zones. A global two-step 
reaction mechanism, applicable to certain types of degraded nitramine propellants and consisting of se- 
quential condensed and gaseous steps, is postulated. Taking into account important effects due to multi- 
phase flow and exploiting the limit of large activation energies, a theoretical analysis based on activation- 
energy asymptotics leads to explicit formulas for the deflagration velocity in a specifically identified regime 
that is consistent with the merged-flame assumption. The results clearly indicate the influences of two- 
phase flow and the multiphase, multi-step chemistry on the deflagration structure and the burning rate, 
and define conditions that support the intrusion of the primary gas flame into the two-phase condensed 
decomposition region at the propellant surface. 

Introduction 

There is increasing interest in the combustion be- 
havior of systems characterized by significant two- 
phase flow. Examples include filtration combustion, 
smoldering, and the deflagration of porous energetic 
materials, where the latter, the focus of the present 
work, is of interest in propulsion and pyrotechnics. 
In such problems, the porous nature of the material 
arises from a certain degree of metastability which, 
after either a prolonged existence and/or exposure 
to an abnormal thermal environment, leaves the ma- 
terial in a chemically degraded, porous state. As a 
result, two-phase-flow effects associated with differ- 
ent velocities and properties of the condensed and 
gaseous species have a pronounced effect on the 
structure and propagation velocity of the combustion 
wave. 

Although relatively complete formulations have 
been proposed for analyzing combustion phenom- 
ena involving multiphase flow [1], they are difficult 
to analyze because of the wide range of physical phe- 
nomena associated with such systems, and the highly 
nonlinear nature of the problem. Accordingly, early 
two-phase work in this area tended to alleviate some 
of the difficulties by treating the two-phase medium 
as a single phase with suitably averaged properties 
[2,3]. Unfortunately, such models effectively require 

the velocity of each phase to be the same, precluding 
any analysis of two-phase-flow effects. More re- 
cently, however, it has proven possible to analyze def- 
lagration models for porous energetic materials that 
explicitly involve multiphase flow [4-9]. These stud- 
ies have largely been applicable to nitramine pro- 
pellants, such as HMX and, in some cases, RDX, that 
are characterized by a liquid melt region in which 
extensive bubbling in an exothermic foam layer oc- 
curs. In some cases [4-6], two-phase-flow effects 
were confined to this layer, while in others [7-9], the 
solid material was assumed to be porous, with two- 
phase flow occurring throughout the preheat region. 
In order to focus on the effects of multiphase flow, 
chemistry was generally confined to a single-step 
overall reaction R(c) —> P(g) representing direct con- 
version of condensed (melted) propellant to gaseous 
products. A generalization [5] in which a separate 
(primary) gas flame follows the initial multiphase de- 
composition region is given by R(c) —> P(g), R(c) <r-> 
R(g), R(g) —> P(g), where R(g) is a gaseous reactant. 
This scheme was applied to a nonporous problem to 
determine the structure and propagation velocity of 
a steady, planar nitramine deflagration, while stabil- 
ity results for these models have thus far been con- 
fined to single-step mechanisms [6,8,9]. 

The present work analyzes the limiting case in 
which the primary gas flame intrudes upon the 
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multiphase decomposition region, a tendency that is 
often observed experimentally as the pressure in- 
creases. Thus, the single-step analysis [7] is extended 
by incorporating both condensed- and gas-phase re- 
actions in the thin multiphase reaction region. In 
particular, a global sequential reaction mechanism is 
assumed, consisting of an overall condensed-phase 
reaction that produces gas-phase intermediates, and 
a gas-phase reaction that converts these intermedi- 
ates to final products. While this mechanism is still 
an extreme approximation to actual nitramine chem- 
istry [10,11], it enables us to fully incorporate two- 
phase flow into the analysis, and to assess its effect 
on the structure and propagation speed of the def- 
lagration. The merged-flame analysis presented here 
is thus a multiphase-flow analog to single-phase 
studies of propagating combustion waves that are 
also governed by sequential reactions occurring in a 
single thin reaction zone [12-15]. 

The Mathematical Model 

We consider an unconfined, steady, planar defla- 
gration, propagating from right to left into a de- 
graded (porous) energetic solid. Melting of the solid 
occurs at a moving location x = x,„(t) where the solid 
temperature equals its melting point Tm. Subsequent 
to melting, gas-phase intermediates are assumed to 
be produced directly by liquid-phase reactions, and 
these, in turn, react to form final combustion prod- 
ucts according to the mechanism R(c) —> 1(g), 1(g) 
-> P(g), where R(c), 1(g), and P(g) denote the con- 
densed (melted) reactant material, the intermediate 
gas-phase species, and the final gas-phase products, 
respectively. The pores within the solid are assumed 
to be filled with a mixture of 1(g) and P(g), with the 
mass-fraction ratio <f) of the two specified far up- 
stream. The present analysis considers a merged re- 
gime in which both reactions occur within a single 
reaction zone, and thus, the deflagration wave con- 
sists of a solid/gas preheat region, the melting sur- 
face, a liquid/gas preheat region, a thin reaction zone 
in which all reactive species are converted to gaseous 
products, and the burned region. The latter typically 
corresponds to a dark zone that separates the pri- 
mary flame from a secondary gas flame that has little 
effect on the burning rate. 

A model describing a multiphase deflagration was 
derived previously for a single-step reaction mech- 
anism R(c) -> P(g) [7]. For two gas-phase species (/ 
and P), an additional species conservation equation 
is thus required. For simplicity, we consider the sin- 
gle-temperature limit in which the rates of inter- 
phase heat transfer are large so that all phases have 
the same local temperature, but since a complete 
derivation of the full two-temperature model is given 
elsewhere [7,16], we provide only a brief explanation 
of the origin of each equation. Thus, we introduce, 

in terms of dimensional quantities (denoted by til- 
des) defined in the nomenclature, the nondimen- 
sional variables x = pscsÜx/ls, t = pscslPi/ks, T 

= f/f„, M/_g = üiJÜ, and pg = Pg/p£, where Ü = 
— dxjdt is the (unknown) propagation speed of the 
melting front, and constant heat capacities and ther- 
mal conductivities have been assumed. We also de- 
fine the parameters 

r = Pi lps,    r = pi lps,   I = 1; /ls,    I = Ig lls 

b = ci lcs,   b = c„ lcs, ys = ys lcsTu 

Wj/WF,   Le = L/paDc gr^g 

(1) 

(2) 

ft.g = Qi,glcsfu,Nlg = Elig/R% 

At = iÄf-NTPs5sÜ
2 

Ag = \Äg(~^Y e^/pfcfi2 

where n is the reaction order of the gas-phase re- 
action and Le is the gas-phase Lewis number. Here, 

lg, pgD, and hence Le are assumed constant, r and 
f are density ratios (liquid-to-solid and upstream gas- 

to-solid), I and I are thermal conductivity ratios, b 

and b are heat-capacity ratios, to is the ratio of mo- 
lecular weights of the two gas-phase species, ys is a 
heat-of-melting parameter (negative when melting 
is endothermic), Qig are heat-release parameters as- 
sociated with the condensed and gas-phase reac- 
tions, N[„ are the activation energies, and Alg are 
rate coefficients, or Damköhler numbers. Since 
v-fgM; = f(Äg/Äs) (pp'-^i-^, we may regard/I, as 
the burning-rate eigenvalue. 

For a steadily propagating deflagration, it is con- 
venient to transform to the moving coordinate £, = 
x + t whose origin is defined to be xm(t). In the solid/ 
gas region, the volume fraction a of gas is assumed 
constant (a = as), the solid phase is assumed to have 
constant density and zero velocity with respect to the 
laboratory frame of reference, and gas-phase conti- 
nuity is given by 

d_ 

d£ 
[pg(ug + 1)] = 0 

d£ 

£<0 

[fyj(ue + 1)] = (HbLe) 
cPY 

de 
(3) 

representing overall continuity for the gas phase and 
mass conservation for the mass fraction Y of the gas- 
phase intermediates. In the liquid/gas region <J > 0, 
overall continuity, continuity of the liquid phase, and 
continuity of the intermediate gas-phase species are 
given as 
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— [r(l - a)(Ul + 1) + rapg(ug + 1)] = 0       (4) 

(d/d£) [(1 - «)(«i + Dl 

=  -Ai(l - a)eWi-wr) 

<% 
[rapY(u„ + 1) + r(l - a)(u, + 1)] 

(llbLe) j- 
dY 

'Te. 
A(apY)" emi-nm 

(5) 

(6) 

where equation 5 has been used to eliminate the 
condensed-phase reaction-rate term that would have 
otherwise appeared in equation 6. Finally, overall 
energy conservation is given in the single-tempera- 
ture limit by 

(1 - as) — + rbas — [pg(ug + 1)T] 

d_ 
[1 - as + las) 

df 

dt 
£<0 

> 
«)(«, + l)(Qt + Q   + bt) 

+ fapg(ug + l)«?gY + for)] = 

|{[«l-.) + ?a]|+(^Le)«| 

£ > 0 (8) 

where equations 5 and 6 have been used to eliminate 
the reaction-rate terms in the latter. 

The above system of equations is closed by adding 
an equation of state (assumed to be that of an ideal 
gas) and an expression for the liquid velocity MJ. An 
approximate analysis of gas-phase momentum con- 
servation implies, for an unconfined, small Mach- 
number deflagration, that pressure is constant, 
thereby allowing the former to be expressed as pgT[Y 

+ w(l - Y)] = 4> + w(l — <j>) = 4>, where <f> is 
defined below. An analysis of condensed-phase mo- 
mentum and the assumption of zero velocity for the 
solid phase, on the other hand, leads to the kine- 
matic approximation u\ = (1 — r)lr in the limit of 
small viscous and surface-tension-gradient forces 
[4,7]. The problem is then completely defined by 
imposing the boundary conditions a = as for £ < 
0, u„ •0, Y-» i (0 < 4> < 1), T -> 1 as £ ■ 
and"a -> 1, Y -> 0, T -» Th as £ -> +~  and the 
melting-surface conditions, which are continuity of 
T = Tm, ug, Y and dY/d£ at £ = 0 and the jump 
condition 

[1(1 - oQ + las] 
AT 
de 

(1 - as)[-y, + 

(1 - as + las) 

i) r,„ 

Here, the final burned temperature Tb is to be de- 
termined, as is the burning-rate eigenvalue Ah which 
determines the propagation velocity of the deflagra- 
tion according to equation 2. 

Expressions for Tfc and the burned gas velocity 
ub

a uji=„ are obtained from the above model as 
follows. From equations 3, 4, and the boundary con 
ditions, we have the first integrals 

pg(ug + 1) = 1, 

dY 
Y - <f> = (1/fbLe) —    £ < 0 

CIQ 

(1 - a) + rapg(ug + 1) = rp\(u\ + 1), 

£>0 

(10) 

(ID 

where fk = 4>lwTb is the burned gas density. Thus, 
evaluating equation 11 at £, = 0 using the first of 
equations 10 and continuity across the melting sur- 
face, we obtain 

(7)     «* = [! + as(r - l)]/rp 1 

= [1 + as(f - 1)] wTb/r<j> - 1 (12) 

Using these results, first integrals of the overall en- 
ergy equations 7 and 8 are given by 

(1 - a, + rbas)(T - 1) 

= (1 - as + la,) Yr^<Q 

[b(l — a) + h(a — as + asf)]T 

(13) 

dT 
+ (a - as + of) QgY = [1(1 - a) + la] — 

dY 
+ (Qgl/bLe)a-~ - (1 - «)«?> + Qg) 

+ b(\ ~ as + a/)Th,    £ > 0 (14) 

Thus, subtracting equation 13 evaluated at £ = 0" 
from equation 14 evaluated at £, = 0+ and using the 
melting-surface condition 9, we obtain 

Tb = [(1 - a,)(Q, + Qg + 1 + y.) 

+ rag(cpQg + b)]/b[l + as(f - 1)]       (15) 

This result, which can be derived from a more gen- 
eral two-temperature model [16], is independent of 
the particular form of the gas-phase equation of 
state. In the limit Qg —» 0, equation 15 collapses to 
the result obtained for the single-step model [7]. 
Equations 10, 13, and 14, being first integrals of 
equations 3, 7, and 8, now take the place of the latter 
in our model. 

Equations 12 and 15 imply that there are signifi- 
(9)     cant variations in Th and «| with the upstream 
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gas-to-solid density ratio f, which in turn is propor- 
tional to the pressure p^ according to f = p^/ps = 
Wfp°/psR°Tu<j>. This important effect arises from the 
thermal expansion of the gas, the two-phase nature 
of the flow in the solid/gas and liquid/gas regions, 
and the fact that, for nonzero as, some of the heat 
released by combustion must be used to help raise 
the temperature of the gas-phase species within the 
porous solid from unity to Ty [7]. Consequently, both 
Tb and «| are typically decreasing functions of f. An 
additional effect, revealed by the two-step reaction 
analysis, is that Tb does not depend just on the total 
heat release Qi + Qg — Q associated with the com- 
plete conversion of the energetic solid to final gas 
products, but also on the heat release Qg specifically 
associated with the gas-phase reaction. This, too, is 
a two-phase-flow effect that arises from the fact that 
reactive intermediate species exist within the voids 
in the porous solid, and the heat released by these 
intermediates affects the final burned temperature, 
which, for a given total heat release O, increases as 
the fractional heat release associated with the gas- 
phase reaction increases. 

The Asymptotic Limit and the Outer Solution 

Further analytical development leading to the de- 
termination of Ai requires an analysis of the reactive 
liquid/gas region £ > 0. Equations 5, 6, and 14 con- 
stitute three equations for Y, T, and a in this region, 
with u„ then determined from equation 11 and the 
equation of state, and the eigenvalue Ai determined 
by the boundary conditions. In order to handle the 
Arrhenius nonlinearities in equations 5 and 6, we 
exploit the largeness of the activation energies Ng; 
and consider the formal asymptotic limit Ngt S> 1 
such that Ng/Ni = v ~ 0(1) and ß = (1 - Tb W 
» 1, where ß is the Zel'dovich number. This order- 
ing of the activation energies, along with a corre- 
sponding order relation for the ratio Ag/Ai to be in- 
troduced shortly, helps to insure that both the 
condensed and gas-phase reactions are active in a 
single thin reaction zone, since departures from 
these orderings can result in separated reaction 
zones [17]. 

In the limit ß —> ra, the Arrhenius terms are ex- 
ponentially small unless T is within 0(1//?) of Tb. 
Consequently, all chemical activity is concentrated 
in a zone whose thickness is 0(l/yS). On the scale of 
the (outer) coordinate £,, this thin region is a sheet 
whose location is denoted by £r = xr — xm, where 
xr > xm. Hence, the liquid/gas region is comprised 
of a preheat zone (0 < £ < <Jr) where chemical ac- 
tivity is exponentially small, the thin reaction zone 
where the two chemical reactions are active and go 
to completion, and a burned region £ > <*.. Denoting 
the outer solutions on either side of the reaction 

zone by a zero superscript, we conclude from equa- 
tions 5, 10-12, and the equation of state, 

«s,      £<{r 
1,        <?>&■' 

ug + 1 = [{a - as + ras)/ra(f>][Y + w(l - Y)]T- 

(16) 

where the latter is valid for all £,. Thus, there is a 
jump in a0, and hence in vP„, across the reaction 
zone. Similarly, in obtaining the complete outer so- 
lution for Y and T, it is necessary to connect the 
solutions on either side of the reaction zone by de- 
riving appropriate jump conditions across <J = fr. 
This will entail an analysis of the inner reaction-zone 
structure, whereupon an asymptotic matching of the 
inner and outer solutions will yield these jump con- 
ditions and an expression for A\. In connection with 
this procedure, it is convenient, and physically ap- 
pealing, to attempt a representation of the reaction- 
rate terms in equations 5 and 6 as delta-function 
distributions with respect to the outer spatial vari- 
able £ [12,13]. Using the results from equation 16, 
the system of equations for the outer variables Y° 
and T° thus become 

dY° 
f(Y° - <j>) = (t/&Le) —   £ < 0; 

(1/r) 
daP 

di 
?M - U   i > o (17) 

d£, 
[(a0 - as + ras)Y° - a°] 

d I    dY°\ 
(l/bhe) ^ \oP —j - PgSiZ -£r-H),Z>0 

(1 - as + rbas)(T° - 1) 

->    dT° 
= (1 - as + las)—     i < 0 

[b(l - a0) + Uof ~ as + a/)]T° + 

(18) 

(19) 

dT3 

(a° - as + a/)OgY° = [1(1 - a0) + toP] — 

dY° 
+ (Qgl/bLe)a«— - (1 - a°)(0( + Og) 

+ B(l - a, + a/)Tb,  £>0 

di 

(20) 

where P; and P„ are the source strengths of the dis- 
tributions at £, = £,r and <J = <Jr + H. Here, P;, P„, 
and H are to be determined, where the 0(1//?) width 
of the merged reaction zone implies that H is of this 
order (or smaller) as well. 
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The solution of equations 17-20 subject to the 
melting and boundary conditions is given by 

P, = (1 - as)lr, Fg = 1 - as + fas<f>, 

no = 
(</> + [(1 - <j>)(l- as) - (1 -as + rasct>) 

X e-(i-a,+?a,)bLcMybu((-<;r)/i/(i - as + ras), 

t<tr 
[(1 - as + ras(j>)/(l - as + ro.)] 

X   [1   -  gd -  a, + fa,)bLeU-(r-H)/I^ 

£r <{<&. + H 

*>0,   f > £. +   H 

(21) 

I*"«) 

/•j   -|-   (T      — 1) g[(l-a. + *i»)/'(l-<n + i<»)kj 

( < o 
B   +   (7     _ g) g([fc(l-m) + »<»]/[/(l-<») + (<B])4j 

Bx + (Tb - Bx) e*><i-«.+f«.)<«-{r-W 

4 < £ < f r + H 
T6 = Bi + (1 - as + fas</>)Og/fc(l - as + raj 

. £ > ir +  H 

(22) 

where 

B 

[(1 - as)(l + ys) + rbaMHi ~ a,) + fbas], 

Bj = [(1 - as)(Q, + 1 + ys) + fbaj/bd - as + ras), 

fr = {[?(1 - as) + iasV[ba ~ cO + rbas}} 

X lnUBj - B + (Tb - B1)e-Ü1-«°+f-*'»I'>]/(jm ~ B)} 

(23) 

A sketch of the outer solution is shown in Fig. 1. 
Since the interval <Jr < £, < H lies within the merged 
reaction zone, only that portion of equations 21 and 
22 for £ < <J- and £, > £r + H ~ £r

+ actually rep- 
resents the outer solution. Consequently, there is an 
0(l/jß) jump in Y° and T° across this region. Alter- 
natively, for small H, an expansion of <5(<J — £r — H) 
in equation 18 about H = 0 introduces the deriva- 
tive <5'(£ — fr) [13], which implies discontinuities in 
Y° and T° at £, = <Jr. These discontinuities are de- 
termined by H, which, like Ah is an eigenvalue. Both 
are calculated by matching the outer solution to that 
of the inner reaction-zone problem. 

Reaction-Zone Solutions 

To analyze the chemical boundary layer at £,n we 
introduce a stretched inner variable y = ß{£, — £,r) 
and a normalized temperature & = (T — l)/(Tb — 

Y° T°/Tb 

- T"/TM 

a0 

 1 i—* 
1 - a0, Y° a , 1 

-10.0 0.0 ? 10.0 

FIG. 1. Outer structure of the leftward-propagating def- 
lagration wave. The solid/gas region lies to the left of ( = 
0, and the liquid/gas region to the right. The shaded area 
denotes the region £r < £ < £r + H, which, despite the 
explicit representation afforded by the outer delta-function 
formulation, actually lies within the inner reaction zone. 
The region to the right of the reaction zone consists of 
purely gaseous products. Parameter values used were b = 

r = he = I = <j> = 1, b = f = I = .8, as = .25, O, = 
5,0 g = H = .5,ys = -.2,7*,,, = 2. 

1). We then seek solutions in this region as a ~ a0 

+ ß-1a1+ ■•■,ug~u0+ ß~hi1 + ■■■J~ß~ly1 

+ ß-2yz + ■ ■ ■, 6 ~ 1 + ß-^ + ---.Ai- ß(A0 

+ ß~lAx + •••)andtf~J?-1/i1 + ß-%2 + •••, 
where the ut are calculated in terms of the at, yt and 
8j from equation 16, which is valid in the reaction 
zone. We also order the rate-coefficient ratio AJAi 
= r(^)--1(Ag/Ä()e

(1-v)A" = ßnl where X is an 0(1) 
parameter. This scaling, along with the previous or- 
dering of the activation energies, partly defines one 
regime that is consistent with a merged reaction- 
zone structure. 

Substituting these expansions into equations 5, 6, 
and 14, the leading-order inner variables <% ?/i> and 
B\ are governed by 

dot0 

dt] 
= rA0(l - a0)eei (24) 

[1 + (I- l)a0] Y + [lQg/bLe{Tb - 1)H -j1 

= {[(b - b)Tb + Qt + Qg]/(Tb - 1))(1 - a0) 

(25) 

(1/bLe) — (a ^A =  - — 
d!j\     dr\) dt] 

+ XA0(a0yl4>lwTb)
neMl (26) 

Solutions to these equations as y —> ± °° must match 
with the outer solution as £ T <^~ and as <J 1 
(<^r + H) + , leading to the matching conditions 
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r«? 

- Y? 

-^L «r^ 
 1'  —i ^^ 
-B.O 4.0 

FIG. 2. Inner structure of the leftward-propagating def-      6\ 
lagration wave for the case X0 = 4. The curves were drawn 
for the parameter regime analyzed in the paper, based on 
the parameter values used in Fig. 1 (choosing s = .5, the 
latter imply that the scaled parameters aj  = aje = .5, 

<?! = <?g/£ = 1 and I1 = (I - 1)1 e = - A). 

a0 -» 1, 0, -> 0,«/, -» 0 as // -» + °° (27) 

a0 —> as, 61 ~ E\r] + E2^i> 

t/i ~ {bLe/l)[ — fri + (1 — as + fas<f>)hi\ 

as r\ —> — °°, 

b(l — as) + rbas 
E1 = {{Tb - B)/{Tb - 1)] ■ 

1(1 - as) + las 

E-2 = -i(Th - BMTb ~ 1)] y (1 - as + ras) 

(28) 

Solution of the complete inner problem given by 
equations 24-28 will only be possible for certain val- 
ues of hi and A0, the leading-order coefficients in 
the expansions of H and A\. 

Employing a0 as the independent variable, equa- 
tions 25 and 26 take the form 

[1 + (I - l)a0]e* 
d9± 

da0 

+ [lQ/bLe{Tb - l)Ke' 
da0 

[(b - b)Tb + ft + Qg]/(Tb - IMo (29) 

(rA0l/bLe) 
da0 

a0(l - a0)e
6 

da0_ 

=  -1 + (l/r)(aoyij>/wTb)n e^-»°y{l ~ a0) 

(30) 

A closed-form solution to this system is not readily 
apparent, and thus further analytical development is 

restricted to a perturbation analysis of equations 29 
and 30 in the limit that Q„ is small relative to Qi 
Since this implies that most of the heat release oc- 
curs in the first stage of the two-step reaction pro- 
cess, at least some of the initial exothermic gas-phase 
decomposition reactions should be lumped with the 
overall reaction (la), regarding the resulting decom- 
position products as the gas-phase intermediates 
1(g)- Thus, we formally introduce a small bookkeep- 
ing parameter £, where 0(/?_1) <C e <C O(l), and 
write Qg = sQi where Ql ~ O(l). We now seek 
solutions to the leading-order inner problem in the 
form a0 ~ a§ + eaj + ■ ■ ■ ,yy ~ yl + ey\ + • • ■, 

5 + ed{ + ■ ■ ■, A0 ~ A°0 + sAl + • • •, and 
hx ~ hi + sh{ + ■■■. 

Substituting these latest expansions into equations 
24, 29, and 30, a closed subsystem 

[l + d- M] e 
.des 
dcP0 

= [(b - b)Bx + Ql]/(B1 - l)rAl 

drj 
= rA$(l - o%) ee1 (31) 

is obtained, subject to arg —> 1, 0? —> 0 as rj —> + °°, 
and a$ —> as> 0? ~ Efyl as rj —> — °°, where £? is 
given by E1 in equation 28 with Tb replaced by its 
leading-order approximation Bj. The first of equa- 
tions 31 is readily integrated from a§ = as (at rj = 
— °°) to any o% < 1 (rj < + °°) to give 

e*«8) = [(b - fyBABt 
fa» 

X        däJ[l + (I - l)a\ 
Jots 

1M8] 

(32) 

Evaluating equation 32 at a$ = 1 (at which ff{ = 0) 
thus determines A§ as 

A% 

{[(& - b)Bx + QtViB, - l)r(l - I)} 
X In [l/[l + (I - Da,]}, I # I 

(1 - as)[(b ~ £)Bi + QiV(B1 ~ Drl, 
I = I 

(33) 

Substituting this result into equation 32 for arbitrary 
a0, we thus obtain 

0?(«8) = 

In Ml + (t ~ IH] - HI + d - l)as]} 
- In (In t - HI + (t ~ Das]}, t ¥= I 

ln(a§ - as) - ln(l - oQ, I = I 

(34) 

The determination of ajj(^), and hence #?(?/), then 
follows directly from the second of equations 31. For 

example, when I = I (equal gas and liquid thermal 
conductivities), we obtain 
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a%{ri) = {a, + e[*-*)Bi + l?<](i-a<V(Bi-i)}/ 

{1    +   g[(fc-fc)B1+p;](l-a,Vi(Bl-l)} (35) 

where the matching condition at y = — °° has been 
used to evaluate the constant of integration. 

From equation 33, the leading-order expression 
for Ai is independent of the effects of the second 
reaction, which has been assumed to have a rela- 
tively small thermal effect. Consequently, the first 
effects of the two-step mechanism on the burning 
rate appear at 0(e), which requires the calculation 
of A},. We proceed by first calculating yl, which is 
determined from the leading-order version of equa- 
tion 30. For simplicity, we consider the parameter 

regime as = a}e, 1 = I + el1 and v = 1 + ev1, 
corresponding to O(fi) porosities, O(e) differences in 
the conductivities of the condensed and gaseous 
phases, and O(fiyS) differences in the activation en- 
ergies of the two reaction steps. Also, we consider 
only a first-order gas-phase reaction (n = 1), and 
assume that (X(f>/rwAp^,)(bLe/rl) = X0 + sXh where 

1% = (Qi + 1 + ls)/o is the leading-order approx- 
imation to Tb with respect to e. The parameter group 

{X(j)lrwA§Tl)(bLe/rl) is a gas-to-liquid ratio of dif- 
fusion-weighted reaction rates, referred to as con- 
sumption rates [12,13], which represent relative 
rates of depletion, taking into account both chemical 
reaction and, for the gas phase, species diffusion. 
The fact that larger Lewis numbers are associated 
with higher rates of depletion of the gaseous reactant 
stems from the higher concentration of this species 
in the reaction zone that results from a smaller mass 
diffusivity. 

In the parameter regime just outlined, ff{ and Al 
simplify to 

0? = In a°0,    Al = 

[bQt + (b - g)(l + ys)]/rl(Ql + 1 + y, - £), 

a0(n)   =  erA?„,/[l   +  grA] (36) 

or r\ = (1/rAl) In [ag/(l - a©]. Hence, the lead- 
ing-order version of equation 30 for yl is given by 

dzy1 1     \diA 
daf      \a°0      1 - aV deft 

^yl 
«8(1 - oftf 

(bLe/HAl) 

(aim - «§) 
(37) 

subject to yl —> 0 as a$ —> 1. An appropriate match- 
ing condition as a§ —> 0, however, cannot be ob- 
tained directly from equation 28 because that equa- 
tion was derived under the assumption that as ¥= 0, 
whereas to leading order in s, as is zero. Indeed, at 
this level of approximation, the outer variable Y° has 
no meaning for £, < 0, since there is essentially no 

gas in this region. To derive proper matching con- 
ditions on yl and, for later use, y\, we consider the 
local mass fraction Z of the intermediate gas-phase 
species with respect to the total mass of all species, 
gaseous and condensed [16]. Thus, Z = rapjil 
[rot/pg + r(l — a)] = f4>aY/{r(f>a + r(l — a) [Y + 
m(l — Y)]T] is unambiguous as a —> 0, where it must 
vanish. From the outer solution written in terms of 
y, the required behavior of Z as y —¥ — °° is Z ~ 
eß~1(r<palbLe/rwTff.)( — f(f>y + hf). Hence, substi- 
tuting the inner expansions into the definition of Z 
and imposing this asymptotic behavior implies 

agjrt-X),    alyl - <*&? 

+ al(bLe/l)[-(f<j)/rAl) In «8 + hi] as a°0 -> 0 

(38) 

where we have written these conditions in terms of 
al, using the fact that aj —> a} as a{j —> 0. 

Formal solutions to equation 37 can be expressed 
in terms of hypergeometric functions, but since we 
desire explicit representations for use in the next- 
order problem, we focus on such solutions that may 
be obtained for certain values of X0. In particular, 
solutions for X0 = 1 [16] and X0 = 4 that satisfy the 
matching conditions are given by 

-(bhellrlAl)- 

1 + [(1 - a$)/al] In [(1 - «§)/«§] 
+ In a°M(l - al), X0 = 1 

(3 - al)/(l - al) + 2 In ag/(l - a§)2, 
Ao = 4 (39) 

We observe that although alyl —» 0 as af| —» 0, yl 
itself is unbounded, exhibiting the behavior 

,,o -(bLe/rlA0
0)- 

In «o X0 = 1 
In al + 3/2,    X0 = 4 

as a" • >0 (40) 

Profiles of the leading-order inner variables as func- 
tions of y are shown in Fig. 2. 

The reaction-zone problem at the next order in s 
determines a\y y\, 6\ and A\, as well as hi, which is 
still unknown. As before, the problem for aj and 
8\ decouples and is given by 

^ = Mid 
ay 

*l)0\ 

+ Ah(l - a°0) - Alal]e»1     (41) 

l^ + l^ + [lQl/bLe(n ~ IM^1 

dt\ ay s ay 

= -C0al + d(l - a°0) (42) 



1976 PROPELLANTS 

aj -> 0, 6\ -> 0 as r\ -> + 

«o -> «1 0} ~ Ehy + E^/i? as r\ -> 

[ag(l - aß)-1] + 1 and 1 - ajj, so that the general 
solution for 9\ may be constructed by reduction of 

(43)     order and substituted into equation 45 to determine 
a},. Thus, for example, 

where 

c0 = [(b - &m + Qivm -1) = rU% 
Ci = [Qim -1) - moi + b - Bmn - D

2
. 

£} = a}{rb - b)/l 

+ [am - i) + ma + ?s -bwn - m 
£1 -<?^(Tg - 1) (44) 

and Th ~ U + eTl + 

ys)lb and T\ = Q\lb 

■ ■ ■, with n = {Qi +1 + 
f(7jj —  l)a}. We observe 

that Tl, and hence Cj and E\, all depend on a}, 
reflecting, to this order of approximation, a linearly 
decreasing dependence of the burned temperature 
on the porosity of the solid. 

Transforming to a§ as the independent variable, 
equations 41 and 42 become 

dal 

da?, 
ah 

l + T^Cel + AyA° (45) 

riß1 

rui0a0 + i^0 = Cj 

- [QMA^bLem ~ D] K): M 
da$ 

(46) 

subject to equation 43 expressed in terms of a$. Re- 
writing equation 45 as (d/da§) [a$/(l — «§)] = 
(0} + Al/A$)/(1 --aß) and substituting this result 
into the derivative of equation 46, we obtain 

01 = 0, 1 + (1 - a§) In 

+ c2(l - «g) - f0 + | (1 - o8) In ag 

^ „ Inag 
+ tiA&n- D Ud - «8) + (i - «8)2 

5 In a8 

Cg [11 ~ 9"8 
12(1 - 

2 1nag 
2(1 - «g) 

♦7<—H?« 
+ 2(1 - o8) X + W«8) .6 

In «8 + 2Li2 (1 - «8) 

2(1 - a°0) [2Li3(«8) + Li3 (1 - «8)1 (48) 

«J = c3(l - og) + (1 - a8) c^S In 
i -og. 

+ c2«8 + ^ («8 in «8 - «8) 

Qia - «8) In «g 

rlA%n - 1) 12(1 - «8) V* + 1 - «8. 

1 + 4ag        (n2      13' 

[2(1 - «8) 

13 

In «8 
3        2/ 

a°0 In (1 - ag) + 2«8Li2(«8) 1" «8 

2Li2(l - a°0) - 4«8Li3(«8) 

2«8Li3(l " «8)1 (49) 

d2e\    l del      
daf + a% da% + c*8(l 

Ö! 

a8) 

_2L l 

bLeOt - 1) «8 dag . {a°>  dal 

AVA% 
a%(A - «8) 

M 
-~Z     (47) «8 

where !/? is given by equation 39. Homogeneous so- 
lutions    of   equation    47    are    (1    —     a§)    In 

for 20 = 4, where c1; c2 and c3 are integration con- 
stants, and the polylogarithms Li„(a), n a 2, are de- 
fined recursively for all complex a by Li2(a) = 
-Jo^-ilnU - a)da = 2/.! o//f, Un>2{a) = 
Jo«-1 1in_i(a)da = 2j=1 «?'//", where the series 
representation is convergent for lal < 1 [18]. For 0 
< a < 1, Li2(a) and Li3(a) are monotonic functions 
that range from Li2(0) = Li3(0) = 0 to Li2(l) = 
TTV6 and Li3(l) = 1.20205690. Also, Li2(a) + 
Li2(l — a) = 7t2/6 — In a ln(l — a), which was 
used to obtain equations 48 and 49. Application of 
the matching conditions then determines A}>, ch 

c2(fe?), and c3 as 
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Ah = 01(21 - 27tz)/6rl(n ~ 1) 

+ E\lr - A$l/2l, 

C2 = <?g{[3 " ^ + 6Li3(l)]/3rylg 

- hwn ~ D, 
Cl = -0i(9 + n2)/3HAn

0(n - D 

+ E\/rA°0 - P/21, 

c3 = a} + QU2n2 - 3)/6rlA^(U - D 
(50) 

An expression for hi may be determined by con- 
tinuing with the perturbation analysis, but it can be 
deduced directly from the second matching condi- 
tion (equation 38) which, for X0 = 4, gives 

y\ ~ a}(bLe/rlA$)[(l ~ ?$) In aP0 

+ rAtyil + 3/2]/«8 as «8 -» 0     (51) 

Since l/a$ ~ exp( — rA%rj) as t\ —» — <*>, equation 51 
implies that y\ grows exponentially as t] -> — °° un- 
less the right-hand side is identically zero. Since only 
algebraic growth of the inner solution is compatible 
with an asymptotic matching with the outer solution, 
as indicated in equation 28, we conclude from equa- 
tion 51 that r<f> = 1 + 0(fi)and/i? = (-3/2)/M>). 
This required restriction of f to values that are rel- 
atively close to l/<f) s 1 corresponds to high up- 
stream gas-phase densities, or pressures, and maybe 
interpreted as a compatibility condition, required for 
the existence of a merged-flame solution, that ac- 
companies our ordering of the activation energies 
and consumption rates when gas-phase heat release 
is small. According to equation 16 for u„, it essen- 
tially limits the two-phase-flow effect to that associ- 
ated with thermal expansion of the gas. Larger rates 
of gas-phase transport relative to the condensed 
phase would cause the gas-phase reaction to occur 
increasingly downstream of the condensed reaction, 
leading to a breakdown in the merged-flame struc- 
ture analyzed here, but it is anticipated that larger 
gas-phase consumption rates would allow for larger 
gas-phase convective transport arising from smaller 
upstream gas densities. Profiles of aj and 9\ for X0 

= 4 are shown in Fig. 2. 

Discussion of the Burning Rate and 
Conclusions 

The dimensional propagation speed Ü, from the 
definition of A\ given in equation 2, is given by 

ü2 ~ tfÄ/Äcs)/?>[i + sTU2 - nvmn - D 

+ ■■■](A°0 + eAl + ...)-ie-NRi-*rt/7fl + •■•) 

(IMP&WIA® e-^e'Prt'tä- 

x {i + S[Ti(2 - nvmn 
- Ab/A°0] +  ■■■} 

1) 

(52) 

where Tj,, which appears in the definitions of the 
nondimensional activation energy Nt and the Zel'do- 
vich number ß, has been expanded according to the 
expansion given below equation 44, and we have in- 
troduced the «-independent definitions Nf = Erf 

R°rg and ßP = (Tg - l)Nf/1%. Substituting the ex- 
pressions obtained in the previous section for Aft and 
Al and setting the bookkeeping parameter e equal 

to unity (implying a] = as,l
l =1 —I and 0i = Qg), 

we obtain the asymptotic expression for the Durning 
rate, in the specific merged-flame parameter regime 
considered here, as 

o* ~ üMA)wn - w(bn -1 - y*)] 
X ßOe-wfe/!0[9g*(iü-i)-<»^]+-- 

x {i + (i - Din + [Qjm - D(bn -1 - ys)\ 

x [(2 - w(hn -1 - ysvm 

- (21 - 2TT
2
)(71> - l)/6 - (1 + ys - b)/b] 

- wj(bn -1 - 7s)#(2 - n)Q>n -1 - y,vn 

+ m- m (1 - <t>)(l + ys-b)] +■■■} 

(53) 

forA0 = 4, with a similar expression for 2.0 = 1. The 
first effects of heat release associated with the sec- 
ond step of the reaction model are determined by 
the terms proportional to Qg in equation 53. 

The dominant effects associated with gas-phase 
heat release are determined by the second exponen- 
tial factor in equation 53, which is exponentially 

large unless as/Qg « £-1(Tg - l)"1 </>• Values of 
as/Q„ less (greater) than this critical value thus pro- 
duce a significant increase (decrease) in the burning 
rate over that of a nonporous material governed 
solely by the condensed reaction, corresponding to 
whether or not the perturbation in the burned tem- 
perature, which arises from nonzero porosity and the 
additional heat release associated with the gas-phase 
reaction, is positive or negative. Since Qg is positive, 
the additional heat release associated with the gas- 
phase reaction enhances the burning rate, but de- 
creasing amounts of solid material that correspond 
to increasing porosities lead to a lower overall heat 
release associated with the condensed-phase reac- 
tion, resulting in a critical value of porosity for which 
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FIG. 3. Approximate nondimensional propagation speed 
U = Ü(Qa, as)/0(0,0), corresponding to the case A0 = 4, 
as a function of as for Qg = .1 (solid), .2 (dash), .3 (chain- 
dash), .4 (dot), and .5 (chain-dot), where the remaining 
parameter values were taken to be the same as those used 
in the previous figures. 

these counteracting effects balance. Plots of U = 
Ü(Qg, as)/Ü(0,0) are shown in Fig. 3. 

Although the primary effect associated with non- 
zero porosity and a second gas-phase reaction step 
is thus thermodynamic in nature, additional effects 
are revealed by those terms arising from the correc- 
tion Al to the leading-order burning-rate eigenvalue 
A% which give rise to the last two terms proportional 
to both Q„ and as and the term proportional to 

I — I within the curly brackets in equation 53. For 
example, it is readily seen that a value of the gas- 
phase thermal conductivity greater (less) than that 
of the liquid phase tends to increase (decrease) the 

propagation speed, since larger values of I — I allow 
for greater heat transport from the reaction zone 
back to the preheat region, providing a type of "ex- 
cess enthalpy" effect for the condensed-phase por- 
tion of the reaction. The result for the case in which 
X0 = 1, corresponding to a smaller preexponential 
reaction-rate coefficient for the gas-phase reaction, 
is identical to equation 53, except for the fact that 

the numerator 21 — 2K
2
 = 1.26 is replaced by n2 

— 6 = 3.87 in the second term proportional to Q& 

in that equation. Thus, as expected, a smaller gas- 
phase consumption rate results in a smaller overall 
burning rate when the corresponding rate for the 
condensed-phase reaction is unchanged. 

In conclusion, the present analysis has sought to 
describe some of the effects associated with the def- 
lagration of porous energetic materials arising from 
two-phase flow in the presence of a multiphase se- 
quential reaction mechanism. In contrast to previous 
work in which the condensed and gas-phase reac- 
tions were spatially separated, a merged-flame pa- 
rameter regime, in which both reactions are opera- 
tive and proceed to completion in a single thin 
reaction zone, was considered in the present study. 

Although additional parameter constraints were re- 
quired to support a merged-flame structure, such a 
structure was calculated for the case of a high-pres- 
sure deflagration in which the relative flow of gas 
with respect to the condensed material arises pri- 
marily from thermal expansion of the former. This 
result is consistent with typical experiments involv- 
ing the nitramine propellants HMX and RDX that 
show the tendency of the primary gas flame to move 
closer to the propellant surface as the pressure in- 
creases. Further parametric studies are in progress 
and will be reported in future publications. 

Nomenclature 

Ä preexponential rate coefficient 
D mass-diffusion coefficient 
c heat capacity 
E activation energy 
Ö heat release 
R° gas constant 
1 time 

f, 0, 9 temperature variable 
« velocity variable 
Ü propagation speed 
W molecular weight 
x, £,, t] spatial coordinate 
Y, y gas-phase mass-fraction variable 
a gas-phase volume fraction 
% heat of melting 
X thermal conductivity 
p density 
4> gas-phase mass-fraction ratio 

Subscripts, Superscripts 

gas, liquid, solid phase 
downstream burned value 
melting-surface value 
upstream unburned value 
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COMMENTS 

Jerry Finlinson, NAWC, USA. It would be very useful if 
you would compare your model against some real data, 
such as the HMX porous bed data generated for DDT 
experiments. It seems that having the burn rate decrease 
with decreasing porosity is different from DDT data. HMX 
will transition to detonation in approx 1 cm. Could you 
comment on that? 

Author's Reply. The analysis and results presented in the 
paper were for the case of an unconfined deflagration, and 
thus the DDT experiments to which you refer are not di- 
rectly applicable to the present study. In a DDT scenario, 
the (weak) deflagration structure described here breaks 
down, giving rise to nonnegligible pressure gradients that 
result in a fundamentally different structure in which con- 

vective processes assume a much more significant role. In 
particular, the strong convective influences force hot gases 
into the pores of the unburned material, providing, among 
other things, a significant preheating effect. In such a 
strongly convective regime, it is not surprising that, as the 
porosity increases, this convective preheating can dominate 
the thermal loss associated with a diminished amount of 
energetic material, thereby increasing the burning rate. In 
contrast, in the deflagration regime analyzed here, diffusive 
effects are insufficient to overcome the thermal loss asso- 
ciated with increasing porosity, and the burning rate de- 
creases. In continuing work, we are looking further into the 
aforementioned effects associated with convective burning, 
and thus hope to be able to compare future results with 
some of the DDT data that is currently available. 
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SOLID PROPELLANT DIFFUSION FLAME STRUCTURE 

T. P. PARR AND D. M. HANSON-PARR 

Combustion Diagnostics Laboratory, Research Division, Naval Air Warfare Center 
China Lake, CA 93555-6100, USA 

Laser-supported deflagration of ADN, AP, HNF, TNAZ, RDX, or HMX in sandwich configurations with 
various energetic and nonenergetic binders was studied. Planar laser-induced fluorescence (PLIF) was 
used to measure the two-dimensional NH, OH, and CN species profiles for these sandwiches. For the 
HNF sandwiches, obvious diffusion flames were present at low pressure, but they were weak, further from 
the surface than the HNF monopropellant flame, and not expected to be burn-rate controlling. ADN was 
found to have diffusion flames with energetic binders at low pressures, but they were very far from the 
surface. The high burn rate of ADN at pressures above 3 atm left the binder behind, and the diffusion 
flames became weak. AP showed clear evidence for strong close diffusion flames with binders and even 
with other oxidizers. The combination of HMX or TNAZ with AP leads to obvious diffusion flame inter- 
actions: the highly reactive AP-decomposition products accelerated the nitramine dark zone kinetics and 
caused the secondary flame to hold on the interface region. This leads to higher heat feedback in the 
interface region and a somewhat faster nitramine regression rate. TNAZ, RDX, and HMX were not found 
to have any diffusion flames with energetic or nonenergetic binders: the monopropellant flame was lifted 
in the region around the binder. These results imply that ADN, HNF, TNAZ, RDX, and HMXpropellants 
will not have the clear particle size ballistic tailorability seen with AP propellants, because diffusion flames 
appear to be strong and close to the surface (and therefore burn-rate controlling) only in AP propellants. 

Introduction 

Nearly all solid rocket propellants are composite 
mixtures of several ingredients, some acting more 
like fuels and others more like oxidizers. Since par- 
ticle sizes can be the same scale as or larger than 
flame lengths, diffusion flames between ingredients 
are important in some propellant systems. Under- 
standing the interaction between ingredients, as well 
as diffusion flame structure, is important to under- 
standing the effects of particle size on propellant bal- 
listic properties. For example, most AP (ammonium 
perchlorate)-based composite propellants are 
thought to have diffusion flames between the AP and 
fuel decomposition products, and such propellants 
show particle size effects on ballistic properties [1,2]. 
Changing the AP particle size can lead to a factor of 
nearly 8 change in burn rate. The smallest particles 
lead to the highest burn rate, because the hot pri- 
mary diffusion flame between AP and fuel domi- 
nates the heat feedback to the AP and leads to a high 
regression rate. Large AP particles see mostly the 
cooler AP monopropellant flame, leading to a lower 
burning rate [2]. 

A solid propellant flame is a complex system, and 
it is necessary to understand the decomposition pro- 
cesses and the kinetic mechanisms of the diffusion- 
ally mixed products of the materials that comprise 
the propellant to understand the system as a whole. 
Once understood, the system can be modeled, and 

the models used for a priori prediction of global bal- 
listic properties. Techniques with adequate spatial 
and temporal resolution must be employed so that 
species and temperature profiles can be measured 
and mechanisms deduced. 

Substantial work has been done in our laboratory 
and others to characterize the flame zone of neat 
RDX (cyclotrimethylene trinitramine) laser-sup- 
ported deflagration and self-deflagration [3-14]. 
RDX was seen to have a two-stage flame structure 
under laser-supported deflagration. The secondary 
and primary flames collapse together without the ex- 
tra flux from the laser, however [3]. A combustion 
model based on detailed kinetics [15] has been able 
to adequately predict the temperature and most of 
the species profiles measured. The model also pre- 
dicts the merging of flame zones with removal of 
laser flux and very closely predicts the burning rate, 
pressure exponent, and temperature sensitivity mea- 
sured experimentally [14]. 

HMX (cyclotetramethylene tetranitramine) is a 
monopropellant similar to RDX. A combustion 
model has also been developed for HMX [16], and 
it predicts measured species and temperature pro- 
files and the global ballistic properties. HMX was 
found to undergo more condensed phase decom- 
position so that the gas species fed to the flame are 
different from RDX, which makes the flame struc- 
ture different. 

It is a continuing effort of this laboratory to study 
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FIG. 1. Apparatus diagram for planar laser-induced fluo- 
rescence experiments. 

new oxidizers, such as ADN (ammonium dinitram- 
ide). Work has also been done with neat HNF (hy- 
drazinium nitroformate or (N2H5) + (C(N02)3)- [4] 
and sandwiches of HNF and other materials with 
energetic binders and other oxidizers such as HMX 
and RDX. These and other recent two-dimensional 
diffusion flame structure results from our laboratory 
will be discussed. 

Experimental 

The oxidizer samples used in the experiments 
were either pressed neat from powders (ADN, AP, 
HNF, TNAZ [1,3,3-trinitroazetidine]) or pressed 
from powders using 1 drop of spectrophotometric 
grade methanol (HMX, RDX) at about 80,000 PSI 
to between 96% to 97% theoretical maximum den- 
sity (TMD, or crystal density). The methanol was 
dried out of the HMX and RDX samples before use. 
These solid pellets were right circular cylinders. The 
laser used to ignite the samples and subsequently aid 
in the deflagration was a 150-W CW C02 laser. 

Binder sandwiches generally consisted of 2-mm- 
thick slabs of oxidizer with a thinner piece of binder 
in between. If an oxidizer were used as the binder, 
that is, the center lamina, the thickness was generally 
0.5-1 mm with 2-mm slabs of other oxidizer on the 
outside. The energetic polymeric binders (BAMO 
[bis(azidomethyl)oxetane]/NMMO [3-nitrato- 
methyl-3-methyl oxetane] and GAP[glycidylazide 
polymer]) and the wax were sliced from a large al- 
ready-cured piece using a razor blade. The BAMO/ 
NMMO and GAP were high energy (high plasti- 
cizer-to-polymer ratio). Other polymers, such as 
HTPB (hydroxyl-terminated polybutadiene) or PU 
(polyurethane), were obtained from cured sheets as 
thin as 50 jura. As will be seen in the results section, 
the use of the terms binder and oxidizer is continued 
for historical reasons. However, some compounds 
normally classified as oxidizer are actually fuel rich 
and act as fuels in some of the sandwich configura- 
tions. 

Sandwich construction was by manual means. Pel- 
lets were cut in half with a razor blade and the bot- 
toms sanded flat. Thin slices of binder were placed 
between two half pellets in a miniature vise. No glue 
was used. Excess binder was cut off and the semi- 
cylinders planed fiat using a sharp razor blade. A 
microscope was used to measure the lamina thick- 
ness for the soft binders or measured with calipers 
if the material was stiff enough. 

Previous work in our laboratory on neat nitramines 
showed that laser-supported deflagration is a good 
method to study flame structure. It allows the study 
of systems below their pressure deflagration limit, 
yet does not drastically alter the flame chemistry or 
structure. In the sandwich work, the low average 
power laser flux of 50 cal/cm2 s (reasonably flat un- 
focused beam) was kept on during the entire exper- 
iment. 

The flame structure was measured using planar 
laser-induced fluorescence (PLIF) imaging [3- 
5,17-21]. The apparatus diagram for the PLIF setup 
is shown in Fig. 1. The C02 laser irradiated the sand- 
wich surface at about 15° from normal to prevent 
absorption by plume gases. The laser used to excite 
PLIF was a Nd-Yag3* pumped tunable dye laser 
with nonlinear crystal mixing and doubling into the 
ultraviolet. The ultraviolet beam was expanded and 
formed into a sheet and passed across the sandwich 
laminae, perpendicular to their surfaces, through the 
center of the flame. The camera used to image PLIF 
for recent tests was a gated image intensified CCD 
with 752 X 480 pixels. For PLIF work, the camera 
was gated on for about 80 ns only during or just after 
the diagnostic laser pulse; this discriminated against 
natural flame emission and monitored only the laser- 
induced fluorescence. The camera imaged the PLIF 
signal at 90° with respect to the diagnostic laser 
sheet. The pressure vessel (bomb) was essentially a 
stainless steel box with four windows in it. The three 
largest were 50-mm-diameter sapphire windows and 
the fourth a 25-mm-diameter ZnSe window for the 
C02 laser. Before each pressure test, N2 gas flowed 
into the bomb, and the desired pressure was estab- 
lished by adjusting the flow out of the outlet valve. 
The N2 flow was from the bottom of the bomb to 
the top, but the propellant flames were in the dead 
zone downstream of the vise and the N2 flow velocity 
was quite low. 

PLIF imaging monitors the ground electronic 
state of flame species, whereas chemiluminescence 
comes only from excited electronic states formed in 
low probability energetic reactions. Thus, it is often 
not a good idea to use chemiluminescence to mon- 
itor flame structure because it tracks low probability 
secondary reactions rather than the main flame 
chemistry pathways. For OH radicals, for example, 
the chemiluminescence does not track ground state 
OH concentrations at all [22], This is why we chose 
to use PLIF. In addition, PLIF provides a narrow 
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FIG. 2. Effect of binder thickness 
and pressure on diffusion flame 
characteristics: (left) flame length 
versus central lamina thickness, 
(center) flame length versus pres- 
sure, and (right) dark zone length 
versus pressure. 

planar slice through the flame, while emission im- 
aging is a line of sight average technique. The thick- 
ness of the laser sheet was less than 150 ßm, and the 
resolution of the camera system was about 9 microns 
per pixel for the HNF sandwich tests. 

CN radicals were monitored using PLIF by excit- 
ing the (0, 0) B-X bandhead at 388.34 nm (all wave- 
lengths reported here are in air, not vacuum) while 
imaging (0, 1) emission using a 420-nm interference 
filter. The laser power used saturated the CN tran- 
sition, thereby partially limiting problems caused by 
quenching. The CN PLIF image profiles are there- 
fore expected to be a good relative image of CN- 
radical concentration profiles. NH PLIF was ob- 
tained by tuning the laser to the Q3 (1, 0) (A-X) 
bandhead near 305 nm and monitoring LIF from 
the Av = 0 spectral region around 336 nm using a 
combination of WG335 and UGH filters. OH PLIF 
was done by either tuning the laser to the Ri(10) line 
of the (1, 0) (A-X) transition, which has low temper- 
ature sensitivity, or to a bandhead, and monitoring 
the LIF using a combination of two WG305 with 
one UGH filters. Verification of signal for each of 
these species was made by tuning off resonant of the 
molecular absorption and observing the disappear- 
ance of the PLIF image. 

Results and Discussion 

To study the interaction between ingredients, 
sandwiches [4,17,23-29] consisting of planes or slabs 
of two ingredients in close contact were used. This 
allowed imaging of the diffusive flame structure 
from known geometries. The approach in this labo- 
ratory was to use PLIF to get a two-dimensional im- 
age of a particular species in the flame of a sandwich 
and study the effects of lamina thickness, lamina 
type, and pressure on the flame structure. How 
much kinetic delay there is to significant heat release 
can be seen by the length of the dark zone. If the 
decomposition products of the oxidizer and fuel re- 
act with fast kinetics, then the flame standoff seen 
will be short. If the kinetics are slow, the standoff 
will be tall. By comparing these standoffs with the 
neat material flame standoffs, one can judge whether 
there is any positive diffusion flame interaction be- 
tween the ingredients that might lead to a particle- 
size control of ballistics. By laminar jet theory [30] 

for a slot burner configuration, the flame length 
should be proportional to d X U/D, where d is the 
central slot dimension (the binder thickness here), 
U is the fuel flow velocity (central slot), and D is the 
diffusion coefficient. (This contrasts with the more 
common axisymmetric case for which the depen- 
dence is d2, X U/D.) Laminar theory is used because 
the Reynolds number for these sandwich experi- 
ments is only about 7. 

Extensive measurements have been made in our 
laboratory of diffusion flame structure of nitramines 
[17,27], ammonium dinitramide (ADN) [17,28-29], 
and AP composite sandwich solid propellants [17]. 
The slot burner diffusion flame height relationship 
has been tested for sandwich propellants. Figure 2 
shows flame length and dark zone height (measured 
from CN PLIF) for an energetic binder sandwiched 
between ADN laminae. The binder was N5, a dou- 
ble-base propellant, and the deflagration was laser 
supported. Because of the external C02 laser flux 
used, the burning rate and "fuel" velocity, U, were 
probably about constant, independent of fuel lamina 
thickness and pressure. The flame length was found 
to increase linearly with lamina thickness (Fig. 2, 
left) and remain constant with increasing pressure 
(Fig. 2, center), in agreement with laminar jet the- 
ory. The dark zone height decreased with pressure 
as a result of the increase in kinetic rates (Fig. 2, 
right). 

It is important to do these sandwich studies as a 
function of pressure. The diffusion flames that gave 
rise to the data of Fig. 2 became weak as pressure 
rose and the binder pyrolysis could not keep up with 
the ADN regression. The diffusion flames seen were 
too weak and much too far from the surface to be 
burn-rate controlling [29], The regression rate is 
largely defined by the ADN self-rate. Thus, ADN 
propellants are not expected to have the particle-size 
ballistic tailorability of AP propellants. This has been 
confirmed by recent information on Russian ADN 
propellants [31]. 

Work done with AP has shown strong diffusion 
flames close to the surface that have persisted at el- 
evated pressures. Work with nitramines has shown 
no diffusion flames. An example of these results is 
shown in Fig. 3. The center image shown is CN 
PLIF from laser-supported deflagration of neat 
HMX. (The flame exhibits a bell shape because of 
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FIG. 3. Effect of diffusional mixing between products of 
HMX decomposition and other materials: (left) with N5, 
(center) neat HMX, and (right) with AP. If the diffusion 
flame between the reaction products slows the kinetics 
from that of the pure material (center), the flame becomes 
lifted (left), and if the kinetics are enhanced, the flame 
anchors on the interface region (right). 
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FIG. 4. Schematic drawing of various flame interactions. 
The diffusional mixing fan is shown as a dotted line. In the 
left picture, the B products poison the A flame and lift it; 
in the right picture, the B products enhance the A com- 
bustion in the mixing fan and shorten the flame height. 

both the C02 laser energy spatial geometry and edge 
heat losses.) The left image shows what happens 
when an energetic binder lamina (again N5) is added 

■ to HMX. Even with an energetic binder, the HMX 
secondary flame sheet is lifted in the diffusive mixing 
layer, not shortened. Other work done in our labo- 
ratory showed that HMX also has no diffusion flame 
with various nonenergetic binders [17]. On the other 
hand, the combination of AP with HMX leads to 
obvious diffusion flame interactions. The AP decom- 
position products accelerated the nitramine dark 
zone kinetics in the diffusive mixing fan and the 
flame holds very close to the surface on the interface 
regions. These physical processes are illustrated in 
Fig. 4 (with the bell shape flattened for clarity). In 
the left picture, the products of the binder (A) dilute 
or poison the products of the oxidizer (B) and the 

FIG. 5. CN PLIF image of diffusion flame at 1 atm be- 
tween HNF (outer lamina) and polyurethane binder (cen- 
ter). The polyurethane is 190 microns thick. 

flame lifts in the diffusive mixing fan. Figure 4 shows 
the CN flame sheet extinguishing in the center of 
the mixing region. This happens for nonenergetic 
binders in HMX; energetic binders merely lift and 
weaken the flame (Fig. 3). In the right-side picture, 
the products of component (A) react with those of 
(B) and accelerate the flame in the mixing fan. This 
causes a shorter flame standoff, increased heat feed- 
back, and enhanced burning rate. The right-side im- 
ages of Figs. 3 and 4 are really both "inverse" dif- 
fusion flames in the sense that the center lamina is 
acting as oxidizer, not fuel, and the outer as fuel, not 
oxidizer. 

The OH and NH PLIF results mirrored those 
from CN PLIF. OH was seen in the high-tempera- 
ture areas of the flame, rising about where the CN 
appeared and staying almost constant in the high- 
temperature region above the CN flame sheet (as 
shown schematically in Fig. 4). The OH PLIF is not 
shown for space reasons (combining PLIF images 
without color capability is impossible). The NH 
sheet was generally somewhat narrower than the CN 
sheet and almost coincided with it. CN PLIF is far 
easier to do than NH PLIF because the NH-ab- 
sorption transition strength is very small (poor 
Franck-Condon factor). For these reasons, only the 
CN results are presented here. 

PLIF measurements were most recently made on 
the diffusion flame structure between HNF and var- 
ious energetic and nonenergetic binders including 
HTPB, wax, PU, GAP, and BAMO/NMMO in sand- 
wich configurations. Unlike ADN, HNF entirely 
consumes even nonenergetic binders for low-flux la- 
ser-supported deflagration at 1 atm. ADN did not 
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2 atm 

HNF   HTPB   HNF HNF    HTPB      HNF 

FIG. 6. HNF/HTPB sandwich combustion at 1 atm (left) 
and 2 atm (right). Arrows marked A point to CN PLIF 
signal, while B points to HTPB binder decomposition 
products (determined by tuning off resonance for CN). 
Note that the HTPB sticks up above the HNF in the 2- 
atm image. 

CN PLIF 
1 atm 5 atm 

1 mm 

BAMO 

faster regression 
in interface region 

FIG. 7. CN PLIF from HNF/BAMO sandwiches at 1 
atm (left) and 5 atm to the same scale. 

even consume energetic binders, at 10 atm, for a 
laser heating flux nearly nine times as large as for 
the HNF tests [17]. Diffusion flames between the 
HNF and binder were clearly evident in the emis- 
sion and PLIF imaging experiments, and these 
flames had much lower kinetic standoff distances 
than those seen with ADN sandwiches (Fig. 5). The 
HNF self-deflagration flame, however, is also very 
close to the surface [32], as can be seen in the 
regions to the left and right of the binder lamina in 
Fig. 5. 

The HNF and binder regression rate was highest 
in the interface region where the diffusion flame 
heat is localized. This behavior is understandable: 
neat HNF has a relatively hot reactive flame ex- 
tremely close to the surface, whereas ADN has no 
visible flame. PLIF measurements of CN, NH, and 
OH were undertaken for the various binder combi- 
nations and binder length scales. These experiments 
were   then   extended   to   elevated   pressure   to 

1 atm 

1.5 atm 

5 atm 

2 atm 

':'J,18l La 
3 atm        . 

2 mm 

FIG. 8. CN PLIF images for HMX/X/HMX sandwiches 
at various pressures where X = AP in the top three frames, 
X = ADN in the middle three, and X = HNF in the 
bottom three. 

determine whether the diffusion flames seen are also 
important at higher pressures. 

It was found that, as with ADN, as the pressure 
increases the burn rate of the HNF increases and it 
starts to leave nonenergetic binders behind. Even at 
2 atm, the HTPB lamina sticks up above the HNF. 
At 10 atm, HTPB lamina of 200 microns were re- 
covered only charred. The PLIF images showed 
weaker diffusion flames at elevated pressures, and 
some HTPB decomposition products seemed to pass 
through the diffusion flame (Fig. 6). 

When HNF was used with energetic binders, such 
as BAMO/NMMO, the binder was able to keep up 
with the increasing HNF regression rate at higher 
pressures and obvious diffusion flames were seen 
even at elevated pressures. Figure 7 compares the 
flame structure of HNF/BAMO-NMMO sand- 
wiches at 1 and 5 atm. Notice that, as predicted by 
laminar jet flame theory [30], the diffusion flames 
length is approximately independent of pressure. On 
the other hand, the HNF self-flame standoff height 
decreases dramatically because of faster gas kinetics. 
The diffusion flame height is much taller than the 
neat HNF flame, so even in this case it is probably 
not burn-rate controlling. Any particle size control- 
lability of HNF composite propellant ballistics will 
likely be much weaker than seen for AP. 

HNF with either RDX or HMX as the outer lam- 
inae was also studied (Fig. 8). In comparison, ADN 
somewhat accelerated the HMX dark zone chemis- 
try and shortened the HMX secondary flame, while 
AP greatly accelerated it. HNF had the same effect 
on both  RDX and HMX secondary flames and 
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appeared closer to AP's effectiveness than ADN's. 
The dark zone of HMX and RDX is caused by the 
slow reduction of NO. The NxHy decomposition 
products of ADN, HNF, and AP probably accelerate 
the reduction of NO. For example, NH3 is a well- 
known de-NOx agent. 

Summary 

Planar laser-induced fluorescence (PLIF) images 
of flame structure were done for C02 laser-sup- 
ported deflagrating sandwich propellants. Two-di- 
mensional NH, OH, and CN species profiles were 
obtained. For some combinations, the diffusional 
mixing between ingredient products enhanced com- 
bustion, while for others there was no obvious pos- 
itive diffusion flame. Of the oxidizers studied, only 
AP appeared to have burn-rate controlling diffusion 
flames close to the surface. Nitramines showed no 
positive diffusion flame at all. ADN and HNF 
showed weak diffusion flames that are too far from 
the surface to be burn-rate controlling. 
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The solid rocket propellant ingredient RDX has received a lot of research attention in recent years by 
both experimentalists and modelers. There has been fairly good agreement between predictions by models 
and experimental data. In this paper, the three-phase, one-dimensional RDX model is extended to a similar 
ingredient, HMX. All model inputs were determined independent of the model except for the heat capacity 
and thermal conductivity of HMX|ir llcj for which no experimental data was found. Reasonable correlation 
with experimentally determined burn rate, surface temperature, adiabatic flame conditions, melt layer 
thickness, and some gas-phase species concentration profiles was made using this model. Sensitivity analysis 
indicates that the adiabatic flame conditions are controlled by the specification of the thermodynamic 
properties of the solid and liquid phases. The surface temperature is controlled by the vapor pressure 
correlation, and the burn rate is largely controlled by the heat feed back from the gas-phase flame, or in 
other words, the gas-phase mechanism. Sensitivity analysis indicates that differences noted in combustion 
characteristics of HMX and RDX are likely caused by differences in vapor pressure and melting temper- 
ature, while the similarity of burn rate data is attributed to the similarity of the gas-phase flames. The 
sensitivity analysis also indicates which model inputs require further study. 

Introduction 

The cyclic nitramines RDX (cyclotrimethylene- 
trinitramme, C3H6N6Os, hexogen) and HMX (cycle- 
tetramethylenetetranitramine, C4H8N808, octogen) 
are important ingredients in gun and solid rocket 
propellants [1]. Because of the large quantity of gas 
and the high energy of these compounds, high values 
of specific impulse and impetus can be achieved. 
The exhaust gases of these propellants are less cor- 
rosive and less visible than chlorine-containing pro- 
pellants (such as AP). RDX {AHfj298 = 61.42 J/mol) 
and HMX (AHf2gs = 74.94 J/mol) are very similar 
compounds. The molecular structure consists of a 
cyclic chain of (H2CNN02)„ where n equals 3 for 
RDX and 4 for HMX. 

Background 

The combustion of nitramines (particularly HMX 
and RDX) has been the focus of much research for 
many years. In recent years, the focus has been pri- 
marily on RDX. It is hoped that by thoroughly un- 
derstanding and accurately modeling this monopro- 
pellant, a model (and kinetic mechanisms) can be 
established that could be extended to other propel- 
lants for a priori calculations. Although this is not a 
review paper, a brief summary of progress in nitra- 
mine modeling is given. In 1979, Ben-Reuven et al. 
modeled RDX and HMX combustion in three 
regions (solid, liquid, and gas) [2]. Using global ki- 

netics, the authors were able to show good agree- 
ment (or at least the correct trends) between their 
model's predictions and experimental data for RDX. 
In 1985, Ermolin et al. [3] used a detailed elemen- 
tary-step mechanism to model the gas-phase RDX 
flame. Their predicted species concentration profiles 
agreed very well with their experimental results at 
0.5 atm. In 1987, Hatch [4] used a similar mecha- 
nism for HMX combustion but linked it to a con- 
densed phase. This model failed to give the correct 
burn rate versus pressure correlation. In 1990, Mel- 
ius [5] modeled RDX ignition with a detailed gas- 
phase mechanism. His condensed phase and burn 
rate calculations were dominated by an evaporation/ 
condensation model. Yetter et al. [6] have made 
many additions and improvements to Melius' gas- 
phase mechanism. Their RDX gas-phase mechanism 
has been used in almost all subsequent RDX models 
that include elementary reactions. In 1995, Liau and 
Yang [7] modeled RDX steady-state combustion in 
three regions (solid, two-phase (i.e., liquid/gas), and 
gas). The condensed-phase mechanism included 
three subsurface reactions and evaporation. In 1994, 
Hanson-Parr and Parr [8] published experimental 
results of laser-assisted RDX combustion, which 
showed a two-flame structure separated by a dark 
zone that had not appeared without the laser aug- 
mentation. Ben-Reuven et al. [1] and Bizot and 
Beckstead [9] showed dark zones in their models 
with global mechanisms but were not considering 
any laser augmentation. However, based on experi- 
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mental data, there should not be a dark zone unless 
there is a laser spreading out the flame. Recently, 
models by Davidson and Beckstead [10] and Prasad 
et al. [11] have shown a dark zone under laser as- 
sisted conditions for RDX. The models of Liau [7] 
and Davidson [10] are based on similar assumptions, 
while the model of Prasad differs from those of Liau 
and Davidson only in the treatment of propellant 
evaporation, the calculation of the surface temper- 
ature, and method of numerical convergence. All 
three of these models show very reasonable agree- 
ment with a variety of experimental data (burn rate 
as a function of pressure and initial temperature, 
melt layer thickness, surface and final flame tem- 
peratures, and species and temperature profiles). Af- 
ter briefly reviewing the model, this paper will dis- 
cuss the process and results of extending the RDX 
model of Davidson and Beckstead to HMX and ex- 
plore the sensitivity of model predictions to model 
inputs. This sensitivity analysis will explain the sim- 
ilarity and differences noted in the combustion of 
HMX and RDX. 

Description of Combustion Model 

A detailed description of the model is published 
elsewhere [10] but will be briefly reviewed here. The 
model is based on the assumption that the combus- 
tion is one dimensional and at steady state. These 
assumptions make the mass burning rate (rh) con- 
stant in x but because rh is unknown and all the gov- 
erning equations have rh in at least one term, it be- 
comes the eigenvalue of the system. The mass 
burning rate is determined by matching boundary 
conditions between different regions of calculations 
(see later). 

Three regions of the combustion process are con- 
sidered: solid, two-phase (liquid and gas), and gas. 
As in several other propellant models [2,4,5,7,10,11], 
it is assumed that any reactions occurring in solid 
phase are negligible. In the solid region, only the 
energy equation is solved analytically to give the 
temperature profile. 

Once the propellant melts, several steps are con- 
sidered. The propellant can evaporate or decompose 
into gas and/or liquid fragments, creating a frothy 
melt layer. As a gas-phase develops in this two-phase 
region, bubbles form. The approach followed in this 
model for the two-phase region is similar to that 
taken by Liau [7]. The bubbles are represented by 
the void fraction (4>, the fraction of the original pro- 
pellant liquid volume that has been converted to gas 
by either evaporation or decomposition). As in many 
models [7,10,11], mass diffusion is neglected in this 
two-phase region. Because the melt layer thickness 
and the surface boundary conditions are unknown 
until the solution is complete, the energy and species 
equations are integrated as a system of initial bound- 

ary value problems. The energy and species (liquid 
and gas) equations in the two-phase region are the 
following: 

dT        1   d(,, dT' 
rh- H^TT dx      cpgi x \     ax 

dx 

A     # of species 

+        £      ™iflk = 0 
cv4     k~1 

(1) 

[(1 - 4>) PiVtYlik] = wk (2) 

— (#gVgY&/t) = wk (3) 

The void fraction (<f>) is calculated by keeping track 
of the volume of liquid changing to gas. By assuming 
T„ = T; and vt = rh/pi, the groups of variables in 
equations 2 and 3 can be separated. (See Ref. 10 for 
more detail.) Gas transport and thermodynamic 
properties are calculated via Chemkin [12] and 
Transport [13] subroutines. Liquid mixture proper- 
ties are mass averaged and calculated from temper- 
ature-dependent correlations discussed later. For 
the two-phase mixture, heat capacity is mass aver- 
aged and thermal conductivity is volume averaged. 

The initial boundary conditions at the solid/liquid 
interface for equations 1-3 are the following: 

dT _ rh I AHmelting 
7     —    i   1 TT7 c»;slA-*melt dx M \WpropeiIant 

+      „     '-'melt  ~~   Mnit/ 

2 init. r) 

(4) 

= 0,    T 1 melt 

Y„k = 0 for all gas species 

Y; jt = 0 for all liquid species 

except the monopropellant 

Yi, *■ /.propellant ^- 

The system of ODEs describing the two-phase re- 
gion are integrated in x until the liquid mass flux 
times area is equal to the rate of evaporation (1 
<t>) Plvl'area This defines the surface, and 
all remaining liquid is mathematically evaporated. 
The evaporation rate is calculated following the work 
of Liau and Yang [7]. The surface temperature and 
mass flux fractions serve as boundary conditions for 
the gas region. 

The gas region calculations are handed by a mod- 
ified version of PREMIX [14] in the "burner-stabi- 
lized mode." The equations describing the gas phase 
are the following: 

pW 
puA    p = — (5) 
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This system of equations (equation 5) is solved us- 
ing finite difference discretization and Newton's 
method. The solution is first converged on a coarse 
grid and then the grid is refined to obtain the desired 
resolution. Further details can be found in reference 
[14]. 

The eigenvalue m is determined by iteration be- 
tween the two-phase and gas region calculations. 
The correct m will satisfy the energy balance at the 
two-phase/gas interface: 

hi 
dT 

dx 
+ [plVl(l - 4») AHU 

= k 
dT 

dx + Qu (6) 

Equation 6 says that the heat flux back from the 
gas phase flame plus any heat flux from a laser must 
equal the heat flux into the gas phase plus the energy 
flux required to vaporize any remaining liquid. In 
short, ra is solved by using a "shooting method" for 
the initial boundary value problem in the two-phase 
region to give the first-order boundary conditions 
and match the second-order boundaiy conditions of 
the finite-difference boundary value problem in the 
gas region. 

Model Inputs 

This model was developed with the objective to 
be able to predict as many characteristics of the pro- 
pellant combustion process as possible while limiting 
the required model inputs to those available in the 
literature or obtainable by either experiment or cal- 
culation. The inputs, pressure and initial tempera- 
ture of the propellant are determined by the con- 
dition of the system. Ideally, all other inputs should 
be determined independently of the model. These 
independent inputs include the thermodynamic and 
physical properties of solid, liquid, and gas phases as 
well as the reaction mechanisms describing the de- 
composition and combustion of the propellant. If the 
inputs and the model are correct, then the models 
predictions should agree with correct measured re- 
sults. Unfortunately, uncertainty in the model's in- 
puts causes uncertainty in the model's predictions. 

C„, X, p and AHc for the solid can be measured in 
the laboratory. Similar properties for gas-phase spe- 

cies can either be measured or determined by ab 
initio calculations or statistical mechanics. But be- 
cause rapid decomposition commences at the melt- 
ing point of HMX, the properties of the melted 
phase are difficult to find. Assuming all the required 
inputs can be determined, the model will predict the 
burn rate, temperature profile, species concentra- 
tion profiles, surface temperature, melt layer thick- 
ness, void fraction profile, adiabatic flame condi- 
tions, and the heat feedback to the condensed 
phases from the gas region. A discussion of the in- 
puts for HMX follows. 

HMX Solid Properties 

The AHfo{ HMXsolid (298 K) is 74.9 kj/mol [15]. 
Unlike RDX, HMX can exist in several phases before 
melting. The ß phase {p = 1.903 g/cm3) is most sta- 
ble from room temperature to about 388 K. From 
388 to 429 K, the a phase (p = 1.87 g/cm3) is stable. 
Above 429 K exists the unstable y phase and the 
stable S phase (p = 1.78 g/cm3) [1], In the model, 
the a phase is lumped in with the ß phase. Hall re- 
ported a ß-to-S phase transition at 460 K {AHß^s = 
9840 J/mol) [16]. Shoemaker measured the heat ca- 
pacities of the ß and S phases which could both be 
fit by C (T) = 0.215 + 0.00272«T (J/g-K) [17]. The 
heat of melting (zfHmeiting) was estimated to be the 
same as that for RDX (160.7 J/g) on a mass basis 
[18]. 

HMX Liquid Properties 

The AHf of HMXIiquid (298 K) was calculated by 
adding the AHf of HMXsoM plus the AHß_^ AHmeh. 
ing> giving 132.5 kj/mol. The density of HMX[iquid was 
estimated at 1.72 g/cm3 (same density reported by 
Fogelzang [19] for pressed HMX pellets). No values 
for the liiquid nor the cp |iquid were found in the lit- 
erature. As an initial guess, the same correlations 
used for the solid 8 phase were extrapolated to the 
liquid phase but this resulted in the model failing to 
predict the correct adiabatic flame temperature and 
melt layer thickness. The correlation Cp iiquid(T) = 
0.6115 + 0.00146»T (J/g-K), and4quid = 0.006 (J/ 
cm-sec-K) were chosen for these two inputs. The 
reasoning for these choices is discussed here. 

In the model, HMX was allowed to either decom- 
pose or evaporate to form the gas-phase species. The 
HMXiiquid decomposition mechanism proposed by 
Brill [20] was slightly modified (the prefactors, A's, 
were multiplied by WTHMX/A and A2 was optimized 
to fit Brill's measured N20 to N02 ratio): 

HMX -> 4(CH20 + N20) Ax = 5.81 

X 1010 Ea = 34,000 cal/mol     (7) 

HMX -> 4(H2CN + N02) A2 = 1.66 

X 1014 £„ = 44,100 cal/mol     (8) 
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FIG. 1. HMX burn rate as a function of pressure, TiniHal 

= 298. 

FIG. 2. HMX and RDX surface temperature as a func- 
tion of pressure. 

Although the vapor pressure of HMX is believed 
to be significantly lower than that of RDX, we in- 
cluded it in the model. The evaporation model of 
Liau and Yang [7] is used with the sublimation pres- 
sure correlation measured by Taylor [21]: log10 [P 
(torr)] = 14.73 - 8296/T (K). No vapor pressure 
correlations were found in the literature for HMX. 
(For RDX, using a sublimation pressure correlation 
rather than a vapor pressure correlation gave much 
more reasonable results from the model [10].) 

HMX Gas Properties 

As previously mentioned, Melius [5], and Yetter, 
et al. [6] have developed a gas-phase mechanism 
(232 reactions) for RDX with thermophysical prop- 
erties for 45 species. Because of the similarity be- 
tween RDX and HMX, this mechanism (August 
1995 version) was adapted with little difficulty. Al- 
though some stoichiometic coefficients had to be ad- 
justed, all rate constants were assumed to be the 
same. The thermodynamic properties of HMXvapor 

were estimated to be the same as those of RDXvapor 

on a mass basis. The properties of species HMXR 

and HMXRO (see Refs. 5 or 6 for their definitions) 
were estimated to have the same difference on a 
mole basis from HMXvapor as the difference between 
RDX       and RDXR and RDXRO, respectively. 

Results 

Using the inputs described above, the model was 
able to agree with much of the available experimen- 
tal data. As described above, all inputs were deter- 
mined or estimated independently of the model ex- 
cept for the heat capacity and thermal conductivity 
of HMXliquid. In the sensitivity analysis that follows, 
the effects that these parameters have on model pre- 
dictions will be discussed. 

For an initial temperature of 298 K, the model 
agreement with experimentally determined burn 
rate data [19,22] as a function of pressure is very 
reasonable (see Fig. 1). It is significant to note that 
the burn rates of HMX and RDX are essentially the 
same (within the data scatter). The predicted adia- 
batic flame conditions agree to within 0.2% with the 
NASA-Lewis equilibrium code [23] from 1 to 200 
atm. 

The predicted surface temperatures for HMX and 
RDX are plotted with the experimental HMX data 
from Zenin [24] in Fig. 2. The model predictions fall 
within the scatter of the data. The surface temper- 
ature of HMX is approximately 40 K greater than 
that of RDX at 1 atm, but this difference decreases 
as pressure increases. The higher surface tempera- 
ture of HMX is apparently due primarily to the lower 
vapor pressure of HMX. (See Sensitivity Analysis 
Section.) According to the correlations used, as tem- 
perature increases, the difference in vapor pressure 
between these two nitramines decreases, thus ex- 
plaining the approaching surface temperatures. It 
should be noted that although the vapor pressure of 
HMX is much lower than that of RDX at atmos- 
pheric conditions, the model indicates that evapo- 
ration is a significant factor in HMX combustion at 
all pressures. At 1 atm, approximately 77% of the 
RDX evaporates compared to 52% for HMX. This 
difference is much less at 100 atm (89 and 84%, 
respectively). 

Model predictions for HMX and RDX melt layer 
thicknesses are compared to Zenin's HMX data in 
Fig. 3. Again there is very reasonable agreement. 
The melt thickness of RDX is approximately 100 fim 
thicker than that of HMX at 1 atm but both approach 
the same value as pressure increases. This difference 
at 1 atm can be attributed to the lower melting tem- 
perature of RDX. The similarity at higher pressures 
can be attributed to the increased and dominating 
effect of the heat feedback from the gas-phase flame. 
(See Sensitivity Analysis section.) 

Litzinger et al. [25] have used their triple quad- 
rupole mass spectrometer to probe the laser-assisted 
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FIG. 3. HMX and RDX melt layer thickness as a function 
of pressure. 

HMX flame structure at 1 atm. At a burn rate of 0.09 
cm/s, the model predicts a two-stage flame (as also 
seen in modeled [10] and experimental [8] laser-as- 
sisted RDX combustion), whereas the experiment 
shows a one-stage flame that is detached from the 
surface. Comparisons between the model and some 
of the measured mole fractions are shown in Figs. 4 
and 5. Although the model's predictions for HCN 
and N20 agree reasonably well with experiment, the 
model underpredicts N02 and overpredicts NO 
mole fractions. Similar trends for N02 and NO were 
also observed when comparing the model's predic- 
tions with laser-assisted RDX results [10,26] and 
self-deflagrating HMX results [27] by Hanson-Parr 
and Parr. Although some of this disagreement can 
be attributed to the one-dimensionality of the model 
and the three dimensionality of the experiments, fur- 
ther refinement of the gas-phase mechanism is 
needed. 
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FIG. 4. Comparison of calculated N20 and HCN species 
profiles with experimentally determined values under la- 
ser-assisted conditions. 
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FIG. 5. Comparison of calculated NOa and NO species 
profiles experimentally determined values under laser-as- 
sisted conditions. 

Sensitivity Analysis 

In modeling, a very important question to ask is 
How does model input A affect model output B? 
Sensitivity analysis is a tool that can be used to iden- 
tify the controlling parameters. Use of the normal- 
ized sensitivity coefficient 

A  dB 

B \dA 
(9) 

permits the comparison of the effects that a variety 
of model inputs have on a particular output. By con- 
sidering these effects along with the level of uncer- 
tainty associated with each input, the researcher is 
guided to those inputs or model assumptions that 
should be investigated further. For example, Fig. 6 
shows the sensitivity coefficients for the surface and 
adiabatic flame temperatures. Pressure is the dom- 
inating factor but there is no uncertainty associated 
with pressure. The same is true for the initial tem- 
perature. When the model failed to predict the cor- 
rect adiabatic flame temperature, the thermal prop- 
erties   (cpsoIi(j,  criin„iri,   AH„ p, liquid; ^/.liquid) were ^ .liquid/     **^i>^ 

investigated. No literature values were found for 
cp iiqilid, therefore, until independently determined 
values for cp^„md can be attained, this input is esti- 
mated by "back calculation" from the model. Also 
from this figure, one observes that the surface tem- 
perature is largely controlled by the vapor pressure 
(as was also noted for RDX [10]). 

Figure 7 shows those parameters that control the 
burn rate and melt layer thickness of HMX at 1 atm. 
The burn rate and melt layer thickness are both 
strongly affected by the heat feedback from the gas- 
phase flame (i.e., gas-phase mechanism) and the 
melting temperature. As pressure increases, these 
parameters become more dependent upon the heat 
feedback. The similarity between HMX and RDX in 
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FIG. 6. Parameters controlling the 
adiabatic flame and surface temper- 
atures of deflagrating HMX at 1 atm. 
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FIG. 7. Parameters controlling the 
burn rate and melt layer thickness of 
deflagrating HMX at 1 atm. 

burn rate as a function of pressure can be attributed 
to the similarity in the gas-phase flame. 

As noted above, when using the solid (5-phase ther- 
mal conductivity for the liquid phase, the model 
greatly under predicted the melt layer thickness. We 
choose to "back calculate" the liquid thermal con- 
ductivity rather than investigate the other inputs for 
two reasons. First, no values for the liquid thermal 
conductivity were found in the literature, and sec- 
ond, the uncertainty associated with the melt tem- 
perature could not explain this discrepancy. 

Conclusions 

The three-phase, one-dimensional model devel- 
oped for RDX has been applied to HMX. Wherever 
possible, model inputs were taken from the litera- 
ture, independent of model results. Little experi- 
mental data exist pertaining to liquid HMX. Where 
model inputs could not be found in the literature, 
they were "back calculated" from the model. Model 
predictions of burn rate, surface temperature, melt 
layer thickness, adiabatic flame temperature, and 
some species concentration profiles show reasonable 
agreement with experiment. Sensitivity analysis in- 
dicates that the adiabatic flame temperature is con- 
trolled by the thermodynamic properties assigned to 
the liquid phase. The surface temperature is con- 

trolled by the vapor pressure. The melt layer thick- 
ness is a function of melting temperature, heat feed- 
back from the gas flame, and the liquid thermal 
conductivity. The burn rate is largely controlled by 
the heat feedback from the gas flame. The differ- 
ences noted in experimental combustion data be- 
tween HMX and RDX can be explained by the dif- 
ferences in vapor pressure and melting temperature, 
while the similarity in burn rate data is attributed to 
similarities in the gas-phase flames. Further inves- 
tigation of the liquid phase properties and gas-phase 
mechanism is needed. As uncertainty in model in- 
puts is reduced, better agreement between model 
predictions and experimental data is expected. 

Nomenclature 

A area 

H 
heat capacity 
heat of formation 

m mass flux 
T 
u 
V 

temperature 
gas phase velocity 
diffusion velocity 

w mass production rate 
W molecular weight 
X distance from liquid/gas surface 
Y mass fraction 
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X thermal conductivity 
p density 
v two-phase velocity 
<p void fraction 
AH Enthalpy change 
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COMMENTS 

Oleg P. Korobeinichev, Institute of Chemical Kinetics 
and Combustion, Russia. Did you take into account that 
the composition of decomposition products and kinetics in 
condensed phase may change with pressure? Could that 
change your results? 

Author's Reply. The current condensed phase decom- 
position mechanism model has a small, indirect depen- 

dence on pressure. As the pressure increases, there is an 
increase in surface temperature which results in a slight 
shift toward the second decomposition step (equation 8). 
According to the model, this effect is probably insignificant 
because evaporation plays a more dominate role in the con- 
version of HMX|iqlli(| to gas phase species (even more so 
for RDX) than the two condensed phase decomposition 
reactions. According to the model, the percent of the ni- 
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tramines evaporating increases with pressure. This is the 
opposite conclusion reached by Zenin [24]. There is al- 
ready enough uncertainty in other model inputs that we 
felt that until more is known about the liquid phase decom- 
position, additional complexity in the condensed phase 
mechanism would generate more questions than answers. 

data. According to the model, the heat feedback from the 
gas-phase flame (a strong function of pressure) has a strong 
effect on the melt layer thickness (Fig. 7) and is likely the 
dominating factor determining the pressure index of the 
liquid thickness. 

H. S. Mukunda, Indian Institute of Science, India. The 
predictions on liquid layer thickness vs. pressure seem to 
have higher slope than experimental data seem to show. 
Can you comment on the accuracy of experimental data 
(w.r.t. pressure index of liquid thickness) and what model 
parameters affect the predictions of the pressure index of 
liquid layer thickness? 

Author's Reply. By plotting the data shown in Figure 3 
on Log-Log scale, the model predicts a greater slope than 
the experimental data indicate for both HMX and RDX. 
The data come from Zenin [24] who used microfhermo- 
couples to measure temperature profiles from which he 
calculated the melt layer thickness. No error bounds were 
given. For comparison, the scatter in the reported surface 
temperature measurements (Fig. 2) is significant. The rel- 
atively thin melt layer (15 microns) at high pressure (>70 
atm), the rapid surface regression rate (1.0 cm/sec), and 
the thickness of the thermocouples (3-5 microns) make 
these measurements very difficult. It is likely that the 
model falls within the error bounds of the experimental 

Alexander Telengator, University of California, San 
Diego, USA. Other authors have recently addressed very 
similar problems involving solid, liquid/gas, and gas regions 
in the combustion process. The approach here appears to 
give satisfactory surface temperature dependences on pres- 
sure as well as burn rate, which is rather noteworthy. 

Author's Reply. The models recently published by Liau 
and Yang [7] and Prasad and Smooke [11] for RDX are 
similar to this model in the assumptions that are made and 
equations that are solved. The differences in predictions 
made by the three models can be largely attributed to dif- 
ferences in the values of model inputs. The model of Pra- 
sad and Smooke differ from the other two models in their 
treatment of the two-phase region though the effect this 
has on model predictions appears to be minimal. As noted, 
our model does do a reasonable job of predicting the sur- 
face temperature. Liau and Yang used a different (higher) 
vapor pressure correlation (for RDX) which resulted in 
lower surface temperature predictions. The surface tem- 
perature is a required input for model of Prasad and 
Smooke. 
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SIMPLIFIED CHEMICAL-KINETIC MECHANISMS FOR CHARACTERIZING 
THE STRUCTURE OF THE DARK ZONES OF DOURLE BASE AND 

NITRAMINE PROPELLANTS 

N. ILINCIC1, W. R. ANDERSON2, K. SESHADRI1 AND N. E. MEAGHER2 

1Centerfor Energy and Combustion Research 
Department of Applied Mechanics and Engineering Sciences 

University of California at San Diego 
Lajolla, CA 92093-0411, USA 

2U.S. Army Research Laboratory 
Aberdeen Proving Ground, MD 21005-5066, USA 

Simplified chemical-kinetic mechanisms were employed to calculate the structure of the dark zone 
formed over the burning surface of double base and nitramine propellants. It is believed that ignition 
delays in large-caliber-gun ballistic cycles are related to the chemistry taking place in the dark zone. Skeletal 
chemical-kinetic mechanisms comprising 22 elementary reactions among 15 species and 23 elementary 
reactions among 17 species were used to calculate the structure of the dark zone of double base and 
nitramine propellants, respectively. These skeletal chemical-kinetic mechanisms were previously extracted 
from a detailed chemical-kinetic mechanism incorporating 190 elementary reactions involving 41 species. 
Ignition-delay times are calculated using these mechanisms in homogeneous mixtures in which the initial 
concentrations of various reactants are similar to those found at the beginning of the dark zones of double 
base and nitramine propellants. These calculations were performed for various initial pressures and tem- 
peratures. The ignition-delay times calculated using the skeletal chemical-kinetic mechanisms are found 
to agree reasonably well with those calculated using the detailed chemical-kinetic mechanism. Reduced 
chemical-kinetic mechanisms were derived from the skeletal mechanisms by introducing steady-state ap- 
proximations for a number of species. For double base propellants, a reduced mechanism of three global 
reactions is obtained. Reduced mechanisms using six and four global reactions are deduced for nitramine 
propellants. The ignition-delay times and structures of the dark zones calculated using the reduced three- 
step mechanism for double base propellants and six-step mechanism for nitramine propellants are in 
agreement with calculations made using the skeletal mechanisms. The ignition-delay times calculated using 
the four-step reduced mechanism for nitramine propellants are found to be significantly smaller than those 
calculated using the skeletal mechanism. The reduced chemical-kinetic mechanisms are expected to be 
useful in interior ballistics calculations. 

Introduction not the same as the dark zone chemical delays). For 
some propellants, these delays are undesirably long. 

Many double base and nitramine propellants ex- It is believed that the range of ignition-delay times 
hibit a two-stage flame zone during combustion. In for various propellants arises from differences in the 
this process, a nonluminous region separates the pri- chemistry taking place in the dark zone [3,4]. 
mary reaction zone, near the surface of the propel- It has been established that the dark zone of solid 
lant, from the luminous secondary flame zone. The propellants contains large amounts of NO, which is 
nonluminous region is commonly referred to as the a rather weakly reactive oxidizer. The low reactivity 
dark zone. In the primary reaction zone, decompo- of NO is the principal reason for dark zone forma- 
sition of the solid propellant takes place and mod- tion. This weakly reactive mixture is rapidly con- 
erately reactive intermediate species are formed, verted to equilibrium products at the end of the dark 
These intermediate species are convected away from zone. In particular, NO is converted to N2, and the 
the surface and ignite after a short delay. Recent temperature at the end of the dark zone is much 
experiments show that chemical effects caused by higher than at the beginning. 
the use of propellants of differing chemical compo- The   temperature   and   species   concentrations 
sition can lead to major differences in ignition-delay change very slowly with distance in the dark zone, 
times during typical large-caliber-gun ballistic cycles Sharp gradients in these profiles are observed only 
[1-4] (note that the ignition-delay times in guns are at its boundaries. It is therefore reasonable to as- 

1997 
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sume that the structure of the dark zone is one di- 
mensional, adiabatic, and isobaric and that diffusion 
of heat and mass are negligibly small. 

The ignition-delay time (rjg) for any reactive mix- 
ture is defined in this work as the delay time from 
the initiation of the reaction (time zero) to the time 
of maximum heat release associated with the thermal 
runaway. It is possible, in unusual situations, to ob- 
tain an incorrect value for rig if there is rapid heat 
release from the reaction mixture that is not con- 
nected with the steep temperature gradient gener- 
ated at ignition. All ignition-delay times reported in 
this work were compared with temperature profiles 
to ensure validity of the result. Measured dark zone 
thickness is directly related to the ignition delay 
through mass conservation and gas velocity in the 
dark zone [5,6]. 

A detailed chemical-kinetic mechanism has been 
developed describing the time-dependent chemistry 
for reactive mixtures with initial compositions at 
temperature and pressure conditions similar to those 
at the beginning of the dark zone of double base and 
nitramine propellants [7,8] (the first-stage propellant 
combustion is not modeled). These reactive systems 
were presumed to be homogeneous, adiabatic, and 
isobaric. Results of calculations performed using this 
detailed mechanism have also been compared with 
experimental measurements [7-9]. 

In this work, skeletal mechanisms comprising 
fewer elementary reactions than those in the de- 
tailed mechanisms are developed for use in model- 
ing the structure of the dark zone of propellants. 
Reduced chemical-kinetic mechanisms for both pro- 
pellant types are also presented. Ignition-delay times 
were calculated under isobaric and adiabatic condi- 
tions using the skeletal and reduced mechanisms; 
the results are compared with those calculated using 
the detailed mechanism. These calculations were 
done for differing values of pressure (p) and initial 
temperature (T°). Pressure was held constant for all 
calculations. 

Skeletal Mechanisms 

The skeletal chemical-kinetic mechanisms em- 
ployed to calculate the structure of the dark zone 
over the burning surface of double base and nitra- 
mine propellants are shown in Table 1. All elemen- 
tary reactions are reversible. In Table 1, the elemen- 
tary reactions (1) through (22) among 15 species 
were used to model the structure of the dark zone 
of double base propellants, and reactions (1) through 
(12) and (23) through (33) among 17 species were 
used to model the structure of the dark zone of 
nitramine propellants. These' skeletal mechanisms 
were derived from a detailed mechanism comprising 
190 elementary reactions among 41 species [9] by 
removing those reactions found to have negligible 

influence on the calculated values of the ignition- 
delay times. The skeletal mechanisms were used in 
the development of the reduced mechanisms. 

For each elementary reaction n, Table 1 presents 
the values of the frequency factor A,„ the tempera- 
ture exponent bn, and the activation energy En that 
appear in the parametric expression kn = AnT

b" 
exp[— E„/(RT)] for the specific reaction rate con- 
stant k„, where R represents the universal gas con- 
stant and T the gas temperature. The symbol M in 
reactions (1); (12), (13), (14), (18), (24), and (33) 
represents any third body, and the catalytic efficien- 
cies, r\h of various species, i, acting as the third body 
in these reactions are shown. The catalytic efficiency 
of those species omitted in Table 1 is assumed to be 
unity. The concentration of the third body, CM, is 
calculated from the expression CM = [p/(RT)]1,fL1 

Xfli, where X; is the mole fraction of species i. The 
rate of the elementary reactions 1, 12, 13, and 14 
depend on pressure and are calculated using the ex- 
pression [10] k = F-k^-kL, where kL = k0CM/(kx 

+ fc0CM),IogioF = log10Fc/{l + [log10(*c0CM/U]2}, 
Fc = a0 + a{T. The values of km k0, a0, and a-^ are 
shown in Table 1. 

The dark zones of typical double base propellants 
are known to include large amounts of NO, CO, H2, 
N2, H20, and C02 [6,11]. Traces of CH4 and C2H4 

have also been observed. In addition to these spe- 
cies, large amounts of HCN and trace amounts of 
N20 are also observed in the dark zones of common 
nitramine propellants [6]. Calculations with the de- 
tailed chemical-kinetic mechanism have shown that 
the trace amounts of CH4 and C2H4 have negligible 
influence on the ignition-delay times [8]. Inclusion 
of their chemistry would unnecessarily complicate 
the skeletal mechanism; therefore, these species are 
omitted from the initial mixture. The main differ- 
ence between the skeletal mechanism for double 
base and nitramine propellants is the inclusion of 
HCN chemistry in the latter. Typical conditions of 
interest are values of p between 1 and 30 atm and 
values of T° between 1000 and 1800 K. These ranges 
of values for p and T° were used to guide the choice 
of reactions in the detailed and skeletal mechanisms 
and the initial conditions for the numerical problem 
described. 

Computations were performed using the 
SENKIN computer code written at Sandia National 
Laboratories [12]. A minor modification was made 
to the code to allow input of the functional form for 
pressure-dependent rate constants (presented ear- 
lier) used by Tsang and Herron [10]. A number of 
chemical details of the solutions from SENKIN were 
investigated using a postprocessing code written at 
the Army Research Laboratory (ARL) [13]. Heat- 
release rate, chemical pathways, and logarithmically 
normalized sensitivities of the calculated species and 
temperature profiles to the rate constants were ob- 
tained in this manner. The temperature sensitivities 
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TABLE 1 
Skeletal chemical-kinetic mechanisms for modeling the dark zone of double base and nitramine propellants and 

associated rate constants. Units are kilocalories, moles, seconds, and cubic centimeters. Reactions (1) through (22) are 
for double base propellants and reactions (1) through (12) and (23) through (33) for nitramine propellants. 

No.        Reaction A„ b„ E„ 

1. N20 (+ M) = N2 + O (+ M) 

a0 = 1.0, Ö! = 0 third-body efficiencies/N2C 
2. HNO + NO = N20 + OH 
3. CO + OH = C02 + H 
4. OH + H2 = H20 + H 
5. O + H2 = OH + H 
6. NH + NO = N20 + H 
7. N20 + H = N2 + OH 
8. H + HNO = NH + OH 
9. H + HNO = H2 + NO 

10. N20 + NO = N2 + N02 

11. HNO + HNO = N20 + H20 
12. H + NO( + M) = HNO( + M) 

k„ 1.26E + 12 0.0 62.62 

h 5.97E + 14 0.00 56.64 

H20 7.5/N2 1.0/CO2 3.2/ 
8.51E + 12 0.0 29.59 
1.51E + 07 1.3 -0.758 
2.16E + 08 1.5 3.43 
5.06E + 04 2.67 6.29 
3.50E + 14 -0.46 0.016 
2.23E + 14 0.0 16.75 
3.00E + 14 0.0 18.00 
4.46E + 11 0.72 0.655 
4.29E + 13 0.0 47.13 
3.63E + 03 3.98 1.19 

k, 1.52E + 15 -0.41 0.0 

h 8.96E + 19 -1.32 0.735 

a0 = 0.82,0! = 0 third-body efficiencies/N20 5.0/H2O 5.0/N2 1.0/CO2 1.3/ 

13. N02( + M) = NO + 0( + M)                                                  K 7.60E + 18 -1.27 73.29 
k0 2.47E + 28 -3.37 74.80 

a0 = 0.95,0! = -0.0001 third-body efficiencies/N20 1.5/H20 4.4/N2 1.0/CO2 2.3/ 
14. NO + OH( + M) = HONO( + M)                                          K 1.988E + 12 -0.05 -0.721 

k0 5.08E + 23 -2.51 -0.0676 

a0 = 0.62, a, = 0 third-body efflciencies/N20 5.0/H2O 8.3/N2 1.0/CO2 1.5/ 
15. H2 + N02 = HONO + H 3.21E + 12 0.0 28.81 
16. HNO + N02 = HONO + NO 6.00E + 11 0.0              1.987 
17. 20H = O + H20 6.00E + 08 1.3              0.0 
18. H + OH + M = H20 + M 1.60E + 22 -2.0              0.0 

third-body efficiency/H20 5.0/ 
19. N02 + H = NO + OH                                                    " 1.30E + 14 0.0              0.361 
20. N20 + O = NO + NO 6.92E + 13 0.0 26.60 
21. N + NO = N2 + O 3.27E + 12 0.3              0.0 
22. NO + H = N"+ OH 1.70E + 14 0.0 48.80 

23. NH2 + NO = N20 + H2 5.00E + 13 0.0 24.64 
24. CO + O + M = C02 + M 2.36E + 15 0.0              4.34 

third-body efficiencies/CO 1.77/C02 2.7/H20 5.0/N2O 5.0/ 
25. HCN + O = NH + CO 3.45E + 03 2.64            4.98 
26. NH2 + H = NH + H2 4.00E + 13 0.0              3.65 
27. NH2 + NO = N2 + H + OH 9.30E + 11 0.0              0.0 
28. NH2 + NO = N2 + H20 2.00E + 20 -2.6              0.924 
29. HNC + O = NH + CO 5.44E + 12 0.0              0.0 
30. HNC + OH = HNCO + H 2.80E + 13 0.0              3.696 
31. HNCO + H = NH2 + CO 2.25E + 07 1.7              3.80 
32. CO + N02 = NO + C02 9.04E + 13 0.0 33.78 
33. HCN + M = HNC + M 4.36E + 26 -3.34 50.194 
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TABLE 2 
Comparison of the values of the ignition-delay times calculated using the various mechanisms for double base 

propellants. The initial mole fractions of NO, CO, H2, N2, H20, and C02 are set equal to 0.24, 0.33, 0.08, 0.04, 0.20, 
and 0.10, respectively. 

Detailed mech. Skeletal mech. Reduced mech. 

Initial conditions (41 sp„ 190 r.) (15 sp., 22 r.) (3 steps) 

1 atm, 1000 K 52.59 s 51.47 s 50.49 s 

1 atm, 1400 K 1.035 s 1.046 s 1.042 s 

1 atm, 1800 K 3.738-10-2s 3.843-10-2s 3.684-10-2s 

5 atm, 1000 K 8.297 s 8.062 s 7.769 s 

5 atm, 1400 K 1.142-101 s 1.147-lO^s 1.142-lO"^ 

5 atm, 1800 K 7.517-10-3s 7.774-10"3s 7.624 -10~3s 

10 atm, 1000 K 3.994 s 3.887 s 3.725 s 

10 atm, 1400 K 4.383-10"2s 4.375-10-2s 4.346-10-2s 

10 atm, 1800 K 3.448-10-3s 3.571-10-3 s 3.503 -10~3s 

30 atm, 1000 K 1.274 s 1.255 s 1.194 s 

30 atm, 1400 K 9.90-10-3 s 9.75-10-3s 9.63-10"3s 

30 atm, 1800 K 9.31-10~4s 9.64-10-4s 9.49-10-4s 

were quite useful because they qualitatively reflect 
the sensitivity of the calculated ignition-delay time 
to the various rate coefficients (information not di- 
rectly available). The pathway and sensitivity analy- 
ses were used to identify reactions that have a sig- 
nificant influence on the solution, indicating those 
that must be retained in the skeletal mechanisms. 

The approximations introduced in the numerical 
model of the structure of the dark zone are de- 
scribed in detail elsewhere [5-9]. Therefore, only a 
brief description is given here. The system is consid- 
ered to be spatially homogeneous, adiabatic, and iso- 
baric. Calculations were performed with the initial 
mole fractions of NO, CO, H2, N2, H20, and C02 

set equal to 0.24, 0.33, 0.08, 0.04, 0.20, and 0.10, 
respectively, for double base propellants. For nitra- 
mine propellants, the initial mole fractions of NO, 
CO, H2, N2, H20, C02, N20, and HCN are set 
equal to 0.13, 0.22, 0.07, 0.06, 0.20, 0.09, 0.02, and 
0.22, respectively. The results presented in Table 2 
demonstrate that Tig calculated using the skeletal 
mechanism agrees well with the values obtained 
from calculations using the detailed mechanism [8] 
for the double base propellants. Values of rig calcu- 
lated for the nitramine propellants using the skeletal 
mechanism are in good agreement with those of the 
detailed mechanism [8], (There are differences with 
those in Ref. 8 because of minor revisions of the 
detailed mechanism.) 

Reduced Chemical-Kinetic Mechanisms 

Procedures for deriving reduced chemical-kinetic 
mechanisms are described in detail elsewhere 
[14,15]. The skeletal mechanisms were reduced by 

introducing steady-state approximations for a num- 
ber of species. For any species, the time derivative 
of its concentration is the difference between pro- 
duction and consumption rates for that species. A 
steady-state approximation is justified if either the 
species' production or consumption rate, which of 
course are nearly equal at steady state, is much larger 
than the time derivative of its concentration [16]. 

For the reduced mechanisms, the concentrations 
of the steady-state species were calculated using the 
nonlinear algebraic equations resulting from the dif- 
ferential rate equations for these species by making 
the steady-state assumptions. That is, algebraic 
equations are obtained simply by setting these spe- 
cies' concentration time derivatives to zero. The 
steady-state species' concentrations are then speci- 
fied in terms of the other species' concentrations. 
However, the initial steady-state species' concentra- 
tions are no longer arbitrary. For example, setting 
them to zero is internally inconsistent, which causes 
numerical difficulties. In the calculations with the 
reduced mechanisms, the steady-state species' initial 
concentrations were therefore first calculated nu- 
merically using the algebraic equations. For all cases 
investigated, the initial steady-state species' concen- 
trations were found to be negligibly small and to 
have no significant influence on the calculated igni- 
tion-delay times. 

Double Base Propellants 

In Fig. 1, the ratios of the time derivatives of con- 
centration to production rates for N, NH, HNO, 
HONO, H, OH, and O are plotted as a function of 
time (t). The calculations were performed using the 
skeletal mechanism for double base propellants for 



SIMPLIFIED PROPELLANT DARK ZONE MECHANISMS 2001 

6.0E-4 

5.0E-4 
c 
o 
'1   4.0E-4 
■o 
2 
>t 3.0E-4 c 
o 

E   2.0E-4 
3 to c 
V   1.0E-4 
c 
_g 

-§    0.0E0 
o 

-1 .OE-4 

N 2E-4 
NH 

HNO 

HONO        0E0 

H 

0H -2E-4 
O 

0.112 0.114 0.116 
time fsl 

0.06 

time [s] 

f 
FIG. 1. The ratio of the difference 

between the rates of production and 
the rates of consumption to the rates 
of production for the species N, NH, 
HNO, HONO, H, OH, and O plot- 
ted as a function of time. The cal- 
culations are performed using the 
skeletal mechanism for double base 
propellants for p = 5 atm and T° = 
1400 K. 

FIG. 2. The ratio of the difference between the rates of 
production and the rates of consumption to the rates of 
production for the species N20 and N02 plotted as a func- 
tion of time. The calculations are performed using the skel- 
etal mechanism for double base propellants for p = 5 atm 
and T° = 1400 K. 

p = 5 atm and T° = 1400 K. Figure 1 reveals that 
at all conditions, except those close to t = 0 and t 
= Tig, the value of this ratio is very small. Therefore, 
it is reasonable to introduce steady-state approxi- 
mations for these species. In Fig. 2, the ratios of the 
time derivatives of concentration to production rates 
for N20 and N02 are plotted as a function of time. 
These results were also obtained using the skeletal 
mechanism for double base propellants for p = 5 
atm and T° = 1400 K. Comparison of the results in 
Fig. 2 with the results in Fig. 1 indicates that the 
concentration of N20 is not in steady state, but it is 
still reasonable to introduce a steady-state approxi- 
mation for N02. In view of the results presented in 
Figs. 1 and 2, steady-state approximations are intro- 
duced for N, NH, HNO, HONO, H, OH, O, and 

N02. The steady-state relations provide eight non- 
linear algebraic equations used to calculate the con- 
centration of the steady-state species in terms of the 
concentrations of the remaining species. The source 
terms of the species that are not in steady state are 
rearranged and collected in three groups such that 
each group represents the rate of one of the three 
overall steps of the reduced mechanism, which is 
written as 

2 NO + H2 ^ N20 + H20     (I) 

N20 + H2 ^ N2 + H20     (II) 

CO + H20 ^ C02 + H2     (II) 

The rates of the overall steps w^, k = I, II, III ex- 
pressed in terms of the rates of the elementary re- 
actions are 

u>!      =     w2 + ws + wu - w2o + W22\ 
wu     =    tui - w7 + w1Q + u>22 

wm    =    w3 

(1) 

where wn is the net reaction rate of the elementary 
reaction n shown in Table 1. 

Nitramine Propellants 

Reduced chemical-kinetic mechanisms for nitra- 
mine propellants were obtained using the same pro- 
cedure employed for double base propellants. The 
rates of production and consumption of various spe- 
cies were calculated using the skeletal mechanism 
for nitramine propellants. The results of these cal- 
culations demonstrate that it is reasonable to intro- 
duce steady-state approximations for NH, HNO, 
HNC, NH2, N02, OH, and O. The steady-state as- 
sumptions provide seven nonlinear algebraic equa- 
tions that can be used to calculate the concentrations 
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FIG. 3. Profiles of temperature T 
and mole fractions of NO, N2, CO, 
and C02 plotted as a function of 
time. The calculations are performed 
using the skeletal mechanism and 
the reduced three-step mechanism 
for double base propellants for p = 
5 atm and T° = 1400 K. 

of the steady-state species in terms of the concen- 
tration of the remaining species. The reduced mech- 
anism has six overall steps that can be written as 

2NO + 2H2^ N20 + 2 H + H20 (I) 

H20 + HCN ^ H2 + HNCO (II) 

N20 + 2H2^N2 + 2H + H20 (III) 

CO + H20 ^ C02 + H2 (IV) 

2H + M^H2 + M (V) 

NO + H + HNCO ^ N20 + CO + H2 (VI) 

The rates of the overall steps it);,., k = I-VI expressed 
in terms of the rates of the elementary reactions are 

WI = w2  +  ^8   +  WU 
WU = W25   + tU33 

lüm = Wi   +  W-j  +  WZJ  +  U>28  + tü32 

Wiy = W3  +  W24  +  tÜ32 

Wy = W-j  +  Wi2   +  U?24   + tü2ß   +  tü32 

Wyi = Iü2.5   +  IÜ29   +  «^31 

(2) 

To further simplify the mechanism, steady-state 
approximations were introduced for the species H 
and HNCO, yielding four overall steps that can be 
written as 

2 NO + H2 ^ N20 + H20 (I') 

NO + H20 + HCN ^ N20 + CO + 1.5 H2    (II') 

N20 + H2 ^ N2 + H20 (III') 

CO + H20 ^ C02 + H2 (IV) 

The rates of the overall steps of the four-step mech- 
anism u>k, k = I'-IV are identical to the rates for 
the overall steps I-IV in the six-step mechanism 
shown in Eq. (2). 

Results and Discussions 

Calculations with the reduced mechanisms were 
performed by multiplying time derivative terms in 
the differential equations for the steady-state species 
by a small number. In the limiting case in which the 
value of this number is zero, the differential equa- 
tions are transformed to algebraic equations. The 
value of the multiplier was chosen such that any fur- 
ther decrease in its value had no influence on Tig. 

In Fig. 3, the profiles of temperature, T, and the 
mole fractions of NO, N2, CO, and C02 are plotted 
as a function of time. The calculations were per- 
formed using the skeletal mechanism and the re- 
duced three-step mechanism for double base pro- 
pellants for p = 5 atm and T° = 1400 K. The 
profiles from the reduced mechanism agree closely 
with those calculated using the skeletal mechanism, 
except for times close to ignition. The maximum 
value of temperature and the final values of the mole 
fractions of various species after ignition calculated 
with the reduced mechanism differ from those cal- 
culated using the skeletal mechanism; these differ- 
ences occur because the concentrations of the 
steady-state species are not included in the 
atom-conservation equations in calculations with the 
reduced mechanism. The concentrations of the 
steady-state species represent excess mass in the sys- 
tem. Therefore, in the calculations with the reduced 
mechanism, the mass fractions of the various atoms 
change with time and the final mass fractions of 
these atoms are different from their initial values. 
However, these differences become noticeable only 
at times close to %■„. In fact, calculations prove that 
the differences between the initial mass fractions of 
the atoms and their mass fractions at times approx- 
imately 90% of Tig are veiy small. 

Figure 4 shows profiles of temperature, T, and the 
mole fractions of NO and N2 plotted as a function 
of time. Figure 5 shows profiles of T and mole frac- 
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FIG. 4. Profiles of temperature T 
and mole fractions of NO and N2 

plotted as a function of time. The 
calculations are performed using the 
skeletal mechanism and the reduced 
six-step and four-step mechanism for 
nitramine propellants for p = 10 
atm and T° = 1400 K. 

Skeletal Mechanism 
H20 
HCN 

T     6 Step Mechanism 
H20 

HCN 

■   H20 

HCN 

0.0E0       1.0E-3       2.0E-3      3.0E-3       4.0E-3       5.0E-3       6.0E-3       7.0E-3       8.0E-3 

time [s] 

FIG. 5. Profiles of temperature T 
and mole fractions of H20 and HCN 
plotted as a function of time. The 
calculations are performed using the 
skeletal mechanism and the reduced 
six-step and four-step mechanism for 
nitramine propellants for p = 10 
atm and T° = 1400 K. 

tions of H20 and HCN. These profiles are calculated 
using the skeletal mechanism and the reduced six- 
step and four-step mechanisms for nitramine pro- 
pellants for p = 10 atm and T° = 1400 K. The 
profiles in Figs. 4 and 5 calculated using the reduced 
mechanisms agree closely with those calculated us- 
ing the skeletal mechanism, except near ignition. 

Table 2 shows that the values of the ignition-delay 
times calculated using the reduced three-step mech- 
anism for double base propellants agree well with 
those calculated using the skeletal mechanism. The 
differences in the values of rig are less than 10%, 
with Tjg from the reduced mechanism smaller than 
that obtained using the skeletal mechanism. If a 
steady-state approximation is introduced for NzO, a 
reduced two-step mechanism is obtained. The value 
of rig calculated using this two-step mechanism at p 
= 1 atm and T° = 1000 K is found to be 50% lower 
than calculated with the three-step mechanism. This 
result illustrates that a steady-state approximation 
for N20 is not justified (although at other conditions 
the agreement is better). 

Table 3 compares the values of the ignition-delay 
times calculated using the six-step and four-step 
mechanisms for nitramine propellants with those 
calculated using the skeletal mechanism. The values 
of Tig calculated using the reduced six-step mecha- 
nism agree very well with those calculated using the 
skeletal mechanism. The differences are less than 
18%. However, the maximum differences in the val- 
ues of Tig calculated using the reduced four-step 
mechanism and the skeletal mechanism are about 
50%. The large differences between the values of Tig 

calculated using the reduced four-step mechanism 
and the skeletal mechanism are attributed to inac- 
curacies introduced by the steady-state approxima- 
tions for H and HNCO. 

Pyrolysis experiments have demonstrated that 
lower temperatures favor production of CH20 and 
N20, whereas higher temperatures cause more 
HCN and N02 to be formed for nitramines and ni- 
tramine propellants [17,18], Clearly, the former in- 
termediates reacting near the propellant surface are 
expected to favor formation of N2 and N20 at the 
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TABLE 3 
Comparison of the values of the ignition-delay times calculated using the various mechanisms for nitramine 

propellants. The initial mole fractions of NO, CO, H2, N2, H20, C02, N20, and HCN are set equal to 0.13, 0.22, 0.07 
0.06, 0.20, 0.09, 0.02, and 0.22, respectively. 

Detailed mech. Skeletal mech. Reduced mech. Reduced mech. 

Initial conditions (41 sp., 190 r.) (17 sp., 23 r.) 6 steps 4 steps 

1 atm, 1000 K 17.20 s 17.34 s 16.92 s 16.60 s 

1 atm, 1400 K 2.062-10"2s 1.995- 10-2s 1.790-10-2s 1.322-10-2s 

1 atm, 1800 K 3.056-10 ~4s 2.602-10-4s 2.160- 10~4s 1.319-10-4s 

10 atm, 1000 K 2.754 s 2.265 s 2.185 s 2.171 s 

10 atm, 1400 K 5.723-10-3s 6.162 -10-3s 5.632-10-3s 4.388 -10-3s 

10 atm, 1800 K 7.573-10-5 s 6.669 -10-5s 5.590-10-5s 3.066-10-5s 

30 atm, 1000 K 1.241 s 1.145 s 1.099 s 1.103 s 

30 atm, 1400 K 3.122-10-3s 3.283 -10-3s 3.037-10-3s 2.492-10-3s 

30 atm, 1800 K 4.903-10-5s 4.474-10-5s 3.803 -10-5s 2.125-10-5s 

TABLE 4 
Comparison of the values of the ignition-delay times calculated using the various mechanisms for nitramine 

propellants. The initial mole fractions of NO, CO, H2, N2, H20, C02, and HCN are set equal to 0.133, 0.224, 0.071, 
0.061, 0.204, 0.091, and 0.224, respectively. 

Initial conditions 

1 atm, 1800 K, 
10 atm, 1800 K, 
30 atm, 1800 K, 

Detailed mech. 
(41 sp., 190 r.) 

2.035-10~3 s 
5.858-10-4s 
3.270-10-4s 

Skeletal mech. 
(17 sp., 23 r.) 

Reduced mech. 
6 steps 

1.446-10- 
5.233-10- 
3.090-10- 

1.204-10"3s 
4.452-10-4s 
2.671-10-4s 

Reduced mech. 
4 steps 

5.738-10- 
3.026-10- 
1.944-10- 

leading edge of the dark zone, while the latter favor 
NO. Because a higher initial dark zone temperature 
would be expected to produce a steeper temperature 
gradient near the propellant surface, temperatures 
near the high end of the range studied might lead to 
initial dark zone mixtures that contain little N20. 
Therefore, it was deemed prudent to ensure that if 
future experimental data become available exhibit- 
ing this trend, the reduced mechanisms would still 
properly predict the chemical behavior for such 
mixtures. For this reason, ignition-delay time cal- 
culations for an initial temperature of 1800 K were 
repeated with N20 removed from the initial mixture. 
The results are shown in Table 4. The differences in 
the values of rjg calculated using the skeletal mech- 
anism and the six-step reduced mechanism are less 
than 17%, and the maximum difference in the values 
of T;„ calculated using the skeletal mechanism and 
the four-step reduced mechanism is about 60%. 

The data in Tables 3 and 4 highlight the impor- 
tance of the trace of NaO in the initial mixture. Com- 
parison of results in these tables shows that, in gen- 
eral, the presence of the N20 decreases rig by nearly 
a factor of 2 at 1800 K. The effect is even greater at 
lower temperatures (not shown). Addition of N20 to 

the mixtures results in an increase in the rate of the 
reaction N20 + M = N2 + 0 + M (elementary 
step 1 in Table 1), an important radical source. 

Summary and Conclusions 

Skeletal and reduced chemical-kinetic mecha- 
nisms are derived for predicting the structure of the 
dark zones formed over the burning surface of typ- 
ical double base and nitramine propellants. In the 
calculations with the reduced mechanisms, the final 
mass fractions of the atoms after ignition differ from 
their initial values because the concentrations of the 
steady-state species are not included in the atom- 
conservation equations. Therefore, the reduced 
mechanisms are suitable for calculating the values of 
ignition-delay times, but, in some applications, the 
errors introduced in the final temperature and spe- 
cies concentrations may not be acceptable. Attempts 
to improve the accuracy of the predictions of the 
final concentrations of these species in the reduced 
mechanisms are in progress. It is hoped that these 
skeletal and reduced chemical-kinetic mechanisms 
will be suitable for use in interior ballistics calcula- 
tions. 
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Note Added in Paper Revision 

Recently, we have performed further updates to 
the detailed chemical mechanism from which the 
skeletal and reduced mechanisms are derived. We 
have discovered that three important reactions in- 
volving two additional species were overlooked for 
the detailed mechanism. These changes have pro- 
nounced effects at low temperatures, especially at 
high pressures, resulting in shortening of predicted 
ignition delays by up to a factor of 3. The effects are, 
unfortunately, negligible in regions in which exper- 
imental data are available for testing. Reduced 
mechanisms have been developed from the newest 
detailed mechanism in a way entirely analogous to 
that used herein. The results are qualitatively similar 
in terms of accuracy compared to the detailed mech- 
anism. The number of reactions in both skeletal 
mechanisms increases by three and the steady-state 
species increase by two. These new results, as well 
as comparisons to our previous results, will be pre- 
sented in future papers. 
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COMMENTS 

O. P. Korobeinichev. Institute of Chemical Kinetics and 
Combustion Russia. What data for concentration of free 
radicals did you use in your calculations of the structure of 
the dark zones of propellants? What was the influence of 
the choice of radical concentrations on results of the cal- 
culations? 

Author's Reply. For calculations with the detailed and 
skeletal mechanisms, we assumed initial radical concentra- 
tions are zero. Steady-state assumptions are valid and were 
used in the reduced mechanisms for several species, in- 
cluding most radicals (but not all, see text; those for which 
the steady-state assumption was unacceptable were as- 
sumed to have zero initial concentrations). For a steady- 
state species, the derivative equation for the species' con- 
centration becomes algebraic when the steady-state 
assumption is made. The resulting system of equations is 
solved for steady-state species' concentrations. Initial val- 
ues of these species' concentrations are no longer variable, 
but are specified by the system's initial conditions. The in- 
itial steady-state concentrations can no longer be set to 
zero; this choice is mathematically inconsistent (does not 
solve the algebraic equations) and causes the numerical 
algorithm to fail. Instead, the algebraic equations were 
solved for the initial steady-state species' concentrations; 
this procedure is equivalent to assuming these species are 
at their steady-state concentrations upon entering the dark 
zone. Using steady-state concentrations for initial values in 
the finite rate mechanisms yields results virtually identical 
to using zero, proving initial steady-state concentrations are 
negligibly small. 

Two facts lead to an important new insight concerning 
the assumption of zero initial radical concentrations. First, 
even for those radicals for which the steady-state assump- 
tion yielded unacceptable errors, if the assumption is used, 
the ignition delays are only in error by, at worst, a factor of 
two (see text). Thus, the concentrations must be fairly close 
to their steady-state values for all radicals. Second, using 
our detailed mechanism and assuming a large initial mole 
fraction of 0.001 for H atoms, the change in calculated 
ignition delays is small. We found the steady-state species' 
concentrations will very rapidly shift toward their steady- 
state values (within confines of conservation laws). This be- 
havior explains previous observations of simultaneous, mi- 
nor, rapid, early changes in temperature, heat release, and/ 
or other species' concentrations for cases using arbitrary 

choices for initial concentrations of steady-state species. 
(See, e.g., [5,8]. Rapid shifts in assumed trace species con- 
centrations toward steady-state values explain the observed 
early time results.) The kinetics compels concentrations of 
radical species at the leading edge of the dark zone to be 
close to their steady-state values. Therefore the assumption 
of zero initial radical concentrations, which has been made 
by all dark zone modelers, is excellent. 

D. R. Crosley. SRI International, USA. When you al- 
tered the initial temperatures to examine sensitivity and 
comparison with experiment, did you just choose a new 
fizz zone initial temperature and use the calculated heat 
release, or did you alter the entire temperature profile? 

Author's Reply. This question refers to calculations we 
did using the detailed mechanism so that predicted dark 
zone ignition delays could be compared with experimental 
results. This was introductory material used in the oral pre- 
sentation to clarify the basic concepts used in the modeling 
and present tests of the detailed mechanism. These results 
are discussed in [8,9]. The present paper concerns only the 
reduced mechanisms which were developed to reproduce 
predictions of the detailed mechanism over a variety of 
conditions. In [8,9] and in the presentation, we showed that 
the detailed mechanism (and, by inference, the reduced 
mechanisms) agrees only modestly well with experiment 
using the measured dark zone temperature as initial tem- 
perature for nitramines; however, the agreement could be 
made very good by adjusting the initial temperatures used 
in the calculation within the experimental tolerances. 

In response, we used the adiabatic assumption for all 
mechanism variations. Therefore, the heat release upon 
chemical reaction determines the temperature profiles; 
that is, it is indeed calculated. Of course, the entire tem- 
perature profile is affected by changes in the assumed in- 
itial temperature. (Here, we think you are asking whether 
we used the measured temperature profiles as fixed input 
parameters, as is frequently done in burner stabilized pre- 
mixed flame modeling. This procedure is unnecessary be- 
cause many measurements have shown propellant flames 
generally reach the adiabatic limit.) However, a change in 
the initial temperature, within experimental limits, does 
not strongly affect the rest of the profile, especially the 
adiabatic temperature. 
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The unsteady combustion of aluminized composite propellants (Al/AP/HTPB) was studied using laser 
recoil and other measurements. It was found that propellants with fine aluminum (<15 fim) and high 
aluminum loading (>15%) produced large aluminum agglomerates and a strong low-frequency (<100 Hz) 
oscillatory combustion response with burning rate oscillations at the same frequency and in phase with 
departure of large aluminum agglomerates at the propellant surface. Coarser aluminum propellants pro- 
duced only moderate-sized agglomerates and minimal oscillatory combustion response. The frequency of 
the burning rate oscillations increased (approximately linearly) with increasing mean burning rate and 
aluminum loading, and decreased with increasing aluminum ingredient particle size. The oscillatory burn- 
ing response appears to be related to periodic accumulation, agglomeration, ignition, and departure of 
aluminum at the burning surface of the propellant. Both the oscillatory burning and agglomerate particle 
size data are consistent with Gany and Caveny's model of aluminum accumulation in a mobile surface melt 
layer. These observations confirm that aluminum can have a significantly stronger influence on the com- 
bustion of AP/HTPB propellants than that indicated by the normally small changes observed in macro- 
scopically steady burning rate or the mean burning rate during macroscopically unsteady (oscillatory) 
combustion. The proposed mechanism linking aluminum behavior and propellant burning rate is that of 
cyclic heat sink and source effects associated with the periodic aluminum accumulation and departure. 

Introduction 

Aluminum has been used extensively as an addi- 
tive in solid rocket propellants for two distinct rea- 
sons: increased performance [1] and damping of 
high-frequency acoustic oscillations [2]; however, 
the effect of aluminum on solid propellant combus- 
tion is still not well understood. Several recent stud- 
ies have reported abnormally high combustion re- 
sponse functions for highly aluminum loaded AP/ 
HTPB propellants (compared with nonaluminized 
analogs) in the 300-500 Hz range. T-burner mea- 
surements at NAWC [3] of a high burning rate (ca- 
tocene catalyzed) 20% Al/AP/HTPB propellant at 
225 atm showed a response peak at a relatively low 
frequency (300-500 Hz) that was not present in the 
corresponding nonaluminized propellant and could 
not be explained in terms of classical quasi-steady, 
homogeneous, one-dimensional (QSHOD) theory. 
The aluminum effect was attributed to distributed 
combustion of aluminum, although the reported ob- 
servations are also consistent with a modified pro- 
pellant combustion response. Recent measurements 
of Ariane solid booster propellant combustion re- 
sponse indicated a strong aluminum effect on the 
propellant response. Using microwave and inter- 
rupted exhaust techniques, investigators at ONERA 
observed a previously undetected 200- 300-Hz re- 

sponse peak at 40 atm [4] that was not present in 
the nonaluminized propellant. Additional evidence 
that aluminum can significantly modify the propel- 
lant combustion response in the 0- 500-Hz fre- 
quency range comes from recent studies using the 
laser recoil technique [5-7]. In that work, certain 
highly aluminum loaded AP/HTPB propellants were 
found to exhibit pronounced low-frequency (<100 
Hz) oscillatory burning when perturbed by unsteady 
laser radiation at 1 atm. These oscillations in pro- 
pellant burning rate were thought to be related to 
aluminum behavior, particularly the periodic accu- 
mulation, agglomeration, and departure of alumi- 
num at the surface. The results of these various in- 
dependent techniques (T-burner, laser recoil, 
microwave,'and modulated exhaust—the latter three 
of which are not influenced by distributed combus- 
tion) suggest that aluminum can significantly alter 
propellant combustion response, and factors that af- 
fect aluminum agglomeration might also affect pro- 
pellant combustion response. 

Aluminum agglomeration has been shown to be 
affected by both gas-phase flame conditions and con- 
densed-phase packing and accumulation considera- 
tions. The primary gas-phase observation [8-10] is 
that a hot, partially premixed AP/HTPB leading- 
edge flame in close proximity is necessary if alumi- 
num is to ignite before it leaves the propellant 
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surface. AP particle size and pressure play important 
roles in this regard. The primary condensed-phase 
packing consideration is that the volume between 
coarse AP particles determines the amount of alu- 
minum that is available to form an agglomerate via 
cracking and "oxidative welding" of neighboring alu- 
minum particles at the surface [11]. The primary ac- 
cumulation observation is that if a melt layer (e.g., 
HTPB) exists on the surface of the propellant, in- 
gredient aluminum particles that are smaller than 
this layer thickness can accumulate in the layer, lead- 
ing to more extensive agglomeration [12]. In this pa- 
per, the factors related to condensed phase accu- 
mulation (prior to agglomeration, ignition, and 
departure) were investigated. 

Experimental Procedure 

The laser recoil technique measures the dynamic 
burning rate of propellants and energetic materials 
using small (gram) quantities of material. The prin- 
ciple of the technique is to perturb the propellant 
burning rate with laser radiation, measure the recoil 
force associated with the momentum flux of the 
combustion gases, and infer the instantaneous burn- 
ing rate. The plume, which can be rather optically 
dense in metalized propellants, is kept sufficiently 
optically thin by ample ventilation, and the laser flux 
absorbed by the propellant is determined by mea- 
suring the transmissivity of the plume and reflectivity 
of the propellant. A fraction of the laser energy is 
split off and monitored simultaneously. This signal is 
calibrated to give the instantaneous absorbed laser 
flux. In this study, both YAG and C02 lasers were 
used. Most tests were conducted at 1 atm using a 
Kistler 9207 force transducer. The force transducer 
and laser flux data were spectrally analyzed using 
standard FFT algorithms to give the complex thrust 
frequency response function H(f). For small ampli- 
tude perturbations, H(f) is independent of the radi- 
ant flux amplitude, Aq, and H(f) is the linear fre- 
quency response function for recoil force. Since the 
recoil force is related to the momentum flux of the 
gases leaving the propellant surface, the thrust re- 
sponse is a good indicator of the propellant burning 
rate response. Further discussion of momentum 
considerations can be found in Ref. 5. 

Formulations of the most-studied propellants are 
shown in Table 1. A complete list of investigated 
formulations can be found in Ref. 6. 

Aluminum agglomerate sizes were measured to in- 
vestigate the correlation between agglomerate size 
and oscillatory burning behavior. The agglomerates 
from a burning propellant sample were captured in 
a beaker containing an ethanol bath that had been 
buffered with ammonium acetate. The propellant 
was located 1 cm above the surface of the ethanol, 
with the surface facing downward (gravity acting to 

pull agglomerates from the surface), whereas in all 
other tests (laser recoil and strand burning rate) the 
surface faced upward. This method of capturing par- 
ticles was similar to the method used in Ref. 13. 
Particle size distributions were measured with a sed- 
imentation analyzer based on light scattering. 

Luminosity of the region near the burning pro- 
pellant surface was measured with a fiber optic (7° 
half angle) that viewed the propellant surface and 
the gas region just above it, and a photodiode. 

Results 

Mean Burning Rates 

Mean burning rates for zero laser flux at 1 atm are 
listed in Table 1. The A-0, A-20, R-18-1, and R-0-1 
results exemplify the well-known observation that 
aluminum addition does not greatly alter the steady 
burning rate; the addition of a relatively large per- 
centage (16 or 17%) of aluminum (keeping the AP/ 
HTPB ratio constant) increases the steady burning 
rate only 10-30%. The AP size distribution has a 
much stronger effect on mean burning rate than the 
presence of aluminum; fine AP increases burning 
rate significantly. 

The effect of a steady radiant heat flux on burning 
rate is shown in Fig. 1. Mean burning rate increased 
monotonically (no apparent plateau region) with 
mean flux. In addition to the steady tests, Fig. 1 
shows the mean burning rate when oscillatory 
(pulsed and sinusoidal) laser flux was used. Some of 
the oscillatory results exhibit nonlinear effects, i.e., 
deviations in mean burning rate from the constant 
flux values. 

The effect of aluminum ingredient size on mean 
burning rate is shown in Table 2. Mean burning rate 
decreased slightly with increasing ingredient alumi- 
num size. This trend is possibly related to changes 
in agglomeration (see the following agglomeration 
results). 

Agglomerate Sizes 

The mass mean agglomerate size results are given 
in Table 2. Most of the preoxidized aluminum sam- 
ples (U/P was an exception) produced smaller ag- 
glomerates than their nontreated counterparts, as 
previously observed by others [1,11]. The R-18-1, H- 
3, and H-5 propellant samples contained large, flake- 
shaped agglomerates. Their characteristics spanwise 
dimension was usually over a millimeter. It should 
be noted that the flakes occurred only in the pro- 
pellants that also exhibited strong oscillatory burning 
behavior. In contrast to the small ingredient alumi- 
num, the large ingredient aluminum produced no 
flakes, just smaller, round agglomerates. The results 
of Table   2   show  that  the  smallest,  untreated 
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TABLE 1 

Propellant formulations 

Propellant 

Primary 

metal Metal > AP HTPB Carbon 

f|, (cm/s) 

4 = 0 

R-18-1 

R-18-2 

R-0-1 

A-20 

A-10 

A-5 

A-0 

QCZ-1 

UadP 

H-3 to 95b 

Al 
(Reynolds) 

Al 
(Reynolds) 

Al 

Al 

Al 

Al 

Al 
(ALCOA) 

Al 
(Valley Met) 

17.75 (5 /im 
average size) 

17.75 (5 /im 
average size) 

0.0 

16.7 (5/im) 

9.1 (5/im) 

4.9 (5 /im) 

20.0 (5/im) 

17.75 
(14-18/im) 

17.75 
(spherical) 
(3-95/im) 

42.83 (<90/im) 
21.42 (20 /im) 

42.83 (90/im) 
21.42 (20/im) 

52.07 (<90/im) 
26.04 (20 /im) 

34.2 (200/im) 
34.2 (25/im) 

37.3 (200 /im) 
37.3 (25/im) 

39.0 (200 /im) 
39.0 (25 /im) 

41.0 (200/im) 
41.0 (25/im) 

44.0 (200/im) 
20.0 (20/im) 
4.0 (10-20/im) 

42.83 (<90/im) 
21.42 (20 //m) 

42.83 (<90 /im) 
21.42 (20/im) 

17.0« 

17.0» 

20.67» 

14.9 

16.3 

17.1 

18.0 

12.0 

17.0» 

17.0» 

1.0 

1.0 

1.22 

0.0 

0.0 

0.0 

0.0 

0.0 

1.0 

1.0 

0.18 

0.11 

0.14 

0.14 

0.12 

0.11 

0.11 

0.23 

0.13 

see Table 2 

»Binder, 84.0% HTPB, 10.0% DOA, and 6.0% IPDI by mass. 
bH-Xp (e.g., H-5p) designates pretreated aluminum, heated in oxygen to increase oxide coating thickness. 

Steady C02 (R-18-1) 
Pulsed C02 (R-18-1) 
Pulsed YAG (R-18-1) 

Sine C02 (R-18-1) 
Steady C02 (R-18-2) 
Pulsed CO (R-18-2) 

0.4 

0.35   - 
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FIG. 1. Mean burning rate as a function of mean heat 
flux for constant, pulsed, and sinusoidal heat flux for R-18- 
1 and R-18-2 propellants (COa laser). 

ingredient aluminum sizes (R-18-1, H-3, and H-5) 
produced the largest agglomerates. The intermedi- 
ate-sized ingredient aluminum produced the small- 
est agglomerates. With the largest ingredient alu- 
minum size, agglomerate size increased again, 
probably due to the larger ingredient size, and not 
necessarily because of more extensive agglomeration 
relative to the intermediate case. 

Oscillatory Burning: Time-Domain Response 

Several of the propellants (R-18-1, R-18-2, H-3, 
H-5, A-20, and QCZ-1) exhibited pronounced oscil- 
latory burning when perturbed by periodic laser ra- 
diation while others did not. Those that burned in 
an oscillatory fashion also displayed synchronous os- 
cillatory accumulation and departure of aluminum 
at the propellant surface. Figure 2 shows force trans- 
ducer and luminosity traces for R-18-1 and R-0-1 
propellants subjected to 10 Hz, 5 ms of pulsed YAG 
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TABLE 2 
Zero flux burning rates and agglomerate size results 

Propellant R-18-1 H-3 H-5 H-5p H-15 H-15p ..H-30 H-60 H-60p H-95 U P 

Burning rate (cm/s) 
Agglomerate size (jam) 

0.18 
218 

0.19 
143 

0.18 
277 

0.17 
56 

0.16 
78 

0.15 
42 

0.14 
51 

0.14 
113 

0.13 
78 

0.13 
152 

0.13 
84 

0.13 
88 

-R-0-1 R-18-1 

S3 
"3 > 

I 

FIG. 2. Recoil force and luminosity traces for R-18-1 and 
R-0-1 propellants (10 Hz, 5 ms pulsed YAG radiation, 14 
W/cm2 mean absorbed flux). 

radiation at 14 W/cm2 mean absorbed flux. The 
large, initial peak in the traces corresponds to the 
periodic pulse of the laser. The force traces indicate 
a strong oscillatory burning rate response (at 47 Hz) 
following the laser pulse for R-18-1 propellant but 
essentially no response for nonaluminized R-0-1. 
Similarly, the luminosity traces show a strong oscil- 
latory signal following the laser pulse for R-18-1, 
which is nearly in phase with the force (burning rate) 
signal. That this oscillatory luminosity was due to 
periodic accumulation, agglomeration, ignition, and 

departure of aluminum at the propellant surface was 
verified by high-speed video imaging. These results 
suggest a causal relationship between aluminum be- 
havior on the propellant surface and the dynamic 
burning rate of die propellant. 

Oscillatory Burning: Frequency Response Function 

Time-domain responses were converted to the fre- 
quency domain as discussed previously, assuming 
linearity of the combustion response. Nonlinear ef- 
fects are evident in some of the data, such as mean 
burning rate shifts. However, the primary effects of 
nonlinear behavior on the linearly computed re- 
sponse function [14] are to reduce the response 
function magnitude near the peak (i.e., to shift some 
of the response to higher frequencies) and, for 
pulsed input, to create false secondary peaks at fre- 
quencies corresponding to integer multiples of the 
inverse pulsewidfh. Since the reduction in primary 
response peak magnitude is never enough to obscure 
its general characteristics and identity, and since the 
first false secondary peak frequency is beyond the 
range of interest in this study (>200 Hz), the linearly 
computed frequency response functions are a useful 
indicator of the linear combustion response and the 
general combustion behavior. 

Figure 3 shows the thrust frequency response 
for aluminized R-18-1 and nonaluminized R-0-1 us- 
ing both YAG and C02 lasers with pulsed input 
(10 Hz, 5 ms, 14 W/cm2 mean flux). For both lasers, 
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FIG. 3. Thrust frequency response 
function for R-18-1 and R-0-1 pro- 
pellants (10 Hz, 5 ms pulsed radia- 
tion, 14 W/cm2 mean absorbed flux). 
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FIG. 5. Thrust frequency response 
function for A propellants (10 Hz, 5 
ms pulsed COa radiation, 14 W/cm2 

mean absorbed flux): effect of alu- 
minum loading. 

a strong peak in the 40- 50-Hz range is observed with 
R-18-1. The flat response for R-0-1 confirms that the 
oscillatory response in R-18-1 (which has the same 
AP/HTPB ratio) is probably not due to combustion 
of the fuel-rich AP/HTPB mixture but is related to 
the aluminum behavior. Previous studies have shown 
that some nonmetalized, fuel-rich AP/hydrocarbon 
mixtures exhibit strong oscillatory burning responses 
when excited periodically [15-17]. However, this ef- 
fect seems to correspond to quasi-homogeneous 
mixtures with fine AP (<20 jum) [18] and therefore 
would not be applicable in the present propellants. 

The effect of aluminum ingredient particle size 
was investigated with the H-propellant series. Ingre- 
dient aluminum sizes included 3, 5, 15, 30, 60, and 
95 jum. Out of all the H propellants, only the 3- and 
5-,um aluminum powders produced strong oscilla- 
tory responses. As shown in Fig. 4, the 3-,um alu- 
minum response peaked at 74 Hz and the 5-^m alu- 
minum response at 42 Hz, thus showing a decrease 
in peak frequency with increasing ingredient alu- 
minum size. The 5-/im pretreated aluminum pro- 

pellant H-5p had a very weak peak at the same fre- 
quency as H-5 but the magnitude was greatly 
reduced; presumably, this was related to a much 
lower degree of agglomeration and smaller agglom- 
erates (Table 2). The propellants with larger ingre- 
dient aluminum (H-15 and larger) did not produce 
an oscillatory response. It should be noted that all 
the nonoscillatory burning propellants (H-5p, H-15, 
etc.) produced much smaller agglomerates than the 
oscillatory propellants (see Table 2). 

The effect of aluminum loading was investigated 
with the A-propellant series. A-20 produced the 
strongest oscillatory response of the A propellants. 
As shown in Fig. 5, the A-20 response peaked at 30 
Hz. The A-5 and A-10 propellants had weaker os- 
cillatory responses that peaked at <10 Hz. 

The relationship between the frequency of the 
characteristic aluminum agglomeration response 
peak and mean burning rate was explored by varying 
the mean heat flux with pulsed C02 laser input. The 
peak frequency was found to increase linearly with 
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FIG. 6. Approximate correlation between experimental 
oscillatory burning frequency and theoretical replenish- 
ment frequency for accumulating one monolayer of alu- 
minum particles in surface melt layer. 

mean burning rate, as shown in Fig. 6 for R-18-1 
and R-18-2. In Fig. 6, the measured peak frequency 
is plotted versus f^(f)/d (which has units of frequency) 
for reasons discussed later. For the R-18-1 and R- 
18-2 data in Fig. 6, the aluminum volume fraction 
(<f> = 0.114) and particle size {d = 5//m) are con- 
stant parameters. The linear relationship between 
peak frequency and mean burning rate confirms that 
the characteristic aluminum agglomeration peak is 
not the classical, inert thermal conduction response 
peak for which peak frequency varies as the square 
of mean burning rate. 

Mechanism of Aluminum Accumulation and 
Agglomeration 

The mechanism of aluminum accumulation and 
agglomeration suggested by Gany and Caveny [12] 
seems to explain many of the results observed in this 
study. The key feature of Gany and Caveny s model 
is a "mobile" melt layer on the propellant surface 
wherein ingredient aluminum particles smaller than 
this layer thickness (d < S) would be free to move 
relative to the surrounding molten binder. Particles 
arriving at the melt layer-gas interface would be re- 
tained there by surface tension while the surround- 
ing binder flowed past and decomposed to vapor. As 
more particles arrived, they would push aside or be 
pushed aside by previously accumulated particles; 
the molten binder would continue flowing past the 
particles. This would continue at least until a densely 
packed monolayer of particles was formed. After that 
point, new arrivals would tend to fill in the holes, 

choking off binder flow to the surface. This would 
create additional viscous drag force and a tendency 
to push particles into the gas phase. If gas flame con- 
ditions were conducive (i.e., many hot, leading-edge 
flames near the propellant surface), the probability 
of protruding aluminum encountering a hot flame 
would be high, and rapid heating, coalescence, and 
ignition of all the neighboring aluminum particles 
would occur. The accumulated aluminum would 
leave the surface as a large, burning agglomerate, 
and the cycle would begin again. The cycle time for 
this process would be approximately the time to ac- 
cumulate one monolayer of aluminum particles in 
the melt layer surface, which from mass conservation 

d 

rbß4> 
(1 - ß4>) (1) 

If gas flame conditions were not conducive (i.e., 
fewer hot leading-edge flames near the surface), alu- 
minum ignition would not occur until more alumi- 
num particles had accumulated in the melt layer, 
thereby exerting greater force and/or pushing more 
particles into the gas phase. In the limit, if the melt 
layer became saturated with aluminum without ig- 
nition and departure having occured, the newly ar- 
riving wave of aluminum particles from the solid 
binder phase would force all the accumulated alu- 
minum into the gas phase, resulting in either ignition 
and departure of burning agglomerates (if flame 
conditions were conducive for ignition) or just de- 
parture of nonburning agglomerates. Then the cycle 
would begin again. The cycle time for this process 
would be approximately the time to saturate the melt 
layer of thickness, <5, with aluminum particles, as 
given by 

*sat  =  T^T (1   -  ß4>) (2) 

The foregoing description applies to small ingredient 
aluminum (d < S) and gives the limiting scenarios 
corresponding to the shortest (equation 1) and long- 
est (equation 2) accumulation/departure cycle times. 

The situation for ingredient aluminum particles 
larger than the melt layer thickness (d > ö) would 
be quite different. These particles would protrude 
through the melt layer into the gas phase where they 
would have opportunity to be heated to ignition 
without undergoing extensive accumulation and ag- 
glomeration with neighboring particles, providing 
gas flame conditions were conducive (i.e., close in 
spatial proximity and relatively hot). If near-surface 
gas flame conditions were not conducive to ignition, 
these large ingredient aluminum particles would be 
carried into the gas stream unignited and relatively 
unagglomerated. 

This mechanistic description explains many of the 
agglomeration results observed both in Ref. 12 and 
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in this study. It accounts for the much more exten- 
sive agglomeration observed with smaller ingredient 
aluminum (see Table 2). It also accounts for the ob- 
served variation in aluminum accumulation/depar- 
ture frequency with ingredient aluminum size, load- 
ing, and mean burning rate according to equation 1 
(see Figs. 4-6). 

A semiquantitative test of the Gany and Caveny 
model can be made by comparing the predictions of 
equation 1 with the measured peak (oscillatory) fre- 
quencies, as shown in Fig. 6. The horizontal axis in 
Fig. 6 corresponds to the inverse of tmono> with ß<j> 
neglected relative to unity, and ß set equal to unity. 
The value of </> used is the total aluminum volume 
fraction. It might be argued that this value under- 
predicts the effective value in an AP composite pro- 
pellant if the aluminum accumulation is viewed to 
occur in the molten binder layer. In addition, there 
is uncertainty about the correct effective aluminum 
particle accumulate layer thickness necessary before 
ignition occurs. Equations 1 and 2 indicate that this 
value could vary between d and S; the value of d is 
probably a lower limit. Thus, the effective values of 
both d and 4> in equation 1 could conceivably be 
increased, but reliable means for more accurate es- 
timates are not known. Further information about 
the microstructure of both the condensed-phase and 
gas-phase combustion zones is needed. Neverthe- 
less, the agreement between the experimentally 
measured peak frequencies and the "theoretical" 
peak frequency (as indicated by the diagonal line in 
Fig. 6) are noteworthy. Particularly significant are 
the following: (1) both R-18-1 and R-18-2 data show 
a linear increase with mean burning rate; (2) H-3 
and H-5 data, for which both mean burning rate and 
ingredient aluminum size vary, show good correla- 
tion; and (3) A-5, A-10, and A-20 data, for which 
both aluminum loading and mean burning rate vary, 
show good correlation. All the propellants that dem- 
onstrated oscillatory burning are plotted in Fig. 6 
and all show reasonable correlation with the Gany- 
Caveny model. 

Relation between Agglomeration and Propellant 
Burning Rate 

The most important new information obtained in 
this study is evidence of the link between aluminum 
agglomeration behavior and dynamic propellant 
burning rate, particularly the correlation between 
extensive agglomeration and pronounced oscillatory 
burning. The mechanistic connection might be as 
follows. Aluminum is an inert heat sink from the 
time it begins accumulating in the melt layer until it 
ignites and leaves the surface; after departing the 
surface (assuming it ignites at the surface) it be- 
comes a heat source both by radiative and conduc- 
tive heat feedback. As a heat sink, aluminum takes 
energy from the primary leading-edge flames that 

would have gone to augmenting the propellant burn- 
ing rate. As a heat source, aluminum transfers en- 
ergy back to the propellant, both by conduction and 
radiation while it is close to the propellant surface, 
and by radiation after it is too far from the surface 
to conduct, thus providing additional heat feedback 
to augment the propellant burning rate. Thus, the 
cycle of periodic accumulation and departure of alu- 
minum represents an oscillating heat sink/source ef- 
fect which influences the dynamic burning rate. Av- 
eraged over a long period (relative to the 
accumulation/departure cycle), the aluminum sink/ 
source effects tend to cancel, resulting in only a 
modest net effect on the mean burning rate. But the 
dynamic burning rate effect can be quite significant, 
particularly when agglomeration is extensive. Larger 
agglomerates have larger inertia-to-drag ratios (~d3/ 
d2). Thus, they have longer residence times near the 
propellant surface after ignition and can provide 
more effective conductive heat feedback. This effect 
seems to be evident as a weak trend in the steady 
burning rate and agglomerate size data for the H 
propellants, (Table 2) and a strong trend in the os- 
cillatory burning rate data (Fig. 4). 

Conclusions 

Although gas-phase leading-edge flame effects are 
clearly important in determining aluminum agglom- 
eration behavior, the results of this study and those 
of Gany and Caveny show that the accumulation pro- 
cess at the propellant surface also plays an important 
role. Furthermore, this work shows that the agglom- 
eration process can significantly affect dynamic pro- 
pellant burning rate behavior. Future studies should 
consider this effect more carefully. 

Nomenclature 

ß reciprocal of packing factor for spherical par- 
ticles (e.g., simple cubic, face centered cu- 
bic, etc.), of order one 

5        melt layer thickness 
<p volume fraction of aluminum in propellant, or 

response function phase 
d mean diameter of ingredient aluminum par- 

ticles 
/ frequency (Hz) 
Ft       recoil force per unit area 
H(f) complex thrust frequency response function, 

H(f) = F't/q' 
q        absorbed radiant heat flux 
r\j       propellant burning rate 
t time (s) 

(over bar) denotes average or steady values 
' denotes oscillatory values 
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COMMENTS 

l Gökalp, CNRS LCSR, France. Oscillatory burning of 
single aluminum particles is a well documented phenom- 
enon by Dreizin in Russia and Mavion and Gökalp (CST, 
1996, forthcoming) and others. Do you think that your ob- 
servations on aluminized propellants can be explained by 
the oscillatory burning behavior of aluminum agglomer- 
ates? 

Author's Reply. The oscillatory propellant burning re- 
ported here is related to the oscillatory burning behavior 
of aluminum but not in the way you suggest. Oscillatory 
aluminum combustion in propellants has to do with peri- 
odic accumulation in the binder melt layer, agglomeration, 
ignition, and departure from the surface. This is a sequence 
of events unique to propellants and different from oscilla- 
tory burning of isolated aluminum droplets, which of 
course can also occur for a variety of reasons. 

rate effect with laser oscillations. While the Al may be re- 
sponsible for the force results you see, how do you relate 
the Aluminum mechanisms to what would occur in a rocket 
chamber? 

Author's Reply. The key to relating these results to a 
motor environment is the coupling between aluminum 
combustion behavior and propellant burning rate response, 
which these results demonstrate exists under certain con- 
ditions. Although pressure has a significant effect on the 
flame zone structure near the propellant surface, it is quite 
possible that a strong coupling may exist in rocket motors 
at elevated pressures. The laser is merely a convenient per- 
turbing influence in these experiments. In a motor pressure 
would be the primary perturbing influence. Still, if a strong 
coupling mechanism existed a pronounced, relatively low 
frequency response could be expected due to the metal/ 
propellant combustion coupling. 

Robert F. Chaiken, DOE/Pittsburgh Research Centre, 
USA. In a rocket motor chamber, pressure oscillations re- 
lated to chamber configuration are coupled to the burn 
rate. In your experiment you replace the pressure-burn 

Jerry Finlinson, Naval Air Warfare Center, USA. In your 
paper you explained the mechanism based upon the fact 
that the particles diameters were less than the melt layer 
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thickness. What was the melt layer thickness at 1 atm pres- 
sure? At much higher pressures the melt layer is thinner. 
At what pressure does the melt layer become less than 3 
microns thick? 

Author's Reply. Based on the observation that aluminum 
15 fim and larger did not agglomerate we would estimate 
the binder melt layer thickness to have been approximately 
15 /im. However, no independent measurements of binder 
melt layer thickness were attempted. We would agree that 
in general the binder melt layer thickness would decrease 
with increasing pressure, but further studies are needed to 
quantify the thickness better. 

Joseph M. Powers, University of Notre Dame, USA. Have 
you examined the force response of the propellant to a 
single pulse and do you observe a long time-scale ampli- 
tude decay? 

Your results suggest there may be an underlying second 
order differential equation, based on fundamental physics, 
which models your system well. Have you identified such 
a system? 

Author's Reply. We have examined the response to a va- 
riety of pulse conditions. The response for a single pulse 
(or series of widely spaced pulses) for a propellant that 
exhibited oscillatory behavior would be similar to that 
shown in Fig. 2; the amplitude would continue to decay as 
shown. 

The burning rate can be determined in theory by solu- 
tion of the conservation equations, mass, energy, and spe- 
cies. For this system a rigorous formulation would be ex- 
ceedingly complex, but perhaps there is a simplified 
approach that would capture the essential physics that has 
the general character you describe. We haven't identified 
such a description. 

John A. Vanderhojf, Army Research Laboratory, USA. 
Different frequency oscillations were shown for aluminized 
propellant when changing the driving source from a C02 

laser to a YAG laser. Could you comment on the source of 
this difference? 

Author's Reply. Differences are probably due to the dif- 
ferent optical properties of the various ingredients at the 
two wavelengths. At 10.6 /im both AP and binder have 
intrinsic absorption coefficients on the order of several 
hundred cm"1, which corresponds to mean free photon 
paths on the order of tens of/im. At 1.06 /im both AP and 
binder are very transparent (photon mean free paths on 
the order of cm). Only aluminum and carbon (for R-18) 
are relatively absorptive and they exist in the binder, not 
the AP. Their effect is to increase the binder absorption 
coefficient to several cm"1, reducing the mean free path 
in that region to tens of/im. Still the 90 /im AP allows 
deeper penetration of the YAG laser radiation. These dif- 
ferences in spatial distribution of absorption and selective 
absorption probably account for the observed difference in 
response. 
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PROPELLANT DARK ZONE CONCENTRATIONS VIA MULTICHANNEL 
IR ARSORPTION 

S. H. MODIANO AND J. A. VANDERHOFF 

U.S. Army Research Laboratory 
Aberdeen Proving Ground, MD 21005-5066, USA 

A multichannel infrared absorption technique has been developed and applied to the study of steady- 
state, self-sustained combustion of solid propellant flames at elevated pressure. An infrared light source, 
windowed pressure chamber, and spectrometer-diode array detector formed the basic experimental setup 
with which in situ absorption measurements were made. Spectra were obtained over the wavenumber 
range of 2300 to 6000 cm"1. Within this range, absorptions for HCN, H20, N20, CO, C02, and CH4 

have been detected through the use of a 1024-element platinum suicide array detector with the ability to 
read complete spectra in 10 ms. Experimental dark zone results for a nitramine propellant (XM39) and a 
double-base-like propellant (JA2) have been obtained, and these absorption spectra analyzed with a full 
spectrum, multivariate, nonlinear, least-squares-fitting pc program that makes use of the HITRAN database 
for the required molecular information. In some cases, the absorption spectra of the molecule had sufficient 
detail and fidelity to allow determination of both temperature and absolute concentration. This occurred 
for HCN and H20 in XM39 propellant and for H20 and CO in JA2 propellant. Dark zone temperatures 
(1185 K for XM39 and 1433 K for JA2) obtained in this fashion are in good agreement with reported 
values. All six of the species were found in XM39, and absolute concentration or upper limits are given. 
No evidence of HCN or N20 absorption was observed in the dark zone of JA2, thus, four dark zone species 
concentrations are reported for this propellant. Comparisons of species concentration and dark zone tem- 
perature measurements are made with other published measurements under conditions of steady-state, 
self-sustained propellant combustion. 

Introduction 

Delayed ignition events that occur in gun firings 
are thought to be related to detailed chemistry ef- 
fects of the solid propellant propulsion charge. At 
moderate pressure (~2 MPa), where the transition 
from ignitor burning to the main propellant burning 
occurs, many solid propellants burn with a clearly 
observable two-stage flame structure [1]. These two 
flames are separated by a nonluminous region called 
the dark zone whose spatial extent is governed by 
pressure. The length of this dark zone increases with 
decreasing pressure, and for sufficiently low pres- 
sure the second stage "luminous flame" does not 
form. At high pressures the two stages merge. Over- 
all, these dark zones appear because of the slow con- 
version of NO to N2. The chemistry involved in this 
conversion process is relevant to delayed ignition. 
Hence, a research effort to supply interior ballistic 
codes with detailed chemistry for the conversion of 
the propellant dark zone to the second-stage flame 
is underway. One of the beginning steps is to probe 
the dark zone for temperature and species concen- 
tration information. This information can be used to 
develop and test detailed chemical reaction mecha- 
nisms. 

Absorption spectroscopy with full spectrum least 

squares data analysis has been developed and used 
for this purpose. This technique, applied to the UV/ 
visible spectral region, has been used to obtain tem- 
perature and NO and OH concentration profiles 
through the dark zones and luminous flame zones of 
single-base, double-base, and nitramine propellants 
[2-6]. Many of the major dark zone species (CO, 
C02, N20, H20, HCN, CH4) have no easily acces- 
sible transitions in the UV/visible region of the spec- 
trum, thus, absorption spectroscopy in the infrared 
region has been recently investigated. Two full-spec- 
trum, in situ techniques have been reported: an 
FTIR method [7] and a multichannel method [8,9]. 
Here, in addition to experimental improvements, a 
larger set of species concentrations have been de- 
termined by using the HITRAN database [10] as in- 
put into a program for data analysis. 

Experimental 

The absorption experiment and windowed pres- 
sure chamber have been described previously 
[2,3,6,8,9], thus, only pertinent improvements will 
be discussed here. A sketch of the experiment is 
shown in Fig. 1. The primary light source was a 250- 
W quartz-tungsten-halogen lamp. At wavenumbers 
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Spectrometer Shutter       Light Source 

Propellant 

FIG. 1. Sketch of experimental setup. The windowed 
pressure chamber is shown in cross section to display the 
minimal chamber path length obtained with added ex- 
tender arms. 

less than 3300 cm-1, a silicon carbide Globar pro- 
vided greater intensity and was employed for some 
experiments. CaF2 lenses directed light through the 
chamber and focused it onto the entrance slit of a 
0.32-m spectrometer containing a 75-groove/mm 
grating blazed at 2500 cm-1. A liquid nitrogen- 
cooled focal plane array detector (Princeton Instru- 
ments) composed of 1024 platinum-silicide (Pt-Si) 
elements in a linear configuration was used to detect 
the dispersed light. When operated in first order, the 
system has a total spectral window of about 1100 
cm-1 when centered on 3000 cm-1 with a spectral 
resolution of about 6 cm-1 using a 125-,«m entrance 
slit. Spectral calibrations were performed using a 
low-pressure argon lamp. This array detector is sen- 
sitive from about 2250 to 11,000 cm"1, and when 
used with the Princeton Instruments ST-120 con- 
troller, a scan rate of 10 /<s/diode (i.e., 10.24 ms is 
needed to read out the entire diode array) is ob- 
tained with a dynamic range of 14 bits. 

An IR longpass filter was used between the sample 
chamber and spectrometer to remove any higher- 
order light, as well as visible radiation emanating 
from the burning propellant. Radiation emitted from 
the flame is more of a problem in the IR region than 
in the UV region, and a fast shutter with a minimum 
opening time of 1.8 ms (Vincent Associates Model 
LS6) was placed between the light source and the 
chamber. Thus, a spectrum consisting of the back- 
ground, the dark charge, and any emission from the 
sample was available for subtraction from the spec- 
trum of the transmitted light. In order to compen- 
sate for the finite time required by the shutter to 
open or close, the frequency of the shutter was set 
to one-fourth of the frequency of a master clock con- 
trolling the readout of the diode array. This allows 
every other spectrum to be acquired while the shut- 
ter is either fully opened or fully closed. The time 
to acquire one data pair (two spectra) is 42 ms when 
signal averaging is required, or 32 ms for a single- 
shot experiment. The ability to acquire both IR ab- 
sorption and emission spectra sequentially at a fast 
acquisition rate and with low noise provides advan- 

tages over other diagnostic techniques applied to 
solid propellant flames. 

Although the space surrounding the cylindrical 
propellant sample is purged with flowing nitrogen 
[3], combustion products may still migrate into this 
region. Concentrations of these products were min- 
imized by reducing the path length to about 0.4 cm 
larger than the propellant sample diameter. This was 
accomplished by extender arms terminated with sap- 
phire windows. When possible, propellant samples 
with a larger diameter were used (1.08 cm vs. 0.64 
cm) to increase the ratio of the sample length to the 
total path length. The overall spatial resolution of 
0.25 cm was set by the inside diameter of the ex- 
tender arm on the spectrometer side. Spectra ob- 
tained in this study were acquired in the dark zone 
at an average height of 0.15 cm directly above the 
propellant burning surface. 

Data Analysis 

The governing equations for absorption have been 
discussed previously [2,3] and are based on the dif- 
ferential absorption law where I(v), the transmitted 
intensity of light at frequency v, is attenuated along 
a path of length I according to 

Z(v) = Z0exp[-U] 
If a background absorption occurs over the path- 
length and is only weakly dependent on v, then 

I(v) = I0B(v)exp[-kvvl] 

where I0 is the incident light intensity, kv is the ab- 
sorption coefficient for the molecule of interest, and 
B(v) is the baseline correction factor for any broad- 
band attenuation along the path length. For condi- 
tions where the light source and spectrometer band- 
widths are much larger than the width of the 
absorption line, an instrument function, S(v, v0)> 
centered at v0, is introduced to give 

It = J S(v, v0)I(v)dv 

where It is the integrated light transmitted. 
A nonlinear, multivariate, least-squares-fitting- 

program using a Simplex algorithm [11] has been 
written for use within the Galactic Industries' 
GRAMS/386 environment. Molecular parameters 
and transition line strengths needed for the calcu- 
lation of kv are obtained from the HITRAN [10,12] 
database. The linewidths for the instrument function 
were obtained from a low-pressure argon lamp 
whose shape was well approximated by a Gaussian 
function. 

The data analysis procedure has been tested pre- 
viously [13] by fitting experimental spectra obtained 
from a pressure- and temperature-controlled test 
cell. These results showed temperature and concen- 
tration agreement to 2% and 6%, respectively. 
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FIG. 2. Transmittance spectra taken in the dark zones of 
XM39 and JA2 propellants undergoing self-sustained com- 
bustion in 1.0 MPa nitrogen. The wavenumber range for 
the detection system at one spectrometer setting was such 
that it was necessary to piece four spectra together to pro- 
vide this coverage. 

Results 

The transmission spectra of XM39 and JA2 pro- 
pellants taken in the dark zone region during steady- 
state combustion conditions in 1 MPa nitrogen are 
shown in Fig. 2. Major ingredients for XM39 pro- 
pellant are (by weight percent): cyclotrimethylene- 
trinitramine, 76%; cellulose acetate butyrate, 12%; 
acetyl-triethyl-citrate, 7.6%; and nitrocellulose, 4% 
(12.6% nitration). Major ingredients for JA2 propel- 
lant are (by weight percent): nitrocellulose, 58.2% 
(13.04% nitration); nitroglycerin, 15.8%; and dieth- 
yleneglycoldinitrate, 25.2%. Six species labeled on 
the XM39 spectrum have been identified as exhib- 
iting absorption over this region. Prominent absorp- 
tions for H20 are found in the 4000- to 3200-crer * 
region and can be assigned to the v, (3657 cm-1) 
and v3 (3756 cm-1) fundamental vibrational bands. 

A combination band, v2 + v3 (5332 cm-1) for H20 
has smaller absorption features in the 5600- to 4800- 
cm_1 region. The largest absorption, observed starts 
around 2350 cm-1 and is the asymmetric stretch of 
C02. Other readily identifiable absorption features 
are the fundamental CH stretch of CH4 at 3020 
cm-1 and the fundamental CH asymmetric stretch 
of HCN at 3311 cm"1. Two overtone bands at 4292 
cm-1 and 2563 cm'1 are identified as CO and N20, 
respectively. When comparing the spectra of XM39 
with JA2, the absence of HCN in the JA2 spectrum 
is apparent. Looking at the data in more detail, there 
is no identifiable N20 absorption for JA2, and the 
broader shape of the CH4 absorption indicates the 
JA2 spectrum is hotter. Each of these features for 
the six species has been examined more closely by 
least-squares fitting to extract temperature and con- 
centration information. Fitting of the CO and N20 
overtone spectra has been discussed in detail pre- 
viously [13] and, thus, only the results are reported 
in Table 1. 

Least-squares fits of H20 structure in the funda- 
mental and combination band regions for XM39 pro- 
pellant burning in 1 MPa nitrogen are shown in Figs. 
3 and 4, respectively. The amount of absorption and 
thus the signal-to-noise ratio is greater for the fun- 
damental absorptions shown in Fig. 3. Fits are rep- 
resented by solid or dashed lines while the data are 
represented by points. Two different experiments 
(propellant burns) were required to obtain the data 
of Figs. 3 and 4; in addition, another pair of exper- 
iments was performed for XM39. The temperatures 
and H20 concentrations obtained from these four 
experiments were averaged and these values are re- 
ported in Table 1. In all cases, the averaged values 
are reported in Table 1 and thus may differ slightly 
from the fitted value given in the figure caption. Fig- 
ure 5 illustrates a least-squares fit for C02 in the 
combustion  of XM39.  This  is  the  end of the 

TABLE 1 
Major dark zone species concentrations and temperatures obtained from least-squares-fitting IR transmittance 

spectra of XM39 and JA2 propellants undergoing self-sustained combustion in 1.0 MPa nitrogen 

XM39 

Species 

JA2 

Mole fraction T(K) Mole fraction T(K) 

0.38 1448 
n.a.b n.a.b 

0.23 1418 
0.11 C 

n.a.b n.a.b 

-0.005 C 

CO 
N20 
H20 
co2 
HCN 
CH4 

0.13 
£0.02 

0.15 
0.045 
0.13 

-0.005 

1217 
a 

1153 

"Temperature fixed to 1150 K. 
bNo absorption feature observed. 
Temperature fixed to 1450 K. 
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FIG. 3. Transmittance spectrum of the v1 and v3 stretches 
of water. Spectrum taken in the dark zone of XM39 burning 
in 1.0 MPa nitrogen. Best fit gives a temperature of 1204 
K and a 0.12 mole fraction water. 
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FIG. 5. Transmittance spectrum of the v3 stretch of C02. 
Spectrum taken in the dark zone of XM39 burning in 1.0 
MPa nitrogen. The temperature was held fixed at 1150 K 
and the best fit gives a 0.04 mole fraction C02. 
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FIG. 4. Transmittance spectrum of the v2 + v3 combi- 
nation band of water. Spectrum taken in the dark zone of 
XM39 burning in 1.0 MPa nitrogen. Best fit gives a tem- 
perature of 1204 K and 0.17 mole fraction water. 
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FIG. 6. Transmittance spectrum of the v3 stretch of 
HCN. Spectrum taken in the dark zone of XM39 burning 
in 1.0 MPa nitrogen Best fit to the data gives a temperature 
of 1173 K and 0.14 mole fraction HCN. 

sensitivity range for the Pt-Si array detector, and 
when combined with the absence of detailed fea- 
tures, it is difficult to reliably fit for both concentra- 
tion and temperature. Thus, the temperature was 
fixed to 1150 K and the only fitting variable was con- 
centration. 

A substantial absorption for HCN is observed in 
the dark zone of XM39, and Fig. 6 displays a least- 

squares fit for steady-state combustion at 1.0 MPa 
nitrogen pressure. The fit to the data deviates the 
most around 3310 cm"1, showing a much more pro- 
nounced separation of the P and R branches. Addi- 
tionally, significant deviation appears in the 3100- to 
3200-cm _: region. Recently, it has been reported [7] 
that a significant amount (3-4%) of C2H2 is present 
in the dark zone of this propellant flame. Acetylene 
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FIG. 7. Transmittance spectrum of the v3 stretch of HCN 
in windowed chamber after flame extinguishment. The 
open squares are the data, the solid line a least-squares fit, 
assuming the species is HCN, and the dashed line assuming 
the species is C2H2. Assuming the spectrum is HCN, the 
fitted temperature is 314 K. 

does have absorption features in this wavelength 
range, so C2H2 contributions could be present in the 
data shown on Fig. 6, and/or the HITRAN database 
for HCN is not accounting for all of the high-tem- 
perature effects. Evidence suggesting that the ab- 
sorption features displayed in Fig. 6 are predomi- 
nantly HCN is concluded from the results shown in 
Fig. 7. The data of Fig. 7 come from the transmit- 
tance obtained after the XM39 propellant has been 
consumed, but prior to the chamber being com- 
pletely purged by the flowing nitrogen gas. Both 
HCN and C2H2 should remain in the gas phase at 
close to room temperature while gas-phase H20 ab- 
sorptions disappear because of condensation. A 
least-squares fit to the data, assuming the species is 
HCN, is shown as a solid line. The dashed line rep- 
resents a fit assuming the species is C2H2. Clearly, 
the HCN fit follows the experimental data much 
more closely than the C2H2 fit. The HCN fit gives a 
quite reasonable value of 314 K for temperature. A 
meaningful concentration value is not available 
since, in this case, the path between the chamber 
windows is occupied with a nonuniform mixture of 
gases. 

While least-squares fitting the CH4 absorption fea- 
ture at room temperature resulted in excellent fits, 
when applied to the dark zone spectra of XM39 and 
JA2, some of the high temperature effects in the Q 
branch could not be well represented. Conse- 
quently, concentration values for CH4 given in Table 
1 contain larger uncertainty, estimated as a factor 
of 2. 

Discussion 

Table 1 contains the present results which indicate 
that the determined dark zone temperatures of 
XM39 and JA2 are consistent and agree well with 
previous work [3,6], where the dark zone tempera- 
ture was determined from fitting NO ultraviolet ab- 
sorption spectra, giving temperatures of 1150 K for 
XM39 burning in 1.2 MPa nitrogen, and 1450 K for 
JA2 burning in 1.6 MPa nitrogen. The pressure de- 
pendence of the dark zone temperature is small, de- 
creasing slightly with decreasing pressure. Although 
the dark zone is a steady-state region where tem- 
peratures and concentrations are not a strong func- 
tion of spatial position or pressure, the situation is 
far from equilibrium. Thermochemical equilibrium 
codes cannot be expected to predict species and con- 
centrations in this region, and so experimental mea- 
surements are needed to determine this informa- 
tion. Table 1 contains concentration information for 
five major dark zone species. A substantial amount 
of HCN fuel has been identified in the dark zone of 
the nitramine propellant as well as evidence for the 
presence of a small amount of N20 oxidizer. Accu- 
rate values for these species are very important to 
detailed chemical modeling of the major reaction 
paths that lead to the establishment of the final 
flame. 

Table 2 has been constructed in order to place the 
present data in context with published work. Mallory 
and Thynell [7] investigated the dark zone of XM39 
under the conditions of self-sustained combustion, 
and their results are included. Reasonable agree- 
ment is observed for CO, C02, N20, CH4, and tem- 
perature. Differences occur for HCN and H20. As 
discussed previously, we believe that the spectral ab- 
sorptions in the 3300-cm"1 region are predomi- 
nantly from HCN. Mass spectrometric sampling 
studies of XM39, under conditions of laser-assisted 
combustion and 0.1 MPa pressure, report HCN 
mole fractions of about 0.2 [14]. These same studies 
also report H20 mole fractions of about 0.2. 

Lengelle et al. [15] have obtained dark zone con- 
centrations from a double base propellant [18] (DB) 
under self-sustained combustion conditions. Major 
ingredients for DB propellant are (by weight per- 
cent): nitrocellulose, 52% (11.6% nitration); andni- 
troglycerin, 43%. The reported gas composition was 
renormalized to include 0.2 mole fraction H20. This 
propellant has energy content similar to JA2 and 
these results are given in Table 2 for comparison. 
Good agreement is observed for CO, C02, and tem- 
perature. No comparison can be made for water 
since the experimental technique of Ref. 15 does not 
detect this species. Differences are observed for 
CH4, and these may be due, in part, to differences 
in the propellant composition. 

Uncertainties in the reported data are estimated 
in the following fashion. It is assumed that no large 
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TABLE 2 
Comparison of dark zone species and temperatures with published results for self-sustained combustion conditions" 

Parameters XM39b XM39C JA2b DP/1 

P (MPa) 1.0 2.2 1.0 0.9 

Ht (cm) 0.15 0.10 0.15 0.2 

T(K) 1185 1125 1433 1500 

CO 0.13 0.10 0.38 0.38 

N20 <0.02 0.03 n.a.e — 
H20 0.15 0.09 0.23 — 
co2 0.04 0.04 0.11 0.09 

HCN 0.13 0.04 n.a.e — 
CH4 -0.005 0.004 -0.005 0.03 

"Concentrations in mole fraction. 
bPresent data. 
cData of Mallory and Thynell [7]. 
dData of Lengelle et al. [17]. 
eNo absorption feature observed. 

systematic error is present in either the determina- 
tion of path length or in the molecular database used 
to least squares fit the experimental absorption spec- 
tra. The largest variations come from the run-to-run 
repeatability of the experiment and include changes 
in the flatness of the burning surface and combustion 
intensity. Run-to-run variations in the concentration 
are in the ± 20% range, except for CH4, and about 
± 5% for the temperature. 

Summary 

A nonintrusive optical absorption technique has 
been developed and applied to the extremely hostile 
environment of self-sustained solid propellant com- 
bustion. Quantitative data for species concentrations 
and temperature have been obtained in the dark 
zone of two classes of solid propellants by a least- 
squares analysis of multifeatured spectra. 
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LASER RECOIL COMBUSTION RESPONSE OF N5 PROPELLANT FROM 
1 TO 9 ATMOSPHERES 
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The combustion response of N5-catalyzed double-base propellant was experimentally measured at 1, 2, 
3, 4, 6, and 9 atm using the laser recoil technique. Tests were done using a logarithmic frequency sweep 
controller to gain maximum data from each test. Sample burn rate at a mean heat flux of 35 W/cm2 and 
1 atm was 1.3 mm/s. The C02 laser power was monitored in real time using a fast response HgCdTe room 
temperature detector. The effects of pressure (1-9 atm) and oscillation amplitude (±9, 15, and 25 W/ 
cm2) on the response function were measured. Steady-state burn rate data at low pressure was measured. 

The slight pressure rise inside the combustion tank caused an upward drift in the force transducer signal. 
Light oscillations generally changed from lead to a lag of over 100 degrees as frequency changed from 10 
to 50 Hz. At a constant pressure, thrust oscillation levels increased as the laser power oscillation level was 
increased. The cross from phase lead to lag seemed to decrease in frequency as the power oscillation 
amplitude increased. At constant pressure, the light amplitude response broadened as the power oscillation 
amplitude increased and the phase crossover moved to a slightly lower frequency. Thrust oscillation am- 
plitudes decreased as the pressure increased to 75 psi, above which they became insignificant at these low 
heat flux levels. Thrust phase lead increased as the pressure was increased. Light oscillations increased as 
the pressure increased, due to the flame zone moving closer to the propellant surface. 

Introduction 

The purpose of this work is to increase our un- 
derstanding of mechanisms affecting combustion 
resonance which cause combustion oscillations in 
solid propellant rocket motors. Using the laser recoil 
technique allows us to measure the influence of heat 
feedback on the combustion response. Experimental 
measurements using the laser recoil technique were 
done on N5 propellant at atmospheric and elevated 
pressures. N5 is a readily available, catalyzed, dou- 
ble-base propellant, which is well characterized and 
exhibits a large combustion response. The specific 
objective of this paper was to determine the laser 
recoil response of N5 as a function of flux oscillation 
amplitude (± 9,15, and 25 W/cm2) and pressure (1- 
9 atm). Understanding the effect of pressure assists 
in relating the results to pressure-coupled combus- 
tion oscillations, which is what occurs in a real rocket 
motor. 

The laser recoil technique with an oscillating ra- 
diant heat flux has been used by several experi- 
menters [1-13]. Since the propellant burn rate and 
thrust respond to laser radiation, sinusoidal modu- 
lation of the C02 laser power results in sinusoidal 
thrust oscillations which are measured by a force 
transducer. Laser recoil has the advantage of requir- 
ing smaller sample sizes than T-burner, which is im- 
portant for new ingredients that are very expensive 

and difficult to obtain. However, instead of measur- 
ing the pressure-coupled combustion response, the 
device measures the radiant heat flux response. Col- 
laboration with Brewster and Son at the University 
of Illinois is furthering our theoretical understanding 
by allowing us to compare data from previously de- 
veloped flame models [1-4,10,11]. A transfer func- 
tion between the heat flux response, Rq, and the 
more useful pressure response, Rp, has been devel- 
oped and is being verified. 

Apparatus 

A schematic of the laser and data acquisition 
equipment is shown in Fig. 1. Tests were done using 
the 114-L surge tank filled with nitrogen. The recir- 
culation fan pulls smoke away from the mirrors dur- 
ing tests. Combusting an N5 sample with a diameter 
of 12.5 cm, thickness of 2.04 mm, and a mass of 0.4 
g resulted in a pressure increase of 0.3 psi. A Melles 
Griot 240-W continuous COa laser was modulated 
sinusoidally by a function generator that controlled 
the modulation frequency (10-100 Hz) and ampli- 
tude (35 ± 9, 15, and 25 W/cm2) of the heat flux 
oscillations. SPAWR beam integration was used to 
spread the laser beam energy distribution into a flat 
profile. A HgCdTe fast-response room temperature 
IR detector (BSA PEM-L-3 with 481-1 preamp) was 
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FIG. 1. Schematic of the laser and data acquisition sys- 
tem on the laser recoil apparatus. 
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FIG. 2. N5 burn rate as a function of pressure for strand 
burn rate data compared to 35 W/cm2 laser augmented 
data. 

installed with a GENTEC holographic beam sam- 
pler to monitor the laser power on-line. This corrects 
for laser response amplitude and phase lag by allow- 
ing the actual laser power waveform to be compared 
to the pressure and light oscillations. Light emission 
from the flame was monitored by a photosensor with 
no filter. The NRC Model 815 photosensor has a 
spectral response of 350-1100 nm. The light emis- 
sion signal was lowpass filtered at the same settings 
as the laser power signal and force transducer. Data 
was sampled at least 50 times per cycle to allow for 
at least 7-degree resolution on the phase cross cor- 
relation. The rms amplitude and phase relation of 
the imposed heat flux and the propellant thrust sig- 
nal were determined using digital cross correlation. 

The laser was operated at an average power of 160 
W. The optical train that absorbed and reflected 
about half the power included 8 mirrors, a zinc sele- 
nide lens, a window, and a holographic sampler. 
Power measured at the target area was 87 W over a 
2.25-cm2 area or 39 W/cm2. Additional energy losses 

arose from soot particle scattering and C02 gas ab- 
sorption in the flame. Estimation of exhaust plume 
transmission of 0.90 yielded 35 W/cm2 at the sample 
[8,11,12], 

To increase the amount of data obtained from 
each laser recoil test, tests were done using a loga- 
rithmic frequency sweep controller. The laser power 
oscillation frequency was varied logarithmically from 
5 to 100 Hz during a test to allow the entire response 
function to be generated from one test. The log- 
sweep data has been compared against single fre- 
quency sine tests and found to agree within 15%. 
Frequency sweep was especially valuable for pres- 
surized tests which are more time consuming. 

Preparation for each test involved calibrating the 
power, fastening the sample to the aluminum sample 
holder with silicon grease and placing it on the ped- 
estal inside the combustion bomb, bolting the win- 
dow, purging and pressurizing with nitrogen, and ad- 
justing the laser control signal sweep time and 
amplitude, the lowpass filters, and the A/D sampling 
rate. A timing control restarted the log sweep when 
the test trigger was fired. 

Experimental Results 

Figure 2 is a plot of the mean burn rate as a func- 
tion of pressure for data measured in the window 
strand burner by coworker Curran with no irradia- 
tion and in the laser recoil experiments under laser 
irradiation of 35 W/cm2. The laser flux data had a 
lower burn rate than the window burner data, which 
was unexpected. The laser flux added extra energy 
and should have increased the rate. The difference 
is likely due to differences in technique. We plan to 
measure the nonirradiation burn rate in the same 
combustion device for accurate comparison at dif- 
ferent test pressures. N5 with no irradiation exhibits 
a plateau at a burn rate of 11 mm/s and 1000 psi. 
Steve Son's data shows a burn rate mesa at 5 mm/s 
and atmospheric pressure under heat fluxes of 100- 
300 W/cm2 [4], This heat flux of 35 W/cm2 is below 
the plateau. 

Laser recoil tests on N5 propellant were done at 
atmospheric pressure and 30, 45, 60, 75, 90, 100, 
and 120 psig using sinusoidal heat flux oscillations 
from 20 to 50 W/cm2. Figure 3 is a plot of the cham- 
ber pressure, force transducer, and light emission 
signals with a log-sweep of 2-90 Hz at atmospheric 
pressure (13.7 psi). The tank was closed and pres- 
sure increased 0.3 psi during the test, while the 
thrust signal showed maximum oscillation amplitude 
at 40 Hz. Unfortunately, the pressure increase af- 
fected the force transducer, making it difficult to 
measure the average thrust for pressurized tests. 
Figure 4 is a plot of the laser power detector, force 
transducer, and light emission signals during a test 
with a log-sweep of 10-100 Hz at 44 psia. Light 
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FIG. 3. N5.112 closed volume test record for N5 pro- 
pellant using 2-90 Hz log-sweep under C02 laser radiation 
of 34 ± 15 W/cm2 at 13.7 psia, showing force, pressure 
rise, and light emission signals. Pressure increased 0.3 psi. 
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FIG. 4. N5.107 baseline test record for N5 propellant 
using log-sweep technique under C02 laser radiation of 35 
± 15 W/cm2 at 44 psia, showing force, laser power detec- 
tor, and light emission signals. 

oscillation levels increased by a factor of 4 compared 
to Fig. 3 at 13.7 psia. Thrust oscillation levels de- 
creased by a factor of 3. Both thrust and light emis- 
sion show a peak near 25 Hz, and light oscillations 
were very small above 50 Hz. Useful calibration val- 
ues are 3.5 V/Vrms (from cross correlation) and 1.86 
g/Vrms. 

Experimental Analysis 

For the log-sweep data, the cross correlation was 
performed one cycle at a time and a new frequency 
computed for each cycle, then amplitude and phase 
was determined. An amplitude plot shows the rms 
amplitude of the thrust or light emission as a func- 
tion of frequency. Phase lead was determined by 
comparing the thrust or light signal to the normal- 
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FIG. 5. a., Comparison of thrust and light rms amplitude 
for N5 propellant using log-sweep technique under C02 

laser radiation of 35 ± 15 W/cm2 at 44 psia. Amplitude 
cross-correlation results for test N5.107. b., Comparison of 
thrust and light phase lead for N5 propellant using log- 
sweep technique under C02 laser radiation of 35 ± 15 W/ 
cm2 at 44 psia. Phase cross-correlation results for test 
N5.107. 

ized laser detector signal. Data in Fig. 4 at 44 psia 
and a flux of 35 ± 15 W/cm2 was analyzed and the 
results are shown in Fig. 5a, b. Figure 5a is a plot of 
the rms amplitude of the light and thrust signals 
compared against the laser detector signal. The light 
peak occurred at a lower frequency, 20 Hz, and 
dropped to very low levels at 100 Hz. It was sur- 
prising that relatively high amplitude thrust oscilla- 
tions from 70 to 100 Hz were not accompanied by 
oscillations in light emission. Figure 5b is a plot of 
the phase lead of the light and thrust signals com- 
pared against the laser detector signal. The light 
phase led 50 degrees at low frequency and changed 
to a lag of 130 degrees at frequencies above 40 Hz. 
As the signal level dropped for frequencies above 60 
Hz, the scatter of the phase correlation increased. 
The thrust signal led about 30 degrees at 13 Hz and 
lagged about 15 degrees above 30 Hz. 

The effects of laser power oscillation amplitude on 
thrust and light oscillation response levels are shown 
in Figs. 6 and 7. The tests were done under 44 psia 
nitrogen atmosphere using log sweep from 10 to 100 
Hz, a mean flux of 35 W/cm2, with power oscillations 
of ± 9, 15, and 25 W/cm2. Figure 6a shows that the 



2028 PROPELLANTS 

107a, 35+-15W/cm2 
108a, 35+-9 W/cm2 

109a, 35+-25 W/cm2 

a o.i s 
OS 

0.08 

0.06 

0.04 

0.02 

0. 

! 44Psia o>>*V+-25 W 

- 
/+-1S W >Si    0 

X 

0/       ..*-V         \. 

<7            ^^^^^i 

■ 

10 
FREQUENCY, HZ 

100 

40 

20 

20 

g.40 

a 
H -60 

■      A^1 

-9 W 
■ 

A 

■ 

o 

107a, 35+-15 W/cm2 ! 
108a, 35+- 9 W/cm2 J 
109a, 35+-25 W/cm2 ; 

, 

-               +-25 W^ V 
o 

I    44 Psia 0 . 
10 

FREQUENCY, HZ 
100 

FIG. 6. a., Effect of laser power oscillation on thrust am- 
plitude. Comparison of thrust oscillation amplitudes for N5 
propellant using log-sweep technique under C02 laser ra- 
diation of 35 W/cm2 ± 9, 15, and 25 W/cm2 at pressure 
44 psia. b., Effect of laser power oscillation on thrust phase 
lead. Comparison of thrust oscillation phase lead for N5 
propellant using log-sweep technique under COa laser ra- 
diation of 44 W/cm2 ± 9, 15, and 25 W/cm2 at pressures 
44 psia. 

response amplitude increased as the laser oscillation 
amplitude increased. In Fig. 6b, the phase crossed 
from lead to lag at about 32 Hz for the 9-W/cm2 

oscillation and crossed at 18 Hz for the 25-W/cm2 

oscillation. In Fig. 6a, the peaks appeared at the 
same frequency, so we expected the phase cross over 
to occur at the same frequency, but they did not. It 
is unknown why the frequency of crossing from lead 
to lag should decrease as the amplitude increased. 
Figure 7 shows the corresponding light response 
peaks at 44 psia. In Fig. 7a, the light response peak 
near 20 Hz broadened as the oscillation amplitude 
increased. However, the peak amplitude increased 
only slightly. Figure 7b shows the phase crossing 
from lead to lag at about 20 Hz and decreasing 
slightly in frequency as the power level increased. 
The light emission levels were less affected by power 
level than was the thrust. 

The effects of pressure on thrust and light oscil- 
lations are shown in Figs. 8 and 9. Tests were done 
with mean flux of 35 W/cm2 and oscillation levels of 
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FIG. 7. a., Effect of laser power oscillation on light am- 
plitude. Comparison of light oscillation amplitudes for N5 
propellant using log-sweep technique under C02 laser ra- 
diation of 35 W/cm2 ± 9, 15, and 25 W/cm2 at pressure 
44 psia. b., Effect of laser power oscillation on light phase 
lead. Comparison of light oscillation phase lead for N5 pro- 
pellant using log-sweep technique under C02 laser radia- 
tion of 35 W/cm2 ± 9, 15, and 25 W/cm2 at pressures 44 
psia. 

± 15 W/cm2, while the pressure was increased from 
13.7 to 114 psia. Figure 8a is a plot of the thrust 
amplitude as a function of frequency and pressure. 
Notice two tests at 13.7 psia that demonstrate re- 
peatability of within 10%. The thrust amplitude de- 
creased by a factor of 8 as the pressure increased to 
74 psia. Above 75 psia, the thrust oscillations became 
so small that they were difficult to separate from 
transducer noise. Flux oscillation power levels must 
be increased to produce significant oscillations at 
higher pressures. This was as expected, for we 
showed previously that increasing the mean flux with 
the same oscillation amplitude tended to decrease 
the response [10]. Zarko has shown that the response 
of catalyzed, double-base propellant decreases with 
pressure [8], As pressure increased, the flame moved 
closer to the surface and caused the burn rate to 
increase. This is similar to adding additional mean 
flux with the laser. 

Figure 8b shows the corresponding thrust phase 
versus pressure. Above 50 Hz, the phase lead in- 
creased from — 40 degrees to a lead of 15 degrees 
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FIG. 9. a., Effect of pressure on light amplitude. Com- 
parison of light oscillation amplitudes for N5 propellant 
using log-sweep technique under C02 laser radiation of 35 
± 15 W/cm2 at pressures 13.7, 30, 44, 59, 74, 99, and 114 
psia. b., Effect of pressure on light phase lead. Comparison 
of light phase lead for N5 propellant using log-sweep tech- 
nique under C02 laser radiation of 35 ± 15 W/cm2 at 
pressures 13.7, 30, 44, 59, and 74 psia. 

as the pressure increased. It is unknown why the 
phase lead should increase as the pressure increased. 
Theoretically, the thrust response peak should move 
to a higher frequency as the burn rate increases. 
However, the peaks in the thrust do not show the 
response peak moving to a higher frequency as the 
pressure was increased in Fig. 8a. This effect must 
be further investigated. Figure 9a is a plot of the 
corresponding light amplitude oscillations as a func- 
tion of frequency and pressure. Note that the signal 
level for 114 psia has been divided by 10 due to its 
large magnitude. The general trend was for the light 
signal level to increase as pressure increased. This is 
because the dark zone compresses and the flame 
moves closer to the surface and the field of view of 
the photodetector. Above 100 psia, the flame was in 
view of the photodetector and light oscillations were 

much larger, but with a significant phase lag since 
gases convect from the surface about 3/4 inch up to 
the flame zone. Figure 9b shows the corresponding 
phase plot. There are no general trends noticed ex- 
cept that phase generally changes over 100 degrees 
during the frequency change from 10 to 100 Hz. 

Summary 

Tests were done using the logarithmic frequency 
sweep technique at pressures from 1 to 9 atm. The 
slight pressure rise inside the combustion tank 
caused an upward drift in the force transducer sig- 
nal. Light oscillations generally changed from a lead 
to a lag of over 100 degrees as frequency changed 
from  10 to 50 Hz. At constant pressure, thrust 
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oscillation levels increased as the laser power oscil- 
lation level increased. The cross from phase lead to 
lag seemed to decrease in frequency as the power 
oscillation amplitude increased. At constant pres- 
sure, the light amplitude response broadened as the 
power oscillation amplitude increased and the phase 
crossover moved to a slightly lower frequency. 
Thrust oscillation amplitudes decreased as the pres- 
sure increased to 75 psi, above which they became 
insignificant at these low heat flux levels. Thrust 
phase lead increased as the pressure was increased. 
Light oscillations increased as pressure increased 
due to the flame zone moving closer to the propel- 
lant surface. 

From this, we know that to cause combustion os- 
cillations at high pressures, large thermal oscillations 
are required. Continued research needs to be done 
on the mechanisms in a high pressure motor that 
cause these large thermal oscillations. The data pre- 
sented here is valuable for understanding the role of 
heat feedback on combustion oscillations in solid 
propellants. It can be used to calibrate models for 
converting heat flux response to the more useful 
pressure response. This is part of an ongoing inves- 
tigation of the combustion instability fundamentals 
of different propellants. 
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COMMENTS 

Merril K. King, NASA, USA. How do you plan to convert 
your data to pressure-coupled or velocity-coupled com- 
bustion response functions? 

Author's Reply. We understand that the pressure- and 
velocity-coupled response functions are the most useful, 
because they are used in motor stability codes, such as SSP. 
The data we generate using the laser recoil technique is 
the heat-flux response and must be converted to pressure- 
and velocity-coupled response to be used in such codes. 

An approximate conversion can be done using the radi- 
ation response function models developed by Prof. Brew- 
ster and Dr. Son and students at UIUC. However, they rely 
on assuming a simplified flame model and on knowing the 
optical properties, which have not been measured at com- 
bustion temperatures. So there is room for significant error 
there. Currently, our data attempts to get the same bum 

rate on the propellant sample as would be achieved by op- 
erating at high pressure. The ideal case is to operate at 
higher pressure and have as small laser power oscillations 
as necessary to get the linear response. 

Since there is no information for pressure-coupled and 
laser-recoil data at the same pressure, we plan to extend 
the range of laser-recoil data to higher pressures. Experi- 
mentally, we will be doing laser-recoil tests at pressures up 
to 150 psi, so that we can observe the effect of mean pres- 
sure on the laser recoil response and so that we are closer 
in pressure to existing T-burner data. Most current T- 
burner data does not go below 1000 psi, but we could gen- 
erate more data at lower pressures for comparison against 
the laser-recoil data. Horton's initial T-burner data was 
nearly all at 200 psi, because propellants oscillated so nicely 
at that pressure. 
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We also have scheduled in FY97 to perform T-burner 
tests on pure AP, HMX, RDX, ADN and other oxidizers, 
so that we will have their pure pressure-coupled responses. 
This will likely be done at lower pressures. These data will 
allow a better calibration of Beckstead's pure ingredient 
transient combustion models currently under develop- 
ment. It can also be used to verify the response function 
predictions based on temperature sensitivity. 

Lastly, we are attempting to design an apparatus that 
would measure the thrust recoil caused by pressure oscil- 
lations. This is a very tricky problem, because the pressure 
oscillations will likely pick up on the force transducer. This 
would allow us to measure the pressure-coupled response 
directly with small sample sizes under similar conditions to 
the laser-recoil tests. 
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CONVECTIVE IGNITION OF A GRANULAR SOLID PROPELLANT BED: 
INFLUENCE OF PROPELLANT COMPOSITION 

DOUGLAS E. KOOKER, STEPHEN L. HOWARD AND LANG-MANN CHANG 

U. S. Anmj Research Laboratory 
Aberdeen Proving Ground, MD 21005-5066, USA 

In previous work, the authors designed and built a laboratory apparatus that subjects a confined bed of 
granular propellant to essentially a planar hot-gas ignition wave. Diagnostics include wall-mounted pressure 
transducers to monitor the time history of the pressure field, and fast-response thermocouples protected 
within custom sting-mounted steel holders which protrude into the propellant bed to measure gas tem- 
perature. The present investigation examines convective ignition behavior of five different granular solid 
propellants under nearly identical flow conditions. This was made possible by employing special lots of 
M10 (single-base), JA2 (double-base), M30 (triple-base), M43, andXM39 (nitramine composites), each as 
identical-sized 7-perf grains. Since the initial flow characteristics of these propellant beds are the same, 
differences in chamber ignition response are the direct result of propellant composition. Ignition delays 
for MIO, JA2, and M30 are essentially within the range of 2.3-6 ms; the response is independent of 
composition. However, the nitramine composite M43 (energetic binder) exhibits delays of 220-300 ms, 
during which the gas-phase temperatures within the bed drop from 1100 K to below 400 K before a 
runaway reaction finally ruptures the shear disc in the chamber. It is more difficult to ignite the nitramine 
composite XM39 (inert binder); time delays can exceed 600 ms. The data also suggest an inverse depen- 
dence on pressure, which is consistent with the hypothesis that gas-phase chemical reactions are controlling 
chamber response. When the chamber configuration is altered to promote a rapidly rising pressure field, 
ignition delays for both nitramine propellants are reduced to less than 1 ms. 

Introduction 

The convective ignition process in most solid pro- 
pellant gun systems is dominated by a complicated 
three-dimensional flow field as the result of the com- 
bustion chamber geometry, a combination base-pad/ 
centercore ignition system, protrusion of the 
projectile afterbody into the chamber, etc. When 
simple design changes unwittingly lead to an ignition 
process accompanied by excessive time delay [1], as 
can happen with nitramine composite solid propel- 
lants, it is virtually impossible to isolate and examine 
fundamental aspects of the ignition process. Unless 
eliminated, these delays in namespreading can foster 
combustion chamber conditions that promote large 
amplitude pressure waves [2] and possible system 
failure. Diagnosing and correcting anomalous igni- 
tion behavior would benefit from additional insight 
into the fundamental process. 

This investigation is a deliberate attempt to study 
convective ignition of granular solid propellant in a 
simplified flowfield. The ignition environment is cre- 
ated by a laboratory device that subjects the confined 
bed of granular propellant to essentially a planar hot- 
gas ignition wave. The objective is straightforward: 
monitor the differences in ignition behavior between 
single-base, double-base, triple-base, and nitramine 
composite solid propellants under nearly identical 

initial flowfield conditions and ignition stimulus. 
Five propellant compositions were chosen. The sin- 
gle-base is M10 (98% NC), the double-base is JA2 
(58.2% NC, f 5.8% NG, 25.2% DEGDN), the triple- 
base is M30 (28.7% NC, 22% NG, 47.3% NQ), and 
the two nitramine composites are XM39 (76% RDX, 
12% CAB, 4% NC, 7.6% ATC) and M43 (76% RDX, 
12% CAB, 4% NC, and energetic plasticizer). The 
nitramine composites are of interest from a vulner- 
ability standpoint because they exhibit a higher 
threshold for thermal ignition, and once ignited, 
burn at slower rates at low pressure. However, both 
properties may create difficulties in the ignition se- 
quence of a gun system. All five propellants (taken 
from the BRL Research Series) have identical ge- 
ometry. Each grain is a right-circular cylinder with 7 
perforations parallel to the longitudinal axis; nominal 
length is 15.2 mm, diameter is 7.62 mm, and diam- 
eter of each perforation is 0.762 mm. Thus, to the 
degree the igniter system can be held constant, each 
propellant bed will experience the same initial flow- 
field (convective heat transfer, gas/solid drag, etc.). 
Differences in chamber response will be directly 
traceable to propellant composition. 

The last two decades have witnessed a number of 
experiments [3-10] devoted to exploring the behav- 
ior of convective ignition of solid propellant—both 
as   single   grains   and   compacted   aggregates.   A 

2033 
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FIG. 1. Schematic of flamespreading chamber with igniter system detail. 

discussion can be found in Refs. 11 and 12. A unique 
aspect of the present experiment is the attempt to 
vary only propellant composition. The experiment 
also combines several other potentially important 
features. The test chamber intentionally includes a 
closed volume (as opposed to a flow-through device) 
to simulate conditions in the gun combustion cham- 
ber, which will trap and retain all pyrolysis products 
from the solid propellant. The design attempts to 
provide an ignition stimulus composed of only gas- 
phase products, where the composition of the igniter 
gases could be altered. Although certain condensed- 
phase products are known to be effective ignition 
aids, they are difficult to describe in a theoretical 
model. The present experiment employs wall- 
mounted pressure transducers to monitor pressure 
time-history. Furthermore, gas temperature is mon- 
itored by fast-response thermocouples protected 
within custom sting-mounted steel holders which 
protrude into the propellant bed. Time-history of gas 
temperature may give important clues into the 
mechanism responsible for the anomalous ignition 
delay. Finally, to recreate the marginal ignition en- 
vironment suggested by previous tank gun simulator 
experiments [1], the hot-gas igniter wave should 
have a rise time of 2-4 ms and maintain a chamber 
pressure level within the range 1-3 MPa. 

Flamespreading Chamber Experiment 

Figure 1 is a schematic of the dual chamber ap- 
paratus   in  which  a  nozzle  plate  partitions  the 

chamber into the igniter section and the flow or test 
section which contains the sample granular material. 
A similar dual chamber design was first used by Kuo 
[5]. The operation commences by burning a small 
quantity of ball powder in the igniter chamber which 
is sealed by a diaphragm covering the multiple-noz- 
zle plate. When the diaphragm bursts, combustion 
gases initially confined in the igniter chamber are 
driven through the nozzle plate, forming an approx- 
imately planar wave of hot gas which propagates 
through the flow chamber. The rise time and 
strength of the ignition wave [11,12] are functions 
of the amount of ball powder consumed in the ig- 
niter chamber, the burst pressure of the diaphragm 
covering the nozzle plate, the size of the nozzle 
holes, and so forth. 

The flow chamber contains an aluminum liner 
with an i.d. of 76 mm and a length of 304.8 mm. A 
9.5-mm-thick acrylic blowout disc at the far end of 
the. flow chamber limits the maximum chamber 
pressure. The 12.7-mm-thick steel nozzle plate con- 
tains 101 holes (2.38 mm diameter) flared into noz- 
zles. Pressure sealing is accomplished with two lay- 
ers of mylar film which initially cover the nozzle 
plate. In the igniter chamber (Fig. 1), 5 g of Olin 
ball powder (undeterred sieved WC-870, average 
particle diameter of 0.775 mm) are placed within a 
38-mm-diameter aluminum cup and ignited near the 
top with a bridge wire; the cup is thermally insulated 
to minimize heat loss. The other material surround- 
ing the cup is consumable thermal insulation acting 
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as a thermal shield to prevent hot particles which 
may escape the cup from burning through the mylar 
layers before they reach their burst pressure (2 lay- 
ers produce ~16 MPa). Pressure time-history of the 
chamber event is recorded by four wall-mounted 
Kistler 211B1 pressure transducers. P0 is in the ig- 
niter chamber, and the other three are in the flow 
chamber, separated by 101.6 mm; P: is located 19 
mm into the flow chamber, P2 is located at 120.6 
mm, and P3 is at 222 mm. 

Measurement of gas temperature within the pro- 
pellant bed necessarily involves some compromise. 
Of the measurement options available (e.g., Ref. 13), 
we chose to use a type S thermocouple (platinum vs. 
platinum-10% rhodium) in a special holder. The 
maximum temperature limit of a type S thermocou- 
ple is approximately 2040 K, which provides an ad- 
equate upper limit for an ignition and/or incomplete 
combustion event. Of course, the thermocouple is 
sacrificed upon successful ignition of the solid pro- 
pellant. An important problem is how to protect the 
structural integrity of a thermocouple placed within 
the packed bed. The scheme adopted (see Fig. 1) 
was to mount the thermocouple inside a hollow steel 
cylinder (o.d., 8 mm; length, 11 mm; wall thickness, 
0.9 mm) that has dimensions slightly smaller than 
the solid propellant grain. The thermocouple is 
"strung across" the inside diameter of the hollow cyl- 
inder with the junction placed near the cylinder axis; 
this configuration is held in place by applying a coat- 
ing of clear NC-based lacquer with polyester resin 
to the inside walls of the hollow cylinder. The lac- 
quer also electrically insulates the thermocouple 
leads from the steel walls. The lead wires are fed 
through a ceramic insulator internal to the sting 
mount which positions this assembly so that the ther- 
mocouple junction is located near the flow chamber 
centerline axis (additional details in Ref. 14). The 
adequacy of the response time of the thermocouple 
in a transient flowfield can be an issue. The strategy 
adopted here was to evaluate thermocouples of var- 
ious diameters in the identical transient environ- 
ment. Paired combinations (1-mil with 2-mil, and 2- 
mil with 3-mil) were mounted within the same 
holder and the response compared [11,12,14] during 
a typical operation of the experiment. These com- 
parisons suggest that, except for submillisecond ex- 
cursions involving large amplitudes, a l-mil-diame- 
ter (0.025 mm) thermocouple reports with minimal 
distortion. However, a 1-mil thermocouple does not 
have the structural integrity to survive the mechan- 
ical forces associated with the hot-gas igniter wave 
when the hollow cylindrical holder is aligned parallel 
to the chamber axis. The compromise was to turn 
the holder 90 degrees to the chamber axis, which 
allows the cylindrical walls to shield the thermocou- 
ple from the blast. As indicated in Fig. 1, the cham- 
ber experiment includes two thermocouple holders, 
each containing a single 1-mil type S thermocouple. 

Each holder assembly is colocated with a pressure 
gauge; TC2 is opposite the pressure gauge P2, and 
TC3 is opposite P3. 

Once the mylar diaphragms burst, flow through 
the multiple nozzle plate remains choked for ap- 
proximately 2 ms; the supersonic flow exiting the 
nozzle system negotiates a complicated shock-dia- 
mond/Mach-disc pattern in order to adjust to the 
pressure level in the flow chamber, which is rising 
rapidly. The 19-mm void region just below the noz- 
zle plate (see Fig. 1) is intended to keep propellant 
grains out of this harsh flowfield environment. When 
the nozzle system unchokes, the rise in chamber 
pressure is nearly arrested (see solid line in Fig. 2), 
leaving a plateau behavior which decays primarily 
due to heat loss. The strength of the ignition system 
is held constant by burning 5 g of ball powder in the 
igniter chamber. However, to modulate the influ- 
ence of the igniter gases on the granular propellant, 
a column of granular inert material (grain is solid 
cylinder, L = 24.3 mm, D = 10.7 mm, PVC filled 
with CaC03) is added as a "buffer zone" between 
the nozzle plate and the beginning of the live pro- 
pellant bed. The combined length of the buffer zone 
and live propellant bed is held constant. Increasing 
the length of the buffer zone increases convective 
heat losses, thus cooling the igniter gases before they 
reach the live propellant bed. An additional impor- 
tant but more subtle effect is to lower the level of 
the pressure plateau region because the porosity of 
the inert bed (~0.55) is greater than that of the live 
propellant bed (~0.45), and hence the igniter gases 
expand into a greater volume. 
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FIG. 2. Data from flamespreading chamber with 82.5- 
mm buffer zone. Comparison of pressure time-history 
monitored by transducer P2 for granular propellants M10, 
JA2, M30, and M43. 
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TABLE 1 
Ignition delay time from flamespreading chamber runs0 

Research propellant 
Full-up 

(No buffer zone) 
38.1-mm 

buffer zone 
82.5-mm 

buffer zone 

M43 0.6 ms (#104) 110.5 ms (#89) 
40.5 ms (#90) 
69.1 ms (#96) 
57.8 ms (#97) 

251.5 ms (#88) 
224.5 ms (#95) 

292.2 ms (#103) 

XM39 0.5 ms (#102) 557 ms (#100) 
843.6 ms (#101) 

660 ms (#99) 

M30 5.7 ms (#87) 
2.36 ms (#91) 

JA2 12.65 ms (#92) 
3.4 ms (#93) 

2.75 ms (#94) 

M10 2.95 ms (#98) 

"Ignition delay time = time (4 MPa) - time (1 MPa), from transducer P2; run numbers in parentheses. 

Experimental Results 

Three of the solid propellants exhibited very simi- 
lar ignition behavior in the flamespreading chamber: 
the single-base M10, the double-base JA2, and the 
triple-base M30. Figure 2 compares chamber pres- 
sure time-history from gauge P2 (see Fig. 1) for typ- 
ical runs involving these three propellants, where the 

-i—i—i—i—i—i—r 
0    50 100 150 200 250 300 350 400 450 500 550 600 650 

Time (ms) 

FIG. 3. Data from flamespreading chamber with 82.5- 
mm buffer zone. Comparison of pressure time-history 
monitored by transducer P2 for granular propellants JA2, 
M43, and XM39. Dotted line is from model simulation 
assuming inert propellant bed. 

length of the inert buffer zone was 82.5 mm (longest 
used here). Considering the differences in compo- 
sition, their ignition/transient combustion responses 
are remarkably similar. For comparison purposes, 
we define an ignition delay time to be the time in- 
terval between attaining 1 MPa (=> the igniter has 
functioned) and 4 MPa (=> runaway combustion is 
imminent), as reported by gauge P2. Then, all but 
one ignition delay time (JA2) is within the range 2.3- 
6 ms (data in Table 1). Although JA2 will be dis- 
cussed later, none of these three propellants gave an 
indication of susceptibility to excessive ignition de- 
lay. This finding is also consistent with gun system 
behavior. 

The pressure time-history shown as a solid curve 
in Fig. 2 was not generated by an inert material. 
Indeed, this curve represents the chamber response 
of M43 (nitramine with an energetic plasticizer) 
which ignited successfully but on a much longer time 
scale. The continuation of the solid curve is shown 
in Fig. 3 (along with the JA2 curve from Fig. 1 for 
reference), indicating an ignition delay time of 224 
ms. The chain-double-dot curve in Fig. 3 was pro- 
duced by XM39 (nitramine with inert binder) which 
exhibits a delay of over 600 ms. The ignition delays 
with the nitramine propellants are essentially two or- 
ders of magnitude greater than those observed with 
MIO, JA2, and M30. Delayed ignition sequences 
have been noted before [1,6-10], although not time 
delays of these magnitudes. However, the present 
results are the first to isolate the effect under con- 
trolled conditions. Apparently, significant differ- 
ences exist in completing the ignition process and 
establishing full combustion of the nitramine com- 
posite propellants. And, clearly, the inert binder in 
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FIG. 4, Data from flamespreading chamber with 82.5- 
mm buffer zone. Comparison of gas temperature time-his- 
tory reported by 1-mil thermocouple TC2 for granular pro- 
pellants M43 and XM39. 

XM39 serves to retard the ignition process. Note 
that as the chamber pressure level decreases from 2 
to 1 MPa, both nitramine pressure time-histories fol- 
low a similar curve, until the onset of runaway. A 
model [15] based on two-phase mixture theory was 
used to simulate the chamber response for the lim- 
iting case when the igniter functions and the pro- 
pellant is assumed inert. The pressure history pre- 
dicted at P2, shown by the dotted line in Fig. 3, is 
the result of heat loss and forms a plausible lower 
bound to the measured values. One interpretation 
of the comparison is that some exothermic heat re- 
lease occurs before a time of 40 ms, but then sub- 
sides to a lower level where heat loss governs the 
shape of the curve. 

Some additional insight into what happens in the 
propellant bed during this long time delay may be 
provided by the 1-mil thermocouples. Figure 4 is a 
comparison of the gas temperature time-history 
monitored at TC2 (opposite P2) from the XM39 run 
shown in Fig. 3 (#99, ignition delay over 600 ms), 
with an M43 run (#103, ignition delay of 292 ms); 
both had an 82.5-mm buffer zone. Again, both tem- 
perature histories follow a similar path, until runa- 
way. As the chamber pressure decreases through the 
range of 2 to 1 MPa, the gas-phase temperature de- 
creases from approximately 1100 K (the igniter 
wave) to approximately 350 K before the reaction 
accelerates. Once underway, the runaway reaction in 
M43 requires only 2-3 ms while in XM39 it con- 
sumes over 100 ms; both runs blew the shear disc 
out of the chamber. It is rather remarkable, and cer- 
tainly unexpected, that gas-phase temperatures can 
fall below 400 K and yet the reaction does not die. 

Because of the length of these delays and the fact 
that the wall-mounted transducers report virtually 
identical pressures, it might be assumed that the re- 
action process is proceeding uniformly throughout 
the propellant bed. This is apparently not the case. 
The lower thermocouple, TC3, indicates a maximum 
temperature of approximately 600 K from the igniter 
wave, and then an asymptotic approach to the values 
from TC2 over a time interval of 200-300 ms. The 
lower maximum temperature seen by TC3 is a plau- 
sible result of the significant heat loss experienced 
by convective flow through a compacted aggregate. 
However, the model simulation mentioned above 
was prompted by concern over the persistence of the 
temperature difference. The model, which assumes 
an inert propellant bed, predicts a similar but lower- 
magnitude axial temperature distribution that re- 
mains almost suspended in time (convective heat 
transfer is minimal) as the oscillatory flow generated 
by the igniter wave dies away. Furthermore, the pre- 
dictions suggest that gases within the buffer zone 
just upstream from TC2 are 200-400 K hotter than 
those at the location of TC2. Thus, it is entirely pos- 
sible that the runaway reaction begins in this region 
where no thermocouple was located, and at temper- 
atures above those reported by TC2. It is also pru- 
dent to question the accuracy of the thermocouple 
measurement. The design [14] of the hollow steel 
cylinder that protects the thermocouple was moti- 
vated by the expected transient environment within 
the initial 20-30 ms. However, at later times, if the 
chamber flow stagnates, conductive losses to the 
steel walls could influence the thermocouple re- 
sponse. Consider the limiting case of an infinite cyl- 
inder of gas with the circumferential boundary (i.e., 
steel) held at constant temperature. Assuming a uni- 
form initial gas temperature, the solution [16] pre- 
dicts that the thermal wave from the cold wall 
reaches the centerline in 100-200 ms, depending 
upon the value of thermal diffusivity. However, when 
this limiting case accounts for the 4 coats (—0.3 mm) 
of NC lacquer applied to the inside of each steel 
holder (before mounting the thermocouple), then 
the centerline temperature does not sense the cold 
wall for 600 ms. This provides reasonable assurance 
that the thermocouple readings were not corrupted. 
Additionally, the two-phase model simulation dis- 
cussed above predicts a low amplitude oscillation in 
the chamber for times up to 600 ms. Typical peak 
velocities are 6 cm/s, which implies that the contents 
of the hollow cylinder would be flushed every 200 
ms, before heat loss to the thermocouple holder 
could compromise the measured gas temperature. 

To the authors' dismay, the current investigation 
encountered some difficulties with reproducibility. 
However, the data obtained with less than perfect 
control inadvertently demonstrate an important 
trend. Results for M43 subjected to a 38.1-mm buf- 
fer zone {see Table 1} illustrate the problem; the 
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- TCj - mid-chamber/RUH # 102 

FIG. 5. Data from flamespreading chamber with no buf- 
fer zone. XM39 granular propellant. Comparison of pres- 
sure time-history from P2 and gas temperature time-history 
from TC2. Ignition delay time is 0.5 ms; hang-fire ignition 
has vanished. 

delay times for four runs are within the range 40- 
110 ms. This disappointingly large spread in time 
delay is attributable to the inability to get the mylar 
diaphragms to burst the same way each time. Al- 
though not a structural integrity problem, the mylar 
diaphragms are especially vulnerable to burning ball 
powder particles that have escaped the confinement 
of the aluminum cup. The thermal insulation ma- 
terial surrounding the cup is not always successful in 
keeping these hot particles off the diaphragm sur- 
face. Premature burn-through of the mylar dia- 
phragm results in a lower maximum pressure in the 
igniter chamber, and hence a reduced driving 
"force" into the flow chamber. These differences in 
diaphragm behavior appear in the flow chamber as 
variations in the pressure plateau level. These vari- 
ations actually provide additional information be- 
cause ignition delay time correlates inversely with 
pressure level. For example, the average chamber 
pressure level in run #97 is approximately 2.25 Mpa, 
leading to an ignition delay of 57.8 ms. While run 
#89, with an average pressure level of 1.75 MPa, 
showed a delay time of 110 ms. Such a trend would 
be consistent with the hypothesis that gas-phase 
chemical reactions are controlling the chamber re- 
sponse. A future goal, however, is to devise a method 
to open the igniter chamber within a closer toler- 
ance. 

Decreasing the length of the buffer zone which 
consists of granular inert simulant has two effects: 
(a) less convective heat loss means the igniter gases 
that reach the leading edge of the live propellant bed 
will be hotter, and (b) a reduction in void volume in 
the chamber (i.e., porosity) means the pyrolysis/ 

combustion products will pressurize the chamber at 
a faster rate. If gas-phase chemical reactions are con- 
trolling the chamber behavior, then both influences 
should shorten the ignition delay time. Removing 
the buffer zone altogether and loading the chamber 
with XM39 provides the most serious test of this hy- 
pothesis. Such a test was conducted. Figure 5 dis- 
plays both the pressure time-history from P2 and 
temperature time-history from thermocouple TC2; 
under these conditions, the ignition delay for XM39 
is 0.5 ms! These diagnostics are reporting the pas- 
sage of a full combustion wave at midchamber (the 
shear disc ruptured shortly after the indicated time 
of 20 ms); the hang-fire ignition process has van- 
ished. Repeating this run with no inert buffer zone, 
but substituting M43 propellant for the XM39, pro- 
duced virtually the same result—an ignition delay of 
0.6 ms. 

Observations of constant-pressure combustion of 
both M43 and XM39 indicate that they share a dis- 
tinct flame zone characteristic [17]. At pressures up 
to approximately 4 MPa, the visible final flame zone 
appears to stand above the propellant surface, sep- 
arated by a "dark zone" [17,18]. Double-base solid 
propellants such as JA2 also exhibit this general char- 
acteristic. The implication of the dark zone, of 
course, is a staged energy release process, i.e., a large 
percentage of gases leaving the propellant surface 
are reactive intermediates that must undergo further 
decomposition to complete their energy release. If 
the ignition process is just a transient flowfield to 
establish the flame zone, where these reactions oc- 
cur is important. A convective flow environment may 
easily carry these reactive species a considerable dis- 
tance from their origin. By contrast, in the same 
pressure range, M30 shows evidence [17] of a vig- 
orous visible flame zone at or close to the propellant 
surface, suggesting the energy release process is 
nearly complete as the gases leave the propellant 
surface. 

Concluding Remarks 

The present study investigated the convective ig- 
nition behavior of five different granular solid pro- 
pellants under nearly identical flow conditions. The 
results support the hypothesis that convective igni- 
tion of nitramine composite solid propellant is sig- 
nificantly influenced by the low-pressure flame zone 
structure together with the slow burning rate. Be- 
fore the final flame zone has a chance to form, the 
partially reacted pyrolysis products evolving from the 
propellant surface can be swept away into a cooler 
part of the chamber (i.e., a Damkohler number ar- 
gument). This reactive mixture must wait for the gas- 
phase decomposition mechanism to accelerate be- 
fore ignition is successful. The time delay may be 
appreciable unless the low-pressure mass generation 
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rate (e.g., pyrolysis) is sufficient to raise the chamber 
pressure. However, at pressures above 4 MPa, dark 
zone formation is minimal, with energy release vir- 
tually complete at the propellant surface. The pres- 
ent results strongly suggest that anomalous and/or 
long ignition delays can be eliminated by designing 
the ignition system to quickly raise the pressure 
above 4 MPa. Note, however, that existence of a dark 
zone at low pressures is not sufficient evidence to 
predict difficult convective ignition. For example, 
the low-pressure flame zone of JA2 propellant also 
exhibits a dark zone but JA2 is not susceptible to 
excessive ignition delays in the normal gun chamber 
environment. The explanation is the difference in 
mass generation rate: the burning rate of JA2 at 2 
MPa is more than five times greater than that of 
XM39. The higher mass generation rate will pres- 
surize the chamber much faster. 
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Dr. Igor G. Assovskii, Semenov Inst. of Chemical Phys- Author's Reply. The initial conditions in our laboratory 
ics, Russia. The effect of delayed ignition is very important apparatus are similar to those in large-caliber gun systems. 
for large caliber artillery systems. So, the question is how For example, with no inert buffer zone in the flamespread- 
tlie experimental conditions for the ignition (for example, ing chamber, the loading density (weight of propellant/ 
the loading density) correspond to the real conditions in a chamber volume) is approximately 0.83 g/cc. This is con- 
gun chamber. siderably higher than typical closed vessel tests conducted 

at a loading density of 0.2 g/cc. 
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FLAME STABILIZATION IN CRYOGENIC PROPELLANT COMBUSTION 

G. HERDING, R. SNYDER, P. SCOUFLAIRE, C. ROLON AND S. CANDEL 

Laboratoire E.M2.C, Ecole Centrals Paris et C.N.R.S. 
F-92295 Chätenay-Malabry, France 

Cryogenic combustion is of considerable technological interest in propulsion applications. Cryogenic 
propellants used in rocket engines provide the high performance needed for spacecraft launching and have 
operated safely for a number of years, but the processes that control combustion in such devices are still 
not well understood. Among the many important issues, flame stabilization constitutes one basic problem. 
This question is investigated in this article by imaging the flame originating from a single, coaxial injector 
fed with liquid oxygen and gaseous hydrogen. Results of experiments carried out on a facility for cryogenic 
propellant combustion research operated by ONERA are used to characterize the mechanisms that control 
the flame-holding process at atmospheric pressure, 5, and 10 bars. Data acquired correspond to elastic 
scattering by the spray, emission of OH radicals, and planar laser-induced fluorescence of these radicals. 
Fluorescence is obtained by pumping the X2II(v" = 0) -> A2Z(v' = 1) band of OH, and off-resonance 
light radiation is observed. This database provides the general structure of the flame in the injector near- 
field, and may be used to determine the position of the flame stabilization region. Simultaneous acquisition 
of laser-induced fluorescence and elastic scattering was used to locate the flame in respect to the liquid. 
It is shown that in all cases investigated the flame is initiated at a close distance from the injector exhaust 
plane. 

Introduction 

While cryogenic combustion has found important 
application in rocket propulsion, design of rocket en- 
gines has remained essentially empirical [1]. Recent 
efforts [2] have been made to develop modeling 
tools but their validation is lagging because data from 
controlled experiments are not available. Basic pro- 
cesses controlling cryogenic combustion are in fact 
not well understood because few experiments were 
carried out in simplified injection geometries. The 
data generated in such experiments could be used 
to guide modeling. Considerable effort is now being 
expended in this direction using modern optical di- 
agnostics [3-7]. The objective of the present re- 
search is to examine one of the many issues in cry- 
ogenic combustion, that of flame stabilization. We 
specifically consider the case of a single coaxial in- 
jector operating with liquid oxygen and gaseous hy- 
drogen. This injector is placed in a rectangular 
chamber equipped with transparent side walls and 
an ejection nozzle. While the geometry and operat- 
ing conditions are similar to those prevailing in real 
engines, there are also notable differences. In the 
present test series, the operating pressure does not 
exceed 10 bar, to be compared with the 100 bar of 
the Ariane 5 Vulcain engine. Our study concerns a 
single injector while real engines comprise a few 
hundred coaxial units covering the motor back plane 
and feed the chamber with propellants as a "show- 
erhead." The confinement effect provided by the 

chamber wall only imperfectly replaces the aerody- 
namic confinement experienced in the real geome- 
try. Despite these differences inherent to model- 
scale testing, the experimental geometry may be 
used to identify the mechanisms that control the sta- 
bilization process. One may also examine the flame 
structure in the near-field and consider effects of 
operating parameters. 

This study is focused on stabilization mechanisms, 
deals with the structure of the nascent reaction 
sheet, and considers the influence of injection pa- 
rameters and operating pressure. Three types of vi- 
sualization are used [5,8]: spontaneous emission, and 
planar-induced fluorescence for the OH radical, as 
well as elastic laser light scattering to map the liquid 
phase of the oxygen. In this article, we use induced 
fluorescence images to investigate the flame struc- 
ture. We wish further to locate the flame with re- 
spect to the liquid core of oxygen and consider its 
response to liquid jet breakup and atomization. To 
do so, we analyze simultaneously acquired induced 
fluorescence and elastic scattering images. Other as- 
pects of the problem are treated in Refs. 5 and 8. 
Additional data on supercritical conditions may be 
found in Ref. 4. 

Combustion and Flame Stabilization 
Processes 

In typical cryogenic combustion applications, pro- 
pellants are introduced through a coaxial injector. 

2041 
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The liquid oxygen flows in the inner tube while the 
gaseous hydrogen is delivered by the outer annular 
duct. In the present case, we consider flush- 
mounted LOx and hydrogen ducts with no swirl. At- 
omization begins at the confluence of the two 
streams. The size of the liquid core diminishes pro- 
gressively as the spray is formed. Liquid ligaments 
are torn away by the high-speed hydrogen stream. 
The ligaments break into droplets which may still be 
too large to sustain the large stresses induced by the 
velocity difference between the gaseous stream and 
the liquid droplets. This leads to secondary atomi- 
zation. The droplets vaporize and the gaseous oxy- 
gen and hydrogen react in a highly turbulent flow- 
field. 

Among the many dimensionless groups that gov- 
ern the previous processes it is possible to sort out 
the controlling factors. In what concerns atomiza- 
tion, one may conclude from systematic experiments 
on coaxial injectors operating at large Reynolds num- 
bers that the main dimensionless groups are the mo- 
mentum flux ratio / and the relative gaseous Weber 
number We„, respectively, defined by 

/ = Pzul 
PP¥ 

Wea 
pJu„ - u{]2di 

(1) 

These expressions involve the initial liquid diameter 
di and injection velocities, where indices g and 1 des- 
ignate gas and liquid. The Weber number compares 
inertial and surface tension forces acting on the liq- 
uid sheet. If the Reynolds numbers are sufficiently 
large, the two streams of propellant are turbulent. 
The disintegration of the liquid jet into ligaments is 
then governed by the momentum flux ratio / [9], 
This ratio determines the breakup of the liquid core 
and sets the core length. The size of the droplets 
formed by secondary atomization is then mainly con- 
trolled by the Weber number. 

Another set of dimensionless groups may be 
formed by considering characteristic times of vapor- 
ization, mixing and combustion processes tD, tm and 
tc respectively. These three characteristic times de- 
fine a chemical Damköhler number which compares 
the mixing time to the chemical time and a vapori- 
zation Damköhler number which compares the mix- 
ing time to the vaporization time: 

Dan , Da„ (2) 

Estimates of the characteristic times may be ob- 
tained under some simple assumptions [5,8]. In 
these experiments, the Damköhler numbers belong 
to the following ranges: 10"2 £ Dav < 2 and 10 < 
Dac < 100. This indicates that the chemical reaction 
is much faster than mixing which is also faster then 
vaporization in most regions of the flow. Vaporization 
appears as the controlling process, which in turn is 
governed by atomization. 

Two other operating parameters should be added 
to this list. The initial ratio of oxygen to hydrogen 
mass flow rates E = m0hhF determines the global 
level of heat release and influences the chemical 
time. The operating pressure p plays an important 
role. This variable influences the characteristic 
times, thermodynamics, and transport phenomena. 

The experimental design is based on the previous 
analysis. It is important to set the mass flow rates at 
levels that are typical of the real conditions. This 
assures that the Reynolds and Weber numbers are 
in the proper ranges. As atomization appears to be 
a key process, it is important to see if changes in the 
momentum flux ratio / will influence flame stabili- 
zation. Cold test flows indicate a critical value for/ 
above which the quality of atomization becomes ac- 
ceptable. It was then decided to change / around 
this value and compare the resulting flame patterns. 

One important issue in nonpremixed combustion 
is that of flame stabilization. Among the possible pat- 
terns of stabilization one may distinguish four situ- 
ations [8], The stabilization process has been studied 
extensively in the case of a fuel jet injected into an 
ambient oxidizing atmosphere at rest (see Refs. 10- 
14 and the review by Pitts [15]). These experiments 
indicate that when the fuel jet velocity is low, the 
flame is anchored on the injector rim. The flame lifts 
off when the jet velocity is increased beyond a cer- 
tain value. The flame is then established at a stand- 
off distance from the injection plane. If the jet ve- 
locity is increased further, there comes a point where 
the flame is blown out [14]. The cryogenic injector 
configuration differs in some notable ways from this 
case. The oxygen is delivered in liquid form and heat 
has to be provided for vaporization. The oxidizer 
stream is injected at low speed while the outer hy- 
drogen stream flows at high speed. Under these cir- 
cumstances the inner jet acts like a wake producing 
a velocity "defect" in the central region. 

The stabilization point will then lie in the low ve- 
locity region. One may however imagine different 
possibilities. The flame may be anchored on the in- 
jector lip, lifted and stabilized at a distance or it may 
be stabilized as a premixed front anchored down- 
stream on the liquid core breakup region. One may 
also imagine a combination of a weak reaction region 
in the immediate vicinity of the injector followed by 
an initiation region which after a certain distance 
allows a runaway of the reaction producing a stabi- 
lization region. We will try to identify the mechanism 
of stabilization from the images obtained in this in- 
vestigation. 

Experimental Configuration 

The Mascotte facility operated by ONERA allows 
investigations of ciyogenic propellant combustion. 
The facility comprises a single element combustor 
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FIG. 1. The combustion chamber comprises a single injector, allows optical access through the lateral walls, and includes 
upper and lower windows for laser sheet transmission. 

(there are more than 500 elements in the Vulcain 
engine). Liquid oxygen is subcooled to a tempera- 
ture of 80 K and enters the chamber at a similar 
temperature that is typical of real engines. Hydrogen 
is injected at room temperature which differs from 
values of 100 K found in the Vulcain engine. The 
LOx mass flow rate used for the experiments were 
40 and 50 g/s. The gaseous hydrogen mass flow rate 
varied between 10 and 24 g/s. The mixture ratio is 
set between 2 and 5 in the model. It is around 5 in 
engine main chambers and around 1 in gas genera- 
tors. The momentum flux ratio takes values in the 
experiments that are of the same order as those 
found in the real devices. Weber numbers in the 
experiment take values between 8.8 and 19.7 X 103, 
of the same order as in gas generators, but three 
times less than in motor chambers. Pressures inves- 
tigated are 1, 5, and 10 bar. 

The combustion chamber features a square cross 
section with an inner dimension of 50 mm. The 100 
X 50 mm2 lateral windows allow optical access for 
the CCD cameras. The 80 X 3 mm2 upper and 
lower windows are used to introduce an axial laser 
sheet into the cavity. Three different types of visu- 
alization have been applied: spontaneous emission 
of OH, induced fluorescence (LIF) of this radical, 
and elastic scattering on the liquid oxygen. Fre- 
quency shifted fluorescence was obtained by pump- 
ing the Qi(6) absorption line of OH. This allows sep- 
aration of the elastic scattering by using optical 
filters. Four highpass filters (WG305) and one glass 
filter (UG5) were used for the experiments. The la- 
ser sheet thickness was less than 0.6 mm inside the 
combustion chamber. A schematic view of the ex- 

perimental setup and the combustion chamber is 
provided in Fig. 1. The cylindrical light beam orig- 
inates from a frequency-doubled dye laser pumped 
by a Nd:YAG laser. The beam is converted into a 
sheet by a set of UV lenses, passing the combustion 
chamber from bottom to top. Two CCD cameras are 
used to image the combustion chamber. The visu- 
alized area is 50 X 60 mm2, one pixel measures 0.27 
X 0.27 mm2, and the optical resolution is better 
than 0.5 mm. 

Experimental Results and Interpretation 

While images over a wide range of parameters 
were recorded, only results for two sets of flow con- 
ditions are shown. Indeed, the analysis holds for all 
initial flow conditions examined, but the flame will 
depart earlier from the core region if the relative 
velocity of hydrogen to oxygen is increased further. 
Pressure is 5 bar, mass flow rates of gaseous hydro- 
gen mH2 and liquid oxygen mLox are H-2 and 50 g/ 
s, respectively. For the simultaneous acquisition im- 
ages, mLOx is reduced to 40 g/s. The resulting Weber 
number is We„ = 10.5 X 103, momentum flux ratio 
is either/ = 6.5 or/ = 10.2. Figure 2 shows a LIF 
image with the injector to scale. Above the axis, the 
fluorescence signal fades out at a distance where the 
elastically diffusing spray becomes too dense and la- 
ser light is scattered before reaching the upper flame 
front. Signal near the axis and close to the injection 
plane is either due to Raman scattering—frequency 
shifted to 298 nm—or fluorescence from impurities 
in the liquid oxygen. Henceforth, the signal will be 
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FIG. 2. Induced fluorescence imaging at 5 bar. mLOx = 
50 g/s, mH2 = 11.2 g/s. vLOx = 2.23 m/s, ü„2 = 292 m/s, 
/ = 6.5, Weg = 12.6 X 103, £ = 4.5. 

referred to Raman scattering. It is seen that the 
flame stays close to the central axis over a certain 
distance xd, before it departs from it. The expansion 
rate in the near-field of the injector is then closely 
coupled to the atomization and breakup of the liquid 
jet. The interaction between the liquid oxygen and 
the flame may be examined by simultaneous acqui- 
sition of elastic scattering and induced fluorescence 
images. Two of such image couples are represented 
superimposed in Fig. 3. One clearly notices that the 
flame is intimately close to the liquid phase espe- 
cially in the near-field. In Fig. 3b, the flame follows 
the contours of the liquid phase over a longer dis- 
tance. In Fig. 3a, the flame departs from the dense 
spray region at a certain distance and has probably 
been pushed out by vaporized liquid, leaving a hole 
behind. It thus appears that the flame is oxygen 
starved in the near-field of the injector and, there- 
fore, is situated close to the liquid phase where equi- 
librium between consumption and evaporation is es- 
tablished. It is worth noting that under other flow 
conditions, the rate of expansion may be controlled 
by other phenomena. At higher relative velocities, 
one observes, for instance, that the flame expands 

(b) 

FIG. 3. Simultaneous acquisition of LIF and elastic scat- 
tering images. The background is white, elastic scattering 
is shown in blue, laser-induced fluorescence in red. rhLOx 

= 40 g/s, mH2 = 11.2 g/s, vLOx = 1.78 m/s, vH2 = 292 m/ 
s, / = 10.2, Weg 12.6 X 103, E = 3.6. 

earlier at an axial distance xd/d\ < 2 (compared to 2 
< xd/di < 7). This is due to better atomization re- 
sulting in increased vaporization, burning, and heat 
release rates. 

To further investigate the structure of the flame 
near the injector, the radial fluorescence distribu- 
tions are plotted as a function of axial distance in 
Fig. 4. While the maximum value of fluorescence in 
an axial section may vary, complete extinction is not 
often found. The slices are quite symmetric and may 
be represented as Gaussian fits. Toward the center, 
however, data points deviate from symmetry due to 
the presence of Raman scattering. The Raman signal 
distribution is also provided in the same figure. It 

Axial Distance in x/d Radial Distance in r/d    Axial Distance in x/d Radial Distance in r/d 

FIG. 4. Fluorescence (left) and Raman scattering (right) distributions as a function of axial distance from the injection 
plane. Flow conditions are as in Fig. 2. 
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FIG. 5. Fluorescence data from 10 
images in axial slices located be- 
tween the injection plane and x = 
2.5dLOx downstream. Left: The data 
is reorganized and normalized ac- 
cording to Gaussian fits of the radial 
distributions. Right: Width deduced 
from these Gaussian fits and its evo- 
lution with axial distance. Flow con- 
ditions are as in Fig. 2. 

Liquid core        Flame sheet 

Injector 
Break up distance 

FIG. 6. Schematic representation 
of the flame in near-field showing the 
stabilization geometry encountered 
in the experiments. 

was obtained in another test run under the same flow 
conditions and with the same optics by shifting the 
laser wavelength to a nonabsorbing region. While 
the Raman distributions are quite regular, they vary 
in time and it is, thus, not possible to correct the 
instantaneous fluorescence images by simply sub- 
tracting the Raman image. This is, however, feasible 
for time-averaged distributions, and one essentially 
suppresses the parasitic signal due to the liquid 
spray. To explore the instantaneous flame structure, 
we processed the lower half of 10 fluorescence im- 
ages. For all images, Gaussian curves have been fit- 
ted to the data in each transverse slice from the in- 
jection plane up to 2.5 d\ downstream. To avoid 
problems, we did not consider pixels where the Ra- 
man signal was found to be important. The fitted 
parameters for height and position are used to nor- 
malize the data. The ensemble of data points cor- 
responding to the region 0 < xld\ < 2.5 is shown in 
Fig. 5. In this range, one finds an average fluores- 
cence distribution width at half height of about 1 
mm. The width evolution is shown in the same fig- 
ure. The mean value changes from 0.8 mm, close to 
the injector, to 1.2 mm at 2.5 d\. Taking into account 
the optical transfer function, a rough deconvolution 
provides estimates for the real widths of 0.6 and 1.1 
mm, respectively. The previous data show that the 
reaction layer is weakly wrinkled and quasi-laminar. 
Considering a laminar diffusion flame, one may in- 
terpret the flame thickening as indicative of a con- 
sumption rate decreasing with axial distance. 

In summary, the previous data and all our results 
indicate that the flame is anchored on the LOx in- 

jector rim. No lift-off is observed in the range of 
parameters explored. In general the initial flame (x 
< 2<i[) is located on the border of the liquid core. 

Initial Rates of Oxygen Vaporization and 
Consumption 

The data gathered in this experiment suggest that 
in the range of parameters explored, the flame ini- 
tiated in the vicinity of the LOx tube develops into 
a roughly cylindrical shell surrounding the liquid 
core. The corresponding flow structure is sketched 
in Fig. 6. 

To back up this view, it is worth estimating the 
rates of vaporization and consumption of oxygen in 
the initial region. A comparison of these rates will 
then indicate if a balance may be achieved to sustain 
the nascent reaction sheet. The rough estimates ob- 
tained in this section are based on many simplifica- 
tions. To evaluate the rate of consumption of oxygen 
in the flame sheet, we assume a single-step reaction 
between fuel (hydrogen) and oxidizer (oxygen) F + 
sO —> P, that the chemistry is infinitely fast, that 
reaction takes place between pure oxygen YGo = 1 
and pure hydrogen YF0 = 1, corresponding to a 
global mixture ratio </> = sYF0/YO0 = 8. For a plane 
time-evolving diffusion flame formed under these 
conditions, the mass consumption rate of oxidizer 
per unit flame surface is given by [16]: 

™o2 = pYc 
(l + 4>) 

xp(-i7?)      0) 
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Spalrjing transfer number BT 

FIG. 7. Ratio of oxygen consumption to vaporization 
rates (m02) as a function of the transfer number BT and 
flow velocity at the flame sheet, Uc. Operating velocities 
vLOx = 2 m/s, vHs = 300 m/s. 

where m = erf_1[(l - <WAl + <W1 and D is the 
species diffusion coefficient. It is possible to estimate 
the rate of consumption of the spatially evolving 
flame by assuming that the reaction layer is con- 
verted at a velocity Uc. Physically, this velocity is 
bounded by the liquid core and hydrogen stream 
velocities V\ < Uc < v„. The time variable that ap- 
pears in equation 3 may then be related to the spatial 
variable by t — x/Uc. The consumption rate of oxygen 
is then found to be proportional to {DUJx)y2. 

To estimate the vaporization rate, one may use re- 
sults established in studies of burning surfaces in 
convective streams [17]. Assuming that the Schmidt 
number is equal to one and that the boundary layer 
surrounding the liquid core is initially laminar, one 
finds 

D(ve vi) 
: ln(l + BT) 

B 0.15 
T 

(4) 

where C = 3.67 and BT designates the Spalding heat 
transfer number. The mass rates of consumption and 
vaporization are then easily compared by taking the 
ratio of the previous expressions. One obtains 

moj _ CYQO(1 + 4>)exp(-tif) [    U,. 

2nm 

—^  (5) 
ln(l + BT) 

For fixed injection conditions, this ratio is a function 
of BT and Uc and does not depend on the axial co- 
ordinate x. One may note, however, that the expres- 
sions used to derive this result are not strictly valid 
nean- = 0. While the consumption and vaporization 
rates increase with pressure as p1/2, their ratio is not 
affected by this variable. The ratio riiojiii" is plotted 

in Fig. 7 as contour lines. When this ratio is less than 
unity, vaporization exceeds consumption and a suf- 
ficient amount of oxygen is provided to sustain the 
flame. This condition is satisfied for a broad range 
of parameters indicating that the flame may be es- 
tablished as expected. For typical values of BT 

around 10, the velocity Uc should be less than 40 
ms_1, indicating that the flame will develop on the 
low-velocity side of the shear layer formed near the 
liquid jet. This result is in agreement with measure- 
ments already described, indicating that the flame 
spreads in the vicinity of the liquid surface. The 
value of the velocity Uc is in agreement with a rough 
estimate deduced from the measured flame thick- 
ness. For this purpose, one uses standard expres- 
sions combining flame thickness and velocity Uc, tak- 
ing the diffusion coefficient at 1000 K. The 
consumption is then found to decrease with axial dis- 
tance in the initial region as indicated in equations 
3 and 4. Reality is, however, more complicated, and 
derivation of previous equations assumed that a lam- 
inar boundary layer develops and does not account 
for atomization processes. Experiments and theory 
indicate that ripples on the liquid surface will grow 
with axial distance and thus create surface for heat 
transfer. Area will be increased by droplets torn 
apart from the core. Also, the laminar boundary layer 
may be broken by ejected filaments and droplets. All 
these effects will favor the stabilization process. 
There may also be an influence of the wake region 
of the LOx injection tube, and the initial turbulence 
of the streams. Liquid turbulence should decrease 
vaporization as it favors heat transfer into the interior 
of the subcooled oxygen and increase it by corru- 
gation of the surface. 

Conclusions 

Research reported in this article addresses fun- 
damental issues in cryogenic propellant combustion. 
It focuses on the flame stabilization mechanisms and 
the structure of the flame in the injector near field. 
Because the flow involves two phases, it is necessary 
to simultaneously image the liquid core and the re- 
action layers. This is achieved in the present study 
by collecting data with combined diagnostics. Im- 
ages obtained from laser-induced fluorescence of 
OH radicals and elastic light scattering are used to 
locate the flame inception point and describe the 
flame structure in the stabilization region. It is 
shown for a single injector and in the range explored 
(pressure < 10 bar, 6.5 £/ £ 14, etc.) that the flame 
is anchored in the vicinity of the liquid oxygen in- 
jection tube. Composite images displaying elastic 
scattering and LIF signals indicate that the flame 
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sheet is established on the boundary of the liquid 
core. The flame appears as a thin corrugated sheet 
closely following the liquid core border. At a distance 
from the injector, the liquid jet breaks down into a 
spray of ligaments and droplets. The flame spreads 
away from the axis and forms a shell around the 
spray. The data collected suggest that the initial 
flame anchoring is achieved by a detailed balance 
between vaporization from the liquid core and the 
reaction of the oxygen made available in the gas 
phase. Estimates of vaporization and consumption 
rates confirm this interpretation. While momentum 
flux ratio influences the general structure of the 
flame further downstream [5,7], it has little effect on 
stabilization. High Weber numbers, We,,, assure 
early atomization and as a consequence vaporization 
from shed off droplets may no longer be neglected. 
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INVITED TOPICAL REVIEW 

IMPACTS AND CONTROL OF AIR TOXICS FROM COMRUSTION 
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University of California, Berkeley 
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Berkeley, California 94720, USA 

The debate over the contribution of air toxics to adverse human and ecosystem health effects continues 
in both scientific and policy arenas. While the primary concern in the 1970s and 80s was the criteria 
pollutants and the nonmethane volatile organics which contribute to ozone formation, concern in the late 
1980s was directed to air toxics as well. Major changes in regulatory legislation occurred in the early 1990s 
resulting in increased demand for emissions reductions. Air toxics in combustion emissions include volatile 
and semivolatile organics such as benzene, dioxins, and furans, as well as inorganic species such as HC1, 
many metals (including metal oxides and chlorides), and aerosols with particles less than 10/im in diameter. 
Air toxics are of concern for their potential to impact both human and ecosystem health. While carcinogenic 
potential was of greatest concern initially, other health impacts including reproductive effects and endo- 
crine system disruption are receiving increasing attention. Within the combustion community, research 
efforts focused initially on air toxics emissions from incinerators. More recently, air toxics emissions from 
other combustion processes have come under scrutiny. The relationships among the feedstock, the com- 
bustion process, and postcombustion processes all influence the emissions of air toxics and the distribution 
or transfer of pollutant species among environmental media. This paper reviews impacts by air toxics from 
combustion on human health and ecosystem health, reviews the factors that contribute to the formation 
of air toxics, and considers how the impacts can guide combustion research to focus on those factors most 
crucial to control of air toxics. 

'We are uniquely fire creatures on a uniquely fire plant, and through fire the destiny of humans has 
bound itself to the destiny of the planet" 

(Stephen Pyne) 

Introduction 

Fire and combustion emissions, have shaped the 
earth s atmospheric chemical composition and its cli- 
mate [1], Combustion air toxics (Table 1) are those 
species emitted from combustion processes, often in 
trace amounts, that are associated with adverse hu- 
man health or environmental impacts. Originally 
identified as carcinogens, air toxics are now associ- 
ated with other health endpoints as well. (For the 
purposes of this paper, the criteria pollutants CO, 
NO,., SO,., 03, and greenhouse gases [C02, CH4] are 
excluded.) 

The association between combustion products and 
cancer has long been recognized. In 1775, Sir Per- 
cival Pott observed the association between the in- 
cidence of scrotal cancer in adolescent chimney 
sweeps and high soot exposures [2], Diseases that 
correlate with high occupational exposures to com- 
pounds such as lead or mercury were reported by 
Alice Hamilton and others in the early twentieth 
century [3]. In 1930, benzo[a]pyrene was the first 
pure chemical found to be carcinogenic; other PAHs 
were identified as carcinogenic, and their extent in 
the environment recorded by 1954 [4]. What was not 

anticipated was that low levels of such substances 
distributed to the environment via emissions might 
have human health or environmental impacts. Dra- 
matic evidence of a widespread, low-level combus- 
tion exposure is provided by the blood lead levels of 
the U.S. population in 1976-1980, when all gasoline 
contained tetra-ethyl lead; 4% of U.S. children had 
blood lead levels high enough to induce health ef- 
fects [5]. Lead in gasoline is banned in the United 
States, and blood lead levels dropped 93% from 
1979 to 1988 [6], while emissions dropped 97% [5], 

The designation of "Superfund" sites in the late 
1970s intensified research on environmental effects 
of xenobiotic compounds. Combustion research fo- 
cused on incinerators, since the waste feedstocks 
were often hazardous, with high potential for toxic 
emissions [7]. Recently, toxics emissions from other 
combustion processes have come under scrutiny. 
Common issues include the influence that the feed- 
stock and combustion and postcombustion processes 
have in the formation of air toxics, and the distri- 
bution of air toxics among environmental media. 

Air toxics include volatile and semivolatile organics 
such as benzene and dioxins as well as inorganic spe- 
cies such as HC1, many metals, and particulates less 
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than 10 /urn in diameter (PM10). Air toxics in the 
United States are identified in Title III of the 1990 
Clean Air Act Amendments (CAAA) as hazardous air 
pollutants (HAPs): 189 individual compounds, 
classes of compounds, or mixtures emitted by over 
100 regulated source categories. Atmospheric levels 
of air toxics are not well characterized; for 74 of the 
HAPs, there are no reported values. Table 1 lists 
those HAPs found in combustion emissions and 
their median ambient air levels in the United States 

[8]. 
Air toxics regulations in the United States and Eu- 

rope mandate emissions reporting, set allowable 
emission levels, and may define control measures. 
Title III requires maximum achievable control tech- 
nology standards and establishes a goal of 75% re- 
duction in cancer incidence risk by HAPs. The 
CAAA includes motor vehicle emission and fuel 
standards which govern emissions and control of air 
toxics as well. Emissions reporting is required under 
the CAAA and for certain facilities via the Toxic Re- 
lease Inventory (TRI) (173 of the 300 TRI chemicals 
are also HAPs). Because many emissions inventories 
exclude sources, the U.S. Environmental Protection 
Agency (EPA) is developing National Screening In- 
ventories (NSI) that include virtually all anthropo- 
genic sources and major biogenic sources for 13 spe- 
cific pollutants or pollutant categories; draft 
inventories for 12 species were published in 1995 
[9], Similar standards are set by the member coun- 
tries of the Organization of Economical Cooperation 
and Development (OECD). Germany and Switzer- 
land list 160 pollutants and source categories; other 
OECD countries set emissions or ambient air quality 
standards for specific air toxics [10]. 

No national air quality standards for air toxics exist 
in the United States. Attempts by states to establish 
ambient air level standards (AALs) have met with 
mixed success because of the difficulty in establish- 
ing no-effect levels. AALs for benzene exposure, 
standardized to a 24-h averaging time, range from 
1718 /ig/m3 in New York to 1.2 fig/m3 in Massachu- 
setts; the former was based on an occupational stan- 
dard; the latter was determined by a quantitative risk 
assessment [11]. 

This paper reviews the current knowledge on hu- 
man health and environmental impacts to identify 
what aspects of four major classes of air toxics (vol- 
atile and semivolatile organics, dioxins and haloge- 
nated hydrocarbons, metals, and particulates) pres- 
ent current challenges to combustion science. In 
addition, it reviews the sources of combustion air 
toxics to identify the source or source characteristics 
whose modifications are critical to reducing emis- 
sions of air toxics from combustion systems. 

Combustion Air Toxics: Sources and Impacts 

Determining contributions by air toxics to rates of 
morbidity and mortality in human populations is 

complicated by the lack of information on atmos- 
pheric levels, the difficulty in assessing the risk from 
low-level exposures, and the lack of information on 
synergistic effects of exposure to multiple trace 
chemicals. Mass emissions information alone does 
not reveal the degree of hazard, nor do emissions 
inventories include effects of chemical and physical 
transformations. The toxicity of a compound is re- 
lated to the exposure (duration and pathway), pos- 
sible metabolic transformations, and the subsequent 
dose received by the target tissue. 

Impacts (Table 1) may be associated with a single 
chemical, a class of chemicals, or combinations of 
chemicals, and range from short-term effects asso- 
ciated with direct exposure (irritancy or respiratory 
effects) to long-term effects (cancer, other chronic 
diseases, and reproductive impacts) [12]. While ex- 
periments show that over 50 air pollutants or 
mixtures are carcinogens in animals [13], data on 
carcinogenicity or genotoxicity exist for only about 
10% of identified air pollutants (Graedel et al, 1986 
as cited in Lewtas et al. [14]). Whether the level of 
carcinogens in urban air is significant is disputed 
[11]. Estimates of excess lung cancer cases attrib- 
uted to air pollution range from 11 to 2% [13,15,16]. 
Other chronic and acute effects may be more im- 
portant [17]. Chronic obstructive pulmonary disease 
(COPD) is the third leading cause of death, and ac- 
counts for 13-15% of all hospitalizations [18]. In- 
creased incidence of asthma has been associated 
with air pollution, and several air toxics are asth- 
magens [19]. European studies show evidence of 
short-term effects and possible chronic effects from 
criteria pollutants at or below current standards 
[20,21]. 

Concern has escalated about exposures leading to 
disruption of the endocrine system and impacts on 
reproductive endpoints including male and female 
fertility, pregnancy loss, and fetal and postnatal de- 
velopment. Effects depends on the stage of devel- 
opment; each stage integrates several biological 
events that are potentially at risk when exposure to 
xenobiotics occurs [22]. For example, children's 
bones accumulate lead more rapidly than adults' 
[23]. High exposure during rapid development may 
explain scrotal cancer in adolescent chimneysweeps. 
Acute effects are a primary concern for children's 
health: respiratory diseases rank as the second high- 
est cause of death in developing countries [24], and 
there is evidence that particulate exposures from 
cooking fires, especially using coal, contributes [25]. 
Increased asthma in children is associated with fine 
particulate pollution in developed countries [24]. 
The capacity for human milk to contain high levels 
of dioxin and other toxics means that nursing infants 
can receive higher doses; whether these exposures 
lead to health effects is not clear [26], 

The relationship between the emission sources 
and the pollutant species that are toxic to human or 
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TABLE 2 
Classes and characteristics of metals in combustion 

processes [138-140] 

Grouped Classes of Metal Emissions 

Class 1: Al, Ba, Be, Ca, Co, Fe, K, Mg, Mn, Si, Sr, and 
Ti 
• Do not easily volatilize, make up the matrix of fly ash 

and prevalent in bottom ash 
• Undergo mainly mechanical transport 
• If oxide more stable than chloride: mechanical 

transport is dominant, and the species is present in the 
matrix of fly ash 

Class II: As, Cd, Cu, Ga, Pb, Sb, Zn, and Se 
• Easily volatilize, condense and found on the flyash 

surface; less in bottom ash 
• Transport mechanism is a combination of volatilization 

and condensation 
• If oxide stability = chloride stability: transport is by 

both volatilization-condensation and mechanical 
mechanisms 

Class III: Hg, Cl, and Br 
• Volatilize but do not condense; found only in the gas 

phase 
• Transport mechanism is mainly volatilization with no 

condensation 
• If chloride is more stable than oxide: transport 

mechanism is volatilization-condensation and the 
compounds are deposited mainly on the surface of the 
fly ash 

ecosystem receptors has been recognized as com- 
plex. What is experienced by the receptor often dif- 
fers from the direct emissions [27]. The transfor- 
mation of compounds, their deposition, and 
interaction in soil, water, and air affects their roles 
as contaminants [28]. Exposures may occur directly, 
or after the combustion emissions have been aged 
or transformed in the atmosphere (ozone, nitrates, 
sulfates, and particles), or because a compound per- 
sists in the environment [28]. 

Risk assessments suggest that it is persistent com- 
pounds (metals, polychlorinated aromatics, dioxins, 
dioxin like compounds, PCBs, and pesticides) that 
pose the greatest risk [29,30]. "Global pollutants" are 
persistent compounds that are atmospherically sta- 
ble, can be revolatilized and redeposited, trans- 
ported long distances, and accumulated through 
food chains, thus disrupting ecosystem services and, 
ultimately, adversely affecting human health [31]. In 
the environment, "individually minor stress can be 
significant when aggregated through space and time" 
[32]. Thus, the restricted spatial scale of many risk 
assessments is a problem; by not considering long- 
range transport and chemical and physical transfor- 

mation, the adverse impacts are underestimated. 
Impacts associated with long-range transport maybe 
more significant than previously believed [33] as sug- 
gested by a cross-media modeling study of the Ches- 
apeake Bay. The study shows that the "geographical 
air shed" from which air is transported and from 
which material is ultimately deposited in the Bay is 
5.5 times larger than the watershed [34], Transport 
from major point sources is influenced by stack 
height; 70% of emissions exit tall stacks (>480 ft) 
compared to 1900 when 70% of emissions exited 
stacks less than 120 ft [33]. 

Assessing exposure requires knowledge of the at- 
mospheric reactions, the reaction products, and the 
atmospheric lifetime. Table 1 lists the removal rates 
largely for daytime reactions with OH [8], and prod- 
ucts for several combustion HAPs. Atmospheric 
transformation products may be more or less toxic 
than the original emitted species. Atmospheric life- 
times determine the spatial distribution and persis- 
tence of toxics: short lifetimes (<1 day) = local/ 
regional (<200 km), midrange lifetimes (a few days) 
= continental (1000-5000 km), and long lifetimes 
(>week) = global [35], with persistent compounds 
lasting for over five days. 

Sinks are important to the transport, transforma- 
tion, and fate of pollutant species. Deposition in 
bodies of water or in soils may result in transfor- 
mation. Studies of bioaccumulation of hydrophobic 
chemicals in the agricultural food chain are impor- 
tant for identifying exposure [36]. Vegetation maybe 
a significant sink for lipophilic organic pollutants and 
can occur directly through uptake of gas-phase sub- 
stances from the air, deposition of substances from 
the air on the plant, or uptake from the soil through 
the root system [37], In many recent risk assess- 
ments, the ingestion of food, including fish, vegeta- 
bles, and milk, accounts for close to 90% of the risk 
associated with particular compounds [30]. 

Organics: Volatile and Semivolatile 
Nonhalogenated 

Impacts 

Volatile (VOC) and semivolatile (SVOC) organics 
contribute to ozone and photochemical smog, may 
be adsorbed onto particle surfaces, and may directly 
expose humans or ecosystems (Table 2). Many or- 
ganics cause acute effects at high doses. Chronic 
and/or high-level exposures are associated with can- 
cer but the impacts of chronic, low-level exposures 
are not well understood. Differences in species sen- 
sitivity to organic compounds have been observed 
and evidence of different metabolic pathways sug- 
gests that understanding mechanisms is critical to 
determining whether a compound is a carcinogen in 
given species [38]. 
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Benzene is a human leukemogin; other benzene- 
induced cancers are less probable in humans. Hu- 
man reproductive/developmental effects have not 
been observed [39] although benzene has been 
shown to be embryo- and/or fetotoxic in animals 
[40]. Exposures to other gasoline components show 
varying effects among species; ethanol is a repro- 
ductive toxin for most [22], Other combustion 
mixtures (coal tars and pitches, soots, and shale oil) 
are associated with cancer in humans [41]. Aromatic 
hydrocarbon solvents (e.g., toluene, xylene, and tri- 
chloroethylene) found in combustion emissions have 
induced neurotoxic effects in humans and animals, 
and PAHs have been associated with immune system 
[12], and reproductive effects as well [42]. At low 
doses, 1,3-butadiene is carcinogenic in mice; rats re- 
quire high doses. Some epidemiological data sug- 
gests butadiene may be carcinogenic in humans [43]. 

Mobile/Area Sources 

Vehicle exhausts contribute about one-half of the 
VOC emissions including over 50% of benzene 
emissions, about 75% of 1,3-butadiene emissions, 
and almost 50% of direct formaldehyde emissions 
[9]. In addition, 90% of formaldehyde and 40-60% 
of acetaldehyde in the atmosphere are formed pho- 
tochemically from other organic precursors [44,45]. 
A respeciation study in Los Angeles, which found 
almost twice the level of unburned gasoline in the 
ambient air than previously estimated, suggests that 
the current inventory "understates emissions of un- 
burned gasoline relative to combustion-derived hy- 
drocarbons" [44]. The high levels of benzene and 
1,3-butadiene in urban air correlate with gasoline 
formulations. Evidence is mounting that malfunc- 
tioning vehicles contribute disproportionately to tail- 
pipe emissions [46]. 

In the United States, the National Screening In- 
ventory (NSI) reports that about three-fifths of the 
488,591 tons/year of emitted benzene were from 
mobile combustion sources in 1990. Mean personal 
exposure to benzene in the United States is 15 fig/ 
m3; mean atmospheric levels are 6 /ig/m3 [47]; cig- 
arette smoking and driving in automobiles explain 
the difference in personal vs. ambient levels. In 
Paris, commuting in cars contributes 20-30% of 
daily inhaled benzene exposure [48], 2-6 times 
higher than ambient air levels, and is attributed to 
exhaust from surrounding vehicles. Similar expo- 
sures were observed in Taiwan [49,50]. 

Biomass burning is used extensively for land clear- 
ing, agricultural purposes, and to provide domestic 
and community fuels; little biomass burning is non- 
anthropogenic [25,51-53]. Biomass burning an- 
nually contributes 22% of the methyl chloride, 24% 
of the NMHC, and 39% of the particulate organic 
carbon, and probably 38% of the tropospheric ozone 
over the last 100 years [1]. Permanent removal of 

biomass (such as deforestation) eliminates critical 
sinks for heavy metals and other toxic compounds. 

One of the highest sources of exposures interna- 
tionally is stoves burning biomass or coal indoors in 
rural households. About 50% of the worlds house- 
holds rely on burning biomass for heating and cook- 
ing, accounting for up to 10% of global fuel usage. 
This may produce a dose of certain pollutants com- 
parable to that of all other fuels combined. Emis- 
sions of hydrocarbons and CO per unit of delivered 
energy from biomass can exceed those of coal and 
other fossil fuels. Actual exposures depend on stove 
design and household ventilation as well as the feed- 
stock [25]. 

Major Point Sources 

Although the mass of VOC emissions associated 
with major combustion point sources (utilities, in- 
cineration, furnaces, and industrial boilers) is rela- 
tively small (2% of the U.S. total of 23 X 106 tons 
of VOCs in 1994) [9], the significance of these 
sources to total exposure is controversial [54-59]. A 
study on low-emission boiler systems suggests that 
polycyclic organic material (POM) is the most prob- 
able organic emission, although benzene, formal- 
dehyde, 1,3-butadiene, and several chlorinated or- 
ganics also have a probability of being emitted [56], 
Concerns remain about direct, local impacts caused 
by mixtures of organics, and long-range impacts of 
persistent compounds from tall stacks. 

Dioxins and Halogenated Organics 

Impacts 

Halogen-containing compounds may be present in 
feedstocks or may be generated during combustion. 
Volatile chlorinated hydrocarbons have high lipid 
solubility which contributes to rapid absorption in 
humans [60], The persistence and atmospheric sta- 
bility of other halocarbons contributes to strato- 
spheric ozone loss and greenhouse effects; evidence 
of damage due to uptake by plants and animals also 
exists [60]. The estimated average human intake of 
dioxins in the United States and Europe is about 50 
times the virtually safe level estimated by the EPA. 
Most exposure is from diet, with negligible intake 
via inhalation [61]. Fifty percent of exposures are 
attributed to local sources and about 50% reflect ad- 
vective inflow from outside sources [62]. 

Halocarbons such as CH3Cl, HFCs, or CH3CCl3 

react slowly with OH to form carbinal dihalides, for- 
myl dihalides, or halogenated ketones, aldehydes, 
and alcohols [60]. In general, Cx compounds have 
low carcinogenic potential; saturated C2 compounds 
(e.g., 1,2-dichloroethylene) are potential carcino- 
gens. Unsaturated C2 compounds include vinyl chlo- 
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ride which is carcinogenic, and trichloroethylene 
and tetrachloroethylene which are suspected carcin- 
ogens. C3 compounds are directly genotoxic and mu- 
tagenic as are oxygen-containing CHCs [63]. 

Persistent bioaccumulative organohalogen com- 
pounds are considered potential "environmental 
hormone disrupters" or xenoestrogens [64], Xenoes- 
trogens are most likely the coplanar halogen-substi- 
tuted multiring structures such as PCDDs, PCDFs, 
and some PCBs [65]. The working hypothesis is that 
these compounds bind to the Ah receptor and act as 
endocrine disruptors, impacting the immune, neu- 
robehavioral, endocrine, and reproductive systems 
[66], However, there is recent evidence that TCDD 
and other like compounds may actually inhibit cer- 
tain estrogen-induced responses [67]. That xenoes- 
trogens are present in the environment at concen- 
trations substantially lower than natural levels of 
estrogens found in plants or in humans suggests to 
some that they are unlikely to produce the observed 
effects [65,68]. One new study, however, indicates 
that certain pesticides, when combined, show up to 
1000 times higher estrogenic activity than when 
evaluated alone, a finding that if replicated may 
change the evaluation of potential xenoestrogens 
[69], and has implications for evaluating synergistic 
effects of combustion emissions. 

Sources 

Environmental levels of dioxins have been esti- 
mated to be several times higher than can be ac- 
counted for by source emissions estimates [70]. Sev- 
eral studies have attempted to reconcile the 
estimated mass emissions of dioxins and the appar- 
ent rate of deposition in the environment. Rigo et 
al., and Hattemeyer-Frey and Travis argue that there 
is a significant unknown dioxin source based on their 
assessment of deposition versus source emissions 
[59,71]. Gobble argues that global forest fires con- 
tribute a larger fraction than previously estimated 
[72], and Thomas and Sprio conclude that there are 
no missing sources [73]. The latter argue that al- 
though deposition data are scarce, the distributions 
correlate with historical patterns of production and 
use, and reductions are observed with improved con- 
trols. U.S. dioxin deposition is estimated at 10-20 kg 
toxic equivalency (TEQVyear of dioxins; source 
emissions are estimated between 9 kg TEQ/year 
(EPA) and 6 kg TEQ/year [73]. These results appear 
consistent with a recent global study examining de- 
position and sources that show a factor of 4 differ- 
ence [70]. 

The distributions of dioxins and furans (the homo- 
logue profiles) found in soil samples are often dif- 
ferent from the source profiles [70], raising ques- 
tions about vapor-phase versus particle transport, 
the behavior in the environment of different con- 
geners, and the potential for reentrainment of con- 

geners. Vapor-phase dioxins (usually less chlorinated 
and more toxic) react with OH, photolize, or are re- 
moved by vegetation; deposition from point and area 
sources is dominated by particles less than 2.5 fim, 
estimated to account for 0.5-10% of deposited di- 
oxin. The resuspension and subsequent redeposition 
of dioxin-containing soil dust (dp > 2.5 p,m) may 
account for significant fractions of soil deposition 
(upward of 90% in urban areas) which could explain 
the missing source discrepancy. These estimates, 
however, need to be verified in the field [74]. 

There is a remarkable consistency in the rank or- 
dering of dioxin sources although there is high un- 
certainty, particularly on the upper bounds [73]. The 
two major sources in the United States appear to be 
medical waste incineration (Thomas and Spiro esti- 
mate 700 g TEQ/year; EPA estimates 5000 g TEQ/ 
year; range including uncertainty is 200-10,000 g 
TEQ/year), and municipal waste incineration (2000- 
3000 g TEQ/year, range 900-9000) [73]. Cement 
kilns and boilers, industrial wood burning, secondary 
copper smelting, and forest fires each contribute 
about 200 g TEQ/year, although the cement kiln up- 
per bound is much higher. In Germany, steel recla- 
mation plant contributions appear comparable to 
municipal waste incineration [75]. Several studies 
observe that burning metal scrap containing high 
levels of organics leads to higher levels of dioxins 
[76,77], Globally, it is estimated that leaded gasoline 
contributes about 11 kg/year dioxin, and unleaded 
gasoline about 1 kg/year [70]. 

Metals 

Impacts 

Metals in the environment participate in geologi- 
cal and biological cycles; mobility occurs naturally or 
is induced by anthropogenic actions. Long-range 
transport and acid deposition play key roles in the 
exposure process [78]. Of the 80 metal or metallic- 
like elements, about 30 have known impacts on hu- 
mans [79]. Metals of concern are transition-state 
metals and, in some cases, alkali metals, and the an- 
cient metals (lead, iron, tin, and copper). Certain 
metals are biologically essential and protect cells at 
low levels of exposure; protection fails at higher lev- 
els [80]. The speciation of a metal, that is, its chem- 
ical form and oxidation state and/or the metal com- 
plex in a biological system, determines the degree of 
toxicity [81]. Oxidation-reduction reactions are im- 
portant factors in metal toxicity; as the oxidation 
state changes, the toxicity of the metal species 
changes. For example, chromium (VI) is carcino- 
genic in humans; chromium (III) is not. Although 
the mechanisms of reaction for methylation are simi- 
lar, the outcomes depend on the methyl donors, re- 
action  conditions,  and the  original  metal form. 
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Methylation of Sn and Hg increase toxicity; meth- 
ylation of As reduces it [82]. 

Human exposure to metals occurs primarily 
through ingestion (80-90%), although inhalation ex- 
posures also occur. Cd, Cr, Se, Ni, and As affect the 
kidney, liver, and skin. Pb, methyl mercury, Sn, and 
Al can affect the central nervous system. Methyl 
mercury and Pb can impair fetal development. Can- 
cer is associated with Ar, Be, Cd, Cr, and Ni. 

Ecosystems are also affected by metals. Recent 
studies have evaluated the uptake of metals into veg- 
etation and the bioconcentration and bioaccumula- 
tion of metal species that may be consumed by hu- 
mans or other organisms. Plants have significant 
uptake of cadmium which accumulates in the food 
chain. Arsenic affects plant fertility. Forest decline, 
attributed in part to acids and oxidants, may be a 
function of metal exposure as well. Recent work on 
phytochelatins (intracellular metal-binding pep- 
tides) shows higher levels in trees in decline than in 
those that are healthy [83]. 

Sources 

Metals are found in feedstocks. The manner in 
which metals are bound to organic material influ- 
ences their distribution in the emissions. Combus- 
tion sources contribute virtually all the anthropo- 
genic cadmium and mercury [9]. Although mercuiy 
emissions are largely biogenic (a result of degassing 
from the lithosphere or the hydrosphere), about two 
to five times more anthropogenic mercury is depos- 
ited now compared to preindustrial times, and can 
affect the global cycle of mercury. Eighty percent of 
the anthropogenic emissions are from fossil fuel 
combustion, mining, and smelting, and 80% are re- 
leased to the air. 

Recent studies estimate metal emissions and as- 
sociated health risks from specific utilities, industrial 
boilers, and incinerators. Consideration of long- 
range transport and multiple exposure pathways, and 
the appropriate values for emissions estimates are 
sources of debate. Two studies suggest that the most 
likely metals released from industrial or utility boil- 
ers are arsenic, beryllium, cadmium, lead, chro- 
mium, manganese, mercury, and selenium [54,56]. 
One study found cumulative carcinogenic risks from 
utilities are less than one in a million, although the 
metal contributing the highest mass emission or the 
highest risk tends to be site specific [54]. Metal emis- 
sions are a concern in waste incineration as well [84]. 

Lead and manganese are the two metals released 
from mobile sources. Lead emissions are a major 
source of exposure in those countries that continue 
to permit leaded gasoline [85]. 

Particulates 

Impacts 

Particulates are composed in part of polycyclic or- 
ganic  matter   (POM),  which  includes  polycyclic 

aromatic hydrocarbons (PAHs), heterocyclic aro- 
matic compounds (e.g., aza-arenes), and substituted 
aromatic hydrocarbons (e.g., nitrated-PAHs). Partic- 
ulates are a means for transporting semivolatile air 
toxics and metals. Primary particulates are emitted 
directly; secondary particulates are formed by at- 
mospheric chemical reactions. 

Lung cancer and cardiovascular and respiratory 
diseases are positively associated with air pollution 
exposures. Recent studies show strong associations 
between outdoor concentrations of TSP, PM10, or 
smaller particles, and increased human mortality and 
morbidity [86-89]. Although the weight of the evi- 
dence appears strong, a few studies do not show the 
reported effects [90,91]. Questions have been raised 
about the data analysis techniques, why the associ- 
ation is observed with outdoor measurements, and 
because a biologically plausible hypothesis for the 
association has been lacking [92,93]. A comprehen- 
sive reevaluation of data from six cities suggests that 
"daily mortality from all causes combined, and from 
cardiovascular and respiratory causes in particular 
increased as levels of particulate air pollution indexes 
increased." The reanalysis shows that the results are 
not dependent on the analytic approach; however, 
the association does not yet support an independent 
effect of either TSP or S02 alone [94]. Another com- 
prehensive review that considered TSP, PM10, 
PM25, PM10-PM25 (coarse particles), COH, SO*, 
H + , and CO shows that one can attribute about 5% 
mortality to air pollution. The role of other air toxics 
was not directly considered [86]. 

The current working hypothesis argues that ul- 
trafine particles (0.01-0.1 pm) penetrate and remain 
in the alveolar regions of the human lung, causing 
local reactions and long-term chronic damage. These 
submicron particles (often enriched with metals) are 
not easily controlled, are easily transported, and per- 
sist in the atmosphere. A recent study examining the 
penetration indoors of outdoor VOCS, PM10, and 
PM2 5 suggests that the protective effect of being 
indoors was less strong than expected [95], lending 
support to the association between outdoor particle 
measurements and human mortality and morbidity. 

Diesel exhaust, consisting of low molecular weight 
gases and carbonaceous particles to which higher 
molecular weight compounds are absorbed, is clas- 
sified as a hazardous air pollutant and is under con- 
sideration as a human carcinogen [96]. Effects are 
associated with the combination of soot particles, 
particle-associated organics, and the gas phase com- 
pounds, including odor, eye irritation, chronic lung 
function decrements, cardiovascular symptoms, lung 
cancer, and bladder cancer, although new evidence 
suggests that the carbon core may be more impor- 
tant than the associated organic mutagens or carcin- 
ogens [97]. Evidence suggests a relative risk of about 
1.5 for diesel exhaust carcinogenicity [38,98], 
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Area and Point Sources 

Particle composition varies regionally and season- 
ally; crustal matter often dominates in rural areas (up 
to 90% total PM10 mass); urban particles are gen- 
erated from vehicles, biomass burning, and other ac- 
tivities [74,99,100], EPA emission inventories show 
total combustion sources contributing only about 5% 
annually to the 40 million tons of PM10 [9]. Station- 
ary source combustion and metals processing con- 
tribute a similar fraction as mobile sources; residen- 
tial and commercial sources contribute slightly less. 
However, virtually all the reported emissions of ex- 
tractable organic matter (almost 700,000 tons/year) 
come from combustion sources [9]. 

In Los Angeles, contemporary carbon sources 
(fireplace use, cooking, cigarette smoke, paved road 
dust, and brake dust) contribute up to one-third of 
the fine carbon aerosol (particles < 2.5 fim) [101], 
Evaluation of fine particle emissions rates from res- 
idential and high-priority commercial natural gas 
combustion suggests that these sources could con- 
tribute as much PAH and oxy-PAH as that contrib- 
uted by diesel vehicles, and about one-half that con- 
tributed by catalyst equipped vehicles [102]. 

Stoves burning biomass or coal indoors can pro- 
duce high levels of TSP and PM10. Data from several 
studies show that total suspended particulate levels 
in rural developing countries are several times the 
accepted standards in the United States, Europe, 
and Japan [25,103]. 

Mobile Sources 

In the San Joaquin Valley, mobile sources contrib- 
ute only 5-10% of the PM10 mass [99]. However, in 
Los Angeles, 62% of the fine particulate primary fos- 
sil carbon aerosol is attributed to motor vehicles; fos- 
sil aerosols are about 50% of the total fine carbon 
aerosol [101]. The fraction of extractable organic 
matter (EOM) found in urban air particles appor- 
tioned to motor vehicles often contributes a high 
fraction of the sample mutagenicity [14]. Emitted 
particles from vehicles are in the range suspected of 
contributing to adverse health effects. Whether mo- 
bile sources are a significant source of particulate 
exposure leading to adverse effects remains a ques- 
tion. 

Intervention and Control: Research 
Directions 

The above review of sources and impacts of com- 
bustion-generated air toxics demonstrates that dam- 
age caused by emissions is not a function of the com- 
bustion process alone. Understanding interactions 
among the fuel or feedstock, the combustion pro- 
cess, and the postcombustion environment is crucial 
to prevention and, if understood, may be exploited 

as means for control. This review also suggests that 
toxicity is complex: rather than being an inherent 
characteristic of the structure of a chemical com- 
pound or element, it depends on the character of 
the receptor and the way the chemical structure is 
modified by the environment or by the receptors 
metabolism. In addition, a compound's reactivity in 
different media and its persistence and stability de- 
termine the impacts. Decisions about control de- 
pend not only on the direct emissions from com- 
bustion processes, but also on the postcombustion 
environment. The following considers three cases 
where an understanding of these interactions will 
contribute to reducing air toxics. 

Vehicles and Fuels: A Critical Partnership 

That mobile combustion sources contribute sig- 
nificantly to air toxics has been shown in this review. 
Modification of vehicle combustion technologies and 
fuels has been guided by knowledge of the contri- 
butions that emitted compounds make to the pro- 
duction of ozone and photochemical smog, as well 
as other environmental and human health impacts 
[104,105]. Vehicle technology improvements such as 
fuel injectors, exhaust gas recirculation, computer 
control, and three-way catalysts reduce unburned 
fuel or combustion emissions; tailpipe HC emissions 
dropped from 7.25 g/mile to 0.39 g/mile for cars 
built in the United States after 1982 [106]. Consid- 
erable information is available on the chemistry of 
the troposphere and the impact of anthropogenic 
emissions on that chemistry. By understanding the 
complex chemistry, automotive fuels can be tailored 
to reduce emissions that contribute to photochemi- 
cal smog, CO emissions, or immediate or long-term 
health effects; oxygenated fuels reduce CO, and re- 
formulated gasoline reduces emissions of toxics and 
components that contribute to ozone production and 
photochemical smog [107]. Tunnel studies in the 
San Francisco Bay area show oxygenated fuel use 
reduces CO by 21% (±7%), benzene by 25% 
(±17%), and VOCs by 18% (±10%), with an in- 
crease of 13% of formaldehyde (± 6%) [108]. 

In addition to fuel modifications, improvements in 
cold start, warm-up control, and catalysts can influ- 
ence the specific reactivity and mass of toxic air pol- 
lutants. This requires improved understanding of hy- 
drocarbon oxidation in the postflame exhaust [109], 
coupled with the knowledge of what species persist 
or react to form more toxic compounds. 

Postcombustion Chemistry: The Case of CHCs 

Koshland and coworkers, and others have studied 
the flame and postflame regions of combustion 
processes to understand what increases or reduces 
the production of air toxics even under conditions in 
which sufficient time, temperature, and mixing of 
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feedstock and oxidizer are presumed to occur [110- 
121]. Studies have focused on Q-Q chlorinated 
compounds because of their presence in waste in- 
cineration, and their environmental stability and per- 
sistence. Substantial progress in identifying the basic 
reaction mechanisms for Cj-Gi CHCs has been 
made and these mechanism are summarized in Sen- 
kan [116]. More important for the future, however, 
may be studies of the interactions of hydrocarbons, 
chlorinated species, and metals, which lead to higher 
emissions of CO and the formation of air toxics in- 
cluding polychlorinated aromatics. The picture pre- 
sented by halogenated compounds is complex—the 
many congeners and the vast differences in impacts 
make control decisions difficult. 

Dioxin illustrates the importance of postcombus- 
tion chemistry. It is proposed that dioxin formation 
occurs through two principal mechanisms: (1) 
PCDD/F formation from direct chloroorganic pre- 
cursors in heterogeneous catalysis reactions in the 
presence of fly ash surfaces; and (2) PCDD/F de 
novo synthesis from simple organocarbon sources 
(active carbon particulates) and inorganic chlorine at 
temperatures between 200 and 500°C in the pres- 
ence of metal catalysts [122], although there is evi- 
dence that, given appropriate conditions of time and 
temperature, any combination of C, H, O, and Cl 
may yield dioxin or dioxin-like compounds [123]. 
The role of products of incomplete combustion in 
the formation of simple chlorinated aromatics at T 
> 400°C may be fundamental to dioxin formation 
and the formation of other toxic, persistent, chlori- 
nated and nonchlorinated aromatics. Several path- 
ways from short-chain C2 aliphatics to simple chlo- 
rinated aromatics have been demonstrated 
experimentally [123-125], Recent observations have 
shown that 02 is required for de novo synthesis 
[126,127]. The most important parameter for for- 
mation of PCDDs, PCDFs, BCBzs, and PCBs may 
be the residence time in the postcombustion zone 
[128], 

The evidence suggests that reducing the oppor- 
tunity for chlorinated species (organic and inorganic) 
to interact with metals, especially in the temperature 
range between 200 and 800°C, is critical. Products 
that may ultimately be incinerated or reprocessed (as 
in steel reclamation) should be designed so that met- 
als and plastics can be separated prior to exposure 
to elevated temperatures, and combustion systems 
designed to minimize the residence times at those 
temperatures. 

Exploiting Interactions: Metals Control 

The combustion process can determine the extent 
to which any particular combination of toxic metals 
may distribute into the three environmental me- 
dia—and that challenges us to devise methods to 
modify combustion and air pollution control equip- 

ment to minimize multimedia impact. Knowledge of 
metal speciation and partitioning is necessary to de- 
velop control strategies [79]. Similarly, advances in 
control may come from exploiting the interaction of 
various species of metals with volatile or semivolatile 
organics or other compounds; less reactive metal 
may reduce environmental impacts. Studies of met- 
als' interactions with 02, sorbents, chlorine, or sulfur 
are providing new insights into ways of reducing 
metals emissions. Several factors that influence 
metal behavior, including residence time, tempera- 
ture, metal speciation, vapor pressure of the metal 
species, metal concentration, and the role of non- 
metallic chemicals, are summarized in Table 2 [138- 
140]. 

It is the metal in the vapor phase that appears to 
be of greatest concern, and preventing vaporization 
is the challenge. Vaporized metals may nucleate and/ 
or condense, then coagulate [79]. Vapor pressures of 
pure metals do not predict species formation [131]. 
Some species such as NiO have low vapor pressures 
[130] and are not readily vaporized. Metal chlorides 
such as NiCl2 vaporize at combustion temperatures. 
Even in trace amounts, chlorine can increase vapor- 
ization and affect speciation, causing less mature 
aerosols [79,129-131,133,135,141,143]. Sulfur may 
inhibit formation of metal chlorides. 

Equilibrium calculations do not accurately predict 
field measurements [133,141]. A bimodal particle 
size distribution (PSD) with micron and submicron 
particles can be used to represent emissions from 
incinerators, boilers, and industrial furnaces [143]. 
Detailed kinetic models may be necessary in deter- 
mining PSD, since various metallic species possess 
different physical properties (i.e., surface tension) 
that are important in aerosol formation calculations. 
Various species and PSDs require different control 
strategies [145]. 

Metals could be a key factor in the increased use 
of biomass fuels. Biomass is as variable as coal and 
ranges from solids to sludges and biomass wastes 
from paper and wood processing. The presence of 
alkali metals, essential for plant growth, contribute 
to fouling and slagging and to air pollution [147]. On 
the other hand, combining biomass with other feed- 
stocks may lead to prevention: heavy trace metals are 
distributed differently in burned coal and inciner- 
ated biosludge. One study found that the outer sur- 
face of fly ash from burned biosludge was composed 
of light metals layers (Si, Ca, Al, NA, K), while the 
heavy metals were located near the center [136]. 
Glassy fly ash particles may reduce the leachability 
of fly ash. Genetically engineered plants have been 
proposed to take up metals from soils; in some cases, 
the metals are reduced to less toxic forms by the 
plants [148]. Volatile metals would be released into 
the air from the plants; other metals would be re- 
covered by harvesting and burning the vegetation. 
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Assessing Impacts During Design 

Recent work has investigated compounds that may 
affect reproduction or development, and are persis- 
tent and environmentally mobile. Reducing simul- 
taneous exposures to several compounds that may 
give rise to synergistic or antagonist effects has re- 
ceived less attention. Researchers are attempting to 
develop indices for design and research guidance as 
well as for risk assessment that include these con- 
cepts [28,149,150-151]. It is hoped that these green 
design tools will aid in evaluating the tradeoffs as- 
sociated with different environmental or health im- 
pacts, leading to an overall reduction of the entire 
mass emission or selective control. One such index 
is a proposed modification to the DRE (which is 
based on mass throughput of POHCs only) to in- 
clude product and byproducts weighted by toxicity 
factors derived from carcinogenic potential and non- 
carcinogenic hazard index [150]. The relative change 
in the toxicity of the emissions for different sub- 
stances under different technologies was easily dis- 
cerned. This approach, however, neglected pathways 
other than inhalation, and considered only direct 
emissions. Development of green design tools is 
constrained by lack of information about sources of 
emissions, their transformation and fate in the en- 
vironment, and the relative toxicity associated with 
routes of exposure and characteristics of the recep- 
tor such as species, age, or sex. Nevertheless, efforts 
to modify combustion processes or feedstocks using 
green design approaches may have advantages over 
relying solely on mass emissions estimates and air 
pollution control technologies to reduce toxics. 

Conclusions 

The preferred strategy in the combustion research 
community has been to address questions about 
emissions by directly influencing the combustion 
process [152], Rut the combustion process alone 
does not determine the emissions. The coupling of 
the combustion process with a particular feedstock 
is a major determinant of toxic byproduct produc- 
tion. The coupling of the flame processes with down- 
stream events, either in the postflame region of the 
combustor or in the air pollution control system, also 
plays a critical role. Emissions, once released, may 
be transformed in the atmosphere and, depending 
on their stability and persistence, may be trans- 
ported over a wide region before wet or dry depo- 
sition removes them. Previous control efforts have 
been based either on a compounds toxicity, usually 
with respect to one health endpoint, or have in- 
volved condemnation of a class of compounds, or 
even a process. This review demonstrates that com- 
bustion science's efforts should extend to reducing 
exposures to those compounds or mixtures that are 
persistent, bioaccumulate, have reproductive or de- 

velopmental impacts, or that affect ecosystem 
health. Ry focusing research on the interactions of 
emitted compounds with the environment and ap- 
plying that knowledge to design combustion or post- 
combustion processes or to modify feedstocks, more 
effective control and reduced exposures to combus- 
tion air toxics can be expected. 
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COMMENTS 

A.E. Jacob Akanetuk, Stanford University, USA. A few 
years ago while trying to develop a framework for air toxics 
research, I noticed that utility emissions data in open lit- 
erature was scant. Has the situation changed? If not, how 
can utilities and incinerator operators be encouraged to 
provide more emissions data to the public domain? 

Author's Reply. One of the challenges in air toxics re- 
search is developing data bases of source emissions and of 
concentration distributions in the ambient air. In some 
cases, there is a disincentive to sample since increased sam- 
pling leads to an increased probability of obtaining a mea- 
surement that might be a violation of an emission standard. 
In other cases, the emission factors used to estimate emis- 
sions based on level of activity of a source are highly un- 
certain, and can lead to gross over (or under) estimates of 
emissions, particularly for trace species. Recent studies in 
the US for both utilities and incinerators, prompted by 
requirements in the 1990 Clean Air Act, contain more in- 
formation than previously available. Incentives could in- 
clude more flexibility on the part of EPA to enable actual 

measurements to be made to assess both current emissions, 
and future reductions; improvements in sampling methods; 
possible tax breaks or other incentives based on open as- 
sessment of emissions and subsequent reductions. 

Robert F. Chaiken, DOE/Pittsburgh Research Center, 
USA. Are epidemiological studies being coordinated into 
environmental statistical studies to insure or correlate de- 
creases in specific toxic gases with decreases in specific 
health problems? Are we directing our scientific and en- 
gineering resources to solving the proper problems? 

Author's Reply. Epidemiological studies which assess 
patterns of human disease are key components of environ- 
mental exposure and risk assessment. However, general 
population studies that would be conducted to assess de- 
crease in deleterious health outcomes with decreases in 
exposures to air toxics are difficult to conduct. Assessments 
of interventions or applications of controls to reduce ex- 
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posure are most easily conducted when a single agent is 
involved, when the effect shows up with sufficient fre- 
quency in a reasonable study population and when the in- 
tervention can be adequately controlled, and reductions in 
exposure observed. In the case of air toxics, inadequate 
monitoring data, inadequate exposure data, lack of dose- 
response information, and the lack of information on syn- 
ergistic or antagonistic effects of various air toxics, make it 
difficult to assess changes in disease patterns with reduc- 
tions. Nevertheless, efforts are being made to determine 
which exposures should be controlled, and to assess 
whether such interventions are effective. Methods which 
link exposure assessment with some form of economic val- 
uation of control effectiveness in terms of reduced expo- 
sures are being developed. 

achieve or exceed emission standards and, at the same 
time, increase profits. 

Thus, it is obvious that replacing air by oxygen results in 
a more "environmentally friendly" process. It is also obvi- 
ous that, in some cases, "free" air can be very expensive in 
terms of, both, environmental policy and the process eco- 
nomics itself. 

Author's Reply. Replacing air with oxygen reduces those 
toxic species that contain nitrogen derived from the air. 
Eliminating N2 may enable processes to operate at higher 
temperatures with greater thermal efficiency. However, 
pure oxygen does not necessarily reduce pollutants formed 
as a consequence of fuel or feedstock constituents, and 
some species like phosgene are more likely to be formed 
in oxygen rich environments. 

Win. J. McLean, Sandia National Laboratories, USA. 
Probabalistic risk assessment is being offered as a rational 
method for choosing which compounds/sources to regu- 
late, yet there are always possibilities for statistical "out- 
lyers." For example, small numbers of automobiles maybe 
responsible for a large fraction of the emissions. Can you 
please comment on the applicability of risk assessment 
tools? 

Author's Reply. Risk assessment methods applied to en- 
vironmental problems have steadily improved since there 
origins as regulatory decision making tools. The underlying 
science and the mathematical sophistication have im- 
proved. Probablistic methods, that incorporate both vari- 
ability and uncertainty, have the potential to improve the 
assessment of risk over methods that use single (default) 
values to build a worst case scenario. 

Ivan Milosavljevic, Air Liquide, France. I have just one 
comment: Many toxical products from combustion pro- 
cesses can be eliminated and/or reduced by replacing air 
by oxygen. 

Contrary to the popular belief, air is not always free in 
combustion processes. For example, replacing air by 
oxygen results in lower investment costs (separation unit 
belongs to us), better thermal efficiency and higher profits. 
There are many cases in the industry where oxygen helped 

Jozef Peeters, University of Leuven, Belgium. You pre- 
sented a graph showing that the amounts of VOC, CO an 
NOx emitted by cars per mile have been decreasing mark- 
edly over the last few decades. On the other hand you re- 
ferred to the finding by Stedman that the 10 to 20% badly 
timed cars actually on the roads cause 60 to 80% of the 
total emissions. Does your graph take into account these 
"non-statistical", highly polluting cars? Shouldn't controls 
and regulations in the first place have to be directed toward 
reducing the numbers of such cars on the roads? 

Author's Reply. The graph (1) is that of total vehicle 
emissions and includes the highly polluting vehicles. Cer- 
tainly reducing the total number of vehicles on the road as 
well as reducing the total vehicle miles traveled, increasing 
the fuel economy and decreasing cold starts would con- 
tribute to emissions reductions of toxics from vehicles. In 
some regions, regulations and incentive programs to induce 
travelers to car-pool and use mass transit are in place. How- 
ever, without flexible, affordable, reliable and frequent 
mass-transit alternatives, the necessity remains to make ve- 
hicles less polluting. Determining the best approach to 
reducing the 10-20% of gross polluters is both a technical 
and political problem. 
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The effect of pressure on the thermal de-NO, process has been investigated in flow reactor experiments. 
The experiments were performed at pressures from 1 to 10 bar and temperatures ranging from 925 to 
1375 K. The inlet 02 level was varied from 1000 ppm to 10%, while NH3 and NO were maintained at 
1000 and 500 ppm, respectively. At the highest pressure, CO was added to shift the regime for NO 
reduction to lower temperatures. 

The results show that the pressure affects the location and the width of the temperature window for 
NO reduction. As the pressure is increased, both the lower and the higher boundaries for the process are 
shifted toward higher temperatures. Overall, the temperature range for NO reduction appears to be slightly 
broadened. The shift in chemistry toward higher temperatures is most pronounced at low oxygen concen- 
trations. High oxygen levels act to counterbalance the inhibiting effect of the pressure but also cause a 
slight decrease in the NO reduction potential. 

The results are consistent with recent atmospheric pressure experiments of thermal de-NOs covering a 
wide range of reactant partial pressures. Comparisons of the experimental data with the recent chemical 
kinetic model of Miller and Glarborg show satisfactory agreement. The implications of the results for 
application of thermal de-NOx in high-pressure systems, such as pressurized fluidized bed combustion and 
gas turbines, are discussed. 

Introduction of conditions, thereby improving the understanding 
of the process chemistry. Kasuya et al. [10] extended 

Attempts to apply the thermal de-NOx process [1] significantly the experimental database by varying 
for NOx control in high-pressure combustion sys- the reactant partial pressures in the ranges 0-50% 
tems such as gas turbines and pressurized fluidized 02 and 200-1400 ppm NO (NH3/NO = 2). Based 
bed (PFBC) systems have so far been hampered by on these results, as well as new data on amine/N02 

the lack of reliable information on process perfor- interactions [11], Miller and Glarborg [12] formu- 
mance at high pressures. No laboratory experiments lated a revised mechanism that provided a better 
have been published. Some results from tests in prediction than previous models of the effect of ini- 
PFBC systems [2,3,4] are available, but these data tial oxygen concentration on the thermal de-NOx 

are obtained under complicated flow conditions with process. The new feature of this mechanism is that 
temperature gradients and significant concentrations N02 appears as an essential intermediate in the re- 
of solids. Furthermore, only a limited parameter action scheme, 
variation was reported. In the present work, the effect of pressure on the 

Modeling extrapolations to high-pressure condi- thermal de-NOx process is investigated systemati- 
tions have been uncertain, because the commonly cally. The objective is partly to assess the potential 
used mechanisms [5,6] have been developed for a of the process for high-pressure applications and 
narrow range of pressure and concentrations. The partly to obtain data important for further develop- 
laboratory experiments used for model validation ment and validation of the chemical kinetic model. 
[5,7,8,9]  were  typically obtained at atmospheric The experiments are carried out at pressures from 1 
pressure and 1—4% vol 02. to 10 bar in a specially designed flow reactor system. 

Two recent studies have contributed to character- The effects of pressure, temperature, and oxygen 
izing the thermal de-NOx process over a wider range concentration are investigated and the implications 
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Thermocouple     r Reactant gas ( NO + NH3 + N2 ) 

Pressure shell   — 
U 

Carrier gas ( N2 + 02 ) 

Product gas 

FIG. 1. Schematic of the high-pressure flow reactor. 

of the results in terms of high-pressure applications, 
as well as the understanding of the detailed chem- 
istry, are discussed. 

gas-solid reactions [13], drawing on the experience 
from an atmospheric pressure flow reactor for ho- 
mogeneous reactions [8,9,14]. 

The feed gas is supplied from gas cylinders and 
regulated by mass flow controllers. Depending on 
the position of a three-way valve, the reaction gas 
can either enter the top of the reactor or bypass the 
reactor. The pressure in the reactor is controlled by 
a back-pressure regulator, through which the gas is 
expanded to atmospheric pressure. 

The reactor is made of quartz and enclosed in a 
pressure vessel (Fig. 1). The vessel is able to stand 
simultaneously pressures and temperatures of up to 
at least 10 bar and 1400 K. It is heated in a three- 
zone electrical oven, which can maintain a constant 
temperature over the reaction zone within ± 5 K. 

The reaction gas is divided into two streams, a re- 
actant stream and a bulk flow, that are heated sep- 
arately. The bulk flow, which enters the reactor at 
the bottom of the vessel, is in contact with the walls 
of the pressure vessel. This stream must be noncor- 
rosive and usually contains nitrogen and oxygen. Af- 
ter heat exchange with the product gas, the bulk flow 
passes upward between the steel wall and the ex- 
haust tube. 

The reactant gas contains ammonia, nitric oxide, 
and water vapor, delivered by an HPLC evaporator. 
The pipe connecting the evaporator and the reactor 
vessel is heated electrically to prevent condensation 
of water vapor. The reactant gas stream, which usu- 
ally constitutes about 20% of the total flow, enters 
the pressure shell through an opening in the top. It 
is led through a quartz tube and mixed in cross flow 
with the bulk gas at the entrance to the reaction 
zone. The separate heating of the reactants secures 
a well-defined reaction volume. The reaction zone 
has a volume of 10 mL. After reaction, the products 
are cooled rapidly by the incoming bulk gas. The 
product gas is then led to a water condenser and 
finally to the gas analyzers. 

Continuous gas analyzers were used to measure 
the concentrations of NO, 02, CO, and C02. Before 
each series of experiments, the analyzers were cali- 
brated using span gases. The concentrations de- 
tected were within a relative range of ± 3% but with 
an absolute accuracy not higher than ±5 ppm. Am- 
monia was measured by an automated wet method, 
bubbling it through an NH4C1 solution, where the 
pH was kept constant by an autotitrator adding HC1. 
For NH3, the uncertainty is ± 10% but not less than 
± 10 ppm. 

Experimental 

The main components of the experimental appa- 
ratus are a flow reactor, a gas mixing system, and a 
data collecting/control system. The setup is a modi- 
fication of a system developed to study high-pressure 

Reaction Mechanism 

The reaction mechanism used in the present in- 
vestigation is the same as that described by Miller 
and Glarborg [12], which in turn contains only a few 
changes from that given by Glarborg, Dam-Johan- 
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TABLE 1 
Selected rate coefficients from the mechanism k = 

AT" exp( — E/RT). Units are mol cm3, s, K, and cal/mol. 
Reactions (R126) and (R127) were not included in the 

mechanism of Ref. 11. 

12. H2NO + O ^ NH2 + 02 2.5E14 0.00 0 
18. NH2 + NO ^ NNH + OH 8.9E12 -0.35 0 
19. NH2 + NO ^ N2 + H20 1.3E16 -1.25 0 

NH2 + NO ^ N2 + H20 -8.9E12 -0.35 0 
Duplicate reaction 

90. NNH ^ N2 + H 1.0E07 0.00 0 
126. NNH + 02 ^ N2 + H02 2.0E14 0.00 0 
127. NNH + O, ^ No + H + O, 5.0E13 0.00 0 

sen, and Miller [11]. These changes are listed in Ta- 
ble 1, and a reaction path diagram for the process is 
shown in Fig. 2. The reaction numbering refers to 
the listing in Ref. 11, except where noted. Ther- 
modynamic data are taken from the Sandia Ther- 
modynamic Database [16]. Miller and Glarborg [12] 
discuss the key features of the mechanism in detail, 
including its historical development. 

The most important consequence of the present 
mechanism compared with that of Miller and Bow- 
man [6] is that N02 is now an essential intermediate 
in the process. To allow a short lifetime for NNH 
and still predict the results of laboratory experiments 
on thermal de-NOx, it is necessary to have a fast 
reaction between NNH and 02, NNH + 02 ^ N2 

+ H02 (R126), to compete with spontaneous dis- 
sociation of NNH (R90) and thus avoid an uncon- 
strained branched-chain explosion [6,12]. A conse- 
quence of a large value for fc126 is that NOz is formed 
readily by the reaction H02 + NO ^ N02 + OH 

(R38). However, under normal thermal de-NOx con- 
ditions, N02 does not accumulate appreciably, be- 
cause the rapid reaction NH2 + N02 ^ H2NO + 
NO (R21) followed by the H2NO -> HNO -> NO 
sequence shown in Fig. 2 converts the N02 back to 
NO [12]. Only with very high initial oxygen levels do 
appreciable quantities of N02 accumulate [10,12], 

As has been discussed previously [6,12,17,18], the 
predictions of the mechanism are very sensitive to 
the mix of chain-branching and chain-terminating 
reactions. In the present mechanism, chain branch- 
ing comes primarily from the reaction NH2 + NO 
^ NNH + OH (R18) and the dissociations of 
H2NO and HNO, which occur as a consequence of 
reaction (R21). Chain termination comes from the 
step NH2 + NO ^ N2 + H20 (R19) and radical 
reactions (particularly those of OH) with H2NO and 
HNO. The competition of the latter reactions with 
H2NO and HNO dissociation as the OH concentra- 
tion rises produces the self-inhibiting effect [6,12]. 

There are four features of the mechanism that 
could be affected by increased pressure: 

1. The competition between H + 02 ^ O + OH 
and H + 02 + M ^ H02 + M. As pressure is 
increased this competition should result in a 
slight inhibition of the NO removal. 

2. The competition between NNH ^ N2 + H and 
NNH + 02 ^ N2 + H02. This competition also 
should result in inhibition of the NO removal as 
the pressure is increased. Note that a thermal dis- 
tribution of NNH is assumed to exist at all times 
in the model, with dissociation occurring by tun- 
neling from all vibrational states. The only effect 
of increased pressure is the establishment of ther- 
mal distribution more readily. On this basis, we 
expect no pressure dependence for k90 to exist, 
although more subtle effects could conceivably 
introduce some pressure dependence. 

NHt°2 
J^f       ^S^>4.+ H°2 • 

NH3   +0H > NH2 

0 + H20^=!:OH + OH 

tunneling (+ H, + H02) FIG. 2. Reaction path diagram for 
the thermal de-NOx process [12]. 
The bold arrows represent the dom- 
inant paths. 
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FIG. 3. Effect of pressure and temperature on NH3 and 
NO outlet concentrations at low oxygen concentration. 
Symbols denote experimental data, while lines denote 
model predictions. Inlet concentrations, 1.3 bar: NH3 = 
1000 ppm, NO = 490 ppm, 02 = 1010 ppm, H20 = 
1.0%, balance N2; 4.8 bar: NH3 = 1000 ppm, NO = 500 
ppm, 02 = 1000 ppm, H20 = 1.0%, balance N2. Resi- 
dence time at 1200 K (constant mass flow) is 126 ms (1.3 
atm) or 122 ms (4.8 bar). 
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FIG. 4. Effect of pressure and temperature on NH3 and 
NO outlet concentrations at medium oxygen concentra- 
tion. Symbols denote experimental data, while lines denote 
model predictions. Inlet concentrations, 1.3 bar: NH3 = 
1000 ppm, NO = 475 ppm, 02 = 1.0%, H20 = 1.0%, 
balance N2; 4.9 bar: NH3 = 1010 ppm, NO = 500 ppm, 
02 = 1.0%, H20 = 1.0%, balance N2. Residence time at 
1200 K (constant mass flow) is 118 ms (1.3 atm) or 122 ms 
(4.9 bar). 

3. Initiation. The principal initiation reaction in the 
mechanism is 02 + H20 ^ H02 + OH, whose 
total rate increases with pressure. Increased pres- 
sure could then reduce the induction time for NO 
removal and thus result in a more efficient pro- 
cess, particularly at the low-temperature end of 
the effective temperature range. However, our 
experience indicates that this is a minor effect, 
because the chain-branching reactions begin to 
dominate the process very early in the reaction. 

4. The dissociation of H2NO and HNO. Early in the 
reaction (i.e., before the OH concentration has 
had a chance to build up), these dissociation re- 
actions have no competing paths. Thus, increased 
pressure should increase the rate of H-atom for- 
mation and thus enhance the NO removal at 
lower temperatures. 

It is impossible to tell a priori which of these pres- 
sure effects are dominant in practice. Consequently, 
we have initiated this combined experimental and 
modeling study. 

Results and Discussion 

The flow reactor experiments were carried out in 
the temperature range 925-1375 K with a constant 

stoichiometric ratio between NH3 and NO of ß = 
2. Oxygen mole fractions were varied between 0.1% 
and 10%. In the range 1-5 bar, it was possible to 
maintain a constant residence time, independent of 
pressure. Because of limitations in the total flow rate, 
experiments at 10 bar were conducted at longer res- 
idence times. 

The experimental data were interpreted in terms 
of the detailed reaction mechanism discussed pre- 
viously. Calculations were performed using Senkin 
[19], a plug-flow code that runs in conjunction with 
the Chemkin library [20], 

Figures 3, 4, and 5 show the effect of pressure (1.3 
and 4.8 bar) and inlet oxygen mole fraction (0.1%, 
1%, 10%) on the thermal de-NOx process. Symbols 
denote experimental data, while lines denote model 
predictions. 

Several interesting features of the process are no- 
table from these figures. From comparison of Figs. 
3, 4, and 5, and from the results of Kasuya et al. [10], 
one can see that at constant pressure the "initiation 
temperature" for the process (i.e., the temperature 
for onset of reaction) decreases with increasing ini- 
tial oxygen concentration. It is also apparent that as 



PRESSURED THERMAL DE-NOx 2071 

1200 

1000 

,- 800- 

Q_ 
Q.600 

C 
.2 200- -*— 
o 
O       0 

*- 500 

O 400 

300 

200 

100 

 A NH3 (1.3  atm) 
  » NH3 (4.9  aim) 

o NO (1.3  aim) 
•  NO   (4.9   atm) 

900 1000 1100 1200 1300 
Temperature  /   K 

FIG. 5. Effect of pressure and temperature < 
NO outlet concentrations at high oxygen concentration. 
Symbols denote experimental data, while lines denote 
model predictions. Inlet concentrations, 1.3 bar: NH3 = 
1010 ppm, NO = 510 ppm, 02 = 10.2%, H20 = 1.0%, 
balance N2; 4.8 bar: NH3 = 1020 ppm, NO = 500 ppm, 
02 = 10.1%, H20 = 1.0%, balance N2. Residence time 
at 1200 K (constant mass flow) is 126 ms (1.3 atm) or 128 
ms (4.8 bar). 

the oxygen level increases, the temperature range for 
NO reduction is widened but the NO reduction po- 
tential decreases. However, due to the smaller vari- 
ation in 02, these trends are less pronounced in the 
present data (Figs. 3-5) than in Ref. 10. 

When the pressure is raised from 1 to 5 bar, re- 
action is inhibited and the initiation temperature is 
increased. This effect is most pronounced at low ini- 
tial oxygen concentration. At 0.1% 02 (Fig. 3), the 
increase in pressure causes a shift in the initiation 
temperature from about 1300 K to more than 1360 
K, the high-temperature limit of the reactor system. 
As the oxygen level increases, the effect of pressure 
on the initiation temperature is reduced; at 10% 02, 
the corresponding shift is only about 30 K (Fig. 5). 

The NO reduction potential is apparently unaf- 
fected by pressure at 1% 02 (Fig. 4), whereas it is 
slightly reduced at elevated pressure at 10% 02 (Fig. 
5). Kasuya et al. [10] showed that an increase in 
NH3/NO partial pressures increased the NO reduc- 
tion potential while an increased Oz partial pressure 
had the opposite effect. Thus, it appears that these 
effects cancel at lower oxygen levels; however, at 
high 02 concentrations, a slight negative impact of 
pressure on the maximum NO reduction occurs. 

2000 

1750 

1500 

£ 1250 
Q- 
Q_ 1000 

•\  750 

C  500 
O 

•JZ      250 
o 
a 

o 

0- 

500- 

300 

200 

A co (Oi=o.on 
• CO (02=0.10) 

o NO (02=0.01) 
• NO (O2=0.10) 

Temperature   /   K 

FIG. 6. Effect of inlet CO and 02 level and temperature 
on NH3 and NO outlet concentrations at high pressure (10 
bar). Symbols denote experimental data, while lines denote 
model predictions. Inlet concentrations, low 02; NH3 = 
1010 ppm, NO = 400 ppm, CO = 1500 ppm, 02 = 1.0%, 
H20 = 1.0%, balance N2; high 02: NH3 = 990 ppm, NO 
= 490 ppm, CO = 1510 ppm, 02 = 10.1%, H20 = 1.0%, 
balance N2. Residence time at 1200 K (constant mass flow) 
is 261 ms (1% 02) or 268 ms (10% 02). 

The effect of pressure on the width of the tem- 
perature window is difficult to assess from the pres- 
ent experiments because of the experimental tem- 
perature limitation. The results of Figs. 4 and 5 may 
indicate that higher pressures cause a widening of 
the temperature window toward higher tempera- 
ture, but the results are not conclusive. 

To explore this issue further, a number of high- 
pressure thermal de-NOx experiments were con- 
ducted with addition of CO. The effect of CO is 
similar to that of H2 and other combustibles [5,6,8] 
in that it shifts the reaction regime to lower tem- 
peratures by replenishing the radical pool. Figure 6 
shows results obtained at 10 bar with 1500 ppm CO 
and 02 concentrations of 1% and 10%, respectively. 

The results show that NO is reduced over a wide 
temperature range, more than 300 K at 10% 02. 
Comparison of the results of Fig. 6 with atmospheric 
pressure kinetic calculations indicates that the pres- 
sure change from 1 to 10 bar causes a widening of 
the temperature window of more than 100 K, sig- 
nificantly moving the upper boundary toward higher 
temperatures. The suggestion of a wider tempera- 
ture window is supported by comparison of the re- 
sults of Fig. 6 with those of Figs. 4 and 5 for 5 bar 
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and similar 02 levels. Despite the higher pressure, 
the presence of CO and the longer reaction times 
(compared to the data of Figs. 4 and 5) cause a shift 
of more than 100 K toward lower values in the ini- 
tiation temperature, apparently without altering the 
high-temperature boundary. 

The suggestion of a widening of the temperature 
window for the process at elevated pressure is in 
agreement with the observations of Kasuya et al. 
[10]. Their data showed that an increase in reactants' 
partial pressures, both NH3/NO and 02, was accom- 
panied by a broadening of the temperature range for 
NO reduction. 

An interesting phenomenon occurs at high pres- 
sure and high oxygen concentration (Figs. 5 and 6). 
Under these conditions, the NO concentration ex- 
hibits a double minimum. This behavior was ob- 
served also by Kasuya et al. [10] at very high 02 

concentrations (50%) and by Bregendahl [15] in pre- 
liminary high-pressure experiments performed in 
this laboratory. The phenomenon appears to be 
characteristic for the thermal de-NOx process at high 
molar concentrations of oxygen. The first minimum 
is located close to the initiation temperature, while 
the second one appears roughly in the middle of the 
temperature window, separated from the first mini- 
mum by 100-200 K, depending on the conditions. 

No changes in the mechanism of Miller and Glar- 
borg [12] have been made in the present work to 
improve model performance. The predictions are 
generally in good agreement with the experimental 
data (Figs. 3-6). The model predicts the major ef- 
fects of variations in the oxygen mole fraction and 
the pressure correctly, that is, the following are true: 

• An increase in the oxygen mole fraction at constant 
pressure leads to a lower initiation temperature. 

• An increase in pressure at a fixed oxygen level in- 
hibits the reaction at low temperatures. 

• The effect of pressure is most pronounced at low 
02 levels. 

Even though the trends are described qualitatively 
correctly by the model, some deviations are appar- 
ent. At 10% 02, the model predicts a slightly en- 
hanced reaction rate at elevated pressure, in contrast 
with the experimental observations. This suggests 
that the balance in the model between the enhanc- 
ing effect of an increased oxygen molar concentra- 
tion and the inhibiting effect of increased total pres- 
sure needs to be adjusted slightly. 

The double minimum in NO occurring at high ox- 
ygen molar concentrations is not predicted by the 
model (Figs. 5 and 6). The previous data [10,15] 
show that the low temperature minimum occurs un- 
der conditions with significant N02 concentrations 
but that the N02 peaks at slightly higher tempera- 
tures. We attribute the discrepancy to uncertainties 
in the description of amine-N02 interactions in the 
mechanism. 

Another difference occurs at 0.1% 02 (Fig. 3), 
where the model, at both low and high pressure, 
predicts too low an initiation temperature for the 
process. At these conditions, with very low 02 mole 
fractions, the predicted onset of reaction is very sen- 
sitive to the branching ratio for the NH2 + NO re- 
action, a = k18/(km + klg), while other uncertain 
parameters in the mechanism, including the NNH 
lifetime, are of little significance [12], The present 
value of a was chosen to match the 0.1% Oa data of 
Kasuya et al. [10], obtained at atmospheric pressure 
and shorter reaction times. The current discrepancy 
could be caused by a small inaccuracy in the tem- 
perature dependence of a; efforts are presently un- 
dertaken to reconcile this issue. 

Despite these discrepancies, we consider the over- 
all agreement between the experimental data and 
the modeling to be good. A number of parameters 
in the mechanism are still uncertain [12], including 
the NH2 + NO branching ratio, the NNH lifetime, 
the NH2 + 02 rate coefficient and products, and 
details of the NO/N02 interconversion. However, 
that the major properties of the thermal de-NOx pro- 
cess are described well over a large range of condi- 
tions suggests that the important kinetic features of 
the process are now understood. 

Analysis of the calculations allows us to identify 
the effects of pressure on the detailed kinetics of the 
process. As described previously, increased pressure 
may act to inhibit reaction by favoring the two steps, 
H + 02 + M ^ H02 + M (R114, R115) and NNH 
+ 02 ^ N2 + H02 (R126), over the reactions H 
+ 02 ^ O + OH (R103) and NNH ^ N2 + H 
(R90). Our analysis confirms that the increased im- 
portance of (R114)/(R115) and (R126) is responsible 
for the predicted inhibition at elevated pressure. 

The inhibiting effect of pressure is partly counter- 
balanced by effects that promote reaction at low 
temperatures. The results of Kasuya et al. [10] show 
that the initiation temperature is very sensitive to the 
oxygen partial pressure but not to the partial pres- 
sures of NH3/NO. The increased oxygen molar con- 
centration at increased pressure may thus act to pro- 
mote reaction at low temperatures. Also, a faster 
dissociation of H2NO and HNO at higher pressures 
acts to enhance reaction at low temperatures, while 
the impact of pressure on induction time for the pro- 
cess is minor under the present conditions. 

Overall, the pressure effects on the thermal de- 
NOx process tend to cancel, particularly at the oxy- 
gen mole fractions of interest in most practical ap- 
plications (i.e., 1-10%). The most interesting feature 
is the indicated shift of the upper boundary for the 
process toward higher temperatures. 

Practical Implications 

Because of difficulties in implementing conven- 
tional nitrogen oxide abatement methods, manufac- 
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turers of gas turbines and pressurized fluidized bed 
combustors have shown interest in applying thermal 
de-NOx or alternate selective noncatalytic reduction 
techniques for NOx control. The results of the pres- 
ent study allow us to provide some estimate of the 
thermal de-NOx potential in these systems. 

The operating conditions for thermal de-NOx in 
PFBC systems will typically be a temperature of ap- 
proximately 1150 K, a pressure of 12-16 bar, and an 
02 level of about 5%. In the absence of combusti- 
bles, this combination of low temperature and high 
pressure appears to be unfavorable for the process. 
However, modest amounts of CO would shift the 
temperature regime for reaction into the operating 
region for PFBC. The results in Fig. 5 indicate a 
significant NOx reduction potential, provided the 
proper location for NH3 injection is chosen. 

Test results for thermal de-NOx in pressurized 
fluidized bed systems, obtained at 6-8 bar in pilot 
scale [2,3] and 12 bar in full scale [4], are not con- 
clusive. However, the observations [3] that higher 
temperatures are favorable for the process perfor- 
mance and that there exists a close coupling between 
combustion conditions and SNCR performance is in 
agreement with our expectations. 

Thermal de-NOx is not usually taken into consid- 
eration for application in gas turbines. A major con- 
cern is that the accessible ammonia injection tem- 
peratures are too high for SNCR processes to work. 
The turbine rotor inlet temperatures for heavy-duty 
industrial gas turbines are currently 1350-1500 K 
and may approach 1700 K as more heat-resistent 
materials are developed for the turbine vanes. While 
such temperatures would be prohibitive for NO re- 
duction by thermal de-NOx at atmospheric pressure, 
the high pressure in the gas turbine, at present 12- 
20 bar, may make SNCR feasible for some turbine 
applications by moving the upper boundary for NO 
reduction to higher temperatures. However, the 
pressure effect on the high-temperature limit may 
be reduced by high oxygen concentrations or by the 
presence of combustibles in the flue gas. Therefore, 
the combination of an Oa level of typically 15% to- 
gether with the potential presence of CO may pre- 
vent a successful application of thermal de-NOx in 
these systems. 

Conclusions 

In the present work, the effect of pressure and 
oxygen concentration on the thermal de-NOx pro- 
cess has been investigated. It is observed that an in- 
crease in the 02 mole fraction at constant pressure 
leads to a lower initiation temperature, whereas an 
increase in pressure at fixed oxygen level inhibits the 
reaction at low temperatures. The effect of pressure 
is most pronounced at low 02 levels. There are some 
indications that an increase in pressure extends the 

NO reduction regime for the process significantly 
toward higher temperatures, but this effect could 
not be quantified because of experimental limita- 
tions. 

Model predictions performed with the newly pro- 
posed mechanism by Miller and Glarborg [12] are 
generally in good agreement with the experimental 
data. The model predicts the major effects of vari- 
ations in the oxygen mole fraction and the pressure 
correctly. Analysis of the calculations indicates that 
the inhibiting effect of pressure is due to the in- 
creased importance of the reactions H + 02 + M 
^ H02 + M and NNH + 02 ^ N2 + H02 com- 
pared to H + 02 ^ O + OH and NNH ^ N2 + 
H. However, this effect is partly counterbalanced by 
the increasing oxygen molar concentration, which 
promotes reaction at low temperatures. Overall, the 
pressure effects on the thermal de-NOx process in 
the 1000-1400 K range tend to cancel, particularly 
at the oxygen mole fractions of interest in most prac- 
tical applications (i.e., 1-10%). 
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COMMENTS 

/. Wolfrum, Universität Heidelberg, Germany. As shown 
in our paper at the 25th Symposium, low concentration of 
hydrocarbons can lower significantly the on set tempera- 
ture of NO reduction by NH3. Did you study this effect at 
higher pressures? 

Author's Reply. We have not in the present work inves- 
tigated the effect of hydrocarbon addition on the Thermal 
DeNOx process. However, we anticipate that the effect 
would be similar to that of CO addition; i.e. that the pres- 
ence of hydrocarbons acts to replenish the radical pool and 
shift the regime for NO reduction to lower temperatures. 

USA. Comparisons of your model to experiment for most 
observables revealed good agreement. However, the effect 
of added CO was not modeled well. Was the reaction CO 
+ N20 = C02 + N2 included in the modeling, and with 
what rate coefficient? Is enough N20 formed for this to 
matter? 

Authors Reply. The reaction CO + N20 ^ C02 + N2 

with the rate coefficients recommended in the recent eval- 
uation by Tsang and Herron [1] is too slow to affect the 
current modeling results. 
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REBURNING PROMOTED BY NITROGEN- AND SODIUM-CONTAINING 
COMPOUNDS 
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Experiments in a 300-kW combustor and kinetic modeling demonstrate a strong effect of N-agents 
(ammonia and urea) and sodium salts on NO removal in the reburning process. The NO reduction process 
is more effective if the N-agents appear in the gas mixture with a delay time (0.1-0.5 s) after injection of 
the reburning fuel. By this time, the concentration of oxygen from the main combustion zone has been 
significantly depleted by the reburning fuel, thus preventing oxidation of the N-agents into NO. Sodium 
compounds, such as sodium carbonate, do not affect NO concentrations without N-agents but do signifi- 
cantly promote the effect of N-agents. The deeper NO reduction in the presence of promoters can be 
explained by reactions of additional active radicals formed in the reburning zone via interaction of sodium 
compounds with water molecules. About 80-90% NOj. control was achieved by 10-20% natural-gas re- 
burning in the presence of ammonia or urea and sodium carbonate in comparison with 45-65% NOr 

reduction by 10-20% reburning only. Kinetic modeling qualitatively describes the chemical processes 
responsible for NOv reduction. The following factors primarily control process efficiency: stoichiometric 
ratio in the reburning zone, delay time between injection of the reburning fuel and formation of NH; 

radicals in the reburning zone, oxygen concentration at the time of N-agent injection, concentration of N- 
agent, and overfire air (OFA) injection location. 

Introduction 

Reburning, a fuel-staging method for NOv control, 
was suggested by Wendt et al. [1]. This is a three- 
stage method that involves combustion of a fuel in 
two stages. In the main combustion zone, 80-90% 
of the fuel is burned with a normal amount of air 
(about 10% excess). The combustion process forms 
a definite amount of NOx. Then, in the second stage, 
the rest of the fuel (reburning fuel) is added at tem- 
peratures of about 1400-1700 K into the secondary 
combustion zone, called the reburning zone, to 
maintain a fuel-rich environment. In a specific range 
of conditions (stoichiometric ratio, temperature, and 
residence time in the reburning zone), the NOx con- 
centrations can typically be reduced by 50-70%. In 
the third stage, the overfire air (OFA) is injected at 
a lower temperature to complete combustion. The 
chemical mechanism of reburning was investigated 
in many publications (e.g., [2-4]). Addition of the 
reburning fuel leads to its rapid oxidation to CO and 
hydrogen. The reburning fuel provides a fuel-rich 
mixture with certain concentrations of carbon-con- 
taining radicals: CH3, CH2> CH, HCCO, etc. These 
active species can convert NO into N2 via formation 
of intermediate products, such as HCN, NH3, NH2, 
NH, etc. The OFA added on the last stage of the 
process oxidizes existing CO, H2, HCN, and NH3. 
Reburning is currently a commercial NOx. control 
technology for boilers and furnaces. In recent dem- 

onstrations in three industrial boilers, 60-70% NO 
removal was achieved [5]. 

Since fossil fuels contain nitrogen, several studies 
have been conducted to evaluate influence of N- 
compounds on reburning efficiency. Wendt and 
Mereb [3] used ammonia-doped natural-gas reburn- 
ing to evaluate the effect of nitrogen content in the 
reburning fuel. The presence of nitrogen produced 
higher levels of HCN, NH3, and NO (total fuel ni- 
trogen, TFN) within the first 0.4 s, but at greater 
residence times, the level of TFN was about the 
same as without ammonia. Rudiger et al. [6] re- 
ported a positive effect of nitrogen in the reburning 
fuel on NO reduction. 

This paper examines, via experiments in a 300-kW 
combustor and kinetic modeling, the effect of N- 
agents (ammonia and urea) on NO removal in the 
reburning process. Results demonstrate that NO re- 
duction is enhanced if N-agents are injected into the 
reburning zone with a delay time after injection of 
the reburning fuel. Furthermore, the presence of 
sodium compounds, such as sodium carbonate, pro- 
mote the effect of N-agents. About 80-90% NOx 

control was achieved by injection of 10% reburning 
fuel in the presence of ammonia and Na2C03 in 
comparison with 45-50% NOx reduction by 10% re- 
burning alone. Kinetic modeling qualitatively de- 
scribes the chemical processes responsible for NOr 

reduction. 

2075 
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FIG. 1. NO removal by 10% reburning and with injec- 
tions of N-agents (ammonia and urea, NSR = 1.5) into the 
reburning zone at various delay times from 0 to 0.25 s. OFA 
was added at 1422 K. Initial NO concentration is 530 ppm. 
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FIG. 2. NO removal by 10% reburning and with injec- 
tions of urea (NSRs = 1.5 and 2.5) and 100-ppm Na into 
the reburning zone at various delay times. OFA was added 
at 1422 K. Initial NO concentration is 530 ppm. 

Experimental 

Experiments were conducted in a 300-kW boiler 
simulator facility (BSF), firing natural gas as main 
and reburning fuels. The BSF is a downflred com- 
bustor consisting of a vertical radiant furnace and a 
horizontal convective pass. The radiant furnace is a 
refractory-lined cylinder with a 56-cm inside diam- 
eter and 6.7-m height. It is equipped with numerous 
ports to allow introduction of sampling and injection 
probes. The furnace is also configured with movable 
water-cooled panels to allow control of facility resi- 
dence time-temperature history. The BSF is 
equipped with a variable swirl-distributed mixing 
burner, a continuous emissions monitoring (CEM) 
system, and a personal computer-based data acqui- 
sition system. The CEM system includes a chemi- 

luminescent NO/NC^. analyzer, infrared CO and 
C02 analyzers, a flame ionization total hydrocarbon 
analyzer, a paramagnetic 02 analyzer, and an infra- 
red N20 analyzer. Furnace temperatures are mea- 
sured using a suction pyrometer. Temperature gra- 
dient in the furnace was -170 K/s at 1700-1800 K 
and about -300 K/s at 1200-1600 K. Flue gas was 
sampled at different locations and analyzed by the 
CEM system. In all experiments, the initial stoichio- 
metric ratio (SR) in the main combustion zone was 
SRX = 1.1. Ammonia was added to the main fuel to 
provide an initial NO concentration of 530 ppm in 
all tests. The reburning fuel was injected at 1700 K 
at two injection rates, 10 and 20% of heat input, 
providing stoichiometries in the reburning zone 
(SR2 = 0.99 and 0.90). Ammonia and urea were 
injected in the form of aqueous solutions with dif- 
ferent nitrogen stoichiometric ratios (NSRs); am- 
monia was also injected in gas form. The NSR is a 
molar ratio of N-agent to the NO concentration at 
the time of injection. N-agents were injected with a 
delay time, 0-0.5 s, after injection of the reburning 
fuel. Sodium salts were diluted in N-agent solutions. 
Sodium carbonate, sodium formate, and sodium glu- 
conate were tested. Since the process was not par- 
ticularly sensitive to the amount of sodium (within a 
range of 50-100 ppm) and the type of sodium salt, 
most experiments were conducted with 100-ppm Na 
in flue gas. OFA was injected at different locations 
to provide a final stoichiometry of SR3 = 1.2. 

Results 

Reburning with heat inputs of 10 and 20% re- 
duced NO concentrations by 45-50% and 60-65%, 
respectively, almost independently on location of 
OFA injection (in a range of 1255-1533 K). Injection 
of N-agents into the reburning zone caused NO re- 
duction and was more efficient in the presence of 
sodium. When no N-agent was present, sodium had 
no effect on NO emissions. Blank water injection 
tests confirm the effect of N and Na compounds. 
Results presented in each figure are compared with 
average baselines obtained in the same test day. Fig- 
ure 1 demonstrates results of consecutive injections 
of 10% natural gas, N-agent with a delay time from 
0 (co-injection with reburning fuel) to 0.25 s, and 
OFA at 1422 K. Reburning alone reduced the NO 
level from 530 to 255 ppm. In the presence of N- 
agents (NSR = 1.5), NO was further reduced to 
about 180 ppm. In all cases, the delayed injection of 
N-agents decreased NO emissions: slightly for injec- 
tion of water solutions and substantially for injection 
of gaseous ammonia. Figure 2 presents NO emis- 
sions after 10% reburning (OFA at 1422 K) and in- 
jection of urea (NSRs = 1.5 and 2.5) along with 100 
ppm sodium. In these tests, reburning reduced NO 
concentration from 530 to 290 ppm, and injection 
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FIG. 3. NO removal by 20% natural-gas reburning and 
with 0.25-s delayed injections of aqueous ammonia (in the 
presence and in the absence of 100-ppm Na) into the re- 
burning zone at various NSR with OFA added at 1255 K. 
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FIG. 4. Effect of NSR and the delay time (0.08 and 0.25 
s) of aqueous NH3/Na2C03 injection on NO removal by 
10% reburning. OFA added at 1255 K. 
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FIG. 5. Effect of OFA location on NO removal by 10% 
reburning with injections of aqueous ammonia (NSR = 
1.5) and sodium carbonate at a 0.25-s delay time. 

of the urea/sodium mixture further removed NO to 
70-130 ppm, depending on conditions. Similar re- 
sults were obtained for injection of ammonia. 

Figure 3 demonstrates that at 20% reburning (SR2 

= 0.90), ammonia injection minimally decreased 
NO emissions, but if sodium was added with a N- 
agent, the NO level was decreased by more than 
50%. 

Figure 4 shows the impact of NSR and the delay 
time of N-agent injection on NO removal via 10% 
reburning with injection of ammonia and Na2C03. 
As expected, NO reduction increased with increas- 
ing NSR. NO removal was higher at longer delay 
times of ammonia injection. After 45% NO reduc- 
tion by reburning, ammonia with Na2C03 (injected 
with a 0.25-s delay time) gave incremental NO re- 
duction of about 48 and 52%, respectively, at NSR 
= 1.5. Maximum overall NO reduction was about 
85% for the combined process. 

Performance of the process depends on OFA in- 
jection temperature. Figure 5 shows the effect of 
OFA location on NO removal with injections of am- 
monia and sodium carbonate at a 0.25-s delay time. 
The optimum OFA injection temperature appears to 
be about 1300 K. Similar results to Figs. 3-5 were 
obtained for injection of urea. 

Concentration of N20 in exhaust flue gas after 
OFA injection was about 6 ppm for most of the tests. 

Kinetic Modeling 

The Chemkin-2 code [7] and the reaction mech- 
anism based on the GRI-Mech version 2.11 [8] were 
used for modeling. Thermal DeNOx reactions (Table 
1), which are absent in the GRI-Mech, were selected 
from the scheme [9] and added to the mechanism. 
Modeling was performed without variation of rate 
constants for a plug flow reactor with a temperature 
decrease of 300 K/s in the reaction zone and for the 
following mixture entering the reburning zone: 8% 
C02 - 15% H20 - 1.74% 02 - 600 ppm NO. 
Concentrations of reburning fuel and ammonia and 
delay times of ammonia injection were varied. 

Modeling does not quantitatively describe the ex- 
perimental results. Observed discrepancies demon- 
strate the potential need for model improvement 
and are explained by (1) poor understanding of the 
chemical reactions between NO and carbon-con- 
taining radicals (HCCO, CH2, CH3> and CH) and 
(2) differences in mixing conditions: instantaneous 
in modeling and within about 50 ms in experiments. 
Therefore, the goal of the modeling effort was to 
provide insight into the controlling chemical factors 
of the process and qualitatively describe the exper- 
imentally observed main reaction trends, such as the 
chemical effects of delayed N-agent injection and 
Na promotion. 

Experiments demonstrated (Fig. 1) that addition 
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TABLE 1 
Additional reactions [9] included in GRI-Mech 2.11 mechanism [8]. Reactions are in Chemkin format with rate 

constants in the form kt = AT"exp( — E/RT). 

Reaction A(cm/mol/s) £, cal 

NH2 + O = NO + H2 

NH2 + NO = = NNH + OH 
NH2 + NO = = N2 + H20 
DUPLICATE 
NH2 + NO = = N2 + H20 
DUPLICATE 
NNH + NO = N2 + HNO 
NNH + NH2 = N2 + NH3 

NNH + NH = N2 + NH2 

NNH + O = N20 + H 
HNO + NH2 = NH3 + NO 
HNO + HNO = N20 + H20 
HNO + NO = N20 + OH 
NH2 + NH = = N2H2 + H 
NH + NH = N2 + H + H 
NH2 + N = N2 + H + H 
N2H2 + M = NNH + H + M 

H20/15/02/2/N2/2/H2/2/ 
N2H2 + H = NNH + H2 

N2H2 + O = NH2 + NO 
N2H2 + O = NNH + OH 
N2H2 + OH = NNH = H20 
N2H2 + NO = N20 + NH2 

N2H2 + NH = NNH + NH2 

N2H2 + NH2 = NH3 + NNH 
NH2 + NH2 = N2H2 + H2 

NH2 + 02 = HNO + OH 
NCO + N02 = N20 + C02 

NH + HNCO = NH2 + NCO 
NH2 + HNCO = NH3 + NCO 
H02 + HNCO = NCO + H202 

NH3 + H02 = NH2 + H202 

NH2 + N02 = N20 + H20 
NH + N02 = N20 + OH 
NH2 + NH2 = NH + NH3 

NH2 + H02 = NH3 + 02 

0.50 E 14 
0.28 E 14 
0.13 £17 

0.28 E 14 

0.50 £14 
0.50 £14 
0.50 £ 14 
0.10 £15 
0.20 £14 
0.395 E 13 
0.20 £ 13 
0.15 E 16 
0.25 £ 14 
0.72 £ 14 
0.50 £ 17 

0.50 £ 14 
0.10 £ 14 
0.20 £ 14 
0.10 £ 14 
0.30 £ 13 
0.10 £ 14 
0.10 £ 14 
0.50 £12 
0.45 £ 13 
0.58 £ 15 
0.30 £ 14 
0.10 £ 13 
0.3 £ 12 
0.3 £ 12 
0.284 E 19 
0.1 E 14 
0.5 E 14 
0.43 £ 14 

0.0 
"0.55 
-1.25 

-0.55 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

-0.5 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

-0.7 
0.0 
0.0 
0.0 
0.0 

-2.2 
0.0 
0.0 
0.0 

0. 
0. 
0. 

0. 

0. 
0. 
0. 
0. 

1,000. 
5,000. 

26,000. 
0. 
0. 
0. 

50,000. 

1,000. 
0. 

1,000. 
1,000. 

0. 
1,000. 
1,000. 

0. 
25,000. 

0. 
23,700. 

6,955. 
29,000. 
22,000. 

0. 
0. 

10,000. 
0. 

of N-agents into the rebuming zone improves NOx 

reduction if the N-agent is injected in the form of 
solution shortly after introduction of the rebuming 
fuel. Modeling shows that addition of the fuel to the 
rebuming zone results in very fast oxygen consump- 
tion to form CO and H2. If N-agents are injected 
into the rebuming zone, they form NH; radicals 
(NH2, NH, N) that are active in NO removal reac- 
tions. The NH; radicals can react either with 02 into 
NO or with NO into N2. The NO reduction process 
is effective if the NH; precursors (N-agents) appear 
in the gas mixture when concentration of oxygen has 
been significantly depleted by the rebuming fuel, 
thus preventing oxidation of N-agents into NO. Cal- 

culated characteristic times for 02 disappearance af- 
ter the injection of the rebuming fuel are less than 
0.01 s at 1700 K and about 0.1 s at 1450 K. The 
delay time between injection of a rebuming fuel and 
the formation of NH,- species should exceed these 
times for effective NO reduction. 

Results of calculations that demonstrate the effect 
of NO reduction by CH4 rebuming in the presence 
of NH3 are presented in Fig. 6 (curves 1—4). Curve 
1 is the initial uncontrolled NO level of 600 ppm. 
Curve 2 models 10% rebuming when CH4 is added 
to the rebuming zone at 1700 K. The NO concen- 
tration decreases to 412 ppm in 1.5 s (the time of 
OFA addition at 1255 K), or about 31% NO reduc- 
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FIG. 6. Modeling the effect of ammonia in the reburning 
zone (without OFA): 1, initial NO level; 2, 10% reburning 
without ammonia; 3, 800-ppm NH3 is added simulta- 
neously with the reburning fuel; 4, 800-ppm ammonia is 
added into the reburning zone with a 0.1-s delay time. TFN 
concentration (NO + NH3 = 257 ppm) is shown at 1.5 s 
(the time of OFA injection at 1255 K). 

tion (about 45% was achieved in experiments, Fig. 
4). 

Curve 3 shows that if 800 ppm NH3 is added si- 
multaneously with the reburning fuel, the NO con- 
centration is rapidly increased to 900 ppm and then 
reduced to 500 ppm in 1.5 s. Thus, the addition of 
NH3 in the presence of oxygen initially increases the 
NO concentration, but by the time of OFA injection, 
[NO] is close to the level achieved by 10% reburn- 
ing. Oxygen prevents NO reduction because the 
added NH3 burns rapidly in the presence of 02 to 
form additional NO. 

Therefore, it is logical to add ammonia not with 
the reburning fuel, but after the 02 concentration 
has decreased through reaction with the reburning 
fuel; NSR = 1.5 with 0.1-s delay in curve 4. In 1.5 
s of the reaction time, the NO concentration drops 
to 113 ppm, but 144 ppm NH3 is left in the reaction 
media, and thus, TFN = 257 ppm, as shown in Fig. 
6. Concentration of HCN was below 1 ppm under 
all process conditions with 10% reburning (SR2 = 
0.99). Injection of OFA at 1255 K resulted in 230 
ppm final NO concentration, 62% NO reduction 
(approximately as that in experiments, Fig. 4). 

At higher reburning fuel concentration (20% re- 
burning, SR2 = 0.90), modeling shows formation of 
229 ppm TFN in 1.5 s (70 ppm HCN, 115 ppm 
NH3, and 44 ppm NO). Injection of OFA at 1255 K 
results in a 200 ppm final NO level, corresponding 
to 67% NO reduction (experimentally 71% NO re- 
duction was achieved, Fig. 3). Injection of ammonia 
(NSR = 1.5) into the fuel-rich zone at SR2 = 0.90 
with a 0.1-s delay time, followed by OFA injection, 
does not significantly change the final NO level in 
modeling, and the same was shown experimentally 

(Fig. 3). Thus, injection of N-agents into the re- 
burning zone is more efficient under near-stoichio- 
metric conditions. At higher reburning fuel levels, 
concentrations of active radicals are lower, most of 
the fuel nitrogen is present in the form of NH3 and 
HCN, and the NO reduction rate is slower. How- 
ever, Na promoters are effective even at SR2 = 0.90 
(Fig. 3). 

As follows from the experimental results with Na 
promoters (Figs. 2-5), sodium can promote the ef- 
fect of N-agents under fuel-rich conditions. A similar 
effect of reducing NO levels and broadening the 
temperature window for effective N-agent injection 
was demonstrated earlier under fuel-lean conditions 
[10]. One can suggest several hypothetical sodium 
reactions with flue gas components to promote NO 
reduction: 

1. Sodium atoms and oxides react with H20; for in- 
stance, Na + H20 -> NaOH + H and NaO + 
H20 -> NaOH + OH followed by formation of 
NH2 radicals from ammonia, OH + NH3 -* NH2 

+ H20, and NO-NH2 interaction: NH2 + NO 
-> N2 + H20. 

2. Sodium atoms formed during Na2C03 decom- 
position react with ammonia [11] followed by dis- 
sociation of NaNH2: Na + NH3->NaNH2 + H 
and NaNH2 + M -> Na + NH2 + M. 

3. Na2C03 dissociates at high temperatures to form 
oxides, for example, to NaO + Na + C02 or 
Na20 + C02. The oxides then react with am- 
monia via equations: NaO + NH3 -» NaOH + 
NH2 and Na20 + NH3 -► NaOH + NaNH2, 
followed by the sodium-amide decomposition. 

Although it is unknown which of the sodium re- 
actions are most important, the effect of all reactions 
is formation of active radicals (NH2 or OH) at a fas- 
ter rate than that of ammonia decomposition without 
sodium additives. It was assumed for modeling that 
an interaction of Na promoters with water is respon- 
sible for the formation of the additional OH radicals. 
The following empirical reaction was added to the 
mechanism: [(Na)HOH] + M => (Na) + OH + H 
+ M. This equation simulates fast interaction of so- 
dium compounds with water molecules with for- 
mation of a complex [(Na)HOH], which dissociates 
into OH and H. The initial concentration of 
[(Na)HOH] was assumed to be 100 ppm in model- 
ing. The rate constant for [(Na)HOH] decomposi- 
tion was selected in the form A exp( — 20,000/T) 
cm3/mol s, where the pre-exponential factor A was 
varied in the range from 109 to 1012. These values 
of the rate constant provided decomposition of the 
complex with characteristic times between approxi- 
mately 0.1 and 100 s. Injection of the promoter 
caused slightly higher H and OH concentrations in 
the reaction media than those in the absence of the 
promoter. 

Figure 7 compares the results of modeling NO 
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FIG. 7. Modeling of the promotion effect at different 
pre-exponential factors A. NO and NH3 concentrations are 
shown at t = 1.5 s for injection of 800-ppm ammonia and 
100-ppm promoter into the reburning zone with a 0.1-s 
delay time. 1, TFN level without promoter; 2, NO concen- 
tration before OFA injection; 3, TFN concentration (NO 
+ NH3) before OFA injection; 4, NO level after OFA in- 
jection. 

and NH3 concentrations at t = 1.5 s (the same con- 
ditions shown by curve 4 in Fig. 6 at T = 1255 K) 
at different values of the pre-exponential factor A. 
The promoter [(Na)HOH] was added into the re- 
burning zone along with ammonia at a 0.1-s delay 
time. The level of TFN without promoter (257 ppm) 
is shown in Fig. 7 for comparison. In a wide range 
of the promoter decomposition rate, NO and TFN 
concentrations are substantially lower than their val- 
ues without promoter. In the presence of the pro- 
moter, there is a minimum of the final NO concen- 
tration at log A = 10.5. Thus, there exists an 
optimum rate constant for formation of additional 
radicals that cause minimum NO emissions. Figure 
7 compares NO and (NO + NH3) concentrations at 
T = 1255 K before OFA injection and the final NO 
concentration after OFA injection. In the OFA zone, 
some NO reacts with NH3 due to the thermal 
DeNOx reactions, and the minimum level of NO at 
log A = 10.5 after OFA injection is about 120 ppm. 
Experimental data indicate that under similar con- 
ditions, NO is reduced to 100-120 ppm by injection 
of N-agents with Na2C03 into the reburning zone 
(Figs. 4 and 5). Hence, additional formation of rad- 
icals in the reburning zone can explain deeper NO 
reduction in the presence of Na promoters. 

Modeling also shows that small concentrations of 
oxygen in the reburning zone can promote NO-NH3 

interaction. Oxygen reacts with CO and H2 to form 
radicals that accelerate the reaction between NO 
and NH3. Thus, high oxygen concentrations burn 
NH3 to form NO, but low [02] concentrations do 
not form radicals to promote NO reduction. An op- 
timum oxygen concentration (20 ppm-1%) depends 
on process conditions (temperature, concentrations 

of CO, H2, NO, N-agent, etc.) and provides maxi- 
mum NO,, control. 

Discussion 

In the reburning zone, the initial NOr reduction 
reactions occur rapidly once the reburning fuel and 
furnace gases are contacted. Following an initially 
rapid NOx reduction, the subsequent NO* decay rate 
is slow since the radical pool has been depleted. If 
a N-agent is injected after a suitable delay time fol- 
lowing the reburning fuel, it can restart the NO* re- 
duction reactions and increase the overall level of 
NO* reduction beyond that of reburning alone. 

The delayed introduction of N-agent into the re- 
burning zone can be accomplished either by physi- 
cally separating the injection of N-agents from that 
of the reburning fuel or by utilizing aqueous solu- 
tions of urea or ammonia injected in the form of a 
droplet cloud together with the reburning fuel. The 
evaporation time of the aqueous droplets and N- 
agent decomposition time can provide the delay 
time necessary for the significant consumption of ox- 
ygen in the reburning zone. This delay time can be 
controlled by adjusting the droplet size to vary the 
rate of evaporation of the droplets. 

Sodium additives can be added along with solu- 
tions of N-agents to promote the chemical reactions 
between NO and N-agents in the reburning zone. 
As a result, the NO* control achieved with a given 
N-agent injection rate is increased. The promoters 
are sodium salts that are added in small quantities, 
in comparison with NO concentration. Sodium car- 
bonate is one example that is nontoxic, readily avail- 
able, and very effective. Most likely, promoters do 
participate in the process, but their role is to provide 
radical pool that will initiate the NO-NH3 interac- 
tion. Small amounts of oxygen in the reburning zone 
can also help for promoting NO* reduction. 

Fuel N and sodium compounds that are constit- 
uent parts of various fuels can serve as the precursors 
of ammonia, NH; radicals, and active sodium species 
in the reburning zone. For instance, coal, biomass, 
and various waste streams can contain nitrogen and 
alkali compounds. These compounds can be re- 
leased or formed from different fuels by pyrolysis, 
gasification, physical or chemical separation, or by 
other techniques. N-agents and promoters can also 
be formed from the reburning fuel directly in the 
reburning zone with a time delay that is defined by 
the rates of their release or formation from the re- 
burning fuel. 

The location of OFA injectors is an important fac- 
tor that affects process efficiency. Depending on 
temperature profiles, the residence time in the re- 
burning zone should be kept as long as possible to 
complete the NO* reduction process. However, too 
low of an OFA injection temperature will increase 
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concentrations of CO and other combustibles in flue 
gas. Maximum NO removal with N-agent injection 
into the reburning zone can be achieved with OFA 
injection at about 1300 K. This temperature is high 
enough to reduce CO emissions and low enough to 
provide higher NO removal. 

Arand et al. [12] and Brogan [13] presented results 
on NO reduction by interaction with urea and am- 
monia, respectively, under fuel-rich combustion. 
They considered the presence of N-agents in the 
fuel-rich main combustion zone. Reburning pro- 
vides firing most of the fuel under fuel-lean condi- 
tions, and only a small portion of the fuel is fired 
under fuel-rich conditions in a relatively small part 
of the furnace. This process can substantially reduce 
corrosion and burner deposits simultaneously pro- 
viding high efficiency NO.,, control. 

Conclusions 

The results of this study demonstrate a significant 
influence of nitrogen- and sodium-containing com- 
pounds on NO removal via reburning. Delayed ap- 
pearance of N-agents in the gas mixture provide the 
time that is necessary for depletion of the oxygen 
from the main combustion zone by the reburning 
fuel, thus preventing oxidation of the N-agents into 
NO. Sodium compounds, such as sodium carbonate, 
promote the effect of N-agents. The promotion ef- 
fect can be explained by reactions of additional ac- 
tive radicals formed in the reburning zone via inter- 
action of sodium compounds with water molecules. 
The following factors primarily control process effi- 
ciency: stoichiometric ratio in the reburning zone, 
delay time between injection of the reburning fuel 
and formation of NH; radicals in the reburning zone, 
oxygen concentration at the time of N-agent injec- 
tion, concentration of N-agent, and OFA injection 
location. Over 80% NO reduction was achieved in a 
300-kW combustor by injection of only 10% natural 
gas as reburning fuel (SR2 = 0.99) at 1700 K, fol- 
lowed by 0.1-0.5-s delayed injection of aqueous am- 
monia or urea (NSR = 1.5) with sodium carbonate 
(100-ppm Na in gas mixture) and injection of OFA 
at 1300 K. Under similar conditions, injection of 
20% reburning fuel results in about 90% NOj. con- 
trol. 
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COMMENTS 

P. Glarborg, Technical University of Denmark, Denmark. 
In your present work you have investigated the effect of 
sodium on reduction of NO by NH3 (thermal De-NOx) 

under overall reducing conditions. Have you looked at the 
interaction of sodium with the thermal de-NOx chemistry 
under overall lean conditions? 
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Author's Reply. Yes, we studied the effect of sodium on 
de-NOx chemistry under fuel lean conditions [1]. It was 
shown that small amounts of sodium salts injected with N- 
agents (ammonia or urea) can also enhance NO reduction. 
In particular, the temperature window of the de-NOx re- 
action becomes deeper and wider in the presence of so- 
dium. In our recent studies [2] we considered the com- 
bined injection of N- and Na-compounds in the advanced 
reburning process [3] under both fuel-rich and fuel-lean 
conditions. This multiple injection advanced rebuminghas 
the potential to achieve about 90-95% NOx control in all 
types of utility boilers. 

presence of ammonia and urea. These salts are carbonate, 
formate and gluconate. They show a strong promotional 
effect which almost does not depend on the nature of the 
compound. In recent experiments we also tested several 
other sodium and potassium compounds. Sodium bicar- 
bonate and sodium hydroxide had similar NO reduction 
effect. This supports the conclusion that either Na atoms 
or its oxides or hydroxide are responsible for the promotion 
reaction. Although potassium carbonate demonstrated 
some NO reduction, the effect was smaller than the effect 

of sodium. 
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William C. Hecker, Brigham Young University, USA. 
How do other promoters/catalysts such as potassium or cal- 
cium behave in this process? Have they been tested and 
how do they compare? 

Author's Reply. In this work we studied the efficiency of 
several sodium salts on NO reduction by reburning in the 

F. Temps, Institut f Physikaliscke Chemie, Germany. Re- 
garding your outlook of advanced NOx reburning schemes, 
can you comment on the emission of hydrocarbons and 
especially CO? 

Author's Reply. Injection of ammonia or urea into the 
reburning zone does not substantially affect the concentra- 
tions of CO and hydrocarbons in exhaust flue gas. However, 
in our recent experiments performed after submitting this 
paper, we noticed an increase in the final CO concentra- 
tion, measured by an IR analyzer, in the presence of even 
small sodium additives. This CO concentration depends on 
the amount of sodium and the location of the overfire air 
injector. We continue to study this effect which currently 
can be explained either by a specific chain mechanism of 
Na interaction with flue gas components or by formation 
of unidentified species which have an absorption band 
overlapping with the CO band. 
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FLOW REACTOR STUDIES AND TESTING OF COMPREHENSIVE 
MECHANISMS FOR NOv RERURNING 
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Lehrstuhl und Bereich Feuerungstechnik 
76128 Karlsruhe, Germany 

A plug flow reactor has been set up to study NO, rebuming kinetics under conditions comparable to 
those in industrial boilers. The overall situation corresponds to low radical concentrations. Therefore, 
mixtures of natural gas and nitrogen were injected into a flow of flue gas containing 1000 ppm NOx and 
varying levels of residual oxygen. The reduction of nitric oxide by attack of hydrocarbon radicals was 
investigated for equivalence ratios <P between 1.1 and 1.6 and at temperatures of 1200, 1300, and 1400°C. 
Plug flow calculations were performed with three comprehensive mechanisms taken from recent literature. 

A comparison of measured and computed concentration profiles showed that consumption of NO and 
production of HCN are overestimated by all models, especially when the initial oxygen content of the rich 
mixtures is increased. Analysis of the calculated NO production rates identified the attack of NO by the 
HCCO radical with a temperature independent rate coefficient to be the dominating pathway of NO 
consumption. Reactions of nitric oxide with other hydrocarbon radicals exercise only a minor influence. 
However, recently measured data for the reactions of CH3 with NO underlines the importance of this 
pathway in rebuming kinetics. If this reaction is emphasized in the calculations, the reaction of NO with 
HCCO has to become very slow in order to achieve good agreement with experimental data. 

One of the mechanisms from the literature was modified by means of sensitivity analysis and critical 
revisions of kinetic data for important reactions under rich conditions. Usage of this modified mechanism 
is leading to significantly improved agreement for NO profiles with experimental data. Nevertheless, there 
still remains some uncertainty in the description of HCN consumption and concerning the reaction path- 
ways and rate coefficients of NO-consuming reactions under rich conditions with low levels of radicals. 

Introduction gard to their coupling with combustion chemistry in 
general, as summarized by Miller and Bowman [3], 

Rebuming is a powerful technique of reducing However, there is still a lack of qualitative under- 
NOx emission of boilers. In a secondary stage, re- standing of the interaction between hydrocarbon 
burn fuel is injected into the NO-containing flue gas and NOT chemistry, especially under fuel-rich con- 
of the primary stage, turning the stoichiometry into ditions important for modeling staged combustion 
one that is fuel-rich. Under these conditions, NOA. is processes as shown, for example, by Glarborg and 
reduced by the attack of hydrocarbon radicals. The Hadvig [4]. 
main product of the NO* reduction is HCN which A variety of investigations have been performed in 
subsequently is converted into NH, and N2 under order to develop a comprehensive C/H/O/N mech- 
rich conditions. The aim of rebuming must be to anism for natural gas combustion. Focusing on NO 
minimize the total fixed nitrogen, TFN, which rep- removal reactions, Glarborg et al. [5] suggested the 
resents the concentrations of all stable N species, as attack of C, CH, and CH2 on NO represents the 
most TFN leaving the reburn stage is oxidized to NO essential NO recycle reactions that lead to CN and 
in the third stage where required air for complete HCN, either directly or via the HCNO radical that 
burnout is injected. Extensive laboratory and pilot- has a very short lifetime under practical conditions, 
scale experiments have shown the effectiveness of Miller and Bowman [3] introduced the reaction of 
NO,, rebuming (Wendt et al. [1], Kolb et al. [2]). NO with CH3, which has two product channels, one 

Reactions of N species in combustion have been to HCN and H20 and the other to H2CN and OH. 
studied for many years in order to reduce pollutant They also took into account the reduction of NO by 
formation by optimizing these kinetically controlled the ketenyl radical HCCO, which leads to HCNO 
processes. As a result, there now exists a detailed and CO. They estimated its rate coefficient by means 
knowledge of the elementary reactions producing of a comparison with the isoelectronic reaction NO 
and consuming NO, HCN, and NH3, and with re- + NCO ^ N20 + CO. 

2083 
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TABLE 1 
Rate coefficients of NO recycle reactions of the form 

k -- = A0 •T"-exp 
EA] 

R-T) 

Miller and Bowman Glarborg and Hadvig Bockhorn et al 

(1989) (1991) (1991) 

A0 EA A, EA A0 EA 

[cm3/(mol • s)] ß (J/mol) [cm3/(mol • s)] ß (J/mol) [cm3/(mol • s)] ß (J/mol) 

NO+C^CN+O (Rl) 6.60 ■ 1013 0 0 1.90-1013 0 0 

NO+CH^HCN+O (R2) 1.10-1014 0 0 1.10-1014 0 0 1.10-1014 0 0 

NO + CH,^HCNO + H (R3) 1.39 ■ 1012 0 -4600 

NO + CH2^NCO + H2 (R4) 3.50-1012 0 -4600 2.90-1012 0 -2500 

NO + CH2(s)^HCN + OH (R5) 2.00-1013 0 0 1.00-1014 0 0 

NO + CH3^HCN + H20 (R6) 1.00-10» 0 62850 5.30-1011 0 62850 5.00- 101Z 0 0 

NO + CH3^H2CN + OH (R7) 1.00 -10" 0 62850 5.30-1011 0 62850 

NO + HCCO ^ HCNO + CO (R8) 2.00-1013 0 0 2.00-1013 0 0 

H2CN + M^HCN + H + M (R9) 3.00-10" 0 92180 3.00-10" 0 92180 

HCNO + H^HCN + OH (RIO) 1.00 -10'4 0 50160 1.00 -1014 0 50160 

Several improvements of the Miller/Bowman 
mechanism have been suggested on the basis of 
more reliable determinations of rate parameters of 
important reactions. The revision of Glarborg and 
Hadvig [4] concerns the C/H/O system and prompt 
NO formation. With respect to some experimental 
data relevant to NC\ reburning, they added an ad- 
ditional product channel to the NO + CH2 reaction 
leading to NCO. They also took into account a re- 
action of singlet methylene with NO. Both reactions 
of CH3 with NO were enhanced by a factor of 5. 

Another group [6] developed a prompt NO mech- 
anism which was added to the C/H/O system based 
on the mechanism of Warnatz [7]. It is referred to 
as mechanism #3 in this paper. Table 1 gives an over- 
view of the rate coefficients of the recycle reactions 
included in these three comprehensive mechanisms. 

Recently, direct or indirect measurements of sev- 
eral NO recycle reactions have been performed at 
temperatures relevant to combustion. Methylene 
chemistry in particular is very complicated because 
of the difference in behavior of singlet and triplet 
CH2. Atakan et al. [8], for example, investigated the 
CH2 + NO reaction at moderate temperatures and 
found a broad product distribution. Braun-Unkhoff 
et al. [9] performed shock-tube measurements of the 
CH3 + NO reactions; the derived rate data are in 
good agreement with the measurements of Gardiner 
et al. [10]. The rate coefficient of the CH3 + NO 
^ HCN + H20 reaction found by those groups is 
significantly higher than in all comprehensive mech- 
anisms from the literature. When simulating NOx 

reburning processes, the concentrations of hydro- 
carbon radicals must be known, as must the rate co- 
efficients of the NO recycle reactions. 

Unfortunately, there is very limited experimental 
data for testing comprehensive mechanisms against 
NO^ reburning. Thome et al. [11] studied reburning 
reactions in low pressure H2/Oz-Ar flames seeded 
with NO and acetylene. Flow reactor experiments in 
a small tube were performed by Myerson [12] for 
different hydrocarbon fuels. Chen and Malte [13] 
used a jet-stirred reactor to investigate the reactions 
of NO in CH4/02/N2 mixtures at high temperatures 
and high NO input concentrations. Glarborg and 
Hadvig simulated the data of Refs. 12 and 13 and 
found good agreement with the measured NO and 
HCN profiles for the stirred reactor. Finally, Etzkorn 
et al. [14] reported a kinetic study on a stoichiomet- 
ric low pressure CH4/02 flame seeded with 1.8% 
NO. Using a modified version of the mechanism 
from Ref. 8, they achieved fair agreement between 
measured and calculated CN concentrations, 
whereas observed NO consumption within the flame 
front could not be reproduced by their model. 

The aim of the present study was to provide ki- 
netic data for NOx reburning under conditions typ- 
ical for industrial boilers, i.e., at relatively low radical 
concentrations due to little excess oxygen in the flue 
gas, and moderate temperatures. The second objec- 
tive was the comparison of three comprehensive 
mechanisms by testing them against measured con- 
centration profiles. By means of detailed analysis of 
the numerically calculated results in combination 
with rate data revision, the main reaction pathways 
for NOj removal under reburning conditions are 
identified. Additional work on C/H/O reaction 
schemes under rich conditions is not included in this 
paper but will be reported elsewhere [15]. 
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FIG. 1. Schematic of the plug flow reactor. 

Experimental 

A flow reactor was chosen because it can repro- 
duce overall diluted reburning conditions with low 
radical concentrations. Furthermore, such a reactor 
provides high spatial resolution. It was set up on a 
semitechnical scale rather than a laboratory scale to 
justify applying probe sampling techniques and to 
avoid wall effects. Figure 1 shows a schematic of the 
flow reactor which consists of the primary combus- 
tion chamber, the mixing system, and the reaction 
tube which is 100 mm in diameter. The flue gas tem- 
perature of the refractory-lined combustion cham- 
ber can be adjusted by means of postflame cooling 
rods. A quarter-circle-shaped nozzle between the 
combustion chamber and reaction tube accelerates 
the flow smoothly into the ceramic tube to velocities 
of about 15 m/s. At this point, natural gas is injected 
radially through a multihole nozzle. Number and 
momentum of the near sonic jets were optimized for 
very fast mixing. In order to keep the mixing con- 
stant it is important to add nitrogen to the natural 
gas, which varies in dependence on the equivalence 
ratio 0 in the primary combustion chamber and in 
the flow tube. By variation of the equivalence ratio 
in the primary combustion chamber and of the in- 
jected natural gas flow, it is possible to control the 
initial oxygen content and the equivalence ratio in 
the reaction tube independently. 

Depending on temperature and stoichiometry, the 
reaction starts before homogeneous mixing and the 
plug-flow situation are achieved, though the mixing 
time scale is very short, as reported before [15]. 
Thus, homogeneity of the mixture was checked at 
the beginning of every experiment by means of ra- 
dial measurements of the equivalence ratio 0 and 

time-resolved temperatures using the compensated 
thermocouple technique. 

The axial temperature and concentration profiles 
in the plug flow were measured by means of water- 
cooled stainless steel probes introduced through 
side-stream ports. Besides conventional analyzers 
for 02, H2, CH4, CO, C02, and NO/NO.,, an FTIR 
was used to determine the concentrations of HCN, 
NH3, N20, N02, C2H2, and C2H4 in the wet flue 
gas. The tube was electrically heated to avoid signifi- 
cant heat losses, and so the temperature of the re- 
acting flow was almost constant; variations were 
within a range of ± 30°C. 

Results and Discussion 

The measured temperature profile was imposed 
for the numerical calculations. All concentrations 
measured at the first position after injection and ho- 
mogenous mixing were taken as input. The Senkin 
solver [16] was used to compute concentration pro- 
files, production rates, and sensitivity coefficients in 
the frame of the Chemkin-II package. Several com- 
parisons were conducted in the present study. The 
focus of the following discussion is the N species 
reactions and the effects of initial oxygen concentra- 
tions as the most important parameter. 

Figure 2 gives a comparison of measured and cal- 
culated concentration profiles of stable N species as 
a function of residence time at 0 = 1.25, T = 
1300°C, and an oxygen concentration of 1.13% by 
volume at the first measuring point. Within the re- 
corded 100 ms, the NO concentration decreased 
gradually because NO was consumed by reaction 
with hydrocarbon radicals forming HCN. HCN was 
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FIG. 2. Measured and calculated concentrations of N 
species as a function of residence time. Conditions: p = 1 
atm, T = 1300°C, 0 = 1.25, and [02]iniliil, = 1.13%. 

partly consumed forming NH3 which was mostly 
converted to N2 under the prevailing fuel-rich con- 
ditions. Formation and consumption of HCN lead 
to the observed moderate increase of its concentra- 
tion. Overall, the measured TFN concentration de- 
creased slightly. Gradients at 100 ms were generally 

smaller than at the beginning because the radical 
pool depleted as all the oxygen was consumed. 

The numerical results computed with the Miller/ 
Bowman and the Glarborg/Hadvig schemes show 
principally the same tendencies. Obviously, NO con- 
sumption is too fast, resulting in a significantly 
higher conversion of NO to HCN. As mentioned 
before, HCNO is an intermediate of NO recycle re- 
actions leading to hydrogen cyanide. According to 
our definition of the TFN value (which does not in- 
clude the HCNO species), the calculated TFN con- 
centration shows a minimum due to the HCNO stor- 
age. Our measurements do not confirm this 
behavior. After consumption of the radical pool, only 
small concentrations of NO and NH3 are calculated, 
in contrast to our measurements. Mechanism #3, in 
particular, predicts total NO-to-HCN conversion 
due to the high rate coefficient of reaction R6 in the 
model (see Table 1). 

In order to provide a ranking of all recycle reac- 
tions that contribute more than 5% to the total NO 
consumption, the NO production rates are plotted 
in Fig. 3. According to the Miller/Bowman mecha- 
nism, nearly all NO is consumed by reaction with 
the ketenyl radical, forming intermediary HCNO. 
For the Glarborg/Hadvig case, where the two reac- 
tions of NO with methyl were enhanced slightly, the 
CH3 + NO reactions provide a small contribution 
to NO consumption. In both cases, other radicals are 
of minor importance. The prompt NO mechanism 
(#3) is a more global model. For all experiments in- 
vestigated, NO is completely recycled to HCN by 
reaction R6. Since that model does not seem to be 
adequate under rich conditions, we will focus on the 
two other detailed mechanisms with regard to N 
species reactions. Despite this, mechanism #3 con- 
tains HCN consumption chemistry different from 
the two other models. 

Figure 4 is a comparison of measured and com- 
puted N species concentrations at the same temper- 
ature and stoichiometry as before {<P = 1.25, T = 
1300°C). However, the initial oxygen concentration 
was decreased by an order of magnitude to [02] = 
0.12%. The measured profiles of the two experi- 
ments do not show significant difference except for 
the initial TFN level, which was 200 ppm higher 
than in the first experiment. However, the calculated 
results are in much better agreement with measure- 
ments of both total NO consumption and moderate 
concentration gradients. This is a result of the 
smaller NO destruction rate predicted by reaction 
R8 (Fig. 5) because the oxygen pool that is needed 
to form HCCO is smaller. Therefore, the relative 
importance of the CH3 + NO reactions increases. 
More NO is recycled by CH3 than by HCCO, as per 
the Glarborg/Hadvig model. 

The same behavior of the kinetic schemes was 
found at all stoichiometries and all temperatures in- 
vestigated, considering both the steepness of the 
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FlG. 3. Computed NO production rates as a function of 
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gradients and the importance of the recycle reac- 
tions R6-8. The reaction behavior depends more on 
the initial oxygen content that controls the radical 
pool than on stoichiometry. With a generally small 
radical pool where [H] > [OH] > [O], measure- 
ments and calculations are in fair agreement, 
whereas NO consumption is overestimated if [02] > 
1%. At very rich conditions with low radical concen- 
trations, calculated time scales were larger than mea- 
sured ones. This behavior clearly shows that incom- 
plete micromixing, which reduces the radical pool, 
cannot be held responsible for the observed discrep- 
ancies between experiments and computations. 

Modified Mechanism 

Changes in the most reliable mechanism were 
made to abolish the two main discrepancies ob- 

served: the strong dependence of reaction time 
scales on initial oxygen content in an overall diluted 
situation, and overestimated NO-to-HCN conver- 
sion. 

An evaluation of relevant reaction rate data was 
carried out. Braun-Unkhoff et al. [9] derived the fol- 
lowing Arrhenius expressions for reactions R6 and 
R7: 

k6 = (1.66 ± 0.8)-1012-exp {(-8100 

± 1400)/r) (cmVmol/s) 

k7 = (7.13 ± 1.3)-1012-exp {(-12140 

± 610)/T) (cm3/mol/s) 

These expressions provide significantly higher reac- 
tion rates than those assumed in the models of 
Miller/Bowman and Glarborg/Hadvig. Including 
this data into the Glarborg/Hadvig model, the 
HCCO + NO reaction becomes nearly insignificant 
with respect to overestimated NO consumption, as 
shown before. Therefore, we decided to eliminate 
this reaction from the mechanism. Until now, rate 
data of R8 was derived only at ambient conditions 
[17]. Product distribution and branching ratios could 
not be identified clearly. 

Figure 6 shows a comparison of measured and cal- 
culated N species profiles for the first experiment (<P 
= 1.25, T = 1300°C, [02] = 1.13%). The mecha- 
nism used here includes only the changes in R6-8. 
All the other data are from Glarborg/Hadvig. The 
diagram shows a better agreement of measured and 
calculated NO profiles than achieved with the orig- 
inal mechanism. All NO reduction now proceeds 
through the NO + CH3 channel. For unchanged 
HCN chemistry, HCN-to-N2 consumption remains 
underestimated. 

For lower radical concentrations (0 = 1.25, T = 
1300°C, [02] = 0.12%), the modifications result in 
minor changes of concentration profiles. Neverthe- 
less, total NO consumption proceeds through R6 
and R7, in contrast with the former importance of 
the HCCO + NO reaction. 

Again, this behavior was found at all temperatures 
and stoichiometries we investigated in this study. Us- 
ing the modified Glarborg/Hadvig model, measured 
and calculated reaction time scales as well as NO 
profiles are in better agreement. 

It should be pointed out that computed and ob- 
served TFN and HCN concentrations do not fit well. 
While NO consumption seems to be better under- 
stood by introducing those modifications, the HCN- 
to-N2 consumption network is still not elucidated 
sufficiently under rich conditions. Therefore, calcu- 
lated HCN concentrations are too high. New mod- 
ifications of the HCN submechanisms were pro- 
posed by Glarborg and Miller [18] and Glarborg 
et al. [19] on the basis of flow reactor data un- 
der   slightly   lean   conditions.   Introducing  those 
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modifications into our calculations did not signifi- 
cantly improve the calculated results for the reburn- 
ing case. 

Recently, Braun-Unkhoff et al. published a study 
on NO reburning elementary reactions [20], intro- 
ducing a new pathway for NO reduction by the CH3 

+ NO ^ NH2 + HCO reaction. They also esti- 
mated a rate coefficient for this pathway. Reactions 
of this type would compete with HCN production 
from NO. HCN-to-NH; conversion is rather slow, 
whereas N2 production from NH; proceeds very fast. 
Thus, HCN concentrations would become smaller 
and N2 production would be enhanced. When in- 
cluding this reaction rate data into our modified 
model, we found only small improvements in HCN 
and TFN concentration profiles. 

Analysis of the C/H/O kinetics which were part of 

our investigations are not reported here. Production 
and destruction rates of HCCO as well as sensitivity 
analysis in combination with rate data revision of C2 

species reactions have been performed to determine 
uncertainties in hydrocarbon radical formation un- 
der rich conditions. Calculated HCCO concentra- 
tions vary within ±50% [15]. 

Conclusions 

Under reburning conditions, as when natural gas 
is injected into NO-containing flue gas, the radical 
pool is controlled by excess oxygen in the flue gas. 
Current comprehensive mechanisms show strong 
dependence on the initial oxygen content and pre- 
dict shorter global reaction time scales than found 
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in the flow reactor experiments. By introduction of 
carefully revised data of important elementary re- 
actions into the model of Glarborg and Hadvig, the 
accuracy of the mechanism was improved signifi- 
cantly with respect to NO. 

All mechanisms investigated here overestimate 
the conversion of NO to HCN, which is dominated 
by the HCCO + NO reaction. However, the CH3 

+ NO pathway is emphasized by the introduction 
of recent rate data for this reaction into the models. 
To obtain good agreement between measured and 
calculated concentration profiles, it was necessary to 
eliminate the ketenyl + NO reaction with its tem- 
perature-independent rate coefficient. Direct or in- 
direct measurements of this reaction under high 
temperature conditions are needed to derive reliable 
rate coefficients. Further investigations are neces- 
sary to clarify whether the NO + CH; pathways are 
sufficiently understood and if HCN consumption 
under rich conditions must be enhanced. 
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NOx recycle is an alternative approach for the control of NOx emissions from combustion. It uses 
regenerable sorbent to adsorb NOx in the flue gas from a combustor followed by desorption, producing a 
highly concentrated NOs-laden stream containing both NO and N02. This stream is then sent back to the 
same combustor or to a separate combustor, where the NOx is reduced in the flame and NOx formation 
is inhibited. Experimental studies have been performed to investigate the effect of NOx recycle on the 
reduction of NOx emissions. Highly concentrated NO, N02> or NO/N02 mixtures were recycled into a 
combustor at different locations. It has been found that a range of 50-90% of NOx reduction efficiency 
could be achieved depending on experimental conditions. The NOx reduction efficiency in the combustor 
is affected by the recycle location, the amount of exit air, and the composition of recycle gases. The most 
favorable recycle location is at the primary air duct. When NOx is recycled into the secondary air duct, 
the lower the exit 02> the better for the NOx destruction in the flame. The experimental results also 
indicated higher NOx reduction efficiency for the N02 recycle in comparison with the NO recycle. The 
concept of the NOx recycle approach has been implemented in the NOXSO process, which is a dry, 
postcombustion flue gas treatment technology for fossil-fueled boilers that can remove more than 90% of 
NOx/S02. The NOx recycle approach is expected to be a new alternative for NOx removal from flue gas, 
especially for integrated systems that use regenerable sorbent to simultaneously remove NOx, S02, and 
other pollutants emitted from combustion. 

Introduction flexibility, fuel flexibility, and increases in other emis- 
sions [5]. Problems also exist in postcombustion flue 

Nitrogen oxides (NOx), including both nitric oxide gas treatment techniques, which remove NOx from 
(NO) and nitrogen dioxide (NOa), are known to be the flue gas. For example, the selective catalytic re- 
primary precursors to acid deposition and photo- duction (SCR) can achieve high NOx reduction [6], 
chemical smog. The control of NOx emissions from It is very costly, however, and may produce second- 
utility boilers is required under the acid rain provi- ary pollutants, such as ammonia and nitrous oxides 
sions of the 1990 Clean Air Act Amendments. and solid-waste discharges. To meet stringent regu- 

Currently, there are three general types of NOx lations from government agencies and local legisla- 
control approaches: precombustion fuel treatment, tures, effort is needed to search for new solutions or 
combustion modification, and postcombustion flue improvements to existing approaches, 
gas treatment [1-4]. Fuel treatment reduces the Among the postcombustion flue gas treatment 
amount of fuel-bound nitrogen. It is not cost-effec- processes, a number of technologies are under de- 
tive and can only reduce fuel NOx. Combustion velopment that use regenerable sorbent to adsorb 
modification techniques inhibit the formation of NOx emitted from a combustor followed by desorp- 
NOx in combustors through changes in combustor tion to produce a highly concentrated NOx-laden 
design and operation. These techniques have been stream. This stream can then be sent back as part of 
used widely by utility companies to accomplish the combustion air to the same combustor or to a sep- 
emission reductions in the Phase I compliance. arate combustor, where the NOx is reduced in the 
However, they all impose penalties in other areas of flame and the NOx formation is inhibited. This con- 
the power stations performance, such as efficiency cept is called NOx recycle and has been developed 
and heat rate, reliability of components, operating by  NOXSO   Corporation  and  employed  in  the 
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FIG. 1. NOx recycle scheme. 
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FIG. 2. NOx removal efficiency. 

NOXSO Process [7,8]. It is expected to be a simple, 
secondary-pollutant-free, and cost-effective ap- 
proach for NOx removal from flue gas, especially for 
integrated systems that use regenerable sorbent to 
simultaneously remove NOx, SOa, and other pollut- 
ants emitted from combustion. 

Experiments have been conducted to investigate 
the effect of NOx recycle on the reduction of NOx 

emissions. The results are presented in the following 
sections. The description of the NOx recycle concept 
and its implementation in a practical device are also 
included. 

Concept of NOx Recycle 

The concept of NOx recycle stream is illustrated 
in Fig. 1. The NOx recycle stream contains highly 
concentrated NO and N02, which are reduced in 

the flame. The overall system NOx removal effi- 
ciency (Ei) is dependent mainly on the NOx adsorp- 
tion efficiency in the adsorber (E2) and the recycled 
NOx reduction efficiency in the combustor (E3). The 
relationship between these three efficiencies can be 
derived as shown in Eq. (1) and Fig. 2. 

Ei = 
EvE-i 

1 - E2(l - E3) 
(1) 

Figure 2 is a plot of the overall system NOx re- 
moval efficiency versus the recycled NOx reduction 
efficiency in the combustor with varied NOx adsorp- 
tion efficiency. It shows that, for a given NOx ad- 
sorption efficiency, the more recycled NOx reduced 
in the combustor, the higher the NOx removed from 
the overall system. In a practical system, if the design 
of the adsorber is unchangeable, the increase of the 
recycled NOx reduction efficiency in the combustor 
will improve the overall system NOx removal effi- 
ciency. 

The NOx recycle approach has its unique features 
in comparison with the other NOx reduction tech- 
niques, such as the reburning process [9-11] and 
flue gas recirculation (FGR) [12]. First, the NOx re- 
cycle stream, which is less than 25% of the combus- 
tion air flow, is sent to the main combustion zone 
and the recycle location is adjustable; it can be at the 
primary air duct, the secondary air duct, or other 
favorable locations. Second, the NOx concentration 
in the NOx recycle stream is very high, in the range 
of 0.3-2.0 vol. %, while NOx concentration in the 
flue gas is normally 0.06-0.1 vol. %. Thirdly, in the 
NOx recycle stream, the N02 could be as high as 70 
vol. % of total NOx, depending on the nature of the 
sorbent and regeneration conditions. The effects of 
highly concentrated N02 in a combustor have not 
been found in any literature yet, since NOx gener- 
ated from combustion generally contains only 5 vol. 
% N02 or less. Because of these unique features, an 
investigation of recycled NOx reduction in combus- 
tors is needed. 

There are two postulated general mechanisms for 
NO reduction in the NOx recycle approach: ther- 
modynamic-kinetic conditions and reducing atmos- 
pheres. The thermal NO is formed by the following 
reactions [13]: 

O + N2 o NO + N 

N + 02 <=> NO + O 

(2) 

(3) 

If these equations are combined, the formation of 
NO can be described by 

N2 + 02 o 2NO (4) 

As indicated in the equations, these reactions are 
reversible and controlled by chemical kinetics 
[14,15], If NO is present at concentrations greater 
than equilibrium values, it will be decomposed into 
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FIG. 3. B&W's cyclone burner. 

the combustion air represented very realistic con- 
ditions in the NOx recycle approach. The NOx con- 
centrations in the combustion air and in the stack 
were measured to determine the recycled NOx re- 
duction efficiency. The parametric effects were in- 
vestigated. The parameters included the NOx recy- 
cle rate; the recycle location including the primary 
air (PA) alone, the secondary air (SA) alone, and PA 
and SA simultaneously; the gas compositions includ- 
ing NO, N02, and a mixture of NO/N02; the furnace 
load; and the exit 02 concentration. A typical exper- 
imental condition was at furnace load of 1.76-mW 
(6 mmbtu/hr), exit 02 concentration of 3 vol. % and 
flue gas flow of 0.69 kg/s (5500 Ib/h). Typical exper- 
imental results are presented in the following sec- 
tions. 
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FIG. 4. NO recycle into primary air stream. 

N2 and 02 because of the high reverse reaction rates. 
Consequently, the net NOx production rate from 
combustion is reduced. Therefore, the thermody- 
namic-kinetic conditions could play a very important 
role in the NOx recycle approach. In addition, free 
radicals, such as CH+, NH+, and NH^, generated 
in the flame (especially in the fuel-rich zone), might 
also serve to reduce NOx by their reactions with NO 
or N02 [11,14,15], The detailed mechanisms need 
to be investigated in further studies. 

Reduction of Recycled NOx in a Combustor 

To investigate the reduction of recycled NOx in a 
combustor, an experimental study was performed on 
a 1.76-mW (6 mmbtu/h) cyclone furnace at the Bab- 
cock & Wilcox (B&W) Research Center, funded by 
the U.S. Department of Energy (DOE) and the NO- 
XSO Corporation. The schematic of the cyclone 
burner is shown in Fig. 3. In this study, the NOx 

recycle stream was simulated by a gas stream pre- 
pared from bottled gases and then injected into the 
combustion air stream, reducing NÖX in the com- 
bustor. Although the NOx was provided from bottled 
gases, the NOx concentrations and compositions in 

NO Recycle into Primary Air Stream 

Figure 4 shows the experimental results for NO 
gas recycle into the primary air stream at two differ- 
ent furnace loads and three different exit 02 con- 
centrations. It is a plot of the normalized NOx pro- 
duction rate, R", versus the normalized NOx recycle 
rate, F". The definition of R" is given in Eq. (5). It 
is the difference between the stack NOx (NOxs) and 
recycled NOx (NOxi), which can be considered as the 
NOx produced from combustion, divided by the 
stack NOx without NOx recycle, which is the baseline 
NOx (NO^). The definition of F" is the ratio of re- 
cycled NOx to the baseline NOx as indicated in Eq. 
(6); 

R* 
NOm - NOx, 

NO^ 

NOxi 

NO* 

(5) 

(6) 

where, NO^ and NO* are stack NOx with and with- 
out NOx recycle, respectively (mol/s); NOxi is the 
NOx recycle rate into the combustor (mol/s). 

This plot provides two types of basic information. 
One is the relationship between the NOx production 
rate and the NOx recycle rate, which can be used 
directly in the design program of the process. As 
shown in Fig. 4, the NOx production rate decreases 
with an increase of NO recycle rate. All the data fall 
in a straight line that can be described by a corre- 
lation R" = 1 - aF", where a is the slope of the 
line and equals 0.66. This correlation is very useful 
for the calculations of the mass flows in the design 
program of the process. 

The other information provided by Fig. 4 is the 
conventional reduction efficiency of recycled NOx in 
the combustor. It is defined as the percentage of the 
recycled NOx reduced in the combustor as indicated 
in Eq. (7): 
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serving for NOx reduction and lower temperatures 
unfavorable for reaction rates. 

NO Recycle into PA and SA Streams 
Simultaneously 

A few experiments were conducted for NO recycle 
into both primary and secondary air streams simul- 
taneously. The ratio of the amount of NO recycled 
into the PA stream to the amount of NO recycled 
into the SA stream was varied. As expected, the 
greater the percentage of NO recycled into the PA 
stream, the higher the NOx reduction efficiency. The 
favorable recycle location is at the PA duct, which 
provides good mixing between the recycled NOx and 
the reducing atmosphere. 
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FIG. 6. N02 recycle into secondary air stream. 

1 - 
NO„ - NO» 

NOw 
X 100 (7) 

It can be derived that the slope a in the correlation 
mentioned earlier actually represents the average re- 
cycled NOx reduction efficiency. The value of 0.66 
in Fig. 4 means that 66% of the recycled NOx is 
reduced in the combustor. It is not affected by the 
exit 02 concentration and the furnace load in the 
experimental conditions. 

N02 Recycle into Secondary Air Duct 

The NOx recycle stream may contain a large por- 
tion of N02. The investigation of the fate of highly 
concentrated N02 in a combustor has not been 
found in the literature. Experiments were conducted 
to recycle N02 into the secondary air stream. The 
results are shown in Fig. 6. The data demonstrate a 
consistent trend similar to the NO recycle tests. The 
effect of exit 02 is also similar. The lower the exit 
02, the higher the NOx reduction efficiency because 
of the increased reducing atmosphere. Average NOx 

reduction efficiencies were 61%, 57%, and 47% for 
exit 02 concentrations of 2 vol. %, 3 vol. %, and 4 
vol. %, respectively. These values are higher than 
those for NO recycle at the corresponding condi- 
tions. This is positive to the overall NOx reduction 
efficiency, because the percentage of N02 is higher 
than NO in the NOx recycle stream of the NOXSO 
Process. However, the mechanisms need to be ex- 
plored. Generally, when N02 is recycled into the 
combustor, it is expected to be converted first to NO 
at high temperatures; then NO will be reduced in 
the flame. In addition to this, the experimental re- 
sults implied that some other reactions contributed 
to the reduction of N02 directly. As mentioned pre- 
viously, the free radicals could serve for the N02 

reduction, which is the topic of future studies. 

NO Recycle into Secondary Air Stream 

Experimental results for NO recycle into the sec- 
ondary air stream at one furnace load and three dif- 
ferent exit 02 concentrations are displayed in Fig. 5. 
It shows that the NOx reduction efficiency is varied 
with the exit 02 concentrations. The average reduc- 
tion efficiencies are 53%, 41%, and 34% correspond- 
ing to the exit 02 concentration of 2 vol. %, 3 vol. 
%, and 4 vol. %, respectively, which are lower than 
those of the NO recycle into the primary air stream. 
This is attributed to the less-reducing atmosphere in 
the secondary air region that causes fewer radicals 

NO/N02 Mixture Recycle 

Figure 7 shows experimental data of NO/N02 

mixture recycled into the secondary air stream in 
comparison with NO and N02 recycle data. As ex- 
pected, the data points of NO/N02 mixture recycle 
fall between the separate NO and N02 recycle data. 
The NOx reduction efficiency for NO/N02 mixture 
recycle is higher than that for NO recycle and lower 
than that for N02 recycle. 

One of the concerns of the N02 recycle is the 
emission of N02 in the stack. If high N02 emissions 
result from the N02 recycle, additional problems 
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can be created. This effect was investigated by mea- 
suring both NOx and NO in the stack, which gave 
N02 as the difference between the NOx and NO. It 
was found that although very high N02 concentra- 
tions were measured in the combustion air during 
N02 or NO/N02 recycle, almost no N02 was found 
in the stack. This implies that the recycled N02 was 
partially destroyed and partially converted to NO in 
the combustor. 

Implementation of NOx Recycle in a Practical 
System—The NOXSO Process 

The concept of NOx recycle has been employed 
in the NOXSO Process. The NOXSO Process is a 
dry, postcombustion flue gas treatment technology 
that can simultaneously remove more than 90% 
NOx/S02 by using a dry and regenerable sorbent. 
The sorbent, developed and patented by NOXSO 
Corporation, is a y-alumina sphere impregnated with 
sodium carbonate, Na2C03. It is stable, inert, non- 
toxic, and noncombustible. Both sodium and alu- 
mina contribute to the NOXSO sorbent s capacity to 
adsorb NOx and SOa from flue gas. 

In the NOXSO Process, NOx and S02 are ad- 
sorbed in a fluidized bed of sorbent in an adsorber 
at a temperature of 120°C. The NOx is then de- 
sorbed by heating the sorbent in a heater and recy- 
cled back to the boiler to be reduced. The volume 
of NOx recycle stream is small since only a small 
amount of air is used to heat the sorbent in the sor- 
bent heater. Consequently, the recycle stream can 
easily be sent back to the main combustion zone with 
little effects on the combustion process. S02 is de- 
sorbed at 620°C using a reducing gas and converted 
to a sulfur by-product in a Claus plant. After sulfur 
regeneration, the sorbent is cooled and transported 
to the adsorber for reuse. The NOXSO Process has 
completed pilot-scale (POC) tests and is currently at 
the stage of commercialization [16]. The schematic 
of the NOXSO Process is shown in Fig. 8. 

The POC tests have indicated that more than 90% 
NOx from a combustor could be adsorbed in the 
adsorber. A plot of NOx adsorption efficiency versus 
the flue-gas-to-sorbent-mass ratio obtained during 
the POC tests is depicted in Fig. 9. It shows that the 
NOx adsorption efficiency is affected by the number 
of stages in the adsorber and the operating temper- 
ature in the fluidized bed. For the one-stage adsor- 
ber, the NOx adsorption efficiency decreases in pro- 
portion to the increase in mass ratio. For the 
two-stage adsorbers (two fluidized beds in series) 
with or without in-bed water spray, experimental 
data show the same trend; however, NOx adsorption 
efficiencies are higher by 5-10 absolute percentage 
points. This improvement is due to (1) better gas 
distribution with the addition of the second grid 
plate and (2) counter-current flow of flue gas and 
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sorbent so that in the bottom bed of the adsorber, 
partially spent sorbent is in contact with the highest 
concentration of pollutants. During the experiments, 
it was also observed that over an adsorber bed tem- 
perature range of 120-180°C, there is a definite 
trend of increasing NOx adsorption efficiency with 
decreasing bed temperature. Further improvement 
is anticipated at bed temperatures lower than 120°C. 
A NOx adsorption efficiency of 95% at a flue-gas-to- 
sorbent ratio of 4.6 was achieved with the two-stage 
fluidized bed including in-bed water spray for re- 
ducing the bed temperature. 

The POC tests have also indicated that all the ad- 
sorbed NOx was desorbed in the sorbent heater, pro- 
ducing both NO (30 vol. %) and N02 (70 vol. %). 
The complete desorption could also take place in a 
fixed bed reactor around 370°C as found in labora- 
tory studies. 

As discussed earlier, the NOx removal efficiency 
in the NOXSO system is affected by the recycled 
NOx reduction efficiency and the NOx adsorption 
efficiency. From all the experimental data, more 
than 80% of NOx can be removed from the flue gas 
by the NOXSO Process. 

Conclusions and Future Work 

The NOx recycle approach has been proven to be 
a new alternative for control of NOx emission from 
combustion. It is simple, secondary-pollutant-free, 
and cost-effective. Experiments for investigation of 
the recycled NOx reduction in a combustor indicate 
that: 

1. High NOx reduction efficiency can be obtained 
depending on experimental conditions. 

2. The NOx recycle location had a significant effect. 
The highest NOx reduction efficiency was 
achieved when NOx was recycled into the pri- 
mary air stream. 

3. The exit Oz concentration affected NOx reduc- 
tion when NOx was recycled in the secondary air 
stream. 

4. Higher NOx reduction efficiency was obtained for 
the N02 recycle in comparison with the NO re- 
cycle. 

The experimental results indicate that good mixing 
between recycled NOx and a reducing atmosphere 
and a long resident time in high-temperature fuel- 
rich zones will be favorable for the recycled NOx 

reduction in combustors. Studies on detailed mech- 
anisms of the recycled NOx reduction in combustors, 
especially for N02 recycle, are topics of future work. 
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COMMENTS 

Vladimir Zamansky, Energy and Environmental Re- 
search Corporation, USA. Please comment on two aspects 
of the NOx recycle approach: (1) What compounds are 
used in the adsorber and can you give a reference which 
describes the adsorber characteristics? (2) Could you com- 
pare costs, in particular capital expenses, for the NOx re- 
cycle approach and SCR? 

Author's Reply. The compounds used in the adsorber of 
the NOXSO process are sodium deposited on an alumna 
substrate. Reference 16 listed in the paper has good de- 
scriptions of the adsorber characteristics. 

The cost of the NOx recycle approach depends on how 
the approach is incorporated in a real system. In the 
NOXSO process, which removes both NOx and S02 si- 
multaneously, it is extremely difficult to separate capital 
costs of the NOXSO system to identify separate costs of 
NOx and S02 reductions. When compared to current US 
costs for an advanced scrubber with an SCR, the capital 
costs are 25% less for a NOXSO system. Evaluating a lev- 
elized cost of NOx reduction (capital cost levelized over 30 
years plus annual operating costs) in the NOXSO system, 
it is 35% less (in $/ton) than the SCR system. 

Author's Reply. The experimental data on the cyclone 
furnace showed that the NOx reduction was highly affected 
by the recycle location. This indicates that the degree of 
NOx reduction by the NOx recycle approach is likely burner 
specific. Future test data should develop specific values for 
various burner designs. However, cyclone furnace repre- 
sents a case which is on the most conservative side on the 
degree of NOx reduction because there is no suspension 
type of flame and well defined reducing zone, which is fa- 
vorable for high NOx reduction, within the cyclone. 

In the most recent project, NOx recycle process was em- 
ployed in the NOXSO's pilot plant at the Technical Uni- 
versity of Denmark. The NOx recycle stream was directed 
to a newly designed separate low NOx burner in the re- 
generation system and test data showed over 80% total re- 
duction of NOx [1], NOXSO has also incorporated the NOx 

recycle in the first commercial design of the NOXSO pro- 
cess at the ALCOA's plant in Indiana, USA, which has a 
wall-fired pulverized coal boiler. The test data will be col- 
lected and reported in the future. 

REFERENCE 

Th. Just, DLR - Institut für Physikalische Chemie d. Ver- 
brennung, Germany. The degree of NOx reduction by re- 
cycling the flue gases is likely burner specific. Can you com- 
ment on that? 

B. H. Jensen, S. B. Lading and K. Daub, "Implemen- 
tation of Novel Combined deNOx and deSOx process to 
Power Plants", presented at the 3rd NORDIC Confer- 
ence on SOx and NOx, March 13-14, 1996, Copenha- 
gen, Denmark. 
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ISOTOPIC LABELING STUDIES OF THE SELECTIVE NON-CATALYTIC 
REDUCTION OF NO WITH NH3 

B. L. DUFFY AND P. F. NELSON 

CSIRO Division of Coal and Energy Technology 
North Ryde, Australia 2113 

The reaction of NO and NH3 in the presence of excess 02 has been investigated using 15N-isotopic 
labeling techniques under selective noncatalytic reduction (SNCR) conditions. Experiments were con- 
ducted with and without added H2. The results show that 14NISN is always the predominant nitrogen- 
containing product. Conversion of NH3 to 14NO is a prerequisite for the formation of both 14N2 and 14N20. 
Experiments conducted in the presence of added H2 result in higher selectivities to N20; at temperatures 
above the maximum NO conversion, a large proportion (43%) of the nitrous oxide is 14N20. In general, 
the experimentally determined isotopic product distributions were in good agreement with model predic- 
tions based on accepted detailed kinetic schemes for the SNCR process. However, under some conditions, 
the model predicted significant concentrations of 15N2 and 15N20, but these doubly labeled species were 
not observed experimentally. Measured concentrations of 15N20 never exceeded the detection limit (0.05 
ppm). Sensitivity and rate-of-progress analyses show that these doubly labeled I5N species are produced 
via channels in which the first steps are reactions of the NNH species with H radicals. An NNH lifetime 
of less than 10"8 s decreased the predicted amounts of these species. However, this lifetime would imply 
that H atoms should be produced in kinetic studies of the NH2 + NO reaction, but this has not been 
observed. Alternately, the kinetics of the reaction involving the N2H, species should be reviewed. The 
source of HCN produced from the propane-promoted SNCR reaction has also been investigated using 
labeling techniques. Both HC14N and HC15N, in similar concentrations, are produced from an equimolar 
mixture of 1SN0 and 14NH3, under conditions in which ammonia oxidation to NO is insignificant. The 
results therefore imply that both NO-propane and NH3-propane interactions are important in HCN for- 
mation under competitive conditions. 

Introduction 

The removal of NOx emissions from the flue gases 
of stationary combustors, by the conversion of nitric 
oxide into molecular nitrogen, is commonly achieved 
by either selective catalytic reduction (SCR) or se- 
lective noncatalytic reduction (SNCR). Considera- 
ble effort has been applied to developing a kinetic 
model of the SNCR process to predict NO conver- 
sion over a range of conditions. The key step in the 
SNCR process is the reaction of the NH2 radical 
with nitric oxide: 

NH2 + NO ^ N2 + H20 (Rl) 

Current understanding of the process requires that 
there be an additional reaction channel leading to 
chain branching with a fractional yield of around 
25% at 1200 K. However, the nature of the chain- 
branching reaction is still unclear. Miller and co- 
workers [1,2] have presented a model in which the 
following reaction has been assumed to be respon- 
sible for the chain-branching character: 

NH2 + NO?ä NNH + OH (R2) 

with subsequent additional reactions of the NNH 
species such as 

NNH ^N2 + H (R3) 

NNH + NO0N2 + HNO (R4) 

NNH + H + M T± N2H2 + M (R5) 

The extent of NO reduction with increasing tem- 
perature is governed by the rate of chain branching 
to create and maintain sufficient concentration of 
NH2 (or OH). However, with increasing tempera- 
ture, NO reduction becomes less effective because 
of the negative temperature dependence of reaction 
(Rl) and increasing amounts of ammonia being ox- 
idized to nitric oxide. Hence, NO reduction occurs 
only within a narrow temperature window. The in- 
crease in chain-branching reactions at elevated tem- 
peratures, and consequently larger O and OH con- 
centrations, result in the following reactions 
becoming competitive: 

NH2 + O & HNO + H (R6) 

NH2 + O -» NH + OH (R7) 

Subsequent reactions of HNO and NH lead to NO 
formation: 
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HNO + M<±H + NO + M (R8) 

HNO + OH <± H20 + NO (R9) 

NH + O *± NO + H (RIO) 

NH + 02 ?± NO + OH (Rll) 

Another reaction that leads to NO reduction at 
higher temperatures results in the formation of mi- 
nor amounts of nitrous oxide, with the dominant re- 
action thought to be 

NH + NO ^ N20 + H (R12) 

Other reactions potentially leading to the formation 
of N20 included in the model [1,2] are 

HNO + NOfä NoO + OH (R13) 

HNO + HNO «± N20 + H20      (R14) 

N2H2 + NO <± N20 + NH2 (R15) 

There are some significant problems with this 
mechanistic description, mostly concerning the pro- 
duction of OH from the NH2 + NO reaction. Ex- 
perimental observations [3-5] of OH from this re- 
action give rise to a branching ratio (to the 
chain-branching reaction, R2), a, of 0.11 at room 
temperature and values between about 0.15 and 0.2 
at higher temperatures. For values of the branching 
ratio less than about 0.3 at 1150 K, poor agreement 
is observed between previous flow reactor data and 
modeling predictions [2], and, as Glarborg et al. [2] 
state, "the only way the low value of a could be con- 
sistent with available flow reactor data was if an im- 
portant chain branching mechanism was missing or 
under-predicted in presently used kinetic models." 

The majority of previous experimental studies 
have been conducted in N2 bulk gas, where it is dif- 
ficult to measure the quantities of N2 produced by 
the reaction unless all other N-containing products 
can be identified and measured with reasonable ac- 
curacy. In addition, conversions of NH3 have not 
previously been widely reported. Thus, testing of the 
modeling predictions have been restricted largely to 
comparing the overall NO conversion and the quan- 
tities of N20 produced. 

In this study, model predictions are tested more 
rigorously by performing experiments using He as 
the bulk gas and by measuring the NH3 conversion. 
To further investigate the products and pathways of 
this process, we have also used isotopic labeling 
techniques. Isotopic labeling is a powerful tool for 
identifying the most important pathways in complex 
reaction systems operating under competitive con- 
ditions (in the present case between NO coupling 
with NH3 and ammonia oxidation). We have used 
these techniques to great advantage in studies of the 
SCR process [6], Apart from an initial study [7] of 
the products of the NH2 + NO reaction, isotopic 
labeling experiments have not been used previously 

to verify the product distribution of the SNCR re- 
action. 

The products of the SNCR reaction have been de- 
termined in both the absence and presence of H2. 
The effect of adding hydrocarbons (HCs) on the 
product distribution has also been investigated. 
Some problems with the use of HCs as additives 
have emerged recently from laboratory studies [8]; 
formation of HCN was reported when hydrocarbons 
were used as additives at low oxygen concentrations. 
Here, we investigate the source of HCN produced 
when propane is used to promote the SNCR reac- 
tion. 

Experimental 

The gas mixing, reaction apparatus, and analysis 
techniques have been described elsewhere [6]. 
Briefly, experiments were performed at atmospheric 
pressure in a tubular microreactor (quartz, 5-mm 
i.d.) by maintaining a constant mass flow rate and 
varying the temperature within the range 850-1350 
K. Nominal reactant gas compositions used were 
«300 ppm nitric oxide (14NO or lsNO), «500 ppm 
14NH3, and 1.5% 02 in a He balance. For some ex- 
periments, 1000 ppm H2 was added. The residence 
time depended on the temperature and was esti- 
mated to be 0.25 s at 1173 K for reaction without 
H2 and 0.19 s at 973 K for reaction in the presence 
of H2. The reaction of NO and NH3 in the presence 
of propane and small oxygen concentrations was also 
investigated. Reactant feed concentrations were 
«800 ppm NO and NH3, «905 ppm C3H8, and 
0.61% 02, and the residence time was estimated to 
be 0.18 s at 1100 K. The steady-state products at 
each condition were first determined using unla- 
beled reactants before substituting 14NO with 15NO 
to obtain the isotopic product distribution. Analytical 
equipment used in this study included a quadrupole 
mass spectrometer (MS) (VG SX-200), two Fourier- 
transform infrared (FTIR) spectrometers (a Digilab 
and a Nicolet Magna 550), and a gas Chromatograph 
(GC) (Hewlett Packard HP-5890). The 14N and 15N 
mass balances were accurate to less than ±5%. 

The chemical-ldnetic scheme used to model the 
SNCR reaction was the gas-phase mechanism for 
thermal de-NOx developed by Glarborg et al. [2], 
Calculations were performed using Senkin [9], a ki- 
netics code that runs in conjunction with the Chem- 
kin library [10]. 

The standard reaction mechanism of Glarborg et 
al. [2] was modified to incorporate all possible 15N 
and 14N isotopic isomers of the reactants, products, 
and reaction intermediates. Where necessary, kinetic 
parameters were also adjusted to compensate for du- 
plicated reactions, and it was assumed that thermo- 
dynamic properties were unaffected by isotopic sub- 
stitution. The modified mechanism consisted of 333 
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FIG. 1. Concentrations of the isotopic isomers of (a) ni- 
tric oxide and ammonia, (b) diatomic nitrogen, and (c) ni- 
trous oxide for the reaction of 15NO and 14NH3 in the ab- 
sence of added H2 as a function of temperature. 
Conditions: 500 ppm 14NH3, 350 ppm 15NO, 1.5% 02 in 
a He balance; p = 1 atm; residence time of 0.25 s at 1173 
K (constant mass flow). Symbols: (♦, 14NH3; 0,15NO; +, 
«NO; A, 14N2; D, 14N15N; O, ISN2; A 14N20; ■, 
i4Ni5NO; Y, 

15N14NO; •, 15N20). 

ence of hydrogen. The results are not presented 
graphically but are similar to those reported previ- 
ously [1,2]. As expected, the addition of molecular 
hydrogen shifted the onset of NO reduction toward 
lower temperatures (from 1200 K to 1000 K). How- 
ever, it should be mentioned that for experiments 
without H2, the typical temperature window profile 
for the NO conversion was not observed. The rated 
maximum operating temperature of the reactor used 
in these experiments was only about 1275 K, and 
there was some evidence that significant heat loss 
occurred at the ends of the heated reaction zone at 
set point temperatures above about 1250 K. Hence, 
the results for the higher temperatures should be 
regarded with caution because it is possible that con- 
siderable reaction occurs in the gas phase before the 
mixture reaches the maximum temperature region 
within the furnace. 

There are several other differences in the reaction 
profiles. Without hydrogen, nitrogen is the dominant 
product, with negligible amounts (<5 ppm) of ni- 
trous oxide produced at all temperatures. However, 
with added H2, nitrous oxide is a significant reaction 
product at higher temperatures, the selectivity to ni- 
trous oxide increasing to about 10% of the products 
at 1133 K. 

Model Predictions 
The agreement between model predictions and 

experimental observations is good for the reaction 
without H2. The temperature for maximum NO con- 
version is well predicted at ««1150 K, but the de- 
crease in the NO conversion and the accompanied 
decrease in the nitrogen production predicted by the 
model was not observed experimentally (probably 
because of the reactor limitations already discussed). 
In the H2 promoted case, NO conversion is over- 
predicted, with almost complete consumption of the 
NO at 100 K below the maximum NO conversion 
observed experimentally. A similar overprediction is 
also observed by Glarborg et al. [2] for H2-promoted 
SNCR. 

equations and 46 reaction species. The output of the 
modified model was verified by comparing the sum 
of the concentrations of the isotopic isomers of a 
given molecule (NO, NH3, N2> and N20) with that 
predicted by the original model using unlabeled re- 
actants. 

Results and Discussion 

Reaction of 14NO and 14NH3 with and without 
Added H2 

Experimental Observations 
The homogeneous reaction of 14NO and 14NH3 in 

excess 02 was studied in both the absence and pres- 

Reaction of15NO and 14NH3 with and without 
Added ff2 

Experimental Observations 
SNCR experiments are typically conducted in a N2 

balance, making it difficult to report with certainty 
the relative product distribution between N2 and 
N20. Ammonia conversions are also rarely reported. 
Figure 1 presents the experimentally determined 
isotopic distributions of the reactant and product 
species in the effluent stream for the unpromoted 
reaction of 15NO and 14NH3 in excess (1.5%) 02. 
Similarly, Fig. 2 presents the results for the ^-pro- 
moted case. 

The combination reaction to form 14N15N is the 
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FIG. 2. Concentrations of the isotopic isomers of (a) ni- 
tric oxide and ammonia, (b) diatomic nitrogen, and (c) ni- 
trous oxide for the reaction of 15NO and 14NH3 in the pres- 
ence of added H2 as a function of temperature. Conditions: 
450 ppm 14NH3, 350 ppm 15NO, 1000 ppm H2, 1.5% 02 

in a He balance; p = 1 atm; residence time of 0.19 s at 
973 K (constant mass flow). Symbols: (♦, 14NH3; 0, 
15NO; +, 14NO; A, 14N2; D, 14N15N; O, 15N2; A> 14N20; 
■, 14N15NO; ▼, lsN14NO; •, 15N20.). 

major source of nitrogen at all temperatures, both 
with and without added H2. There appears to be a 
greater propensity for ammonia oxidation to nitro- 
gen in the presence of H2. In the absence of added 
hydrogen, ammonia oxidation to 14N2 represents 
about 10% of the total nitrogen species at the highest 
temperature studied (1233 K). With added H2, the 
corresponding value is markedly higher at 31%. Fig- 
ures lb and 2b indicate that negligible amounts of 
nitrogen arising from the interaction of two 15NO 
molecules (i.e., 15N2), were produced under all con- 
ditions. At this point, it is instructive to highlight 
some of the experimental difficulties or uncertainties 
involved in the quantitative determination of the 
15N2 species. Mass spectral data alone cannot be 

used to determine the 15N2 produced because both 
15N2 and 14NO have signals at m/e 30. An additional 
interference is caused by the oxidation of 14NH3 to 
14NO, which is known to occur on the MS filament 
[6]. Thus, concentrations of 14NO produced by the 
SNCR reaction were determined from FTIR spectra 
after subtraction of the 15NO features. These values 
for the 14NO concentration showed good agreement 
with values calculated from MS data assuming all the 
signal at m/e 30 was attributable to 14NO (after cor- 
rection for ammonia oxidation on the MS filament). 
This indicated that negligible amounts of 15N2 are 
produced under these conditions. 

There are four possible isotopic isomers of nitrous 
oxide: 14N20,14N1SN0,15NI4NO, and 15N20. FTIR 
spectroscopy has been used previously to distinguish 
between 14N15NO and 1SN14N0 [6]. This technique 
was again used to show that 14N15NO was the dom- 
inant form of nitrous oxide produced for all condi- 
tions studied. Thus, the nitrogen-oxygen bond of the 
15NO molecule is preserved during the formation of 
the "mixed" nitrous oxide species. Additionally, 
larger amounts of the nitrous oxide species arising 
from ammonia oxidation (14N20) are observed in the 
presence of added hydrogen. Indeed, at 1133 K, 
with added H2, 14N20 represents about 43% of the 
total nitrous oxide produced. The uncertainties as- 
sociated with the quantitative determination of the 
15N2 species are not experienced in the case of 
15N20. The parent fragment for the 1SN20 species 
in the MS is at m/e 46. Under these conditions, the 
background signal at m/e 46 is so low that the de- 
tection limit for this species is about 0.05 ppm. Even 
so, the production of I5N20 was never observed, 
supporting the earlier inference that no 15N2 is pro- 
duced. 

At elevated temperatures, ammonia oxidation to 
14NO also becomes significant. Again, this is far 
more pronounced in the presence of added H2. Note 
also that 14N20 is only observed in significant 
amounts when large amounts of 14NO are produced. 

Model Predictions 
Figure 3 presents the model-predicted concentra- 

tions of the reactant and product species for the un- 
promoted 15NO-labeled SNCR reaction. These 
modeling results can be compared with the experi- 
mentally determined isotopic distributions pre- 
sented in Fig. 1. The only obvious discrepancy be- 
tween the experimental and the predicted 
concentrations occurred for the nitrous oxide spe- 
cies. Firstly, the model predicts about double the 
quantity of 14N15NO than is actually produced and 
also predicts the formation of small but measurable 
amounts of 14N20 at higher temperatures. The 
model also predicts about 0.1 ppm 15N14NO; how- 
ever, this amount is below the FTIR detection limit. 

Figure 4 shows the modeling results in the pres- 
ence  of H2,  which  can  be  compared with the 
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experimentally determined distributions shown in 
Fig. 2. On the whole, there is reasonable agreement; 
however, at lower temperatures, the model predicts 
significant amounts of doubly labeled nitrogen and 
nitrous oxide arising from the combination of two 
15NO molecules. Peak concentrations of these spe- 
cies («*5.6 ppm 15N2 and *°*1 ppm 1SN20) are pre- 
dicted at around 950 K. As discussed previously, this 
amount of 15N20 is well above the detection limit of 
«0.05 ppm of this species by the MS. By inference, 
it is unlikely (although cannot be unequivocally 
stated) that 15N2 is produced during the reaction. 
Implications of the nonobservation of these doubly 
labeled species is discussed later. 

Mechanistic Implications 
The mixed nitrogen species 14N15N is both the 

major product and the major form of nitrogen at all 
temperatures, both with and without added H2. 
These results are consistent with reaction (Rl). Ad- 
ditionally, FTIR spectroscopy has been used to con- 
firm that 14N15NO is the dominant form of mixed 
nitrous oxide produced, indicating that the N—O 
bond of the reactant nitric oxide molecule is retained 
during the SNCR reaction. Added H2 is thought to 
dramatically increase the OH concentration that in 
turn promotes hydrogen abstraction from the am- 
monia species to form, in this case, 14NH. The 14NH 
produced can then react with 15NO via reaction 
(R12) to form 14N15NO: 

14NH + isNO <± 14N15N0 + H      (Ri2b) 

While the amount of 14N15NO as a percentage of 
the mixed species (14N15N + 14N1SN0) increases 
with both temperature and hydrogen addition, this 
value is always relatively small (<10%). A rate-of- 
progress (ROP) analysis at a residence time of 10 ms 
for conditions with added H2 at 1125 K showed that 
hydrogen abstraction from the NH2 species by oxy- 
gen (reaction [R7]) is still about five times slower 
than the reaction of NH2 with available nitric oxide 
(reaction [Rl]). 

The mechanism for the formation of the ammonia 
oxidation products also needs to be identified. At 
1133 K, in the presence of added H2, the concen- 
tration of 14NO (117 ppm) in the effluent stream is 
approximately double the 15NO concentration (64 
ppm). A ROP analysis at 1125 K showed that the 
dominant routes for ammonia oxidation are, as ex- 
pected, reactions (R6) through (Rll). However, ox- 
idation via the H14NO intermediate (reaction [R6] 
followed by reaction [R9]) occurs at a significantly 
faster rate than oxidation via the 14NH intermediate. 

Note that the 14N20 was observed only at signifi- 
cant concentrations when large amounts of 14NÖ are 
also present. ROP and sensitivity analyses showed 
that 14NO produced by ammonia oxidation reacts 
further with 14NH via reaction (R12) to produce the 
14N20 species: 

"~*"_*-*-x 
400 -                  >14NHo a 

300 - 15NO     \ 

200 - 
\\ 14NO 

100 - 

0 - - +.+ + +i-V--y=^7» 
*** 

1050      1125      1200      1275      1350 

Temperature (K) 

FIG. 3. Model-predicted concentrations of the isotopic 
isomers of (a) nitric oxide and ammonia, (b) diatomic ni- 
trogen, and (c) nitrous oxide for the reaction of 15NO and 
14NH3 in the absence of added H2 as a function of tem- 
perature. Conditions: 500 ppm 14NH3, 350 ppm 15NO, 
1.5% 02 in a He balance; p = 1 atm; residence time of 
0.25 s at 1173 K (constant mass flow). Symbols: (♦, 14NH3; 
O, 15NO; +, 14NO; A, 14N2; Q 14N15N; O, 15N2; A. 
14N20; ■, 14N15NO; ▼, 15N14NO; •. 15N20). 

14NH  +  14N0 j± 14N20 +  H        (R12c) 

A similar process occurs for the formation of the 
14N2 species. Product 14NO reacts with 14NH2 via 
reaction (Rl) to form 14N2: 

14NH2 + 14NO *± 14N2 + H20      (Rib) 

As discussed, for the mixed nitrogen and nitrous ox- 
ide species, the rate of reaction (Rl) is significantly 
faster than reaction (R12). Hence, the amount of 
14N2 formed always exceeds that of the 14N20 spe- 
cies. However, note that large amounts of 14N2 were 
sometimes produced when only small amounts of 
14NO were present. It is only at higher tempera- 
tures, where the rate of reaction (R6) becomes 
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FIG. 4. Model-predicted concentrations of the isotopic 
isomers of (a) nitric oxide and ammonia, (b) diatomic ni- 
trogen, and (c) nitrous oxide for the reaction of 15NO and 
14NH3 in the presence of added H2 as a function of tem- 
perature. Conditions: 450 ppm 14NH3, 350 ppm 15NO, 
1000 ppm H2, 1.5% 02 in a He balance; p = 1 atm; resi- 
dence time of 0.19 s at 973 K (constant mass flow). Sym- 
bols: ( ♦ , 14NH3; ♦ , 15NO; + , 14NO; A, 14N2; D, I4N15N; 
0,15N2; A. "N20; ■, 14N15NO; ▼, 15N14NO; •, 15N20). 

comparable to that of reaction (Rl), that 14NO is 
observed concurrently with 14N2. 

The preceding discussions indicate that there are 
always larger amounts of the nitrogen species com- 
pared to the corresponding nitrous oxide species. An 
additional contributing factor may be the subse- 
quent reduction of nitrous oxide species in the re- 
actor. ROP analyses indicated that the rate of any 
reaction for direct reduction of nitrous oxide is at 
least an order of magnitude lower than the formation 
of the corresponding nitrogen species via reaction 
(Rl). Additionally, a modeling run was performed in 
which 50 ppm labeled nitrous oxide (15NzO) was in- 
troduced with unlabeled reactants (14NO and 
14NH3) in the presence of 1.5% 02 at 1125 K. Re- 

sults show that only 20% of the 15N20 was reduced 
to form 15N2. 

The ammonia oxidation products and the products 
of the selective reactions are fairly easily accounted 
for in terms of the reaction mechanism. However, in 
the presence of H2, the model by Glarborg et al. [2] 
also predicts significant quantities of products de- 
rived from the interaction of two 15NO molecules 
(15N2 and 15N20) at 950 K. Formation of doubly 
labeled species requires incorporation of 15N, de- 
rived from 15NO, into NjHL or HNO species. Reac- 
tions (R13) through (R15) indicate possible routes 
of formation for the 15N20 species. Using labeled 
species, the following pathways for 15N20 formation 
are possible: 

Pathway 1: 

i4Ni5NH + isNO j± 14N15N + H
15

NO      (R4b) 

H15NO + 15NO ?± 1SN20 + OH (R13b) 

Pathway 2: 

14NH2 + 15NO <=* 14N1SNH + OH (R2b) 

i4NisNH + H + M & 14N15NH2 + M (R16) 

14N15NH2  +   15NO 5±  15Na0   +   14NHa       (R17) 

ROP and sensitivity analyses show that the second 
pathway is the major route to 15N20 formation. 

Similarly, the major steps for 15N2 formation have 
been identified as the following: 

14N15NH2 + H + M <=* 14N15NH3 + M     (R18) 

i4Ni5NH3 + o <± i5NH2 + H14NO     (R19) 

15NH2 + 15NO <± 15N2 + H20      (Rlc) 

The model predicts that more 15N2 is formed than 
15N20 because the rate of reaction (R18) is faster 
than that of (R17). 

There are two alternatives for modifying the 
model so that the prediction of the doubly labeled 
species can be eliminated to make the product dis- 
tribution consistent with that observed experimen- 
tally. One is to revise the kinetics of the reactions in 
which the N2Hä species are formed and in which 
they subsequently participate; the second is to re- 
duce the NNH lifetime so that the subsequent re- 
actions of NNH with H are not competitive. 

To investigate the effect of the lifetime of the 
NNH species on the model predictions, we have var- 
ied the kinetic rate of the NNH ?* N2 + H reaction 
in the range from 104 to 108 s~:. The results given 
in Table 1 show that a lifetime at least as short as 
10~8 s is required to reduce the modeled predictions 
for 15N2 to less than 1 ppm and for 15N20 to less 
than 0.1 ppm. 

Although the changes to the model parameters 
cause the predicted product distributions to be more 
consistent   with   experimental   isotopic   product 
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TABLE 1 
The effect of changing the lifetime of the NNH species (by varying the rate of the reaction NNH ♦* H + N2) on 

the isotopic product distribution for the reaction of 15NO (350 ppm) and 14NH3 (450 ppm) in the presence of H2 

(1000 ppm) and excess 02 (1.5%) at 950 K. 

NNH ** H  + Effluent concentrations (ppm) 
N2 

Reaction rate "NO 15NO 14NH3 
15NH3 

14N2    
14N15N 1SN2 

14N20 14N15NO 15N14NO 
I5N20 

104 5.0 30.8 178.5 1.0 10.0      237.0 9.5 0.2 4.8 0.2 2.1 

106 13.9 6.8 11.1 0.1 69.5      271.6 5.6 2.3 7.8 0.1 0.8 

10s 19.3 19.9 2.5 0.0 72.3      266.5 0.7 2.5 10.9 0.0 0.1 

Expt.-this study 
at 953 K 21 46 213 0 33        216 a 3 6 <2 <0.05 

"Indicates that this value is difficult to determine experimentally. 
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FIG. 5. Concentration of some reactant and product spe- 
cies as a function of temperature for the reaction of NO 
and NH3 in the presence of propane at low 02 concentra- 
tions. Conditions: 630 ppm 14NO, 610 ppm 14NH3, 905 
ppm C3H8, and 0.61% 02; p = 1 atm; residence time is 
0.18 s at 1100 K (constant mass flow). 

distributions, this raises some problems with the 
mechanism [2] and the agreement between experi- 
ment and model. The NNH species was originally 
invoked to explain experimental observations of the 
production of OH from the reaction of NH2 + NO 
without concomitant production of H. Miller and 
Bowman [1] initially modeled the SNCR reaction 
using a lifetime for the NNH species of 10~4 s. How- 
ever, theoretical calculations and experiments [4,11] 
have indicated that NNH is unstable with respect to 
dissociation to H and N2 with a lifetime between 
10~n and 10~8 s. The most realistic estimate of the 
NNH lifetime in its electronic ground state is 3 X 
10~9 s [4,11]. As Stephens et al. [4] indicate, such a 
short lifetime of the NNH species would necessarily 
result in the appearance of H atoms (see reaction 

[R3]) that have not been observed experimentally. 
Additionally, Unfried et al. [12] did not find any ev- 
idence for the HNO species. 

SNCR of NO by NH3 in the Presence of 
Hydrocarbons at Low Oxygen Concentrations 

SNCR in the presence of HCs is industrially at- 
tractive because, like hydrogen, HCs have been 
shown to cause a decrease in the temperature win- 
dow for NO reduction. HCs are preferable to H2 

from a safety aspect but can lead to the formation of 
undesirable by-products. For example, HCN for- 
mation has been observed during the reaction of NO 
and NH3 in the presence of ethane [8]. The absolute 
concentration of HCN produced was found to de- 
pend strongly on the oxygen-to-HC ratio in the feed 
stream: no HCN was formed in the absence of 02 

and with inlet concentration ratios of 02 to C2H6 

greater than 5. 
Figure 5 shows the NO, N2, N20, and HCN con- 

centration profiles as a function of temperature for 
the SNCR reaction in the presence of propane and 
small amounts of oxygen. The maximum NO con- 
version, the peaks in the N2 («500 ppm) and HCN 
(«100 ppm) formation, and the onset of the N20 
formation all occur at around 1120 K. For these par- 
ticular conditions, the formation of HCN occurs in 
a narrow temperature window, and the concentra- 
tion of N20 rapidly reaches a plateau concentration 
of «40 ppm. No HNCO was produced (detection 
limit of 1 ppm). Concentrations of NH3 have not 
been included in Fig. 5 in the interest of clarity. 

Hemberger et al. [8] found that HCN was formed 
using NH3/C2H6/02 and NO/C2H,3/02 mixtures. 
The origin of the N atom in the HCN produced 
under competitive SNCR conditions can be deter- 
mined easily by isotopic labeling. 

Figure 6a shows the features due to the C—H 
stretching mode of the HC14N molecule in the 
3280-3340 cm-1 region of the product spectrum for 
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FIG. 6. Features due to the C—H stretching vibration 
of HCN in the 3280-3340 cm"1 region of the gas-phase 
FTIR spectrum of (a) the products of the homogeneous 
reaction of 14NO (630 ppm) and 14NH3 (610 ppm) in the 
presence of propane (905 ppm) and Oa (0.61%) at 1120 K, 
and (b) the products of the reaction under conditions iden- 
tical to that of (a) but with substitution of 15NO for 14NO. 
Spectra recorded at 0.25 cm-1 with the co-addition of 16 
scans. 

the reaction of unlabeled NH3 and NO in the pres- 
ence of propane. Figure 6b is the same region of the 
product gas spectrum for the reaction under other- 
wise identical conditions but after substituting 15NO 
for 14NO. Taking into account that there will be 
some interference from ammonia and water absorp- 
tion lines, the spectrum of Fig. 6b clearly shows that 
roughly equal amounts of HC14N and HC15N are 
formed. Note that the quantity (also determined by 
FTIR) of 14NO formed via ammonia oxidation is <5 
ppm at this temperature. Because the concentration 
of 14NO is more than an order of magnitude lower 
than the I5NO concentration, the HCN must be pro- 
duced from interactions of both NO and NH3 with 
the products of propane oxidation. However, at 
«=1160 K, the formation of 14NO from ammonia ox- 
idation is approximately 160 ppm, but there is no 
evidence for HCN formation at the higher temper- 
ature. 

Other information on the distribution of the iso- 
topic isomers of nitrogen and nitrous oxide is limited 
because of interference from CO and C02 in both 
the MS and the FTIR spectra. 

Hemberger et al. [8] suggested that the HCN for- 
mation from the interaction of NO and ethane may 
be attributable to the reaction of HCCO with NO: 

HCCO + NO?ä HCNO + CO  (R20) 

HCNO + H <=> HCN + OH    (R21) 

However, they concluded that an additional route to 
HCN formation must be possible from the interac- 
tion of the HC with ammonia and suggested the re- 
action of an NH2 species with an unsaturated HC 
such as C2H2 or C2H4. 

Conclusions 

1. 15N-isotopic labeling techniques have shown that 
14N15N is always the predominant nitrogen-con- 
taining product of the reaction of 15NO and 
14NH3 in the presence of excess 02) both with 
and without added H2. 

2. H2-promoted SNCR results in higher selectivities 
to N20; at temperatures above the maximum NO 
conversion, a large proportion (43%) of the ni- 
trous oxide is 14N20. Rate-of-progress and sen- 
sitivity analyses have confirmed that conversion 
of NH3 to 

14NO is a prerequisite for the forma- 
tion of both 14N20 and 14N2. 

3. In general, the experimentally determined iso- 
topic product distributions were in a reasonable 
agreement with the model predictions based on 
a detailed kinetic model of the SNCR process [2]. 
However, under some conditions, the model pre- 
dicted significant concentrations of 15N2 and 
15N20, but these doubly labeled species were not 
observed experimentally (measured concentra- 
tions of 15N20 never exceeded the detection limit 
of 0.05 ppm). Modifying the model such that the 
lifetime of the NNH species is less than 10~8 s 
was sufficient to stop the prediction of either 1SN2 

or 1SN20. 
4. The source of HCN produced from the propane- 

promoted SNCR reaction has also been investi- 
gated using labeling techniques. Both HC14N and 
HC15N, in similar concentrations, are produced 
from an equimolar mixture of lsNO and 14NH3, 
under conditions in which ammonia oxidation to 
NO is insignificant. Therefore, both NO-propane 
and NH3-propane interactions are important in 
HCN formation under competitive conditions. 
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COMMENTS 

Alan Doughty, The University of Sydney, Australia. In 
order to predict the observed isotopic mixture of the prod- 
ucts from selective non-catalytic reduction of NO, your re- 
action mechanism requires a specific lifetime of NNH. You 
state this as being a consequence of competition between 
unimolecular decomposition of NNH and the reaction of 
NNH with H atoms. To what extent could other aspects of 
the mechanism, such as the predicted concentration of H- 
atoms during reaction, affect your conclusions concerning 
the lifetime of NNH? 

Author's Reply. When using labelled reactants (15NO 
and 14NH3) the model by Glarborg et al. [1], modified to 
include all possible isotopic isomers, predicted doubly la- 
beled species (15N20 and I5N2) in the presence of added 
H2. These species were not observed experimentally, and 
in the paper we suggest two possible ways to modify the 
mechanism to force the model to limit the prediction of 
these species. One was to reduce the lifetime of the NNH 
species, and the other was to modify the kinetics of the 
reactions involving N2H2 species, including the reaction of 
NNH and H. We investigated the former and found that 
an NNH lifetime of less than 10~s s was sufficient to force 

■the model predicted isotopic product distribution to agree 
with that observed experimentally. As you suggest, it is pos- 
sible that the predicted concentration of H atoms is over- 
estimated. However, it is probable that the II atoms con- 
centration would have to be overpredicted by several 
orders of magnitude to account for the modeled prediction 
of the doubly labeled species. 
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1. Glarborg, P., Dam-Johansen, K„ Miller, J. A., Kee, R. J., 
and Coltrin, M. E., Int. J. Chem. Kinet. 26:421^136 
(1994). 

equilibrated NNH concentration in flames. NNH in turn, 
can react with 0 in a new route to NOx production [2]. 
Recent NO measurements of Harrington et al. [3] are con- 
sistent with the Bozzelli-Dean mechanism. 
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sium on Combustion, The Combustion Institute, Pitts- 
burgh, 1996, pp. 000-000. 

Author's Reply. Firstly, a slight clarification needs to be 
made. Our conclusion was not that the NNH lifetime is 
less than 10~s s, but that an NNH lifetime of less than 
10 ~8 s was sufficient to force the model predicted isotopic 
product distribution to agree with that observed experi- 
mentally, i.e., limit the prediction of doubly labelled species 
(15N20 and 15N2) in the presence of added H2. We used 
the model by Glarborg et al. [1] to model the system, and 
there may be other ways to modify this mechanism to pro- 
duce a similar result. The other obvious possibility that we 
eluded to in the paper is the kinetics of the reactions in- 
volving N2H2 species, including the reaction of NNH with 
H. It should also be noted that the effect of changing the 
NNH lifetime on the overall model outcomes (NO and 
NH3, conversions as a function of temperature) was not 
considered in detail. 
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(1994). 

A. M. Dean, Exxon Research <b- Engineering Co., USA. 
Your conclusion that the lifetime of NNH is less than 10"s 

sec is consistent with the calculations of Koizumi et al. [1]. 
This short lifetime of NNH implies that H addition to N2 

is rapid, which can lead to rapid onset of a low partially- 

Judy Wornat, Princeton University, USA. Could you 
please describe the difference in the FTIR spectra between 
15N14NO and 14N15NO? 
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Author's Reply. The center band of the v3 N = N 
stretching vibration for 14N14NO, 14N15NO, 15N14NO, and 
15N15N0 occur at 2223.756 cm-1, 2177.6581 cm"1, 
2201.605 cm-1 and 2154.730 cm-1 respectively. The use 
of FTIR spectroscopy to distinguish these species has been 
demonstrated previously [1,2]. 
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THERMAL REDUCTION OF NO RY NH3: KINETIC MODELING OF THE 
NH2 + NO PRODUCT RRANCHING RATIO 
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The product-branching ratio for the reaction NH2 + NO -> HN2 + OH (1) and N2 + H20 (2) has 
been determined in the temperature range of 950-1200 K by pyrolysis of Ar-diluted NH3 + NO mixtures 
and at 1173 and 1200 K by pyrolysis of Ar-diluted NH3-NO-CO mixtures. Analysis of the pyrolyzed and 
unpyrolyzed mixtures was carried out by the FTIR spectrometric method. Kinetic modeling of the decay 
rates of NH3 and NO and the production rate of C02 by varying the branching ratio, a, = ^/(fci + k2), 
and keeping the known total rate constant (kt = fcj + k2 = 9.6 X 1014 T'0-85 cm3 mol"1 s"1) unchanged 
at each temperature allows determination of the value of <*i with good reproducibility. Kinetic modeling 
of <*!, using previously measured H20 formation data [28] from the NH3 + NO reaction in the temperature 
range of 1123-1273 K was also carried out. The branching ratio was found to increase rapidly from 0.27 
at 950 K to 0.58 at 1273 K, which is fully consistent with the sharply rising trend recently reported from 
NH3-NO flame studies, in which ar « 0.5 at 1500 K and rose to 0.9 at 2000 K. These new findings cast 
doubt on the much lower values, a, < 0.17 at T £ 1173 K, obtained by laser kinetic measurements. 

Introduction 

The reaction of NH2 with NO has been shown to 
greatly affect the overall NOx-reduction efficiency of 
NH3 and the burning velocity of the NH3-NO flame 
[1-6]. The reaction takes place primarily by the fol- 
lowing two product channels [1-15]: 

NH2 + NO -> HN2 + OH (1) 

-> N2 + H20 (2) 

The relative importance of these reaction paths, as 
measured by the branching ratio ax = fc]/(fci + k2), 
strongly influences the overall kinetics of the NH3- 
NO system. The thermal-neutral reaction, Eq. (1), 
generates two key chain carriers, H and OH, be- 
cause HN2 is unstable under combustion conditions. 
However, reaction (2), producing N2 and H20, is an 
exothermic chain-termination step that releases as 
much as 120 kcal mol"1 energy. Therefore, these 
two reactions are highly competitive. Reaction (1) 
enhances the efficiency of NH3 for NOx reduction 
and the overall NH3 + NO reaction rate, whereas 
reaction (2) reduces the efficiency and reaction rate. 

On the basis of the results of recent kinetic mod- 
eling on the structure of a quasi-equimolarNH3-NO 

flat flame by Vandooren et al. [5] and on the burning 
velocity data of Andrew and Gray [16] by Brown and 
Smith, [6] the branching ratio for reaction (1), ah 

has been determined to be &0.5 above 1500 K. This 
value is significantly higher than that deduced from 
laser kinetic measurements, most notably by Wol- 
fram and co-workers [11] and by Stephens et al. 
[12], who found a, to be <0.2 at T < 1200 K. In a 
recent kinetic modeling of the NH3 de-NOx process 
by Glarborg et al. [15], the temperature-dependent 
expression, ay = 2.2 X 10~3 T070, was employed 
by fitting a, = 0.11 at 300 K and 0.3 at 1150 K. A 
large gap exists between the low-temperature (300- 
1000 K) kinetic data and the results of high-temper- 
ature (1500-2000 K) flame studies. The objective of 
the present work is to bridge the gap by presenting 
kinetic data in the temperature range of 950-1200 
K using the pyrolysis-FTIR spectrometric method 
[17-19]. 

Experimental 

The pyrolysis of two mixtures, one of NH3 and 
NO, the other of NH3, NO, and CO, both diluted 
with Ar, was carried out in a quartz reactor of volume 
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FIG. 1. Typical concentration versus time profile of NO 
(A) and NH3 (B) for the reaction conditions and the aj 
values shown in Table 2 (Nos. 4 and 9, respectively), with 
kinetically modeled results shown by a solid curve, a short 
dash curve, and a long dash curve representing a,, ctj + 
0.1, and «! — 0.1, respectively. 

270 cm3 with a surface-to-volume ratio of 0.748 
cm-1. The reactor was heated by a double-walled 
cylindrical oven. Concentrations of the NH3 and NO 
mixtures ranged from 0.6 to 3.7% NO and 0.3 to 
0.9% NH3. The concentrations of the NH3, NO, and 
CO mixtures ranged from 2.0 to 2.7% NO, 0.8 to 
1.0% NH3, and 4.9 to 6.3% CO. The reactor was 
heated to temperatures ranging from 950 to 1200 ± 
1 K for the NH3 and NO mixtures and at 1173 and 
1200 ± 1 K for the NH3, NO, and CO mixtures. 

Unpyrolyzed and pyrolyzed samples were ana- 
lyzed by a Mattson Instrument Polaris Fourier 
Transform Infrared (FTIR) spectrometer with a res- 
olution of 2 cm-1. Concentrations of NO, NH3, and 
C02 were determined by calibration curves of con- 
centration versus absorbance at 1900 cm-1, 993 
cm"1, and 668 cm-1, respectively. The calibration 
curves were plotted using data from samples of var- 
ious appropriate concentration combinations of NO, 
NH3, CO, and COa that were expanded into the 

FTIR absorption cell at pressures ranging from 150 
to 200 torr, corresponding to the pressures at which 
the pyrolyzed samples were analyzed. The curves 
were of good quality with little scatter of the data 
points, and the estimated error in our concentration 
measurements is smaller than 2-3%. 

NH3 was purified by degassing at 77 K and distil- 
lation at 228 K, attained by ethanol cooled with liq- 
uid N2. NO, which often contains N02 impurities, 
was purified by passing the gas through a silica gel 
trap, held at 195 K by an ethanol-dry ice slush, and 
then condensing it at 77 K by means of a liquid N2 

trap. Occasional pumping was also carried out to re- 
move noncondensables. CO was purified by passing 
it through Cu/CuO filings at about 423 K and two 
liquid N2 traps. FTIR spectra were taken to ascertain 
the purity of the gases. Ar of 99.999% purity, ob- 
tained from Specialty Gases, was used without fur- 
ther purification. Care was always taken to ade- 
quately purge and evacuate the vacuum lines while 
making the mixtures and expanding the gases into 
the reactor and the FTIR analysis cell. 

Results 

Typical time-resolved concentration profiles of 
NO and NH3 are shown in Fig. 1. The data were 
kinetically modeled via CHEMKIN [20] and SEN- 
KIN [21], using a mechanism composed primarily of 
reactions recently used in our simulation of the ki- 
netics of the NH3-NO system initiated by a pulsed 
ArF (193 nm) laser near 1000 K [10] and reactions 
studied by others [22-24,26,27]. The total rate con- 
stant, kt = k1 + k2 = 9.6 X 1014 T- 1 mol 

previously measured [10] for the NH2 + NO 
reactions (1) and (2), was used and held constant at 
each temperature, and kt was varied until the best 
fit with «j = kylkt was found. 

In this system, NO reduction is initiated by NH3 

+ NO -H> NH2 + HNO, reaction (3), but because 
of the unavailability of an experimentally determined 
rate constant for this reaction, the value of k3 was 
obtained by variational transition state theory 
(VTST) calculation based on a high level ab initio 
MO result [25]: k3 = 1.04 X 107r1-73e-28-4S4/rcm3 

mol-1 s_1. Because of the high temperatures in- 
volved, the decay of NO and NH3 was found to be 
controlled to a much greater extent by the mutually 
competitive reactions (1) and (2) than by reaction 
(3), as can be seen by the result of representative 
sensitivity analyses in Fig. 2. The reliability of the 
modeled a: values can also be seen in Fig. 1, where 
predicted profiles of NO and NH3 with the branch- 
ing ratio values of ±0.1 from best fit values of «i 
are plotted. Our branching ratio results for seven 
other temperatures and NH3 and NO concentra- 
tions are summarized in Table 1. These results will 
be compared with other branching ratio data later. 
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FIG. 2. Plot of normalized sensitivity coefficients for NO 
(A) and NH3 (B) with the initial conditions and at values 
presented in Table 2 (Nos. 4 and 9, respectively). The rate 
constants of the reactions identified in the figure are given 
as follows in units of cm3 mol_1s_1: 

l 

NH2 + NO -» HN2 + OH       ks + k2 = 9.6 X 1014 I"085 

2 

NH2 + NO -> N2 + H20 
3 

NH3 + NO ^ NH2 + HNO    k 
9 

HNO + NO -> N20 + OH      h 
15 

H + NH3 -> NH2 + H2 k 
20 

H + HNO -4 H2 + NO k 

1.0 X 107 TLT3e-2S454/7' 

8.5 X 1012c-1402tvT 

1.3 X 1014e-I0fi2O/r 

4.5 X 10117ft7V327/r. 

Reactions were also carried out in the temperature 
range of 900-1200 K using CO as the OH-radical 
scavenger. As in the NH3-NO system, modeling of 
the NH3-NO-CO system was also carried out with 
CHEMKIN [20] and SENKIN [21]. Under our re- 
action conditions, however, C02 formation was 
found to be sensitive to the NH2 + NO branching 
reactions only at 1173 K and higher temperatures. 
Reaction conditions and modeled branching ratio 
values are presented in Table 1. 

As discussed later, in addition to modeling our own 
kinetic data, we carried out computer simulation of 
data published earlier by Poole and Graven [28] for 
H20 formation and briefly studied the work of Wise 
and Freeh [29] for the rate of total pressure change. 

Poole and Graven's H20-Formation Data 

Poole and Graven [28] used a flow technique for 
gravimetric measurement of H20 production from 
mixtures with varying amounts of NO and NH3 di- 
luted in N2 or He to a total pressure of 800 torr. Two 
flow vessels were used: vessel I and vessel II of vol- 
umes 42.6 cm3 and 324 cm3 and surface-to-volume 
ratios of 5.6 cm-1 and 2.3 cm"1, respectively. The 
temperature range was 1123-1273 K. The measured 
H20-formation rate was found to follow the rela- 
tionship 

z)H2Q _     fca(NH3)1/2 (NO) 

At    ~ 1 - MNH3P (NO) 

Poole and Graven noted that at 1223 K, vessel I, 
which had an S/V ratio twice as large, yielded a 20% 
larger value of ka and concomitantly a smaller value 
of kb than vessel II, resulting in an effective rate 
difference between the two vessels by less than 10%. 
This compensating effect resulted in an even smaller 
(3%) difference between the NH2 + NO product 
branching ratios (see Table 2) that we modeled for 
the two vessels. In Fig. 3, the quantity NO/(zfH20/ 
At) is plotted against NH3 ~1/2, as presented origi- 
nally by Poole and Graven. Each of these data points 
was employed to model the NH2 + NO product 
branching ratio, and the average value for each tem- 
perature was used to calculate the rate of H20 pro- 
duction; the result is shown as the solid curve in the 
figure. Table 2 summarizes the resulting average 
modeled branching ratio for the temperatures and 
conditions noted. The result of a sensitivity analysis 
for H20 production shows that reaction (l) is the 
dominant reaction and that the initiation process has 
little effect on H20 formation. 

Wise and Freeh's Total Pressure Measurement 

Wise and Freeh [29] pyrolyzed mixtures of 29.6- 
64.6% NH3 and 31.6-70.4% NO in a quartz reaction 
vessel of 1560 cm3 with a surface-to-volume ratio of 
1.12 cm-1 in the temperature range of 990-1150 K. 
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TABLE 1 
Summary of the present experimental conditions and modeled values of ax 

for the NH3/NO pyrolysis system 

No of 
No. r/K P/torr exp. [NO]g [NH3]g [CO]g £/10V ay ± (f1 

1 950 706 3 4.39 9.85 844.2 0.272 ± 0.011 
2 1000 705 3 1.07 4.53 — 684.9 0.297 ± 0.011 
3 1000 704 3 3.70 9.48 — 287.4 0.267 ± 0.005 
4 1050 706 2 0.666 8.73 — 543.6 0.398 ± 0.001 
5 1100 708 5 0.904 3.93 — 110.4 0.291 + 0.004 
6 1100 703 5 3.38 7.84 — 48.0 0.398 ± 0.004 
7 1150 704 3 0.848 8.92 — 43.8 0.449 ± 0.013 
8 1173 708 8 2.18 2.43 — 7.20 0.345 ± 0.005 
9 1200 709 6 0.869 4.22 — 2.70 0.458 ± 0.012 

10 1100 708 6 2.89 9.41 6.64 36.0 0.69" 
11 1173 705 7 1.96 7.81 4.52 3.00 0.505 ± 0.011 
12 1200 707 5 2.59 9.28 5.95 8.40 0.511 ± 0.009 

"Concentrations of NO and CO are given in units of 10"7 mol cm-3. 
^Concentration of NH3 is given in units of 10-8 mol cm~3. 
The time given is the longest pyrolysis time for each set of conditions. 
rfFor each set of conditions, 0^ = ky/iky + k2) is the average of the branching ratios from NH3 or NO (whichever was 

most sensitive for each set of conditions) decay modeled for each data point, a is the mean of the deviations of the 
branching values modeled using each of the individual data points from a-y. 

"This point is not reliable because of the relatively low sensitivity indicated by the result of a sensitivity analysis. 

TABLE 2 
Summary of the our kinetic modeling values of a± by using Poole and Graven s [28] experimental conditions and 

H20-formation data 

No./ No of 
vessel . T/K P/torr exp. [NO]g [NH3]g t/s <*!   ±  &1 

l/II 1123 800c 10 1.07-5.32 5.35 7.995-11.26 0.494 ± 0.017 
2/II 1223 800 9 1.30-5.30 5.24 0.895-1.205 0.517 ± 0.011 
3/II 1223 800 10 5.24 1.08-5.40 0.840-1.177 0.521 ± 0.007 
4/1 1223 800 7 4.91 1.13^1.94 0.806-1.056 0.538 ± 0.003 
5/1 1273 800 12 4.88 0.49-4.89 0.187-0.308 0.581 ± 0.009 
6/1 1273 800 8 1.22^.88 4.88 0.282-0.381 0.528 ± 0.031 

"Concentration is given in units of 10~6 mol cm-3. 
ba1 = kx/(ki + k2) is the average of the branching ratios modeled for each point. 
CA1I mixtures were diluted in Ar to 800 torr except for the last one, in which the mixture, consisting solely of NO and 

NH3, was slightly more than 800 torr. 
da is the average deviation of each data point from a^. 

They monitored the progress of the reaction by ob- 
serving the change in the total pressure of the system 
via a differential manometer filled with Fluorolube 
S. Wise and Freeh found the following relationship 
between the total pressure change AT of the system 
and the initial partial pressures of NH3 and NO: ATI 
At = A exp(-54, 700/RT)(NH3)(NO)1/2, which, in- 
terestingly, is totally different from that of Poole and 

pre- Gravens   H20-formation   measurements 
sented in the preceding section. 

Since the rate of total pressure change is a global 
quantity, we only briefly modeled Wise and Freeh's 
API At data, which were presented in their Figs. 1 
and 2. The result of this modeling gave ax = 0.41 
at both 994 and 1056 K, which is in reasonable 
agreement with the values given in Tables 1 and 2. 



THERMAL REDUCTION OF NO BY NH3 2113 

[NH3]'05/102(molcm-3)-OJ 

FIG. 3. Comparison of experimental and modeling re- 
sults. The points are [NO]/(AH20/At) versus [NH3]-05 ex- 
perimental results of Poole and Graven [28] with condi- 
tions as outlined in Table 2 (Nos. 3,4, and 5, corresponding 
to A, B, and C, respectively); the solid curves are our mod- 
eled results. 
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Discussion 

Our result, evaluated in the temperature range of 
950-1200 K, although effectively bridging the gap 
between the low- (T < 1000 K) and high- (T > 1500 
K) temperature data, strongly favors the higher val- 
ues of the branching ratio reported by Bulatov [14], 
Hanson [3], Vandooren et al. [5], and that employed 
by Glarborg et al. in their recent modeling of the 

(NH3 -. NO - 02) NH3 de-NOx process [15]. It 
casts severe doubt on the lower values, ai £ 0.2 at 
T < 1200 K, obtained by Atakan et al. [11], as well 
as by Stephens and co-workers [12]. The greater 
OH-production efficiency in the low-temperature 
(300-1000 K) range has also been confirmed re- 
cently by measuring the yields of H20 and C02 in a 
laser-initiated reaction of NH3, NO, and CO by mass 
spectrometry [30], as shown in Fig. 4, which sum- 
marizes all experimentally determined a?! values. 

The low OH-production efficiencies at T £ 1173 
K reported by Wolfram et al. [11] and by Stephens 
co-workers [12], using laser-induced fluorescence 
and IR laser resonance absorption, respectively, al- 
though somewhat puzzling, could be attributed to 
the common difficulty in providing exact concentra- 
tions of a radical species for quantitative calibration 
over a wide range of temperatures. At high temper- 
atures, the lack of accurate absorption cross-section 
data and the thermal instability of the OH-calibra- 
tion source molecules such as H202 may also be- 
come severe problems. Our direct determination of 
the rates of reactant (NH3 and NO) decay and prod- 
uct (C02 and H20) formation by FTIR spectrometry 
and/or mass spectrometry [30], aided by accurate 
calibrations, allowed us to circumvent the difficulty 
and minimize the uncertainty. 

As can be seen in Fig. 4, our average values of a1; 

0.278 ± 0.011 and 0.289 ± 0.009, at 950 and 1000 
K, respectively, agree closely with the branching ra- 
tio values measured mass spectrometrically by Park 
and Lin [30], as well as with those employed by Glar- 
borg et al. [15], a, = 2.2 X 10~3 T0-70, in their 
modeling of experimental de-NOx data [31-33], 
These authors [15] also concluded that the effect of 
the quartz reactor surface on the overall NOx-re- 
duction kinetics is negligible under low surface-to- 
volume (S/V) conditions used in typical pyrolytic ex- 
periments. In fact, our branching ratio modeling of 
Poole and Graven's [28] H20-formation rates in the 
NH3 + NO reaction indicates that an increase of S/ 
V from 2.3 to 5.6 cm-1 has only a negligible (3%) 
effect on a^ for the NH2 + NO reactions, which 
strongly affect the rates of H20 production. Under 
our temperature and pressure conditions with S/V 
= 0.5 cm"1, which is much smaller than either of 
the S/V ratios of the vessels used by Poole and 
Graven [28], the effect of the quartz reactor surface 
on the modeled values of oty is believed therefore to 
be negligible. 

The values of ai determined in the present study 
appear to be insensitive to the lifetime or the mag- 
nitudes of the rate constants of the HN2 radical as- 
sumed in the mechanism. Under the conditions em- 
ployed (T a 940 K, P = 700 torr Ar), an increase 
or decrease in the rate constants assumed for the 
following reactions involving HN2: 
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HN2 + M = N2 + H + M 

it = 1.0 X lOWe-^^cirfmol-is-1 

HN2 + NO = N2 + HNO 

it = 7.2 X 1013 T-°-4 cm3 mol"1 s^1 

by two orders of magnitude separately resulted in no 
noticeable effect on the calculated concentration 
profiles of the reactants or products. In fact, the as- 
sumption of the direct production of the H atom in 
reaction (1), by using NH2 + NO = H + N2 + 
OH, resulted in no change in the modeled ax values. 
The same conclusion was reached in our recent mass 
spectrometric study of the NH2 + NO reaction [30]. 

The sharp increase in the value of ax with tem- 
perature is challenging theoretically. The prediction 
of the branching ratio and the effect of temperature 
on its value quantitatively requires not only the full 
knowledge of the intermediates and transition states 
for the isomerization reactions involving these inter- 
mediates (as has been acquired by Melius [7], Walch 
[8], and Durant [9]), but also a full understanding of 
the interaction potential for the reactants (NH2 and 
NO) and the radical products (HN2 and OH) for a 
reliable calculation of the capturing and fragmenting 
processes, respectively. To more reliably calculate 
the rate constants for reactions (1) and (2) at differ- 
ent temperatures, an elaborate statistical approach 
such as variational RRKM theory should be used in 
conjunction with the multiple-reaction intermedi- 
ates involved. 
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COMMENTS 

W.  Gardiner, Jr.,  University of Texas—Austin,  USA.      under deNOx conditions (1200 K < T < 1400 K,P<1 
Could you please comment on the pressure dependence of     atm). 
the branching ratio of the NH2 + NO reaction? 

Author's Reply. On the basis of the results of our pre- REFERENCE 
vious RRKM calculations [1], the overall rate constant for 
NH2  +  NO and those for the two product channels, 1. Diau, E. W. G., Yu, T, Wagner, M. A., and Lin, M. C, 
N2H + OH and N2 + H20, are pressure-independent /. Phys. Chem. 98:4034 (1994). 
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A reduced chemical kinetic mechanism for the prediction of selective noncatalytic reduction (SNCR) 
chemistry has been developed and incorporated into a three-dimensional, CFD-based turbulent reacting 
flow model. The model can be used for prediction and investigation of thermal and mixing effects as well 
as the influence of CO on the SNCR process in practical systems. The model accurately describes the 
SNCR chemistry as indicated by comparisons of NO reduction efficiency, ammonia slip, and N20 emissions 
with predictions using a complete chemical mechanism (70 species, 327 reactions) and experimental mea- 
surements from independent investigators. The reduced mechanism (6 species, 7 reactions) and individual 
rate constants are provided so that the mechanism could be incorporated into any CFD-based computer 

code. 
The effects of thermal environment (injection temperature and quench rate), reactant ratios (initial NO 

and NH3/NO), and reagent mixing on NO reduction by ammonia were investigated in the presence and 
absence of CO using a pilot-scale facility. Comparison with the coupled CFD/chemistry model predictions 
indicated good agreement, and both suggest that SNCR effectiveness is critically influenced by (1) finite- 
rate chemistry, (2) imperfect reagent dispersion, (3) mixing delay times, (4) local CO concentrations, and 
(5) nonisofhermal temperature profile. 

Introduction et al. [7] suggested a hybrid NOr control scheme 
using selective reducing agents with combustion 

Twenty years after Lyons patent [1] defining the modifications like rebuming. Lyon and Hardy [8] 
conditions for selective noncatalytic NO reduction characterized the interactions with hydrogen and 
to  N2 by ammonia (excess air conditions, 850- CO. Teixeira et al. [9] evaluated the effect of trace 
1100°C), there is continuing industrial interest in its combustion species, and others have tested propri- 
use as a low-cost, effective, and retrofittable NO,, etary compounds for NO reduction in practical ap- 
control technique. Current applications include util- plications. Under well-mixed, plug flow conditions, 
ity boilers, waste incinerators, and other stationary selective noncatalytic reduction (SNCR) can provide 
combustion equipment; however, the NOr removal excellent reduction efficiencies [8] (>90% at NH3/ 
efficiency is equipment specific and depends on the NO ratios around 1.2), but such performance has not 
time available for contacting the selective reducing been achieved in practical applications where typical 
agent within the appropriate temperature range. reduction efficiencies are often less than 50% for 

There has been considerable other laboratory and various boiler types and fuels [11-14], 
pilot-scale work performed to identify the control- SNCR is effective over a very narrow temperature 
ling process parameters. Muzio et al. [2] first dem- range (or "window"). Reduction at higher tempera- 
onstrated the effectiveness of urea and other amines. tures is poor because the reducing agent itself oxi- 
A temperature range for selective reduction under dizes to NO. Below the optimum temperature, the 
fuel-rich conditions was also identified [3,4]. Perry selective reduction reactions are too slow, and un- 
and Siebers [5] found that cyanuric acid could be an reacted reagent can be emitted (e.g., ammonia slip), 
effective, selective reducing agent, and Heap et al. In existing combustion systems, the spatial location 
[6] noted that these reactions could be catalyzed by of the optimum temperature window may vary with 
stainless steel at temperatures as low as 600°C. Chen operating conditions or occur in regions of large 

2117 
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thermal gradients, e.g., convective heat exchangers. 
This places severe design constraints on the reagent 
injection system, which must disperse the reagent 
throughout the entire combustion product stream 
and mix the reagent with the NO while the gases are 
within the appropriate temperature window. 

Although reactant mixing and injection location 
optimization have been evaluated [8,10,13], few 
studies have quantified the impact of mixing limita- 
tions on SNCR performance. Muzio et al. [15] de- 
fined the effects of residence time and identified 
three characteristic times: (1) mixing of the reducing 
reagent with combustion products, (2) reactive ni- 
trogen compound release from the reagent (maybe 
an aqueous solution), and (3) chemical reaction 
times. 

Improved computational tools are needed for 
SNCR design and optimization because of tightened 
emissions standards and the desire for lower cost 
control techniques in developing nations. Unfortu- 
nately, SNCR effectiveness at full scale is governed 
by rate-limiting processes, including turbulent mix- 
ing, heat transfer, spray droplet evaporation, devol- 
atilization, and others. Since these processes are cou- 
pled, incorporation of fully detailed chemistry in a 
turbulent reacting flow computation is prohibitive, 
hence a reduced chemical kinetic mechanism is 
needed. The specific objectives of this study were to 
accomplish the following: 

• Develop a reduced chemical mechanism and ver- 
ify that it was capable of accurately predicting the 
chemical behavior of ammonia, urea, or cyanuric 
acid in SNCR. 

• Incorporate the reduced mechanism into a com- 
prehensive, three-dimensional, combustion 
model. 

• Compare the resulting predictions with existing 
and new pilot-scale data quantifying interactions 
of reagent composition, injection temperature, 
thermal quench rate, mixing rates, and the impact 
of trace species such as CO to validate the model 
for practical applications. 

Model Development 

Mixing/Reacting Flow Code 

The base computer models [16,17] (JASPER and 
GLACIER) are steady-state, two- and three-dimen- 
sional, computational-fluid-dynamics codes that fully 
couple reacting gases, solids, and liquids with tur- 
bulent mixing and radiative heat transfer. Coupling 
turbulence and heat transfer with reaction chemistiy 
requires the number of chemical kinetic steps be 
small. These codes use partial equilibrium to com- 
pute local instantaneous chemistry from a set of re- 
duced kinetic steps for slow reactions and minimize 

Gibbs free energy for all other species. Mean values 
for species concentrations, temperature, and density 
are obtained from computed probability density 
functions consistent with a K-S turbulence model. 
The discrete ordinates method is used for radiation 
and is also fully coupled with the turbulent fluid me- 
chanics and reaction chemistry. This model can be 
distinguished from other CFD-based SNCR models 
[19,20] in that it fully couples and incorporates the 
chemistry into the CFD calculation. The resulting 
model is directly applicable to industrial equipment. 

Fully Detailed Chemical Kinetic Model 

The kinetic rates of Miller and Bowman [21], with 
recent literature modifications [22,23], were applied 
in SENKIN [24] to model the complete SNCR 
chemistry under quenched or isothermal conditions. 
The simplified SNCR mechanism and its rates were 
derived from this same database through sensitivity 
analyses and curve fitting, as described below. The 
reduced SNCR chemistry was incorporated into the 
CFD code to model the coupled turbulent mixing, 
radiation, and chemical kinetic problem. 

Reduced Chemical Mechanism Development 

Principle reaction pathways for NO reduction in 
the SNCR process have been suggested in the lit- 
erature [21,25]. With cyanuric acid ((HNCO)3) or 
iso-cyanic acid (HNCO), N20 is a major interme- 
diate species and product [26]. Ammonia injection 
results indicate very little N20 formation [1,2]; NH2 

and HNO are the key intermediates. Sensitivity ana- 
lyses applied to the complete chemical mechanism 
agreed with this view; the principle NO reduction 
pathways occur by reaction with NH2 to form N2 for 
ammonia and by reaction with NCO, forming N20 
as an intermediate for the cyanuric acid case. With 
urea, both pathways are important. 

This understanding was used to develop a reduced 
mechanism for the homogeneous chemistry of the 
SNCR process with ammonia, urea, and cyanuric 
acid reagents (Fig. 1). Ostberg and Dam-Johansen 
developed a similar reduced kinetic model for am- 
monia only [18]. Vaporization and devolatilization 
for liquid or solid reagents is simulated by submodels 
described elsewhere [16,17]. The mechanism as- 
sumes instantaneous reagent break down into am- 
monia (NH3) and iso-cyanic acid (HNCO) in the gas 
phase. Breakdown of urea into equal parts of NH3 

and HNCO and cyanuric acid into 3 moles of HNCO 
has been suggested in the literature [21,26]. How- 
ever, to account for the HNCO that subsequently 
reacts along the ammonia pathway, the reduced 
mechanism assumes that 10% of the isocyanic acid 
is converted to ammonia (based on full chemistry 
calculations). This produces 1.1 moles of NH3 and 
0.9 moles of HNCÖ per mole of urea, and 0.3 moles 
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Solid or Liquid 
Reagent 

Gaseous Ammonia 

kHNCO 

FIG. 1. Schematic of the reduced 
SNCR model (numbers in parenthe- 
ses correspond to reaction numbers 
in Table 1). 

of NH3 and 2.7 moles of HNCO per mole of cy- 
anuric acid. 

The reduced SNCR mechanism consists of seven 
irreversible, finite-rate reactions describing the am- 
monia and iso-cyanic acid reactions, given in Table 
1. The first two reactions describe the ammonia 
pathway. Reaction 1 dominates NO reduction at 
lower temperatures; reaction 2 produces NO from 
NH3 and oxygen at higher temperatures. Rate pa- 
rameters for these equations were determined 
through detailed sensitivity analyses performed with 
the full chemical kinetic mechanism for conditions 
spanning typical SNCR operation. Parameters that 
were varied included initial NO, reagent nitrogen- 
to-NO ratio, injection temperature, and quench rate 
in the SNCR zone. The rate parameters from the 
sensitivity analyses were fit to a modified Arrhenius 
form with a pre-exponential factor, temperature ex- 
ponent, and activation energy. 

Reactions 3 through 7 describe the iso-cyanic acid 
pathway. Reaction 3 describes the decomposition of 
HNCO to NCO, the reactant responsible for NO 
reduction in this pathway. This rate was determined 
to match the observed HNCO decomposition with 
the complete chemical mechanism. Reaction 4 is the 
desired NO reduction reaction producing N20; the 
complete mechanism indicated that this was the pri- 
mary NO destruction pathway, accounting for more 

than 90% of the NO reduction over a wide range of 
conditions. The rate parameters for reactions 4 
through 7 were all obtained from the literature21 

without modification. However, when applied in the 
reduced mechanism without radical chemistry, the 
rates for reactions 5 and 6 would not match the com- 
plete mechanism due to the assumption of equilib- 
rium OH. 

The mechanism presented above compares well 
with the fully detailed chemical kinetic mechanism 
as indicated in Fig. 2 for isothermal, homogeneous 
conditions at various temperatures. The reduced 
mechanism accurately predicts the decay of ammo- 
nia and iso-cyanic acid as well as the NO reduction 
and N20 emissions of the fully detailed model. In 
general, reduced chemistry schemes do not work 
well over a wide range of conditions. However, since 
the applicable range of SNCR is limited to a tem- 
perature window, as described above, reduced 
chemical kinetic mechanisms for SNCR are not re- 
quired for a broad range of conditions. As indicated 
in Fig. 2, the reduced mechanism accurately repre- 
sents the fully detailed mechanism in the tempera- 
ture range of interest. 

Effects of CO 

Several studies have shown the influence of CO 
on the selective reduction process [8-10], indicating 

TABLE 1 
Rate parameters for the reduced SNCR model 

Reaction 

1. NH3 + NO -> N2 + H20 + H 4.24E + 08 

2. NH3 + 02 -> NO + H20 + H 3.500E + 05 

3. HNCO + M -H> H + NCO + M 2.400E + 14 

4. NCO + NO -* N20 + CO 1.000E +13 
5. NCO + OH -> NO + CO + H 1.000E+13 

6. N20 + OH -» N2 + 02 + H 2.000E + 12 

7. N20 + M^N2 + 0 + M 6.900E + 23 

Units are A = cm-mol-s-K; E„ = cal/mol. 

5.30 83,600 
7.65 125,300 
0.85 68,000 
0.00 -390 
0.00 0 
0.00 10,000 
2.50 64,760 
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Temperature (K) 

FIG. 2. Comparison of the reduced SNCR model to fully 
detailed chemical kinetic predictions for homogeneous, 
isothermal conditions at various temperatures. Symbols are 
fully detailed chemistry (D = NO, O = NH3, A = 
HNCO, 0 = N20), and lines are reduced chemistry 
(  = NO, = NH3, — = HNCO, •••• = N20). 

600 700 800 900 1000 1100 1200 
Temperature (C) 

FIG. 3. Effect of CO on SNCR with ammonia for ho- 
mogeneous conditions with NO; = 500 ppm, NH3/NO,- = 
1.5, and a thermal quench rate of 260 K/s (H = without 
CO, • = 100 ppm CO, A = 1000 ppm CO, ♦ = 5000 
ppm CO). 

that the presence of CO shifts the selectivity by in- 
creasing the rate of NH2 formation and the rate of 
NH3 oxidation to NO. Figure 3 shows results of de- 
tailed chemical kinetic calculations showing the ef- 
fect of various CO levels on SNCR in a thermally 
quenched reactor. As the injected CO level in- 
creases, the optimal temperature for NO reduction 

shifts to lower temperatures due to enhanced chem- 
ical rates in the presence of CO. The shift in selec- 
tivity is accomplished by two mechanisms: increasing 
local temperatures and increasing net production of 
OH radical. The first effect is due to the exother- 
micity of the main CO burnout reaction, CO + OH 
—> C02 + H, while the second effect is due to chain- 
branching reactions that result from the H produced 
in this reaction. 

The contribution of CO oxidation to the local tem- 
perature is accounted for in the model. Without in- 
cluding details of radical chemistry, an empirical ad- 
justment to the rates must be included to account 
for the effect of CO on radical concentrations. This 
empirical adjustment was determined by detailed 
chemical kinetic calculations over a wide range of 
SNCR conditions (100 < NOi < 1000 ppm, 0.5 < 
N/NO,- < 3.0, and 0 K/s < quench rates < 2500 K/ 
s) at specified temperatures. The empirical adjust- 
ment is applied in the form of a shift in the effective 
temperature to account for the radical chemistry ef- 
fects of CO. For example, the rate of reaction 1 of 
Table 1 is calculated as follows: 

fcj = [NO][NH3](4.24 X 108)[ 

r+S(co)F«pt-prT-55j!j 
83,600     1 

(8) 

where fc, is the rate of NO + NH3 => N2, and S(CO) 
is the shift in temperature required to achieve the 
same NO reduction and reagent decomposition 
compared to the case without CO. In the current 
model, the empirical adjustment, S(CO), is given by 

S(CO) = 17.5 X ln([CO]) - 68.0 (9) 

where [CO] is the concentration of CO in ppm. This 
adjustment is applied to reactions 1-3, 5, and 6 of 
Table 1 since the rates of each of these reactions 
were developed to fit reactions or groups of reactions 
that involved OH radical chemistry. Reactions 4 and 
7 are assumed to be unaffected by the presence of 
CO. 

Verification of Model Predictions—Alternative 
Reagents 

To verify the predictive capability of the reduced 
mechanism, model calculations were compared with 
experimental measurements from the literature for 
ammonia, cyanuric acid, and urea. 

Ammonia Reagent 

Figure 4 compares the reduced mechanism ap- 
plied in JASPER to the premixed ammonia data of 
Lyon [27] and to calculations with the complete 
mechanism. Initial conditions for the data and model 
are 225 ppm NO, 1.23% 02, 450 ppm NH3, balance 
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FIG. 4. Comparison of the reduced SNCR chemistry in 
JASPER with the full chemistry set and the data of Lyon 
for homogeneous conditions (■ ■ • • = full chemistry, = 
JASPER calculations with reduced chemistry, ^ = data 
of Lyon [27]). 

helium. The reduced mechanism predicts both the 
absolute reduction and the temperature dependence 
equally as well as the complete mechanism for this 
premixed condition. 

Cyanuric Acid Reagent 

Figure 5 compares predictions of the reduced 
mechanism to the data of Caton and Siebers [26] for 
cyanuric acid. The data were obtained in a 1.6-cm- 
ID quartz reactor that flowed simulated exhaust 
gases into which was injected vaporized cyanuric 
acid (at nominally 740 K) through an orifice. The 
mixing limitations were considered small for this ex- 
periment, so the model was applied to conditions of 
premixed reactants. Notice that the reduced model 
accurately predicts the NO reduction observed by 
Caton and Siebers for both cases with and without 
CO. 

Urea Reagent 

Application of the SNCR model for urea reagent 
was accomplished for the conditions of Teixeira et 
al. [9]. The data were obtained by injecting a 2.4 wt. 
% urea/water solution through an atomizer into the 
throat of a furnace with controlled injection tem- 
perature and a temperature profile that drops at a 
nominal rate of 250 K/s. Figure 6 presents the results 
obtained from modeling these experiments using the 
coupled turbulent-flow model (JASPER) and chem- 
ical kinetic mechanism of Table 1 for conditions of 
liquid urea/water injection into combustion products 

i|iiii|iiii|imrnii|MiV|iMi|iiii|i 
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FIG. 5. Comparison of the reduced SNCR model to the 
data of Caton and Siebers [26] for homogeneous conditions 
with and without CO. Symbols are data (■ = with CO, # 
= without CO), and lines are results from mixing and re- 
duced chemistry model (  = with CO,  = without 
CO). 
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FlG. 6. Comparison of the measurements of Teixeira et 
al. [9] to predictions of the turbulent-reacting flow model 
with the simplified SNCR chemical model for urea injec- 
tion. Symbols are data (D = NO, O = NH3, A = N20), 
and lines are results from mixing and reduced chemistry 
model (  = NO, — = NH3, •••• = N20). 

as in the experiment. The predictions show good 
agreement with data, except for a slight over predic- 
tion of NH3 slip at lower temperatures and a slight 
shifting of the peak NO reduction and N20 emission 
levels to higher temperatures. With mixing limita- 
tions and a quenched thermal profile, one would 



2122 NO, FORMATION AND CONTROL 

expect the peak reduction to shift to higher temper- 
atures than those predicted by homogeneous kinet- 
ics. The fully detailed chemistry applied to pre- 
mixed, quenched (- 250 K/s) conditions predicts a 
minimum NO level of 20 ppm at 1260 K, which se- 
verely overpredicts NO reduction compared to the 
experiment and the coupled model. 

Practical System Constraints—Impacts of CO, 
Mixing, and Decaying Thermal Profiles 

To provide SNCR performance data under typical 
industrial conditions (discrete jet injection into an 
actual flue gas with decreasing temperatures), the 
authors performed small pilot-scale experiments 
[28] in a 29 kW, refractory-lined furnace (16 cm in 
diameter by 7.3 m in length). Ammonia was injected 
through a water-cooled stainless steel injector lo- 
cated on the chamber axis at the beginning of the 
SNCR section (centerline axial injection). The am- 
monia was injected with nitrogen to allow variation 
of the reagent stream momentum and thus reagent/ 
product mixing characteristics. The product stream 
entering the SNCR section contained 2.5% Oa, 8.4% 
C02, 16.7% H20, and 500 ppm NO in nitrogen. The 
injected ammonia level corresponded to 750 ppm 
with various amounts of nitrogen and CO injected 
with the reagent. NO was measured by chemilumi- 
nescence and ammonia slip by FTIR. 

In practical systems, imperfect mixing and inade- 
quate residence time at temperature can lead to 
emissions of the reagent, which is a major concern. 
Figure 7 presents a comparison of ammonia slip 
measurements and JASPER model predictions for a 
low quench rate (—200 K/s), and 1267 K injection 
temperature as a function of the amount of CO that 
was injected with the reagent. The model predicts 
the data well, except at low CO levels (where the 
measured data are believed to be low because the 
FTIR was not calibrated for such high NH3 concen- 
trations.) The model predictions suggest that the 
ammonia slip decreases at higher CO concentrations 
because the CO oxidation increases local radical con- 
centrations that enhance ammonia reactions. 

Figure 8 summarizes comprehensive measure- 
ments and predictions of SNCR effectiveness (NO- 
Hnai/NOinitiai) for 1267 K injection as a function of 

1. local CO concentration (none vs. 750 ppm), 
2. temperature decay rate at the injection point (200 

vs. 1200 K/s), and 
3. momentum  ratio  of ammonia jet/combustion 

product flow (0.5:1 to 7:1). 

The turbulent reacting flow model with the re- 
duced chemistiy mechanism correctly predicts the 
four complex trends: 

• SNCR performance is  much worse in rapidly 

500      1000     1500 
CO Present (ppm) 

2000 

FIG. 7. Comparison of measurements and model pre- 
dictions of ammonia slip for low quench rate (—200 K/s), 
an injection temperature of 1267 K, NO* = 500 ppm, and 
NHs/NOj = 1.5 (■ = NH3 slip data,  = NH3 slip 
model results). 
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FIG. 8. Measurements and predictions of the effect of 
reagent jet/product stream momentum ratio on SNCR with 
and without CO at high and low quench rates. Symbols are 
data (■ = low quench with 0 ppm CO; • = low quench 
with 750 ppm CO; A = high quench with 0 ppm CO; ♦ 
= high quench with 750 ppm CO), and lines are results 
from mixing and reduced chemistry model (  = low 
quench with 0 ppm CO; —- = low quench with 750 ppm 
CO;   = high quench with 0 ppm CO; ■•••  = high 
quench with 750 ppm CO). 
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quenched systems due to decreased reaction rates 
downstream of the injection point. 
Without CO, increasing the momentum ratio (re- 
agent/bulk mixing rate) decreases SNCR effective- 
ness because the reactants pass through the tem- 
perature window before they can react. 
The presence of CO is beneficial under rapid 
quench conditions because it enhances the radical 
pool at the lower temperature conditions. 
The presence of CO is detrimental under slow 
quench conditions, particularly with slow mixing 
rates, because the radical pool is enhanced at 
higher temperatures, which favors ammonia oxi- 
dation to NO (see also Fig. 3). 

Conclusions 

A reduced mechanism to describe the finite-rate 
chemistry of SNCR reactions with ammonia, urea, 
or cyanuric acid injection has been developed and is 
suitable for incorporation into turbulent reacting 
flow models. The reduced mechanism has been val- 
idated for each of the three reagent types by com- 
parison to a complete, detailed, chemical kinetic 
mechanism and experimental data from indepen- 
dent investigators. Incorporation of the reduced 
mechanism into existing CFD-based turbulent flow 
codes and subsequent application to experimental 
conditions proved the capabilities of the model for 
predicting NO reduction, ammonia slip, and N20 
emissions during SNCR. Comparison of model pre- 
dictions for conditions of practical concern (which 
include mixing constraints and quenched thermal 
profiles in the presence of CO) indicate good agree- 
ment between model and data. 

More importantly, both the model and the data 
demonstrate that SNCR effectiveness is critically in- 
fluenced by practical constraints that reduce the re- 
ductions achieved in most full-scale systems. Opti- 
mization of SNCR must properly account for (1) 
finite-rate chemistry, (2) imperfect reagent disper- 
sion, (3) mixing delay times, (4) local CO concentra- 
tion, and (5) nonisothermal temperature profile. 
Hence, a fully coupled chemical reaction/turbulent 
mixing/radiant heat-transfer model is needed to help 
achieve maximum NO reduction efficiency. 
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COMMENTS 

Kim Dam-Johansen, Technical University of Denmark, 
Denmark. Have you compared your model to the work 
performed at the Technical University of Denmark, i.e. 
The Empirical Kinetic Model of Duo et al. [1] and The 
Empirical Mixing Model of Ostberg and Dam-Johansen 
[2]? 

REFERENCES 

1. Duo et al., Can. J. Chem. Eng. 709 (1992). 
2. Ostberg and Dam-Johansen, Chem. Eng. Sei. 49 (1994); 

50 (1995). 

Author's Reply. We have compared our model to that 
developed at the Technical University of Denmark for the 
limited cases of homogeneous conditions and ammonia re- 
agent. The temperature window and ammonia reductions 
obtained with each of these models is comparable to that 
obtained with fully detailed chemical kinetic mechanisms 
as shown in Figure 4. Further comparisons for the urea 
and cyanuric acid reagent are not possible since the kinetic 
model of Duo et al. is for ammonia only. 

The empirical mixing model of Oestberg and Dam-Jo- 
hansen accounts for micromixing limitations using a drop- 
let diffusion model which is coupled to the reduced chem- 
istry for SNCR with ammonia. They assume that 
macromixing is instantaneous. The model presented here 
uses an assumed probability density function approach to 
model turbulent fluctuations and solves the macromixing 
problem through solution of the Favre averaged Navier- 
Stokes equations with a k-£ closure. 

Vladimir Zamansky, Energy and Environmental Re- 
search Corporation, USA. You demonstrated by diagram of 
the reduced mechanism. Could you show the real reactions 
which you took into account and, in particular, comment 
on how you can reach balance for N, O, and C atoms? 

Author's Reply. The reactions which are included in the 
mechanism are presented in Table 1. Each of these reac- 
tions is balanced. 

William R. Anderson, U.S. Army Research Laboratory, 
USA. I noticed in your figure of the mechanism pathways 
for the additive urea that the initial step was not exactly 1:1 
decomposition into NH3 and HNCO, which seems mildly 
surprising. Why is this the case? 

Author's Reply. The breakdown of urea into 1.1 parts 
NH3 and 0.9 parts HNCO, as well as the breakdown of 
cyanuric acid into 2.7 parts HNCO and 0.3 parts NH3 is 
explained in the section of the paper entitled Reduced 
Chemical Kinetic Mechanism. The split was determined 
by detailed chemical kinetic calculations which indicated a 
fraction of the HNCO which reacted along the NH3 path- 
way ranging from about 6% to over 12% for a wide range 
of SNCR conditions. Instead of including another reaction 
to account for this fraction, 10 percent of the HNCO is 
assumed to reaction along the NH3 path. 
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GAS PHASE REACTIONS OF HYDROGEN PEROXIDE AND HYDROGEN 
PEROXIDE/METHANOL MIXTURES WITH AIR POLLUTANTS 

VLADIMIR M. ZAMANSKY, LOC HO, PETER M. MALY AND W. RANDALL SEEKER 

Energy and Environmental Research Corporation 
18 Mason, Irvine, CA 92618, USA 

Hydrogen peroxide and its mixtures with methanol are capable of removing multiple air pollutants, NO, 
S03, and carbon-containing compounds from combustion-generated flue gas. Chemical kinetic calculations 
and experimental data demonstrate that hydrogen peroxide can be injected into flue gas at temperatures 
of 700-1100 K to convert unreactive NO and corrosive SO3 to N02 and S02. Nitrogen dioxide is much 
more reactive than NO and can be removed downstream simultaneously with S02 by wet or dry scrubbing 
systems that are currently required for S02 control. Hydrogen peroxide also promotes the oxidation of 
organic compounds to CO and C02 and the oxidation of CO to C02. The H2Oa molecules dissociate into 
two OH radicals, and four chain reactions of different types are involved in the pollutant emission removal 
process with the following main reactions: 

NO-to-N02 conversion: OH + H202 -> H20 + H02; H02 + NO -> N02 + OH 
S03-to-S02   conversion:   OH   +    H202   ->   H20   +   H02;   H02   +    S03   ->   HS03   +   02; 

HSO3 + M -> S02 + OH + M 
RH oxidation: OH + RH -* H20 + R; R + 02 -> oxidation 
CO oxidation: OH + CO -» C02 + H; H + 02 -» OH + O 

Methanol is also capable of converting NO and S03 to N02 and S02, respectively. However, injection 
of methanol generates CO emissions. Therefore, H202/CH3OH mixtures might be injected into combus- 
tion flue gas with the amount of CH3OH controlled to satisfy CO requirements and with the H202 con- 
centration controlled to obtain target NO conversion. Experimental data describing chemical reactions of 
H202 and H202/CH3OH mixtures with NO, S03, CO, CH4> C6H6, and CH2C12 were obtained in a 300- 
kW combustor firing natural gas. Up to 98, 85, and 80% removal efficiencies were achieved for NO, S03, 
and CH4, respectively. The results are explained by kinetic modeling. 

Introduction injection temperatures, CO is not oxidized to COz. 
Another method for NO-to-N02 conversion is ad- 

Along with traditional catalytic and noncatalytic dition of yellow phosphorus in wet scrubber systems 
methods for postcombustion removal of NOx and [3]. Although a high level of NO oxidation was 
SOx, another air pollution control strategy is cur- achieved, yellow phosphorus is a dangerous sub- 
rently under development: NO-to-N02 and S03-to- stance, and this can prevent its commercial appli- 
S02 conversion followed by simultaneous scrubbing cation for NO control. 
of N02 and S02 from combustion flue gas. Lyon et Nitrogen dioxide formed from NO in these pro- 
al. [1] described a method of NO-to-N02 and SO3- cesses is much more reactive and soluble in water 
to-S02 conversion by injection of methanol into flue than NO, and can be more easily removed by wet or 
gas at temperatures 900-1300 K. In this method, dry scrubbing processes [4,5] for simultaneous S02/ 
methanol forms hydroxyl radicals that can react with N02 control. 
CH3OH molecules: OH   +   CH3OH —> H20   + Zamansky et al. [6] have recently performed ex- 
CH2OH. The CH2OH radicals formed are oxidized periments in a flow system in which hydrogen per- 
by oxygen into CH20 and H02: CH2OH + 02 —> oxide was added to simulated flue gas at tempera- 
CH20 + H02, and the H02 radicals can react rap- tures of 700-1100 K and was capable of converting 
idly with NO to form N02. NO + H02 —> N02 + NO to N02 and also removing other combustion- 
OH. In pilot-scale experiments [2], 87% NO-to-N02 generated pollutants. The existence of the chemical 
conversion was achieved by injecting methanol. Un- reaction between NO and H202 had been proven 
fortunately, a problem with using methanol is the earlier by Azuhata et al. [7] in a flow system with 
formation of CO as a by-product. Each CH3OH long residence times of —12 s, which is not appli- 
molecule forms one molecule of formaldehyde that cable to air pollution control. Most of the experi- 
is oxidized to CO, and, at relatively low methanol ments [6] were performed in a 2.5-cm-i.d. quartz 
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flow reactor with residence times of 0.4-1.6 s, but 
the results were affected by heterogeneous H202 

decomposition. 
This paper presents experimental study of H202 

and H202/CH3OH reactions with NO, SOs, CO, and 
toxic organic compounds in a 300-kW combustor in 
which the effect of H202 heterogeneous decompo- 
sition was negligible. A range of residence times 
from 0.5 to 3.2 was examined. The results are ex- 
plained by kinetic modeling. The H202 molecules 
dissociate into two OH radicals, and four chain re- 
actions are involved in the pollutant emission re- 
moval process. 

Experimental 

Experiments were conducted at a 300-kW boiler 
simulator facility (BSF) firing natural gas. The BSF 
(Fig. 1) is a downfired combustor consisting of a ver- 
tical radiant furnace and a horizontal convective 
pass. The furnace is a refractory-lined cylinder with 
a 56-cm inside diameter and 6.7-m height. It is 
equipped with numerous ports to allow introduction 
of sampling and injection probes. The furnace is also 
configured with movable water-cooled panels to al- 
low control of residence time-temperature history. 
The convective pass is refractory lined and square in 
geometry, having inside dimensions of 20 X 20 cm 
and length of 14.2 m. It is configured with movable 
air-cooled tubes for heat extraction, simulating the 
economizer and superheater sections of a full-scale 
boiler. The BSF is equipped with a variable swirl 
distributed mixing burner, a baghouse, a continuous 
emissions monitoring (CEM) system, and a personal 

computer-based data acquisition system. The CEM 
system includes a chemiluminescent NO/NOx ana- 
lyzer, infrared CO and C02 analyzers, a fluorescence 
S02 analyzer, a flame ionization total hydrocarbon 
analyzer, and a paramagnetic 02 analyzer. Furnace 
temperatures are measured using a suction pyrom- 
eter. Convective pass temperatures are measured by 
thermocouples. 

Solutions of hydrogen peroxide and/or methanol 
(15% in water) were injected by a pressure nozzle 
into the convective pass at different locations. The 
rate of temperature decrease in the reaction zone 
(600-1100 K) was about 188 K/s. In most experi- 
ments, flue gas was sampled downstream at a tem- 
perature of about 500 K and analyzed by the CEM 
system. Preliminary tests indicated that stainless 
steel could promote reconversion of N02 to NO. To 
minimize stainless steel surface area of the convec- 
tive pass, all cooling coils and heat exchanger sur- 
faces were coated with high-temperature ceramic 
boron nitride paint. The sampling system consisted 
of a water-cooled quartz probe, heated sample line 
with filter, and vacuum pump. 

The performance of S03-to-S02 conversion was 
examined while injecting sulfuric acid into the high- 
temperature furnace zone. At high temperatures, 
sulfuric acid is converted to S03 and H20. However, 
if the temperature is too high, the S03 is reduced to 
S02. Preliminary experiments were conducted by in- 
jecting sulfuric acid at different temperatures with 
downstream measurements of S02 concentration. 
When H2S04 was injected into the upper furnace 
zone at temperatures of 1700 K and higher, recovery 
of S02 was 86%. The remaining 14% sulfur was at- 
tributed to H2S04 or S03 capture by furnace walls. 
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FIG. 2. Temperature windows of NO removal by injec- 
tion of H202, CH3OH, and their mixture of 1:1 molar ratio. 
[NO], = 200 ppm, additive/[NOL = 1.5, [02] = 3.8%. 
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FIG. 4. Effect of the additive/NO molar ratio on NO 
removal at optimum injection temperatures for injection of 
H202, CH3OH, and their mixture of 1:1 molar ratio. [NO], 
= 200 ppm, [02] = 3.8%. 
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FIG. 3. Influence of initial NO concentration on NO re- 
moval at optimum injection temperatures for injection of 
H202, CH3OH, and their mixture of 1:1 molar ratio. Ad- 
ditive/[NO],- = 1.5, [02] = 3.8%. 

When H2S04 was injected at 1144 K, recovery of 
S02 was near zero since H2S04 was converted to 
SO3. In the S03-to-S02 conversion tests, H2S04 was 
injected at 1144 K, and a 14% S03 loss in the system 
was assumed. 

Results 

In most tests, three additives were used: hydrogen 
peroxide, methanol, and their mixture at 1:1 molar 
ratio. Mixtures of H202 and CH3OH of other com- 
position show similar performance, and some results 

with different H202/CH3OH mixtures were pre- 
sented elsewhere [6]. All graphs present percentage 
of remaining air pollutants defined as a ratio of pol- 
lutant exhaust level to its initial concentration, for 
instance [NO]ex/[NO];100%. 

NO-to-N02 Conversion 

The three additives were tested as a function of 
injection temperature at three initial NO levels of 
70, 200, and 500 ppm. Maximum NO removal per- 
formance was achieved at 750-820 K for injection 
of H202 and the H202/CH3OH mixture and at 850- 
930 K for CH3OH injection. Figure 2 shows results 
at [NOL = 200 ppm. From 90 to 96% NO-to-N02 

conversion was achieved with an additive/NO molar 
ratio (MR) of 1.5. Maximum performance, about 
96%, was observed with the H202/CH3OH mixture: 
NO level was reduced from 200 to 8 ppm. Methanol 
gave slightly greater maximum NO conversion than 
H202. Figure 3 demonstrates that the NO removal 
efficiency for die three additives depends only 
slightly on initial NO concentration. Figure 4 shows 
the NO control efficiency for the three additives at 
MR = 1.0-3.0. Conversion increased with increas- 
ing additive/NO; ratio. About 70 and 90% NO were 
removed after injection of H202 and the H202/ 
CH3OH mixture at MR = 1.0, respectively. At MR 
= 3.0, from 94 to more than 98% NO removal was 
achieved by injection of the three additives. 

Oxygen concentration in flue gas affected the NO 
control performance as demonstrated in Fig. 5. Ry 
variation of air/fuel ratio, oxygen level was varied 
from 0.48 to 8%. Initial NO concentration was 200 
ppm, and the experiments were performed at opti- 
mum   temperatures   for   each   additive   and   at 
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FIG. 5. Effect of oxygen concentration on NO removal 
at optimum injection temperatures for injection of H202, 
CH3OH, and their mixture of 1:1 molar ratio. [NO],- = 200 
ppm, additive/[NO]j = 1.5. 
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removal at optimum injection temperatures for injection of 
H202, CH3OH, and their mixture of 1:1 molar ratio. Ad- 
ditive/[NO + SO3], = 1.5, [02] = 3.8%. 
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FIG. 6. Temperature windows of S03 removal by injec- 
tion of H202, CH3OH and their mixture of 1:1 molar ratio. 
[NO], = 200 ppm, [S03], = 100 ppm, additive/[NO + 
S03]; = 1.5, [02] = 3.8%. 

MR = 1.5. At oxygen concentrations between 3 and 
8%, there were no significant differences in NO re- 
moval. Performance decreased at 02 levels below 
3%. Below about 1% oxygen, NO removal by meth- 
anol injection was not effective. Hydrogen peroxide 
injection showed a relatively small difference in NO 
control for the different 02 levels. The H202/ 
CH3OH mixture had intermediate behavior. 

It was noticed that a small amount of N02 is re- 
converted to NO, which reduces effective NO con- 
trol performance. Reconversion efficiency was de- 
fined by NO/NOx measurements at two locations of 

the sampling probe. The sampling was performed at 
755 and 500 K, corresponding to residence times of 
0.5-0.8 s and 1.9-2.2 s, respectively. These recon- 
version measurements demonstrated that the NO 
control performance was decreased-but not sub- 
stantially-by about 2-3% for all additives. This small 
effect could be explained by heterogeneous N02 re- 
duction on the walls of the convective pass. 

S03-to-S02 Conversion 

Measurements of S03-to-S02 conversion were 
conducted for three initial SO3 levels in flue gas (30, 
60, and 100 ppm) at [NO]* = 200 ppm, [02] = 
3.8%, and additive/([NO] + [S03]) = MR = 1.5 
and 3.0. Sulfuric acid was injected and SO3 removal 
was quantified by measuring the S02 concentrations 
formed from S03. No sulfur dioxide was formed 
when additives were absent in the flue gas. Maxi- 
mum S03-to-S02 conversion was achieved at about 
810 K for H202 and H202/CH3OH injection and 
about 980 K in the presence of methanol. Thus, op- 
timum temperature for SO3 control is slightly shifted 
to higher temperatures in comparison with NO re- 
moval. Figure 6 presents the results of the experi- 
ments for injection of the three additives into flue 
gas containing 100 ppm SO3 at MR = 1.5. Under 
optimum injection conditions, the additives pro- 
vided about 60-80% SO3 control. Figure 7 demon- 
strates SO3 control for the three additives (MR = 
1.5) at optimum injection temperatures and at S03 

initial levels of 30, 60, and 100 ppm. This range of 
SO3 is of practical importance for firing oil and Or- 
imulsion in utility boilers. Removal efficiency is 
higher at higher SO3 concentrations. At MR = 3.0 
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FIG. 8. Effect of H202 injection on CH4 removal. [NO], 
= 200 ppm, [CH4]j = 45 ppm, [H202]/[NO + CH4], = 
1-5, [02] = 3.8%. Curve 1: injection of CH4 at different 
temperatures without H202; curve 2: injection of H202 at 
different temperatures with CH4 injected at 895 K. 
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FIG. 9. Effect of H202 injection on CH2C12 removal. 
[NO], = 200 ppm, [CH2C12], = 37 ppm, [H202]/[NO + 
CH2C12],  =   1.5, [02]   =  3.! 

control under different conditions with a higher per- 
formance and a wider temperature window than 
those for individual components. 

Oxidation of CO 

The goal of this set of experiments was to show 
the improvement of the CO oxidation in the pres- 
ence of H202. Hydrogen peroxide injected at 866 K 
was capable of removing about 20% CO. The ex- 
haust CO concentration was 25 ppm. For compari- 
son, injection of 300 ppm of the H202/CH3OH mix- 
ture and pure CH3OH at optimum temperatures 
caused formation of about 125 and 300 ppm CO, 
respectively. Thus, the presence of H202 in the 
H202/CH3OH mixture, injected at 866 K, decreases 
by 15-20% the CO amounts formed by CH3OH in- 
jection. 

CH2C12 at different temperatures without H202; curve 2; 
injection of H202 at different temperatures with CH2C12 

injected at 1020 K; curve 3: formation of CO during injec- 
tion of H202. 

and [S03], = 100 ppm, S03 removal efficiencies of 
83, 74, and 89% were achieved by injecting H202, 
CH3OH, and the H202/CH3OH mixture, respec- 
tively. The performance of H202 is significantly im- 
proved at higher H202 levels, but the CH3OH per- 
formance depends minimally on its concentration. 
The H202/CH3OH mixture provided 55-89% S03 

Curve 1: injection of     Oxidation of Organic Compounds 

Interaction of three organic compounds (meth- 
ane, dichloromethane, and benzene) with H202 was 
studied by injection of the reagents at different tem- 
peratures and at [NO], = 200 ppm, [02] = 3.8%, 
and [H202]/[NO + RH] = 1.5. To evaluate the ef- 
fect of H202, it was assumed that each C-containing 
fragment has equal sensitivity in the flame ionization 
detector. In the presence of H202, the temperature 
limit for removal of the organics is shifted to lower 
temperatures by 100-150 K for CH4 and C6H6 and 
by 200-300 K for CH2C12. This is demonstrated in 
Figs.  8-10, which present experimental data on 
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Additional reactions included i 
TARLE 1 

i both mechanisms. The rate constants in the form kt 

NIST chemical kinetics database (1994). 
AT" exp(E/RT) are from the 

Reaction A (cm/mol/s) E, cal 

S02 + O + M = 
S02 + OH + M = 
HS03 + 02 = HO. 
o + so3 = so2 + 

so. M 
HSO, + M 

SO, 
02 

N02 + 
N02 + 
CH3 + 
CH302 

CH302 

CH302 

SO, S02 = NO 
OH + M = HNO3 
02 = CH302 

+ H02 = CH302H 
+ CH4 = CH302H + CH3 

+ CH3 = CH3O + CH3O 

M 

Oo 

CH302 + O = CH3O + 02 

CH302 + 
CH302 + 
CH302 + 
CH302 + 
CH3O2 + 
CH302 + 
CH302 + 
CH302H 
CH,0,H 

OH = CH3OH + 02 

H = CH3O + OH 
CH3OH = CH302H 
NO = CH30 + N02 

C2Hg = CH3O2H 
CH20 = CH302H 
H262 = CH302H 

= CH3O + OH 
4- OH = CH302 + H20 

CH2OH 

C2H5 

HCO 
H02 

0.145E + 17 0.00 2,000 
2.120E + 25 -3.30 0 
0.783E + 12 0.00 656 
1.320E + 12 0.00 6,100 
6.310E + 12 0.00 27,000 
5.800E + 32 -5.40 2,186 
9.020E + 58 -15.00 17,027 
4.630E + 10 0.00 -2,583 
1.810E + 11 0.00 18,481 
2.410E + 13 0.00 0 
3.610E + 13 0.00 0 
6.030E + 13 0.00 0 
9.640E + 13    ' 0.00 0 
1.810E + 12 0.00 13,712 
2.530E + 12 0.00 -358 
2.950E + 11 0.00 14,944 
1.990E + 12 0.00 11,665 
2.410E + 12 0.00 9,936 
4.000E + 15 0.00 42,924 
7.230E + 11 0.00 -258 

injection of CH4, CH2C12, and C6H6, respectively, at 
different temperatures with and without H202. 
Curve 1 in Fig. 8 shows remaining concentrations of 
organic products at different CH4 injection temper- 
atures without H202 injection. In these tests, meth- 
ane reacted with available oxygen at temperatures 
higher than 970 K. Curve 2 was obtained by CH4 

injection at 895 K with variation of the H202 injec- 
tion temperature. About 80-90% of CH4 removed 
was converted to CO and the rest to C02. Thus, 
injection of H202 can cause CO formation from CH4 

if it is present in flue gas in the temperature range 
of 800-950 K. The efficiency of CH4 oxidation was 
40-80%. 

Dichloromefhane injected without H202 at differ- 
ent temperatures (Fig. 9, curve 1) was decomposed 
at temperatures higher than 1030 K. However, when 
CH2Cl2 was injected at 1020 K and H202 was added 
at 750-1020 K, about 50-90% CH2C12 was removed 
(Fig. 9, curve 2). Curve 3 in Fig. 9 shows that from 
30 to 90% CO is formed from CH2C12 while the rest 
of CH2Cl2 is converted to C02. 

Similar tests on the reaction between C6H6 and 
H202 (Fig. 10) also demonstrate promotion of C6H6 

oxidation in the presence of H202. In these tests, 
C6H6 was first injected without H202 (curve 1) and 
then injected at 930 K with variation of H202 injec- 
tion temperature (curve 2). Near 100%, CO was 
formed from C6H6. 

Kinetic Modeling 

The Chemkin-2 kinetic code [8] and two sets of 
reaction mechanisms were used for kinetic model- 
ing. The first mechanism was presented by Miller 
and Bowman [9]. The second mechanism was a com- 
bined scheme consisting of the GRI-Mech 1.1 [10] 
and the N-chemistry mechanism by Glarborg et al. 
[11]. Twenty reactions of S02/S03, HN03, CH402, 
and CH402H were added to both mechanisms (Ta- 
ble 1). Detailed results of kinetic modeling are pre- 
sented in the poster session [12]. The objective of 
the modeling work was to determine the most im- 
portant elementary reactions responsible for air pol- 
lutant removal and to provide insight into the con- 
trolling factors of the process. Both models 
demonstrate similar results that qualitatively de- 
scribe all substantial features of H202 reactions with 
NO, S03, CO, and CH4. The GRI-Glarborg mech- 
anism includes CH3OH species and can model re- 
actions of methanol. Modeling was performed with- 
out variation of rate constants, and, in general, it 
gave satisfactory qualitative description of the pro- 
cess, though it showed some quantitative problems. 
For instance, calculated temperature windows of 
NO removal show higher maximum level of NO con- 
trol and a shift to higher temperatures by about 50- 
70 K in comparison with experiments. Additionally, 
modeling does not show a decrease in NO control 
with H2Ö2 injection at low oxygen concentrations, 
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FIG. 11. Kinetic modeling of NO removal by injection 
of H202, CH3OH, and their mixture of l.:l molar ratio. 
Conditions of Fig. 2. 

and modeling predicts a wider temperature window 
for S03 control than was found experimentally. 
These discrepancies demonstrate the potential need 
for model improvement. As an example, Fig. 11 
shows application of the GRI-Glarborg mechanism 
to modeling the efficiency of NO removal under the 
same conditions as those in experiments presented 
in Fig. 2. 

Modeling predicted some homogeneous N02-to- 
NO reconversion at higher temperatures. This re- 
conversion had higher efficiency for CH3OH than 
for H202 injection. Main reactions responsible for 
NO-to-N02 conversion and reconversion can be 
seen from sensitivity analysis. NO sensitivity coeffi- 
cients were calculated for conditions of Fig. 2 by 
using SENKIN code [13]. Sensitivity calculations 
demonstrate the main elementary reactions that are 
presented in the following section and define NO 
and N02 concentrations during injection of H202 

and H202/CH3OH in flue gas. 

Discussion and Conclusions 

The results of this study demonstrate homoge- 
neous gas-phase interaction of air pollutants with 
H202 and H202/CH3OH mixtures in combustion 
gases at high temperatures. In the presence of H202, 
the total amount of OH radicals increases because 
of dissociation: H202 + M -> 20H + M. The fol- 
lowing four chain reactions are responsible mainly 
for air pollutant removal. 

NO removal: OH + H202 -> H20 + H02 

HO, 
2W2 " 

NO -» NO, + OH 
S03 removal: OH + H202 -> H20 + H02 

H02 + S03 -> HSO3 + 02 

HSO, + M -> S02 + OH + M 

CO oxidation: OH + CO 
H + 02 -» OH + O. 

CO» + H 

The reaction OH + H02 -> H20 + 02 removes 
the active species and is the main chain termination 
process. 

Hydrogen peroxide also enhances the oxidation of 
heptane and isopropanol in dilute air mixtures at T 
= 910-1073 K [14]. One can conclude that injection 
of H202 is a general method for removing NO and 
SO3 and for conversion of toxic organic compounds 
into CO and C02 in flue gas. 

Injection of H202 and H202/CH3OH mixtures can 
be used for tail-end NO removal in combination 
with other upstream NO control methods, as, for 
example, in a hybrid process [2] that includes re- 
burning, urea injection, methanol injection, and 
S02/N02 scrubbing. Assuming 90% NO-to-N02 

conversion by H202 injection and taking into ac- 
count pilot-scale results [2] in other steps, the total 
process will reduce NOx emissions by 96-98%. 

The efficiency of methanol in reactions with NO 
and SO3 is about the same or higher than that of 
H202. However, the efficiency of H202/CH3OH 
mixtures is higher than that of each component in- 
dividually because of easier formation of OH radicals 
from H202. As soon as OH radicals are formed, they 
can initiate chain reactions interacting with both 
H202 and CH3OH. The presence of H202 in 
mixtures with CH3OH is capable of (1) promoting 
the efficiency of NO and S03 removal, (2) shifting 
the temperature windows for NO and S03 control 
to lower temperatures, and (3) decreasing the 
amount of CO formed from CH3OH. If CO emis- 
sions are considered the primary drawback of 
CH3OH injection, one strategy might be to add as 
much CH3OH as possible within CO limits and then 
add enough H202 to obtain target NO and SO3 con- 
version. 
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COMMENTS 

A. E. Jacob Akanetuk, Stanford University, USA. Values 
of fractional NO remaining have been reported, the as- 
sumption being that all depleted NO is converted to N02. 
Were N02 values measured; if so, what was the extent of 
closure on N species balance? 

Author's Reply. A standard chemiluminescent NO/NOx 

analyzer was used in this study. The analyzer makes it pos- 
sible to measure separately NO and NOx = NO + N02. 
Most measurements were performed in the NO mode of 
the analyzer, and it was assumed that the decrease of the 
NO concentration after H202/CH3OH injection is ex- 
plained by NO-to-N02 oxidation. The N02 concentration 
was measured in several experiments as the difference be- 
tween NO and NOx modes of the analyzer. These mea- 
surements shown about 20-30% lower N02 concentrations 

than was dictated by the N-species balance. However, es- 
timations show that this amount of N02 can be removed 
by water in the sample preparation line. In the past, we 
measured the NO-to-N02 conversion due to methanol in- 
jection using a more precise method for N02 monitoring. 
We first measured the NO concentration and then passed 
the gas mixture containing NO + N02 through a N02-to- 
NO converter and measured the resulting NO concentra- 
tion in the same NO mode of the analyzer. The N02 con- 
centration measured as the difference between these two 
measurements was in balance on N-species within a few 
percentage points. The mechanisms of CH3OH and H202 

reactions with NO are similar. Therefore, we believe that 
most of NO is converted to N02. Kinetic modeling predicts 
that under optimum conditions about 1% of the initial NO 
is converted to HN02 and HN03 and the rest of the NO 
is oxidized to N02. 
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EVIDENCE FOR A NEW NO PRODUCTION MECHANISM IN FLAMES 

JOEL E. HARRINGTON, GREGORY P. SMITH, PAMELA A. BERG, ALISON R. NOBLE, JAY B. JEFFRIES 
AND DAVID R. CROSLEY 

Molecular Physics Laboratory 
SRI International 

Menlo Park, CA 94025, USA 

Bozzelli and Dean [1] recently proposed a new mechanism for NO production via the reaction O + 
NNH <=> NH + NO that predicts formation of significant amounts of NO in flames burning in air. To test 
the predictions of this new NNH mechanism, we designed low-pressure flame experiments to minimize 
the amount of NO made through other, more established mechanisms and to yield measurable amounts 
of NO through NNH chemistry. We used laser-induced fluorescence (LIF) to measure NO in 38 and 78 
torr, <P = 1.5, hydrogen/air flames. NO is observed in both flames at ~0.3 ppm, consistent with model 
predictions using the Bozzelli and Dean mechanism. We also measured OH and temperature profiles and 
tested thoroughly for potential contamination sources. Though agreement of experiment and model is 
imperfect, the NNH mechanism provides a viable explanation for the presence of ppm levels of NO in 
these flames. The NNH mechanism should therefore be included in NOx combustion models and may be 
a significant route to NO in many flames. 

Introduction 

Recent environmental regulation of NOx emis- 
sions has increased emphasis on understanding the 
chemical kinetics that control NOx production. Boz- 
zelli and Dean [1] have proposed a new mechanism 
for NO production that predicts formation of signifi- 
cant amounts of NO in flames burning in air. This 
mechanism could pose limits on the lowest NO 
emission levels achievable. They argue that the re- 
action O + NNH <=> NH + NO can be an impor- 
tant route to NO formation under specific condi- 
tions. In their model, significant quantities of NNH 
must form from the reaction H + N2 <=> NNH. In 
the Miller-Bowman mechanism [2], which is often 
used for calculating nitrogen chemistry, the rate 
given for the reverse NNH dissociation reaction is 
too slow, ~104 s"1, to account for significant con- 
centrations of NNH through microscopic reversibil- 
ity. However, Bozzelli and Dean estimate a tunnel- 
ing-enhanced NNH dissociation rate that is five 
orders of magnitude higher than the Miller-Bow- 
man rate. Furthermore, they assert that NNH con- 
centrations are thermodynamically controlled in a 1- 
atm methane/air flame if the NNH dissociation rate 
is above 1 X 107 s_1: even if their proposed rate 
were two orders of magnitude too high, the derived 
NNH concentrations would be unaffected. If Boz- 
zelli and Dean's kinetic arguments are correct, the 
O + NNH route to NO should be added to any 
combustion chemistry model that is intended to pre- 
dict NOx emissions. To test the predictions of this 
new NNH mechanism, we designed low-pressure 

flame experiments to minimize the amount of NO 
made through other, more established mechanisms 
and to yield measurable amounts of NO through 
NNH chemistry. 

The presence of NNH in flames was first proposed 
as a product of the NOx destruction reaction of NH2 

with NO [3]. NNH is metastable with respect to N2 

+ H by about 6 kcal/mol, and has a 6 kcal/mol bar- 
rier to dissociation according to calculations [4,5]. A 
rapid quantum mechanical tunneling rate constant 
was computed for dissociation, and thus also for for- 
mation by microscopic reversibility [5]. The second 
part of the Dean and Bozzelli mechanism, the O + 
NNH reaction path to form NO + NH, is supported 
by recent shock tube measurements on a fast reverse 
reaction of NO and NH where the products were 
not detected [6]; Bozzelli and Dean argue that the 
observation of a positive activation energy for the 
NH + NO reaction strongly suggests that, of the 
possible products, the endothermic product channel 
that forms O and NNH is the most likely. Hence, if 
the shock tube products are O and NNH, the rate 
constant for O + NNH => NH + NO should also 
be fast. 

Cool, rich, low-pressure, premixed hydrogen/air 
flames satisfy the experimental design requirements. 
We used laser-induced fluorescence (LIF) to mea- 
sure NO and OH as well as temperature profiles in 
38- and 78-torr premixed hydrogen/air flames. NO 
is observed in both flames at —0.3 ppm, consistent 
with the Bozzelli and Dean mechanism. Barring 
contamination, hydrogen flames produce no prompt 
[7] NO, which requires a source of CH radicals. 

2133 
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FIG. 1. Nitric oxide measured by LIF of the NO A-X (0- 
0) P2 (18.5) and R.2 (6.5) lines. The native NO signal (dotted 
line) has been scaled up by a factor of 310 to overlay with 
the seeded NO spectrum (solid line). The difference in line 
shape between the two traces does not reproduce on du- 
plicate measurements. 

Thermal [8] NO is insignificant at temperatures be- 
low 1700 K [9] and certainly not a consideration at 
the —1200 K peak temperatures attained in our low- 
pressure flames. Rich, low-pressure flames minimize 
the potential for the reaction O + N2 + M <=> N20 
+ M [10], where the N20 may subsequently react 
with O or H to form NO in trace concentrations. 
Rich flames also provide many H atoms for the H 
+ N2 reaction, step one of the Bozzelli and Dean 
mechanism. There are no odd nitrogen compounds 
(e.g., N02, NH3) present in the fuel or oxidizer at 
levels that could form significant NO. 

Experimental 

Two premixed hydrogen/air flames were burned, 
with total flow rates of 6 L/min of hydrogen and air 
at an equivalence ratio of <P = 1.5. An argon shroud 
surrounds the flames on a 6-cm-diameter McKenna 
burner with a shroud flow rate of 1.2 L/min. These 
flows create stable flames at pressures of 38 and 78 
torr; an exhaust gas butterfly valve regulates the 
chamber pressure through a feedback controller. 
Propane/air flames were lit at atmospheric pressure 
and the fuel was gradually switched to hydrogen as 
the chamber pumped down. Great care was taken 
to ensure that there was no remaining hydrocarbon 
in the hydrogen fuel during the NO measurements. 

The burner translates vertically to allow collection 
of spatially resolved fluorescence profiles, while the 
laser beam and optics remain fixed in the chamber. 
LIF signals are collected at 90° from the laser beam 
axis. For the OH temperature profiles, a high-inten- 
sity Bausch & Lomb monochromator was set for 
trapezoidal bandpass giving uniform transmission 
over 20 nm centered at 309 nm. For NO fluores- 
cence, the monochromator was replaced with a UG- 
5 filter in front of a solar-blind R431 photomultiplier. 
Photomultiplier output was averaged over a short, 
15-ns gate in an SRS boxcar integrator to avoid 

quenching corrections. A high-precision laser energy 
meter measures the laser power simultaneously for 
signal normalization. 

LIF excitation scans in the OH A-X (0-0) band 
provide temperature profiles as a function of dis- 
tance above the burner. These are needed as input 
for the flame model and in the conversion of the LIF 
data to concentration profiles. Kiton Red dye in an 
excimer-pumped dye laser produces light near 614 
nm, which is scanned and frequency doubled to ex- 
cite OH in a short section of R-branch lines between 
306.5 and 307.1 nm. Scans are typically averaged 
over 40 shots per point, with laser power maintained 
at less than 0.5 juj per pulse in a 0.1-mm-diameter 
beam cross section to avoid optical saturation. This 
short OH excitation scan is an excellent spectro- 
scopic thermometer for premixed flames [11]. OH 
concentration profiles were obtained by exciting the 
A-X (0-0) fl2(6) transition and translating the burner. 
Profiles were corrected for Boltzmann fraction using 
the temperature profiles. 

Nitric oxide was measured by LIF of the NO A-X 
(0-0) P2(18.5) and R2(6.5) lines in a very short exci- 
tation scan near 226.5 nm, shown in Fig. 1. Because 
signal levels were so low, these lines were chosen as 
a distinctive signature of the presence of NO within 
a small scan range; precise measurements required 
as many as 1000 shots averaged per wavelength step 
of the dye laser, so the practical scanning range was 
limited. The LIF signal was then calibrated by add- 
ing NO (in He buffer) at 0.015% of the total flow 
and measuring relative signal strengths within the 
flame. After calibration runs, the system was purged 
with nitrogen for at least two days until the back- 
ground NO in the chamber was undetectable. Mea- 
surements of native flame NO were then repeated 
and showed no change. 

Impurity Checks 

As reported later, NO mole fractions are less than 
1 ppm in the hydrogen/air flames. Because the na- 
tive NO levels are low, measurements would be es- 
pecially sensitive to any contamination in the cham- 
ber or impurities in the reactant gases. To rule out 
nonnative sources of NO, an extensive set of tests 
and precautions were taken. 

The most obvious possible nonflame NO source is 
NO present as a contaminant in the reactant gases 
or the chamber. The results presented here make a 
convincing case for a source of NO within the flame: 
no NO is detected in the cold gas flows in the early 
part of the flame. In addition, all three gases intro- 
duced into the chamber, hydrogen, synthetic air, and 
argon, were analyzed by GC-MS and showed no de- 
tectable NO (<0.1 ppm), NH3, N02, or N20. Fre- 
quency modulation infrared absorption measure- 
ments on the synthetic air show <0.1 ppm N20. 
Identical flame NO levels were measured using 
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Height (cm) 

FIG. 2. Temperature profiles for the 38- and 78-torr 
flames as a function of distance above the burner. Tem- 
peratures are a Boltzmann fit to LIF intensities from OH 
A-X (0-0) fi-braneh lines. The smooth line through the data 
points is a fit to an empirical function. 

standard purity gases and using ultrahigh purity hy- 
drogen and argon (99.999%, <1 ppm hydrocarbon) 
and automotive standard "Zero" air with <0.1 ppm 
NO. NO could not be detected in the feed gas at 
operating pressure with the flame off. Burning a 
flame with Ar replacing the nitrogen removed all NO 
signal. The chamber had zero detectable back- 
ground NO when evacuated and purged for two 
days. 

Hydrocarbon impurities in the reactant gases 
might produce NO in the flame through the prompt 
mechanism. Formation of prompt NO would exhibit 
a flame profile similar to the experimental profiles, 
so hydrocarbon impurities are of concern. Analyses 
of the bottled reactant gases showed no detectable 
hydrocarbons (<1 ppm). Because the flames were 
lit with propane, residual propane in the gas lines is 
another conceivable source of hydrocarbon contam- 
ination. The flames burned for at least an hour be- 
fore any measurements were made, and NO levels 
were identical after 1 h and after 8 h of burning. If 
propane were slowly diffusing through the gas 
plumbing, some change in the NO level would be 
expected over 8 h. Because prompt NO requires the 
presence of CH, the flame was probed for excited- 
state OH chemiluminescent emission (produced by 
the reaction of Oa with CH), CH excited state emis- 
sion, and CH LIF. No CH was detected. In addition, 
the 1200-K peak temperatures in these flames would 
suppress the prompt mechanism. Calculations sug- 
gest that several ppm of CH, a clearly detectable 

amount, would be required to produce the observed 
tenths of ppm of NO. To produce several ppm of 
CH, hydrocarbon contamination would have to be 
several percent of the feed gases. Similar arguments 
eliminate concerns about possible pump oil contam- 
ination of the burner chamber. 

Model 

The flames were modeled using the Sandia lami- 
nar flame code Premix [12], with the measured tem- 
perature values input into the calculations, multi- 
component diffusion option, and recombination of 
hydrogen atoms at the burner surface. Measured to- 
tal flow rates and temperature profiles constrain the 
calculations. The H—O—N thermodynamics and 
kinetics from the GRI-Mech 2.11 mechanism [13] 
were employed to describe the chemistry. All car- 
bon-containing species were removed from the cal- 
culation. This mechanism has 69 reactions involving 
18 species, with all accepted known mechanisms for 
NO formation, and the proposed Bozzelli and Dean 
kinetics for NO production from NNH [1]. Radial 
expansion of the flame was estimated based on CCD 
camera line images of seeded NO in the flame at 
three heights. The ratio of intensities in line images 
of A-X 012 (19.5) and 012 (1.5) gives a radial tem- 
perature profile. The integrated intensity in the line 
image was corrected for Boltzmann fraction and 
density, and the diameter of the flame was estimated 
as the diameter of a top-hat profile with the same 
integrated intensity. The area of the 38-torr flame 
appears to increase 10% over the burner exit cross 
section 3 mm into the flame and shows a 40% ex- 
pansion 4 cm above the burner. The 78-torr flame 
expands similarly. 

Experimental and Model Results 

Excitation scans as shown in Fig. 1, taken in the 
burned gases of the 38-torr flame, are unambiguous 
evidence that NO is present in our hydrogen/air 
flames. Using the calibration procedure described 
earlier, we measure 0.3 and 0.4 ppm NO in the 
burned gases of the 38- and 78-torr flames, respec- 
tively. Because the calibration NO is introduced into 
the flame and measured at the same position in the 
flame as the native NO, the ratio of native to seeded 
NO is simply the ratio of the fluorescence signals 
scaled by the calculated dilution of the seeded NO 
in the flame as calculated by the model. In replicate 
measurements, absolute mole fractions are repro- 
ducible to within about 25%. 

Temperature profiles for the two flames are shown 
in Fig. 2. The smooth line through the data points 
is a fit to an empirical function that is used for input 
into the model calculations, partition function cor- 
rections, and concentration-to-mole fraction conver- 
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FIG. 3. OH vertical profiles for the 38- and 78-torr 
flames. Signal from the A-X (0-0) R2 (6) transition is cor- 
rected for Boltzmann fraction and converted to mole frac- 
tion using the experimental temperature profiles. Solid 
lines are the results of the model calculations; a single scal- 
ing factor has been applied to both experimental profiles 
to best match the calculated OH mole fraction in the 
burned gases. 

sions of the OH and NO species profiles. The OH 
spectroscopic temperatures presented are reproduc- 
ible to within 40 K. 

OH height profiles (Fig. 3) were taken using a sin- 
gle rotational transition, corrected for partition func- 
tion and converted to mole fraction using the tem- 
perature profiles. The solid lines in Fig. 3 are the 
results of the model calculations incorporating radial 
expansion of the flowing gases. The experimental 
data have been scaled using a single constant for 
both flames to match the burned gas OH mole frac- 
tions from the calculations. The relative burned gas 
OH levels agree nicely with the calculations, but 
there are obvious problems with the agreement for 
OH low in the 78-torr flame. 

NO height profiles (dots in Fig. 4) are corrected 
for partition function and converted to mole fraction 
in similar fashion. The burned gas calibrations de- 
scribed previously place the profiles on an absolute 
scale. All the flames show a clear onset of NO within 
the flame, further eliminating concerns about spu- 
rious NO signal from contamination. Solid lines in 
Fig. 4 are the model predictions, incorporating radial 
expansion of the flame. The peak mole fractions and 
profile agree for the 78-torr flame. The amount of 
NO predicted for the 38-torr flame is within the ex- 
pected error of the measurement. The 38-torr model 
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FIG. 4. NO vertical profiles for the 38- and 78-torr 
flames. LIF signal from the NO A-X (0-0) P2 (18.5) tran- 
sition is corrected for Boltzmann fraction and converted to 
mole fraction using the experimental temperature profiles. 
All the flames show a clear onset of NO within the flame. 
Solid lines are the results of the model calculations. 

NO profile continues to increase in the burned gases 
past where the experimental profile levels off. 

Model Results 

We modeled both low-pressure flames with the 
Sandia flame code, the GRI-Mech 2.11 mechanism, 
and the imposed experimental temperature profiles. 
NO levels of 1.0 and 0.4 ppm are predicted for the 
burned gas regions of the 38- and 78-torr flames, 
respectively (see Fig. 4). This NO is almost entirely 
due to the Bozzelli and Dean NNH mechanism in 
the model; when it is removed, the predicted level 
of NO in the 38-torr flame from the thermal and 
N20 mechanisms is only 0.7 ppb. The observed NO 
is within the likely error limits of the critical rate 
constants of the NNH mechanism-NNH formation 
which is thermodynamically controlled, and NO pro- 
duction from the O + NNH reaction. A change of 
1.5 kcal/mol in the NNH heat of formation, whose 
value currently relies solely on quantum mechanical 
computations, will alter NO concentrations by a fac- 
tor of 2. 

The 78-torr experimental OH profile is in signifi- 
cant disagreement with the model prediction near 
the burner, whereas the 38-torr results agree. While 
this discrepancy is not understood, the OH produc- 
tion in the model low in the flame is only sensitive 
to reactions of H atoms with H02 and 02 and the 
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TABLE 1 
NO sensitivity coefficients at 2 cm, 38 Torr, 0 = 1.5, H2-air flame S = d[NO]/[NO]/dk/k 

Reaction Reaction 

0 + H2 => OH + H -0.41 H + N2 <=> NNH + 0.005 

H + 02 + M => H02 + M -0.51 H + NNH => H2 + N2 -0.005 

2H + M => H2 + M -0.33 O + N2 => N + NO -0.000 

O + NNH => NO + NH + 1.00 O + N2 + M <=> N20 + M + 0.001 

code already includes 100% recombination of H 
atoms at the burner. Possible explanations of the 
discrepancy might include occlusion of the 
experimental OH profile near the burner or improp- 
erly modeled hydrogen atom transport. 

Sensitivity analysis was applied to the 38-torr 
flame model for NO to determine which rate con- 
stants control NO production. Table 1 shows the re- 
sults for the most important reactions. A sensitivity 
of 1.0 means that changing the rate constant a cer- 
tain percentage will increase the NO concentration 
by an equal percentage. The prominence of the O 
+ NNH reaction and the absence of the other NO 
mechanisms is clearly evident. The low sensitivity to 
NNH formation and destruction reactions is consis- 
tent with thermodynamic control of the NNH con- 
centration. The predicted burned gas NNH concen- 
trations of 1 ppb match what is expected from partial 
equilibrium with H atoms. Hence, those reactions 
controlling the H-atom concentration also show up 
prominently in the sensitivities. 

Two approaches were used to determine the NO 
sensitivity to the NNH heat of formation. From the 
Sandia code, the sensitivity coefficient was directly 
computed to give S = d[NO]/[NO]/{dzfH} = 
— 0.45/(kcal/mol) This agrees with the results of 
computations with AH. (NNH) adjusted by ± 1 kcal/ 
mol in the 38-torr flame model, which gave a de- 
crease (or increase) in predicted NO of a factor of 
0.62 (1.48). It appears from the model that equilib- 
rium concentrations of NNH are established in our 
flames and likely in other flames. When the rapid 
tunneling process for NNH formation is removed, 
so that only collisionally stabilized formation above 
the barrier remains (H + N2 + M => NNH + M), 
the model still predicts about 80% of the NO. Above 
a threshold at which the NNH formation rate is fast 
enough to reach equilibrium, the model is insensi- 
tive to the value of the rate constant. 

We also used modeling to examine one other al- 
ternate explanation for the observed NO. H-atom 
recombination occurs at the burner surface [14] and 
is included in our model. This suggests the remote 
possibility that O atoms diffusing to the burner sur- 
face could combine with N2 to produce N20. Later 
in the flame front, this N20 would react to produce 
some NO. We recalculated the 78-torr model with 

a starting N20 concentration of 8.5 ppm, the surface 
O concentration from the original model calculation, 
and without the NNH mechanism active. This 
model predicted an upper limit of 0.2 ppm NO (we 
observe 0.4 ppm), assuming all of the O atoms un- 
dergo efficient catalytic recombination with N2. The 
gas-phase reaction is spin forbidden and has a 20- 
kcal/mol barrier; thus, complete conversion of O at- 
oms to N20 on the burner surface is unlikely. 

Additional modeling runs on atmospheric pres- 
sure hydrogen/air flames with the current NNH 
mechanism predict ~2 ppm of NO production at <t> 
= 0.5, and levels of ~10 ppm for stoichiometric and 
rich flames. This mechanism would also be impor- 
tant for other hydrogen-containing fuels burned in 
air. In a stoichiometric 40-torr propane/air flame 
[15], for example, 5 ppm of NO (40% of the total) 
is predicted to form through the NNH route. This 
mechanism is less pressure and temperature depen- 
dent than other NO formation mechanisms, making 
it potentially more difficult to circumvent by con- 
trolling flame conditions. 

Conclusions 

We have presented strong evidence for NO pro- 
duction at 0.2-0.5 ppm in low-temperature, low- 
pressure hydrogen/air flames that cannot be pre- 
dicted from previously established NO chemistry. 
The flames are too cool to produce more than ppb 
levels of thermal NO. There is no CH to produce 
prompt NO, and production of significant quantities 
of N20 is unlikely. Bozzelli and Dean's newly pro- 
posed NNH mechanism successfully predicts the 
ppm level NO mole fractions seen in these flames. 

Discrepancies remain between experimental and 
model profiles of OH and NO. The model NO con- 
tinues to increase in the burned gases of the 38-torr 
flame, where the experimental data levels off. The 
78-torr model OH profile is in significant 
disagreement with the experiment low in the flame. 
Though agreement of experiment and model is im- 
perfect, Bozzelli and Dean's new mechanism re- 
mains a viable explanation for the presence of ppm 
levels of NO in our flames. Their mechanism should 
be included in NOx combustion models. The NNH 
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intermediate may be a significant route to NO in 
many flames. 
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COMMENTS 

Th. Just, DLR—Institut für Physikalische Chemie d. 
Verbrennung, Germany. The H and, to a lesser extent, the 
OH profiles might have been influenced under your ex- 
perimental conditions by radial diffusion. This makes dif- 
ficult the application of an one-dimensional flame program 
to an intrinsic two-dimensional flame when quantitative 
conclusions are to be drawn. 

My former co-worker Kohse-Höinghaus did experi- 
ments on H2/02/Ar flames (6cm McKenna burner, 20 to 
50 Torr). She showed, by measuring OH and H by LIF or 
two-photon-LIF respectively, that in particular the H-pro- 
files were strongly disturbed by radial diffusion. 

Author's Reply. Thank you for reminding us of this ref- 
erence [1], If the H atoms in the burnt gases of the 38- 
Torr flame are severely depleted by radial diffusion, as you 
indicated, this could explain the absence of NO growth 
beyond 0.5 cm. It would resolve the discrepancy with the 
one-dimensional flame model in Fig. 4. 
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1. Bittner, J., Kohse-Höinghaus, K., Meier, U., Keim, S., 
and Just, T, Combust. Flame 71:41-50 (1988). 

Hans-Robert Volpp, Universität Heidelberg, Germany. 
What is the lifetime you assume in your model for the 
NNH compared to the theoretical estimate [1] and what 
rate coefficient do you use for the NNH + Oa reaction? 
Wouldn't it be very interesting to replace the H2 in your 
flame by D2? 

REFERENCE 

1. Koizumi, H., Schatz, G. C, and Walch, S. P.J. Chem. 
Phys. 95:4130-4235 (1991). 

Author's Reply. The model NNH lifetime of 3 ns is suf- 
ficiently rapid by several orders of magnitude in these 
flames to maintain an equilibrium concentration, even with 
our rate constant of 5 X 1012 cm3 mol"1 s~: for the oxygen 
reaction. We have thought about burning D2, and chiefly 
from zero point energy differences we would expect about 
60% more NO formation. However, it is probably more 
likely that transport changes will dominate the comparison 
of the isotopically substituted flames. 
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BEHAVIOR OF KEY REACTIONS ON NO FORMATION IN 
METHANE-AIR FLAMES 

M. NISHIOKA, Y. KONDOH AND T. TAKENO 

Department of Mechanical Engineering, Nagoya University 
Chikusa-ku, Nagoya, 464-01 Japan 

The behavior of three key elementary reactions on NO formation in methane air flames of fundamental 
or generic type has been studied numerically to understand the effects of general flame type and flame 
parameters on NO-emission characteristics. The flame types are the normal premixed flame, the pure 
diffusion flame, and the so-called double flame. The counterflow flame geometry was used in the study of 
the latter two flames. The reaction scheme adopted to describe combustion reactions and NO formation 
was that compiled by Miller and Bowman. A sensitivity analysis of the emission index has revealed that 
the key elementary reactions are the initiation reactions of thermal NO and Fenimore NO and the initiation 
reaction of the HCN recycle route. The effects on the behavior of the three reactions of equivalence ratio 
in the premixed flame, and of velocity gradient in the diffusion and double flames, were studied in detail. 
The study has revealed that these reactions behave in a different manner in the respective flames and that 
their behavior is closely related to their inherent flame structures. 

Introduction 

Nitrogen oxides are one of the major pollutants 
from fossil fuel combustion, and the recent concern 
for environmental protection has resulted in increas- 
ingly stringent NOx-emission regulations in a num- 
ber of industrialized countries [1]. There is an urgent 
need to develop low-emission combustion devices. 
Our fundamental knowledge of the combustion re- 
action of hydrocarbon fuels, especially of methane, 
and the reaction mechanisms leading to NOx for- 
mation has reached a certain level [2-4]. However, 
the complicated interacting processes between flow 
and chemistiy make it difficult to understand the 
NOx-formation process in flames. 

In a series of studies, we have studied numerically 
the emission characteristics of fundamental methane 
air laminar flames [5-10]. The fundamental flames 
are the normal premixed flame, the pure diffusion 
flame, and the so-called double flame. The last one 
is very popular in gas appliances and consists of a 
rich premixed flame that produces CO and H2 as the 
main intermediate products and a diffusion flame in 
which the intermediate products burn with sur- 
rounding air [5]. The counterflow flame was used to 
study the behavior of the pure diffusion flame and 
the double flame. The emission characteristics were 
evaluated quantitatively in terms of the emission in- 
dex [6], and the contribution of the four NO-for- 
mation mechanisms (thermal, Fenimore, N20, and 
N02) in the total production has been identified. 

A comparison was made of the characteristics of 
the three flames, and their dependence on the flame 
parameters was studied [7], In addition, to under- 

stand the different emission behaviors, a new 
method was proposed to evaluate the significance of 
specified elementary reactions in the whole NO-for- 
mation processes in terms of a quantitative reaction 
path diagram (QRPD). The effects of general flame 
type and of flame parameters on QRPD were stud- 
ied [8,9]. Furthermore, a sensitivity analysis of ele- 
mentary reactions has been made to find the key 
reactions in NO formation in the three flames. The 
detailed discussions of the results, especially of the 
correlation with the results of QRPD analysis, are 
described elsewhere [10]. Here, we simply notice 
that the key elementary reactions common to the 
three flames are the initiation reactions of thermal 
NO and Fenimore NO and the initiation reaction of 
the HCN recycle route. The latter route was found 
to play a significant role in reducing the emission 
index of the diffusion flame. In the present work, 
further numerical studies have been made to eluci- 
date the behavior of these key reactions in the three 
flames to understand the effects of general flame 
type and of flame parameters on the NO emission 
behavior. The most important question to be an- 
swered should be why the contribution of the HCN 
recycle route is so significant in the diffusion flame, 
whereas in the premixed flame the contribution is 
almost negligible. 

Numerical Model 

The numerical model, as well as the assumptions 
and the formulation, are identical to previous ones 
[5-10] and, hence, will not be described here. The 
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FIG. 1. Typical flame structures of (a) premixed, (b) diffusion, and (c) double flame as related to reaction (151). 

adopted reaction scheme to describe combustion re- 
actions in the flames was the so-called C2 chemistry 
and was compiled by Miller and Bowman [2]. Some 
preliminary calculations have also been done using 
the new GRIMECH [4], and some quantitative dif- 
ferences in the predictions have been observed. 
However, the derived qualitative conclusions remain 
unchanged, and, in the present study, the original 
Miller and Bowman mechanisms have been adopted 
throughout the calculations so as to maintain consis- 
tency with the previous studies. To describe NO for- 
mation, prompt and thermal mechanisms compiled 
by Miller and Bowman [2] were used. The former 
includes the mechanism through N20, in addition 
to the Fenimore mechanism [11,12]. The reactions 
leading to N02 formation are also included. The re- 
sulting scheme involves 52 species and 235 elemen- 
tary reactions. The species involved and the elemen- 
tary reactions with their reaction rate constants are 
the same as those described in Appendix A of Ref. 
2. The number of reactions in parentheses is also the 
same. The necessary thermochemical and transport 
properties were obtained from the CHEMKIN da- 
tabase [13-15]. 

Initiation Reaction of Fenimore Mechanism 
(151) 

To study the behavior of the initiation reaction of 
Fenimore NO, reaction (151) shown in Fig. 1, we 
introduce the representative temperature and con- 
centrations. Figure 1 shows some typical flame struc- 
tures of the three flames as related to (151). In the 
figures, temperature T and mole concentrations of 
CH, CCH, and mole production rate of product, 
HCN or N, through reaction (151) co151 are plotted 
against space coordinate x. In the stoichiometric pre- 
mixed flame, the CH profile is located in the up- 
stream region of the main reaction zone, where the 
temperature is still relatively low. On the contrary, 

in the diffusion flame, the position of maximum re- 
action rate is located in the vicinity of the tempera- 
ture peak, where the CH concentration is very high 
as well. In the double flame, the reaction rate is de- 
termined mostly by the CH distribution and the 
maximum reaction rate is located in the rich pre- 
mixed flame region, where the temperature is rela- 
tively low. Now we give attention to the position at 
which <M151 becomes a maximum. The temperature 
and CH concentration at this position are very im- 
portant, since they determine the maximum reaction 
rate. The rate depends on the N2 concentration as 
well, but there is a plentiful amount of N2 present 
and hence the latter dependence is not crucial. 
Therefore, we may take the temperature and CH 
concentration at the maximum reaction rate as the 
representative temperature and concentration for 
this reaction and designate them by Tw and CCHo„ 
respectively. Now we can study the behavior of this 
reaction in terms of these quantities when general 
flame type and parameters are varied. 

Figure 2 shows how the representative tempera- 
ture and concentration, and the maximum reaction 
rate, depend on the flame parameters. In the pre- 
mixed flame, the maximum reaction rate increases 
with 4> because of increases in temperature and CH 
concentration on the lean side. On the far rich side, 
the temperature attains a gradual maximum whereas 
the CH concentration decreases with 4>. As a result, 
the maximum reaction rate has a maximum at 
around (f> = 1.3 and decreases for a further increase 
of 4>. In the diffusion flame, the temperature de- 
creases while the CH concentration increases 
slightly with the injection velocity u. The resultant 
maximum reaction rate increases with u at first, at- 
tains a gradual maximum, and then decreases for a 
further increase in u. The behavior in the double 
flame is simple. For an increase in u, the tempera- 
ture remains almost constant while CH concentra- 
tion increases monotonically Then the reaction rate 
increases with u monotonically. 
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FIG. 3. Comparison of behavior of representative quan- 
tities of (151) in three flames. 

Figure 3 illustrates effects of general flame type 
on the representative temperature and CH concen- 
tration. The figure shows how they change with an 
increase in 4> m the premixed flame and in u in the 
diffusion and double flames. The fine dotted curves 
represent contours of constant maximum reaction 
rate of (151) divided by CN2>t0. As u is increased in 
the diffusion flame, the CH concentration increases 
but the temperature decreases slightly and then the 
resultant reaction rate increases to a certain maxi- 
mum value. Then the rate decreases because of de- 
creases in temperature and CH concentration. In 
the premixed flame, on the other hand, both the 
temperature and CH concentration increase with 4> 
to produce the rapid increase in the reaction rate. 
CH concentration and hence the reaction rate de- 

crease at the far rich side. The temperature is always 
higher for the diffusion flame in the whole range of 
(f> and u. In this way, we understand that the contri- 
bution of the Fenimore mechanism is much more 
significant in the diffusion flame simply because the 
representative temperature is higher. In addition, we 
understand that in lean premixed flames, not only 
the temperature but the CH concentration is too low 
to have an appreciable contribution of this mecha- 
nism. In the double flame, the temperature and thus 
the reaction rate is in the middle of the diffusion and 
premixed flames. 

Initiation Reaction of HCN Recycle Route 
(161) 

Figure 4 shows some typical flame structures as 
related to the initiation reaction of HCN recycle 
route, reaction (161). In the stoichiometricpremixed 
flame, HCCO is distributed in the upstream region 
of the main reaction zone where temperature and 
NO concentration are still relatively low. In the dif- 
fusion flame, the position of maximum reaction rate 
is located in the vicinity of the temperature peak, 
where NO and HCCO concentrations are very high. 
In the double flame, the reaction rate is determined 
mostly by the HCCO distribution, and the maximum 
reaction rate is located in the rich premixed flame 
region. Now, we take the concentrations of HCCO 
and NO at the position where co161 becomes maxi- 
mum as the representative concentrations. Please 
note that the activation energy and the temperature 
exponent of the frequency factor are zero for this 
particular reaction and hence the rate is indepen- 
dent of temperature. 

Figure 5 shows how the representative concentra- 
tions depend on 4> and u. The dependence of max- 
imum reaction rate is also shown. In the left figure, 
we see that in the premixed flame, the maximum 
reaction rate increases with <p because both HCCO 
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FIG. 4. Typical flame structures of (a) premixed, (b) diffusion, and (c) double flame as related to reaction (161). 
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FIG. 5. Dependence on flame parameters of representative concentrations and maximum reaction rate of (161) for (a) 
premixed, (b) diffusion, and (c) double flame. 

and NO concentrations increase with <f>. The slight 
decrease in the far rich side is due to the decrease 
in NO concentration. As u is increased, in the dif- 
fusion flame, the NO concentration decreases 
whereas the HCCO concentration increases. As a 
result, the reaction rate increases first, takes a max- 
imum, and then decreases for a further increase in 
u. It should be noticed that the NO concentration is 
one order of magnitude larger than in the premixed 
flame. The behavior in the double flame is simpler. 
Both concentrations increase with u when u is small 
and approach quickly to constant values. When u is 
very large, the NO concentration decreases slightly 
with u to cause a slight decrease in the reaction rate. 

Figure 6 shows how the concentrations change 
with an increase in cf> in the premixed flame and in 
u in the diffusion and double flames. The fine dotted 
curves represent contours of maximum reaction rate. 
The figure explains why the contribution of the 
HCN recycle route is so significant in the diffusion 
flame while it is negligible in the premixed flame. As 

u is increased in the diffusion flame, NO decreases 
but HCCO increases and the resultant reaction rate 
decreases slightly to keep the rather high rate. On 
the other hand, both NO and HCCO and thus the 
reaction rate increase with 4> in the premixed flame. 
The NO concentration, however, is too small to have 
a significant reaction rate. That is, the NO concen- 
tration at the region where HCCO is produced is so 
low that the HCN recycle route does not come into 
play in the premixed flame. Again, the double flame 
is just in the middle of the premixed and diffusion 
flames here. 

Initiation Reaction of Thermal Mechanism 
(-232) 

The behavior of the initiation reaction of thermal 
NO, reaction (— 232) shown in Fig. 7, is somewhat 
different from that of the previous two reactions; 
consequently, we have to study it differently. The 
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flame structures shown in Fig. 7 reveal that there 
are regions in the flames where the reaction rate 
becomes negative. Please note that in the figure the 
abscissa is enlarged so as to show the detailed dis- 
tributions of the related quantities in the vicinity of 
the positive and negative regions. The negative re- 
action rate is rather large in the diffusion and double 
flames, whereas it is small in the premixed flame. In 
the former two flames, the distributions of N and O 
are separated; N is on the fuel side and O is on the 
air side. Detailed analysis of the distributions has 
revealed that N is produced mostly through (151) 
and (211) [9]. Thus, an appreciable amount of N is 
present in the region where the NO concentration 
is rather high and causes reaction (— 232) to proceed 
backwards. The direction of the reaction depends 
mostly on the concentration ratio of N to O. The 
critical ratio CN/C0, where the direction changes, 
remains between 2 and 3 X 10~4 for the varied 
range of« of two flames. On the other hand, the N 
and O distributions overlap in the premixed flame. 
N is produced, in this particular rich flame, through 
(211) and (151) again [9]. However, O is also pro- 
duced in the same region. In addition, the NO con- 
centration in this region is so low as to make it un- 
likely that (- 232) proceeds backwards, except in a 
small upstream region. 

To assess the significance of the backwards reac- 
tion, we introduce the following space-integrated re- 
action rate ß_2^2: 

Q ,9dx odx 

9dx = Q+ + Q- 
-232<0 

where Q+ represents the integration of the positive 
region while ß~ represents that of the negative re- 
gion. This quantity will represent the net production 
rate of N or NO per unit flame surface area through 
this reaction. The dependence of the respective 
three terms of the preceding equation on flame pa- 
rameters in the three flames has been studied to re- 
veal that the contribution of the backwards reaction 
is negligible in the premixed flame but is significant 
in the diffusion flame. In the latter flame, the net 
production rate is reduced significantly by the pres- 
ence of the backwards reaction, especially when u is 
small. This partly explains why the thermal mecha- 
nism is not as important in the diffusion flame. In 
the double flame, the backwards reaction has some 
small contribution in reducing the role of the ther- 
mal mechanism. 

Discussion 

In a series of studies, we have so far developed a 
numerical analysis to understand NO-emission char- 
acteristics and formation mechanisms of methane air 
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flames. This kind of approach might be somewhat 
controversial, since the kinetics to describe combus- 
tion and NO-formation reactions has not yet been 
established. Some may think that there is still much 
uncertainty in the kinetics and that it is too early to 
adopt this kind of approach. The derived results may 
depend on the different kinetics. However, we be- 
lieve that the qualitative results should remain un- 
changed for future modified kinetics. In addition, we 
believe it is very important at this stage to under- 
stand why the emission behavior is different accord- 
ing to the general flame type. In a recent study [16], 
we have found that the emission characteristics of a 
diffusion flame are rather insensitive to the flow field 
in which the flame is stabilized. This means that the 
general flame type is much more important than 
flow field in the emission behavior. Therefore, it 
must be more important than had been imagined to 
elucidate the effects of the general flame type. 

The foregoing analysis has shown that the behav- 
ior of key elementary reactions is related closely to 
the inherent flame structure. In the diffusion flame, 
everything happens in the narrow reaction zone. 
CH, HCCO, N, and NO are produced in this region 
to give high concentrations in the vicinity of the tem- 
perature peak. Then the Fenimore mechanism pro- 
duces a large amount of NO in this region, but the 
destruction of NO through the HCN recycle route 
is also very large. In addition, the presence of a large 
amount of NO and N on the fuel side forces NO to 
reduce to N2 and O. This prevents the thermal 
mechanism from playing a significant role. The com- 
bination of all these processes results in the ultimate 
NO-emission index, which is comparable to that of 
the premixed flame [7]. 

On the other hand, in the premixed flame, NO is 
produced in two separate regions. Fenimore NO is 
produced in the upstream low-temperature region, 
whereas thermal NO is produced in the downstream 
high-temperature region. The low temperature in 
the former region decelerates NO production rate 
through the Fenimore mechanism. And because of 
the resultant low NO concentration in this region, 
the HCN recycle route will not come into play in 
the premixed flame. In the double flame NO is also 
produced in two separate regions. Fenimore NO is 
produced in the rich premixed flame region, 
whereas thermal NO is produced mostly in the dif- 
fusion flame region. The temperature of the former 
region is higher than that of a normal premixed 
flame to accelerate the Fenimore mechanism. How- 
ever, the NO concentration in this region is higher 
and HCN recycle is more effective. The net result 
is an ultimate emission index that is comparable to 
those of the premixed and diffusion flames [7]. 
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COMMENTS 

Prof. Jozef Teeters, University of Leuven, Belgium. This 
paper and a few others in this symposium emphasize the 
importance of the HCCO + NO reaction to NOx chem- 
istry in fuel-rich flames and to reburning in particular. In 
the current mechanisms, one adopts a rate coefficient of 
2 X 1013 cm3mol-1s_1, independent of temperature, and 
assumes HCNO + CO as products. Two years ago, we 
measured the rate coefficient over the 290 to 670 K range, 
finding k(T) = (6 ± 2) X 1013 exp[-(350 ± 150)/T] 
cm3mol_1s^1 [1]. In our product analysis at 700 K we ob- 
served two reaction channels, one yielding CO + HCNO 
(or HNCO), and the second COa + HCN, with a branch- 
ing ratio of approximately 3 to 1 [1]. The isoelectronic re- 
action NCO + NO also proceeds via two similar channels. 
Given the importance of HCCO + NO, I suggest that the 

mechanisms used in NO,, modeling be updated accord- 
ingly. In a complementary ab initio study [2] we suggested 
that the first channel could yield HNCO rather than 
HCNO. This would have important implications given the 
different reactivities expected for fulminic acid and iso- 
cyanic acid; however, the identity of the isomer needs con- 
firmation. 
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A LIF AND CARS STUDY OF THE EFFECTS OF UPSTREAM HEAT LOSS ON 
NO FORMATION FROM LAMINAR PREMIXED RURNER-STABILIZED 

NATURAL-GAS/AIR FLAMES 

A. V. MOKHOV AND H. B. LEVINSKY 

Gasunie Research 
N.V. Nederiandse Gasunie 

P.O. Box 19 
9700 MA Groningen, The Netherlands 

Measurements of NO concentration and temperature in laminar, premixed, natural-gas/air flames sta- 
bilized on a water-cooled sinter burner at atmospheric pressure are reported. The NO concentration and 
temperature, determined by laser-induced fluorescence and coherent anti-Stokes Raman scattering, re- 
spectively, are seen to vary with exit velocity of the fuel-air mixture and thereby with the degree of heat 
transfer upstream to the burner. For lean and stoichiometric flames, the NO concentration decreases 
rapidly with increased stabilization, as the contribution from the Zeldovich mechanism is diminished. 
Further, near extinction, these flames exhibit a finite NO concentration (12 ± 2 ppm at 0 = 1 and 2 ± 
2 ppm at 0 = 0.85), ascribed to the Fenimore mechanism that form a lower limit to NOx control strategies 
based on upstream heat loss, such as radiant surface combustion. Measurements on fuel-rich flames at 
equivalence ratios of 1.3 and 1.4 also show a strong dependence on exit velocity, allowing for the possibility 
of operating low-NOx radiant surface burners under fuel-rich conditions. The results are compared with 
those from one-dimensional flame calculations to gain more insight into the processes involved. Whereas 
the fuel-lean and stoichiometric flames appear to be well understood, the origin of the decrease in NO 
concentration with increasing stabilization in the fuel-rich flames is unclear. In addition, the practical 
implications of the results are discussed. 

Introduction 

Recently, a great deal of effort has been spent de- 
signing burner systems to meet the increasingly 
stringent regulations for the emissions of nitrogen 
oxides (NOx) from natural-gas-fired equipment. 
This has led to several combustion strategies that, to 
a greater or lesser extent, have been successful in 
achieving this aim. A serious challenge to the equip- 
ment designer lies in the fact that emission require- 
ments are becoming progressively more stringent. 
As a result, the existing techniques are being pushed 
ever closer to their operational limits, generally de- 
termined by flame stability and/or unacceptably high 
CO emissions, and new methods of combustion are 
being sought. While the initial, substantial gains in 
reducing NOx emissions were based on the empirical 
approach, further emissions reductions will require 
insight into the underlying physical and chemical 
phenomena. 

This drive toward continually lower emissions has 
also renewed interest in the possibility of a funda- 
mental lower limit to NO formation, that is, the low- 
est emission possible with a given technique. The 
existence of fundamental limits is of practical con- 
sequence for two reasons. First, if a given method is 
shown fundamentally incapable of satisfying the ex- 

pected requirements, an equipment developer 
would be wasting his or her time pursuing it. Thus, 
this information increases the efficiency of the de- 
sign process. Second, knowledge of the limitations 
of the state of the art provides a sound basis for the 
rational choice of future allowable emissions by reg- 
ulatory agencies. 

A particularly effective method of obtaining low 
NOx emissions is fully premixed radiant surface com- 
bustion (see, for example, Ref. 1 and references 
therein). This type of combustion employs a porous 
or perforated burner deck fired with a fully premixed 
(equivalence ratio 0 £ 1) fuel-air mixture. When the 
exit velocity of the mixture is lower than the corre- 
sponding free flame velocity, the laminar, stabilized 
flame transfers heat to the burner surface, which re- 
duces the flame temperature (as well as the burning 
velocity), lowering the NO emission. The often-in- 
candescent burner surface radiates the transferred 
heat to the surroundings: a heat exchanger in do- 
mestic appliances or a "load" in process applications. 
This description of the radiant burner [2] is identical 
to the mode of operation of a water-cooled flat-flame 
burner [3], with the exception of the manner in 
which the burner surface transfers the heat removed 
from the flame—through radiation rather than into 
the cooling water. 
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TABLE 1 
Adiabatic flame temperatures and laminar burning 

velocities of Groningen natural gas. The values of laminar 
burning velocities are taken from Ref. 9 

<p 0.85 1.00 1.15 1.30 1.40 

Taa, K 2066 2222 2168 2048 1970 
S,„ cm/s 30 39 36 25 16 

For this example of NOx abatement through "up- 
stream" heat loss, one can speculate, at least quali- 
tatively, about the processes that will govern the NOx 

emissions and their possible limits. This conjecture 
can be based on the current understanding of the 
routes to NO formation in methane-air flames [4], 
Under fuel-lean conditions, we expect substantial 
contributions from the Fenimore-prompt mecha- 
nism [5] in the flame front and from the Zeldovich 
mechanism, both in the postflame gases (if the tem- 
perature is 2:2000 K [6]) and in the flame front 
(through reaction with superequilibrium oxygen at- 
oms [7]). Given the differences in activation energy 
of the rate-limiting steps involved [4,8], one is 
tempted to speculate (perhaps naively) that the re- 
duction in temperature caused by reducing the exit 
velocity will eventually freeze out both Zeldovich 
contributions, leaving a constant Fenimore contri- 
bution. If this reasoning is true, at constant equiva- 
lence ratio, the prompt contribution forms a funda- 
mental lower limit for the NOx emission from this 
burner. We remark here that for practical purposes, 
ascertaining whether a limit to the NOx reduction 
potential of a particular technique exists is less im- 
portant than determining what this potential is. 

In this paper, we examine the effects of upstream 
heat loss on the NO formation from atmospheric- 
pressure, natural-gas/air flames stabilized on a water- 
cooled, flat-flame burner, under both fuel-lean and 
fuel-rich conditions. Toward this end, the gas tem- 
peratures have been measured using coherent anti- 
Stokes Raman scattering (CARS), and the NO con- 
centration has been determined quantitatively using 
laser-induced fluorescence (LIF). The inclusion of 
fuel-rich flames in this study extends the validity of 
the results to many real devices that operate in this 
region, while the choice for natural gas is made to 
ensure the practical validity of the results. In addi- 
tion, the results are compared to those calculated 
using a one-dimensional flame code to gain insight 
into the underlying mechanisms. Further, possible 
fundamental limitations for this type of burner as an 
NOx control strategy are discussed. 

Experimental Method 

The measurements were performed on a flat flame 
stabilized above a water-cooled, sintered-stainless 

steel McKenna Products burner. To prevent inter- 
action of the combustion products with ambient air, 
the inner flame with a diameter of 6 cm was sur- 
rounded by a shroud of nitrogen. Groningen natural 
gas (-81% CH4, -14% N2, -3.5% C2H6, -1% 
C02, <1% C3 and higher alkanes) was used as a fuel. 
We remark that the thermochemical properties for 
this gas, such as adiabatic flame temperatures and 
burning velocities, differ little from those of pure 
methane; for the equivalence ratios used in this 
study, these properties are listed in Table 1. For cal- 
ibration purposes, N2 with or without 4500 ppm NO 
was added to the gas-air mixture. The composition 
of the fuel-air mixture used, with equivalence ratio 
0, can be presented formally as 

<Z>-Fuel + 8.42-Air + yS-N2 

The measurements of the NO concentrations re- 
ported later were performed in flames without 
added N2, that is, ß = 0. The fuel-air mixture with 
ß = 0.5 was used for calibration. This composition 
provides a substantial seeded NO concentration 
(—200 ppm) at relatively high flame temperatures. 
The flow rates of gases were measured by Brooks 
mass flow meters. Special attention was paid to en- 
sure the reproducibility of flame conditions. The 
equivalence ratio was determined from measure- 
ments of the methane concentration in the fuel-air 
mixture by a Maihak Unor 610 infrared analyzer, 
which provides better accuracy and flame reproduc- 
ibility than deriving <t> from the measured gas and 
air flows. 

The flame temperature and NO concentration 
were measured "simultaneously" (within minutes of 
each other) by CARS and LIF, respectively. The 
flame temperature was determined using broadband 
planar BOXCARS for nitrogen thermometry. The 
optical scheme was similar to that reported in Refs. 
10 and 11. The reproducibility of the evaluated 
flame temperatures was of the order 20 K. The ac- 
curacy of the temperature measurements, evaluated 
from comparison of the measured and adiabatic 
temperatures for free burning (just stabilized) 
flames, was better than 30 K; as a rule, the measured 
temperatures are always higher than the adiabatic 
temperatures. The flame temperature at fixed <P was 

.changed by varying the flow rate of the gas-air 
mixtures; as described in the introduction, varying 
the degree of stabilization varies the upstream heat 
loss. 

For LIF measurements, a Nd:YAG-pumped dye 
laser with a wavelength extender (Continuum Pow- 
erlite 8010/ND6000/UVX) was used as a source of 
ultraviolet radiation. The energy of the laser radia- 
tion at 226 nm was roughly 3 mj per pulse. The laser 
beam was focused by a quartz lens (f = 850 mm) 
into the flame, giving a beam waist of £0.5 mm. 
Fluorescence was collected at right angle by a quartz 
lens (f/4.5). An interference filter, centered at 250 
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FIG. 1. NO fluorescence intensity and temperature as a 
function of equivalence ratio for seeded (—200 ppm NO) 
flames. Dashed line represents the adiabatic flame tem- 
perature. 

nm with a bandwidth of approximately 45 nm, was 
installed in front of the camera lens, providing sub- 
stantial rejection of the Rayleigh-scattered signal. 
The fluorescence was imaged onto a gated intensi- 
fied diode array (EG&G 1420HQ). The linearity of 
the detection system was checked by measuring the 
intensity of the Rayleigh scattering in air as a func- 
tion of laser intensity. The laser pulse energy was 
measured by a pyroelectric joulemeter (Molectron 
Model J3-05). The temperature and NO fluores- 
cence profiles were measured for every equivalence 
ratio and exit velocity by moving the burner verti- 
cally with a precision positioner (Daedal Corp.). 
Each profile consisted of 20 steps of 1 mm, starting 
at the closest possible position (2-3 mm) of the laser 
beam relative to the burner surface. For all but the 
highest exit velocities, this limitation precluded mea- 
surement of most of the rise in temperature and NO 
concentration through the flame front. 

The excitation spectra of the NO fluorescence at 
different flame temperatures and equivalence ratios 
were calculated using the procedure described in 
Refs. 12 and 13. The calculations resulted in choos- 
ing the spectral line at 225.965 nm (air). This line is 
a combination ofthePn (23.5) + Ou(14.5) + QP21 

(14.5) + Q22 (20.5) + <?R12 (20.5) rotational lines 
(notation according to Ref. 14). This line is well sep- 
arated from other transitions and has high intensity 
and modest temperature dependence, in the cases 

of both linear and saturated fluorescence. The same 
spectral line was used in Ref. 13. 

The measured dependence of the NO fluores- 
cence intensity on laser power clearly showed satu- 
ration behavior for high laser power (>2 mj) both 
in lean and rich flames. Although rotational relaxa- 
tion can result in a substantial quenching correction 
being necessary, even when the absorption transition 
is saturated, both the temperature and composition 
dependence of the fluorescence indicated behavior 
closer to saturation. (A more detailed discussion of 
this and other aspects of the calibration procedure 
are found in Ref. 15). An example of this behavior 
is discussed later. 

The fluorescence excitation spectrum in the re- 
gion close to the line chosen for diagnostic purposes 
was measured for every equivalence ratio with and 
without seeded NO. The excitation spectrum in the 
nonseeded flame has a distinct background. The 
magnitude of the background was determined by 
comparison of ratios of intensities at the center of 
the spectral line and in the wings for seeded and 
nonseeded flames [15]. This background signal 
arises partially from Rayleigh scattering and partially 
from scattering of the laser radiation from the optical 
elements and nonresonant emission from other 
flame molecules. In the analysis of the experimental 
data, the background was subtracted from the mea- 
sured intensity of the NO fluorescence. We point out 
here that the background determines the accuracy 
of the concentration measurement at low (single- 
ppm) levels. 

As described previously, calibration of the LIF 
measurements was performed by adding a known 
amount of NO to the air-gas mixture [16,17]. Earlier 
work [15] has shown that for lean, stoichiometric, 
and slightly rich flames, the seeded NO concentra- 
tion is substantially preserved in the postflame gases. 
This was further supported by calculations per- 
formed using a laminar one-dimensional flame code 
[18], using a prompt-NO mechanism [19]. These 
calculations indicate, however, that a substantial 
amount of reburning of the seeded NO can occur at 
richer (0 S: 1.2) equivalence ratios. The calibration 
is performed by subtracting the fluorescence inten- 
sity in nonseeded flames from the intensity in the 
seeded flames, under otherwise identical conditions 
(0, exit velocity, and ß). Since the subtraction elim- 
inates the contributions from both the naturally oc- 
curring NO present in the flame and the fluores- 
cence background to the LIF intensity, the resulting 
intensity difference is then ascribed to the amount 
of seeded NO. The differences in fluorescence in- 
tensities thus measured as a function of equivalence 
ratio at nearly constant exit velocity are presented in 
Fig. 1. In addition to the measured intensities, the 
calculated fluorescence intensities, assuming satu- 
rated fluorescence and a constant concentration of 
added   nitric   oxide,   are   shown.   The   calculated 
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FIG. 2. Temperature at a distance of 5 mm above burner as a function of the exit velocity of the air-gas mixture: (a) 
fuel-lean and stoichiometric flames; (b) fuel-rich flames. 

intensity is normalized to the measured intensity for 
the stoichiometric flame. The calculated adiabatic 
and measured flame temperatures are presented in 
Fig. 1, as well. As can be seen, the measured tem- 
perature is practically independent of the equiva- 
lence ratio. Since the hotter flames (when adiabatic) 
have higher burning velocities, they are stabilized 
more strongly at a fixed exit velocity; this tends to 
smooth out the variation in actual temperature with 
equivalence ratio. 

There is good agreement (better than 10%) be- 
tween the calculated and measured fluorescence in- 
tensities for lean and rich flames up to 0 = 1.3. For 
0 a 1.3, the measured values are much lower than 
calculated, although the trend is apparent from the 
data for 0 a 1.2. We are disinclined to attribute this 
effect to collisionally induced effects such as 
quenching and/or effects associated with rotational 
relaxation processes [15], since the variation in com- 
position between the lean and slightly rich flames, 
where there is excellent agreement, is much larger 
than the change on going from 0 = 1.2 to 0 = 1.4. 
We therefore ascribe the "anomalous" decrease in 
fluorescence intensity to the conversion of the added 
nitric oxide to N2 in the flame front, as suggested by 
the flame code calculations. Based on these argu- 
ments, the absolute NO concentrations in the mea- 
surements reported later were extracted from the 
measured fluorescence intensities using calibration 
with the added nitric oxide in a stoichiometric flame 
and assuming the temperature dependence of satu- 

rated NO fluorescence. This procedure resulted in 
a relative accuracy of —5% for higher concentra- 
tions, governed essentially by the flow measurement; 
as mentioned previously, for concentrations on the 
order of 2 ppm, the uncertainty is a factor of 2. 

Results and Discussion 

As stated earlier, profiles of temperature and NO 
concentration through the flame front were only 
measurable in the flames with the highest exit ve- 
locities (essentially adiabatic flames). Lowering the 
exit velocity to the point at which heat transfer oc- 
curred resulted in moving the entire flame front into 
the optically inaccessible region. Therefore, the re- 
sults presented are taken at 5 mm above the burner 
for the stabilized flames. The temperature and NO 
profiles are essentially flat at this point for all flames 
whose maximum temperatures are below 2000 K. To 
obtain equivalent information for the nearly adia- 
batic flames, the temperature and NO concentration 
are reported at ~4 mm above the point at which the 
temperature is 90% of its maximum value. (The pro- 
files measured for these flames are available from 
the authors upon request.) 

Temperatures 

Figures 2a and 2b show the measured tempera- 
ture at 5 mm as a function of exit velocity for the 
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FIG. 3. Relative flame temperature as a function of rel- 
ative exit velocity for different equivalence ratios. The 
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the adiahatic flame temperatures and laminar burning ve- 
locities, respectively, taken from Table 1. 
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FIG. 4. Measured NO concentration at a distance of 5 
mm above burner as a function of flame temperature for 
fuel-lean, stoichiometric, and fuel-rich flames. 

lean/stoichiometric and rich flames, respectively. At 
higher velocities, the temperatures approach the ad- 
iabatic values and become essentially constant. This 
is best illustrated by the curve for 0 = 0.85 in Fig. 
2a. As is well known for flames stabilized on sinters 
[3], the flame is no longer flat in the near-adiabatic 
region of exit velocity. However, this was the case 
only for the highest velocities studied here, and the 
vast majority of the results were obtained on flames 
without discernible multidimensional structure. 
Further, although we have explored higher exit ve- 
locities, these results are practically identical to those 
presented at the highest velocities reported here. 

The lowest obtainable flow velocities were deter- 
mined by the stability of the flames themselves; the 
flames were close to extinction. This allowed a vari- 
ation in flame temperature at constant equivalence 
ratio from more than 200 K at * = 1.4 to nearly 
600 K for the stoichiometric flame. 

It is interesting to note that the temperature 
change caused by upstream heat loss in the process 
of stabilization scales with the fraction of the free 
flame burning velocity. This is illustrated in Fig. 3, 
where the measured temperature normalized by the 
adiabatic temperature is plotted as a function of the 
exit velocity normalized to the free flame burning 
velocity (see Table 1 for the data used in the nor- 
malization). The apparent "super-adiabatic" temper- 
atures close to unity relative velocity are due to the 
accuracy of the CARS measurements, which, as dis- 
cussed previously, appear to be systematically 30 K 
too high. As can be seen, the variation observed in 
Figs. 2a and 2b collapse well to one curve. (Paren- 
thetically, choice of another set of burning velocities 
for the two richest flames results in an even better 
similarity.) 

NO Measurements: Fuel-Lean Flames 

The measured NO concentrations (in ppm) at 5 
mm above the burner are presented in Fig. 4, plot- 
ted as a function of the measured flame tempera- 
ture. The very strong dependence of the NO con- 
centration at the higher temperatures (T a 2000 K) 
for the lean and stoichiometric flame is clearly the 
result of the high-temperature Zeldovich mecha- 
nism, as will also be shown later. The NO concen- 
tration in ppm in the lean flame drops quickly to 
single digits, which is indicative of the behavior seen 
in practical devices [1,7]. The NO concentration at 
this location in the stoichiometric flame appears to 
decrease only slowly between -1900 K and extinc- 
tion, remaining on the order of 15 ppm; this NO 
probably arises via the Fenimore mechanism. 

To shed further light on this matter, we have per- 
formed one-dimensional flame calculations of the 
type described earlier, for both free and burner-sta- 
bilized (obtained by solving the energy equation) 
conditions; the results are shown in Fig. 5. The 
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calculations for the lean flame were performed using 
the mechanism with "full" nitrogen chemistry (Zel- 
dovich and Fenimore; preliminary calculations using 
an N20 mechanism [4] yielded only an additional 
0.5 ppm NO). The calculated points have been 
shifted by 30 K, allowing for the estimated system- 
atic error in the CARS measurements. The excellent 
agreement is due to the dominant role of the Zel- 
dovich mechanism at this equivalence ratio, the de- 
gree to which it is understood, and the adequacy of 
the flame model to account for superequilibrium 
concentrations of flame radicals. The model predicts 
—2.5 ppm Fenimore NO in this flame. Relying on 
the correct prediction of thermal NO formation, we 
have performed calculations for the stoichiometric 
case, without the Fenimore mechanism. These re- 
sults (also shifted by 30 K) are shown as the dashed 
line in Fig. 5. This curve demonstrates the strong 
decrease in the Zeldovich NO with increasing sta- 
bilization described previously. For the purposes of 
comparison, we have added a constant 15 ppm Fen- 
imore NO to the calculated thermal contribution. 
The resulting agreement with the experimental data, 
even allowing for uncertainties in measurement po- 
sition (± 0.5 mm), accuracy in NO measurement 
(better than 10%), and mechanism, is more than ad- 
equate to lend credence to the preceding interpre- 
tation. The origin of the slow decrease below 1800 
K is not clear. 

NOx FORMATION AND CONTROL 

We point out here that for both the lean and stoi- 
chiometric mixtures, the flame extinguishes at a fi- 
nite value of the NO concentration: roughly 12 ppm 
under stoichiometric conditions and ~2 ppm for the 
lean case. Since the flame temperatures under these 
conditions are low enough to freeze out any post- 
flame NO formation, these concentrations, when 
corrected to a standard oxygen concentration, will 
form the basis for the emissions from a practical de- 
vice fired under these conditions. Whereas 2 ppm 
can scarcely be considered a limitation from a prac- 
tical standpoint, it will be clear that the concentra- 
tion near extinction is the fundamental limit for the 
emission behavior from this type of burner; it is im- 
possible to obtain less than 10 ppm NO for stoichio- 
metric premixed firing using upstream heat loss as a 
control strategy. 

NO Measurements: Fuel-Rich Flames 

Examining the results for 0 = 1.15 in Fig. 4, we 
observe a decrease in the NO concentration be- 
tween -2150 K and -2050 K, again most likely [7] 
due to the slowing of the Zeldovich mechanism at 
these high temperatures, both in the flame front and 
in the postflame gases. Similar to the stoichiometric 
case, this drop is followed by a large region in which 
the NO concentration changes only slowly with tem- 
perature. When close to extinction, the NO concen- 
tration in this flame is still close to 30 ppm, probably 
all from the Fenimore mechanism. We remark here 
that the measured concentration of NO under these 
conditions is three times higher than that estimated 
by Miller and Bowman [4,7] for the Fenimore con- 
tribution from an equivalent methane-air flame. 

Substantially more interesting are the results for 
0 = 1.3 and 1.4. Inasmuch as we expect a negligible 
contribution from the thermal mechanism at these 
equivalence ratios [4,7], one would anticipate that 
the NO concentration would remain more or less 
constant with temperature. However, both curves 
decrease dramatically with decreasing temperature, 
particularly at <P = 1.4, which shows a decrease in 
NO by a factor of 2 with a temperature change of 
only 100 K. One-dimensional flame calculations, as 
described previously, overpredict the magnitude of 
the NO concentration by a factor of 2 and predict 
the expected constancy of the concentration with 
temperature. The absolute magnitude of the mea- 
sured NO concentration at the highest exit velocities 
(the highest temperatures), which are comparable to 
the conditions calculated in Ref. 4, are a factor of 2 
higher than those calculated. The wide range of val- 
ues predicted for these flames (varying over a factor 
of 4) seems to point to the necessity of a closer look 
at the chemical mechanism for fuel-rich flames and 
its response to stabilization. 

Given the small activation energy of the CH + 
N2 reaction as compared to O + N2, it is difficult to 
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ascribe the decrease in NO with temperature, which 
is steeper than that from the stoichiometric flame, to 
a simple reduction in the velocity of the rate-limiting 
step in the Fenimore mechanism. In our opinion, 
there are two other possibilities within the frame- 
work of the current general ideas concerning NO 
formation in natural gas flames [4,7]. One possibility 
is that the stabilization process results in a slower 
conversion of HCN to NO, through a decreased con- 
centration of the necessary flame radicals as a result 
of the lower temperature. The second possibility is 
that there is a shift in the relative positions of the 
profiles of temperature and CH upon stabilization; 
the relative locations of these profiles have been 
shown [20] to be crucial to the NO formation rate. 
(From a theoretical standpoint, it is somewhat dis- 
tressing that the calculations appear to fail to account 
correctly for either alternative.) Although from a 
practical point of view the latter possibility would be 
the most fortunate (low NO emissions for fuel-rich 
flames), it will be necessary to rule out the former 
mechanism before drawing conclusions concerning 
the limiting NO emissions under these conditions. 
Since any residual HCN will be oxidized to NO in 
the burnout region of a practical flame (practical de- 
vices use secondary air to oxidize the CO and H2 

derived from the fuel-rich combustion zone), a shift 
from NO to HCN upon stabilization will clearly not 
help lower NOx emission. Experiments are currently 
in progress to ascertain whether residual HCN is 
present. 

additional NO will be formed by the Zeldovich 
mechanism. This phenomenon is also a current sub- 
ject of study in our laboratory. 

Whereas the discussion thus far has focused on the 
effects of stabilization on NO formation, we point 
out that, at least in principle, the NO concentrations 
measured in the fuel-rich flames under nearly adia- 
batic conditions should be indicative of those pro- 
duced in the primary combustion zones of bunsen- 
type flames, such as are used in the vast majority of 
domestic appliances. In this regard, the concentra- 
tions measured in our experiments under near-adi- 
abatic conditions are all in excess of 40 ppm, a pro- 
posed future limit for equipment using these 
burners in many countries. The promise of obtaining 
NO emissions below this value by means of up- 
stream heat loss in and of itself merits further inves- 
tigation. 
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COMMENTS 

Wolfgang Meier, DLR Stuttgart, Germany. What is the 
material of the burner plate? Are you sure that the doped 
NO for calibration is not consumed in the reaction zone or 
at the burner plate? 

Author's Reply. The sinter was made of stainless steel. 
Flame calculations show substantial conversion of seed NO 
to HCN in the flame front, with reconversion to NO in the 
hot gases. For the near-adiabatic, stoichiometric flames 
used for calibration, independent measurements using suc- 
tion probing and chemiluminescent analysis show that the 
seed concentration is preserved in the hot gases to better 
than 5%. As stated in the paper, we suspect substantial 
reburning of the seed NO (conversion to N2) in the flame 
under fuel-rich conditions. 

Marc Rumminger, University of California, Berkeley, 
USA. In my modeling of lean premixed porous radiant 
burners that have a flame stabilized on the surface, I have 
found that the properties of the porous medium have a 
moderate influence on NOx at high exit velocity and con- 
ditions near 0 = 1 (i.e. where Zeldovich NO is important). 
As the upstream heat propagation increases, the NOx goes 
down by up to 40%. Did the porous plug in the McKenna 
Products burner allow any heat to propagate upstream in 
the porous plug? Or was the cooling water flow high 
enough to maintain a nearly isothermal porous plug? 

Author's Reply. The flow of water through the burner 
was such that the burner surface was maintained at room 
temperature. 
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The formation of NOx in turbulent combustion of lean-premixed methane/air mixtures and hydrogen/ 
air mixtures was investigated at various levels of turbulent intensity using an impinging jet reactor. Much 
attention was paid to minimizing heat losses from the combustion field to the ambient. Experiments were 
carried out at atmospheric pressure and an inlet temperature of 323 K. The equivalence ratio ranged from 
0.5 to 1.0 for CH4/air mixtures and from 0.6 to 0.7 for H2/air mixtures. Detailed results obtained at 
combustion gas temperatures (T„) of 1390-2200 K with complete combustion are presented. 

R was found that a change in the level of turbulence intensity did not result in a change in NOx emissions. 
At T„ > 1700 K, the NOx formation was contributed primarily by the thermal mechanism. The NOx 

emissions were proportional to the reactor residence time and sensitive to the combustion gas temperature. 
The NOx concentration for CH4/air can be expressed as follows: 

[NOJ = T(5.96 X 107) exp(-31,500/Tg) (ppm) 

where r is the mean residence time in ms and T„ in K. At Tg < 1700 K, however, the NOx concentrations 
were independent of residence time and were only slightly sensitive to Tg. The NOx concentrations for 
CH4/air mixtures were in agreement with those for H2/air mixtures. This implies that the NOx was formed 
by a mechanism without hydrocarbon-nitrogen path. The nitrous oxide mechanism is expected to be an 
important mechanism for NOx formation in the present impinging jet reactor. 

Introduction of premixed mixtures in a closed chamber demon- 
strated that a significant reduction of NOx emissions 

The emissions of oxides of nitrogen (NOx) from (Up to 88%) was attained at high turbulence levels 
combustion processes cause environmental pollu- [7], However, the reduction cannot be fully attrib- 
tion. An understanding of NOx-formation mecha- uted to the enhanced mixing of burned and un- 
nisms is essential for reducing the emissions levels. burned gases since heat losses to the walls of the 
The chemistry of NOx formation in a laminar labo- chamber should be increased with the increased tur- 
ratory flame has been studied for a long time, and bulence levels. In contrast with the considerable re- 
the major reaction mechanisms are well understood duction of NOx emissions, H. Semerjian et al. [2] 
[8]. In most practical combustors and engines, how- reported that the rates of NOx formation in fuel- 
ever, combustion proceeds in turbulent flow fields. lean, turbulent flames were higher when compared 
The NOx formation in turbulent combustion has with those found for laminar flames at the same tem- 
been studied in many aspects [1-7], An investigation perature. At present, the effect of turbulence on 
of the NOx formation in impinging jet combustion NOx formation remains unclear. 
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2156 NOx FORMATION AND CONTROL 

Mixture 

Gas sampling 

Thermocouple 
junction 

HHE 
460 

Exhaust gas 

Spherical 
reactor 

Cubic 
chamber 

FIG. 1. Schematic of impinging jet reactor. 

The application of the lean combustion concept to 
combustor design is an area of active investigation 
because of the potential benefit of ultra-low NOx 

emissions [1]. In fuel-lean combustion, the contri- 
bution of the Zeldovich mechanism and the Feni- 
more mechanism to NOx formation becomes small 
when the combustion temperature is below 1800 K 
[6]. It is proposed that most of the NOx is formed 
by the nitrous oxide mechanism [5,6]. However, lit- 
tle experimental data are available on evaluation of 
the mechanisms. 

In this study, the characteristics of NOx formation 
in lean-premixed combustion were investigated in an 
impinging jet reactor made of ceramics. Much at- 
tention was paid to minimizing heat losses from the 
combustion field to the ambient. Detailed results ob- 
tained at combustion gas temperatures of 1390- 
2200 K with complete combustion are presented in 
this paper. The effects of turbulent intensity on NOx 

emissions are examined. 

Experimental Apparatus 

The impinging jet reactor used in this study is 
shown in Fig. 1. The spherical ceramic reactor, 150 
mm in inner diameter, is fed by two ceramic tubes 
of 20 mm in diameter. The reactor has 40 holes with 
diameters of 12 mm equally spaced on its wall. In- 
side the reactor, the two jets of premixed mixture 
impinge at the same velocity and form a turbulent 
flow field where combustion takes place. The burned 
gas goes through the holes and the space between 
the reactor and the heat-insulating firebrick cham- 
ber, of 230-mm cube, and finally is exhausted. The 
heat losses from the reactor are reduced greatly 
since the reactor is surrounded by hot, burned gases. 

Experiments were conducted at atmospheric pres- 
sure for CH4/air and H2/air mixtures heated electri- 

cally to a temperature of 323 K. The equivalence 
ratio {4>) ranged from 0.5 to 1.0 for CH/air mixtures 
and from 0.6 to 0.7 for H2/air mixtures. For H2/air 
mixtures, flashback into the tubes occurred at com- 
bustion gas temperatures higher than 1700 K. Thus, 
the range of combustion gas temperatures was nar- 
rowly limited in the present measurement. The re- 
actor mean residence time (T) changed from 5.3 to 
35.0 ms. H2/air mixtures were used to examine the 
contribution of hydrocarbon-nitrogen paths to NOx 

formation at lower combustion gas temperatures. 
The characteristics of NOx formation for H2/air 
mixtures were compared with those for CH/air 
mixtures. 

To generate various levels of turbulence in the re- 
actor, the jet velocity (V) and the distance between 
the exit planes of the two tubes (L) were varied. Data 
were collected for L = 20, 40, and 150 mm, and V 
= 20, 40, and 80 m/s, corresponding to mass flow 
rates of mixture (QJ of 13.8, 27.6, and 55.2 g/s, 
respectively. 

Combustion gas temperatures were measured 
with Pt-Rh 20%/Pt-Rh 40% thermocouples coated 
with silicate-based zirconia at the center of several 
holes on the reactor wall. The measured tempera- 
tures were not found to differ significantly from each 
other. The averaged values of the measured tem- 
peratures were referred to as combustion gas tem- 
perature (Tg). The temperatures of the inner and 
outer surfaces of the reactor and those of cubic 
chamber walls were also measured. On the basis of 
these surface temperatures, the heat loss from the 
reactor was estimated to be less than approximately 
8% of the heat release in the reactor. The combus- 
tion gas temperatures measured were only 50-110 
K lower than the corresponding adiabatic tempera- 
tures. The turbulence characteristics of the imping- 
ing jet flow were measured under nonbuming con- 
ditions by using a hot-wire anemometer. A 5-jum 
wire probe, calibrated in an orifice wind tunnel, was 
used. 

Burned gas was withdrawn using a water-cooled 
stainless steel gas sampling probe with a 1-mm-di- 
ameter orifice and then fed to a gas analyzer to de- 
termine the concentrations of NO, NOx, CO, C02, 
02, and total hydrocarbons. In the analyzer, NO and 
NOx were detected by a chemiluminescence ana- 
lyzer, CO and C02 by nondispersive infrared detec- 
tors, the total hydrocarbons by a flame ionization de- 
tector, and 02 by a paramagnetic detector. The 
sampling line that connected the probe to the gas 
analyzer was heated electrically to prevent conden- 
sation of water vapor. The temperature and concen- 
tration data presented in this paper were collected 
after the establishment of thermally steady states at 
each reactor condition. The values of NOx emissions, 
obtained in this study and derived from published 
papers, were expressed in terms of ppm corrected 
to 0% 02, wet basis. 
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FIG. 3. Dependence of NOx formation rate for CH4/air 
and H2/air on combustion gas temperature. 

Experimental Results 

In this work, the impingement strength of the two 
counterflow jets in the reactor was changed by vary- 
ing L and V. The results of turbulence measure- 
ments revealed that an increase in V and a decrease 
in L intensified the turbulence in the bulk of the 
impinging flow field. In addition, it was found that 
the root-mean-square fluctuations of gas velocity («') 

gradually increased from the tube exit toward the 
stagnation plane perpendicular to the axis of the 
tubes. On the stagnation plane, u' reached a peak 
value at a radial position of 1.25 times the tube di- 
ameter. Figure 2 illustrates the variation of«' at the 
peak with respect to L. A decrease in L from 150 to 
10 mm resulted in an increase in the peak value from 
2.9 to 9.7 m/s when V was equal to 20 m/s. 

Figure 3 shows the dependence of NOx formation 
rates on combustion gas temperatures for various 
turbulence levels. The NOx formation rate on the 
vertical axis was defined as the ratio of NOx concen- 
tration to T. The values of T can be divided into three 
groups in terms of V. Each test condition specified 
by V and L is labeled with a symbol in the figure 
corresponding to a level of turbulence intensity. The 
data corresponding to those in the figure are listed 
in Table 1. 

Figure 3 shows that when Tg > 1700 K (104/Tg < 
5.88), the NOx-formation rate for CH4/air mixtures 
depended primarily on Tg and was independent of 
V and L. Under the operating conditions in this 
study, therefore, the turbulence intensity generated 
by the impinging jets did not change the rate of NOx 

formation. 
The linear line (A) fitted to the data of NOx emis- 

sions at temperatures higher than 1700 K was rep- 
resented by the following equation: 

[NOJ = T (5.96 X 107) exp(-31,500/Tg) (ppm) 

where T is in ms and T„ in K. The overall activation 
energy for NOx formation was estimated to be 63 
kcal/mol by the expression based on the Arrhenius 
relationship. 

Line A was compared with the data for NOx-for- 
mation rates derived from published papers. H. Se- 
merjian et al. investigated NOx formation in lean- 
premixed, turbulent flames of prevaporized Jet-A 
fuel stabilized by perforated plate flame holders [2], 
The NOx was found to be formed more quickly in 
the recirculation zone behind the flame holders than 
in the postflame zone. The NOx-formation rates, de- 
rived with respect to the residence time in the com- 
bustion reaction zone, are shown in Fig. 4. The data 
on line A were found to be very close to those of H. 
Semerjian et al., as well as those obtained in a jet- 
stirred combustor burning CH4/air mixtures by C. J. 
Jachimowsla et al. [4]. Figure 4 also shows another 
set of data (line B) for the NOx-formation rates ob- 
tained by R. C. Steele et al. in a fuel-lean, jet-stirred 
reactor [6]. Although the NOx-formation rates were 
greater by a factor of 3 to 4 when compared with 
line A, the overall activation energy of 55 kcal/mol, 
obtained by fitting to the data, was close to that for 
line A. 

The data for the fuel-lean combustion with intense 
back mixing, shown in Fig. 4, are in agreement on 
the NOx-formation rates being proportional to the 
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TABLE 1 
Emissions data for combustion of CH4/air and H2/air mixtures 

Te T NO, CO £7(NOx) T 
g 

T NOx CO £/(NOx)" 

(K) (ms) (ppm) (ppm) W (K) (ms) (ppm) (ppm) (g/kg) 

1395.6 8.22 1.8 82 0.09 1422.9 15.36 2.1 71 0.11 

1445.2 7.82 1.9 72 0.10 1517.3 14.57 2.9 73 0.16 

1473.0 7.44 1.6 76 0.08 1686.9 12.98 7.4 120 0.34 

1731.7 6.35 5.5 82 0.25 1715.8 12.93 8.6 102 0.40 

CH4 1883.9 6.10 17.6 104 0.71 CH4 1844.3 11.92 28.0 180 1.09 

V = 80 m/s 1891.7 5.82 22.8 170 0.88 V = 40 m/s 1863.6 11.90 31.8 156 1.30 

2016.1 5.69 51.5 584 1.85 1985.2 11.05 94.0 380 3.26 

2041.0 5.39 94.6 840 3.24 1994.7 

2074.5 

11.14 

10.69 

98.0 

168.0 

740 

2340 

3.61 

1465.2 35.01 2.7 4 0.15 5.59 

1509.0 28.84 3.1 30 0.15 2087.8 10.52 171.0 2580 5.41 

1633.0 31.75 8.3 23 0.40 2093.2 10.59 158.0 5180 5.19 

1673.5 

1758.4 

26.03 

29.57 

11.4 

26.2 

71 

37 

0.49 

1.11 

2096.2 10.45 168.0 4620 5.20 

CH4 1418.2 33.23 2.2 
V = 20 m/s 1809.1 24.10 39.9 120 1.46 H2 1446.0 29.17 2.9 

1842.7 28.87 49.8 113 1.93 V = 20 m/s 1477.8 26.35 2.9 
1926.7 22.72 126.0 322 4.17 1556.2 26.48 5.4 
2013.1 21.47 161.6 3050 4.98 

°EZ(NOx): NOx emission index 
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FIG. 4. NOx formation rate for CH4/air compared with 
data from previous experimental studies. 

residence time and the values of the overall activa- 
tion energy of NOx formation approximately cover 
the range of 40-65 kcal/mol. These values were 
much lower than 134 kcal/mol for the thermal NOx 

formation in a pure oxygen/nitrogen system but close 
to the heat of formation of atomic oxygen (59 kcal/ 
mol) [10]. 

The mechanism of NOx formation in laminar pre- 
mixed combustion has been well understood [8] as 
a result of numerous experimental and modeling 
studies. Generally, NOx formation by the thermal 
mechanism is proportional to its production time 
and depends heavily on the combustion gas temper- 
ature. The prompt NOx formation occurs because of 
the superequilibrium concentrations of radicals 
(such O and OH) in regions near flame zone [8] or 
because of the Fenimore mechanism, especially at 
fuel-rich conditions [9], In the present fuel-lean, tur- 
bulent, impinging jet combustion, the NOx forma- 
tion at the higher temperatures was primarily by the 
thermal mechanism; the Fenimore mechanism was 
not an important source of NOx. In the turbulent 
flames, the intense back mixing between the burned 
and unbumed gases occurred, which may lead to the 
rapid mixing of the excessive radicals from burning 
gases with unburned gases and then accelerate NOx 

formation by the thermal mechanism at higher tem- 
peratures [8]. The difference between the overall 
activation energies for the turbulent flames and 
those for the pure oxygen/nitrogen system is prob- 
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FIG. 5. NOx emissions for CH4/air and H2/air at low- 
combustion gas temperatures. 

ably accounted for by the rapid radical mixing in the 
flames. However, it is difficult to recognize essen- 
tially how the mixing affected the NOx formation on 
the basis of the present experimental data. 

The data for the NOx-formation rates at temper- 
atures below 1700 K deviated from line A, as shown 
in Fig. 3. The formation rates depended on the res- 
idence time in the reactor: The shorter the residence 
time, the greater the formation rate at a given Tg. 
The measured NOx concentrations, rather than the 
NOx formation rates, were plotted versus combus- 
tion gas temperature in Fig. 5. It is clear that the 
NOx concentrations were independent of the resi- 
dence time and only slightly dependent on the com- 
bustion gas temperature. Therefore, the thermal 
NOx mechanism was thought to be largely sup- 
pressed and not a major contributor at the lower 
combustion temperatures. An alternate mechanism 
for NOx formation is necessary to account for the 
observed behavior, including residence-time inde- 
pendence and very weak temperature dependence. 

The NOx concentrations for H2/air mixtures plot- 
ted in Fig. 5 are found to be in agreement with those 
for CH4/air mixtures. This implies that the NOx in 
CH4/air was formed by a mechanism without hydro- 
carbon reactions at T„ < 1700 K. As mentioned pre- 
viously, P. C. Malte et al. proposed the nitrous oxide 
mechanism as an important mechanism of NOx for- 
mation in lean-premixed combustion and suggested 
that the mechanism is a significant source, especially 
at temperatures below 1800 K [5,6], They reported 
that their experimental data for NOx emissions at 

combustion gas temperatures of 1650-1850 K in the 
jet-stirred combustion, shown in Fig. 4, could be ac- 
counted for by the modeling predictions, including 
the mechanism. Their predictions indicated that the 
dependence of NOx formation on residence time be- 
comes weak with decreasing temperature. This 
mechanism is expected to be an alternate mecha- 
nism for NOx formation at Tg < 1700 K in the pres- 
ent impinging jet reactor. 

Concluding Remarks 

The mechanism of NOx formation in lean-pre- 
mixed, turbulent combustion of CH4/air and H2/air 
mixtures was investigated in an impinging jet reactor 
with minimum heat losses. The conclusions under 
the present operating conditions are as follows: 

A change in the level of turbulence intensity did 
not result in a change in NOx emissions. 

At Tg > 1700 K, the NOx formation was contrib- 
uted primarily by the thermal mechanism. The NOx 

emissions were proportional to the reactor residence 
time and sensitive to the combustion gas tempera- 
ture. NOx concentration for CH4/air can be ex- 
pressed as follows: 

[NOJ = T(5.96 X 107) exp(-31,500/Tg) (ppm) 

where T is in ms and T„ in K. 
At Tg < 1700 K, however, the NOx concentrations 

were independent of residence time and only slightly 
sensitive to the combustion gas temperature. The 
NOx concentrations for CH4/air were in agreement 
with those for H2/air. This implies that the NOx was 
formed by a mechanism without hydrocarbon-nitro- 
gen path. The nitrous oxide mechanism is expected 
to be an important mechanism for NOx formation in 
the present impinging jet reactor. 
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COMMENT 

Dr. Gregory Smith, SRI International, USA. If the NaO 
mechanism is responsible for the low temperature NO, one 
might expect more NO at leaner stoichiometry. Do you 
have information on how the NO varies with stoichiome- 
try? 

Author's Reply. Your comment and question are very in- 
teresting. In our experiments, the decrease in stoichiomet- 

ric ratio of the premixture of CH4/air or H2/air resulted in 
a decrease in combustion gas temperature, leading to 
smaller NOx emissions. We believe that the information on 
variation of NOx emissions with stoichiometric ratio at a 
constant temperature would be more helpful to under- 
standing of NOx formation, particularly at leaner stoichio- 
metric ratio. 
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In this study, we extend the results of previous combined numerical/experimental investigations of an 
axisymmetric laminar diffusion flame in which spontaneous Raman spectroscopy, laser-induced fluores- 
cence, and a multidimensional flame model were used to generate profiles of the temperature and major 
and minor species. We discuss issues related to the computation and measurement of NO in an unconfined 
laminar flame in which a cylindrical fuel stream is surrounded by a co-flowing oxidizer jet. Computationally, 
the governing conservation equations of mass, momentum, species, and energy were solved with detailed 
transport and finite-rate chemistry submodels to predict the velocity, species mass fractions, and temper- 
ature fields as functions of the two independent spatial coordinates. A discrete solution was obtained on a 
two-dimensional grid by employing Newton's method with adaptive mesh refinement. The computations 
were performed in both serial and parallel using up to 32 processors of an IBM SP2. Experimentally, NO 
radical concentrations were measured using laser-induced fluorescence. The associated results of the com- 
putational study clearly indicate that the prompt production path is the dominant formation route of NO. 
Thermal NO and the N20 submechanism play minor roles in total NO production. Excellent agreement 
was obtained for the structural features of the computed and measured NO. The peak NO mole fractions 
agreed to within 30% of the experimental value. Additional quantitative CH computations and measure- 
ments are essential for further study of this problem. 

Introduction to lower NOx emission indices of practical combus- 
tion devices. While catalytic combustion is one po- 

In recent years, we have witnessed a shift in the tential candidate for achieving this reduction, much 
main thrust of combustion research. The push for work is still needed in understanding the detailed 
higher combustion efficiency in propulsion applica- heterogeneous kinetic processes as well as in devel- 
tions that dominated much of combustion research oping low-cost practical catalysts, 
in the past few decades is gradually being replaced From a chemical viewpoint, computations of 
by a drive toward cleaner combustion. This is a direct methane-air flames with C2 chemistry represent the 
result of environmental consciousness, and it has most complex multidimensional flame study to date 
been translated into stricter air quality legislation. [1], From an environmental perspective, these stud- 
Although it originated as a reaction to regulatory ies are seriously lacking from the neglect of nitrogen- 
pressure, research in the area of pollutant formation based chemistry. To address the issue of NO for- 
and control will become economically indispensable mation, we include a full NOx reaction mechanism 
to the export of combustion-related technologies in a multidimensional axisymmetric model and com- 
and products worldwide. In addition, environmental pare the results of the calculations for NO with ex- 
concerns will become increasingly important in perimental measurements. An optically thin radia- 
nations with strong growth potential. tion model is also included. From an experimental 

As emissions legislation becomes more restrictive, viewpoint,   laser-induced   fluorescence   measure- 
a detailed understanding of pollutant formation in ments are combined with detailed information on 
flames (e.g., soot, NOx, unburnedhydrocarbons) will the temperature and species concentrations in the 
be critical for the design of pollutant abatement flame and with a recent NO quenching model to 
strategies and for the preservation of the competi- obtain quantitative NO concentrations. Based on the 
tiveness of combustion-related industries. In partic- success of this study, the model and diagnostic tech- 
ular, it is clear that there will be increasing pressure niques could then be applied in the design of small, 
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FIG. 1. Schematic of the LIF experimental setup. 

practical natural gas burners. These burners often 
contain partiallypremixed flames and eventuallywill 
be subject to regulatory restrictions. In the next sec- 
tion, the experimental procedure is described. The 
solution method is discussed in the third section and 
the results of the study in the fourth section. 

Experimental Procedure 

The experimental configuration used for the linear 
NO fluorescence measurement is shown schemati- 
cally in Fig. 1. The third harmonic of a Nd:YAG laser 
pumped a dye laser (coumarin 450 dye), producing 
a beam at 452 nm. A BBO crystal doubled the dye 
laser output to produce the 225.8-nm ultraviolet 
(UV) radiation used in the experiment (~40^J per 
8-ns pulse at 10 Hz repetition rate). The residual 
452-nm beam did not interfere with the measure- 
ment in any way and was not separated from the UV 
until after the beam passed through the flame, where 
a quartz prism separated the two wavelengths and 
allowed the measurement of the UV energy during 
the experiment. The main beam was focused using 
a 25-cm-focal-length quartz lens. To ensure that the 
fluorescence was in the linear regime, with no partial 
saturation, the measurements were made 10 cm be- 
yond the primary focus of the UV beam and resulted 
in a beam diameter of 0.6 mm in the measurement 
region. The measured bandwidth of the 452-nm 
beam was 1 cm-1, which corresponds to a UV spec- 
tral intensity of «106 W/cm2/cm_1. This is well be- 
low the saturation value [2]. 

A portion of the main beam was separated and 

passed 6.2 cm above a premixed reference burner. 
The NO fluorescence from the lean propane flame 
was separated from other scattering by an interfer- 
ence filter (peak at 259 nm, 12.5-nm bandwidth) and 
detected with a PMT (Hamamatsu R166UH) con- 
nected to a digital oscilloscope. This signal was used 
to monitor laser energy and to ensure that the laser 
wavelength did not shift off of the peak of the NO 
transition being pumped. The PMT was also used to 
obtain an excitation spectrum to identify the various 
NO spectral features. Features over a spectral range 
from 225.4 to 226.8 nm were matched with the data 
of Engleman [3]. The Q1 (18) transition of the NO 
A2Z+ - J?n (0, 0) band (44,275.684 cm"1) was 
selected for this work. This transition is reasonably 
well separated from neighboring transitions and has 
significant population from room temperature to the 
flame temperatures investigated. In addition, no sig- 
nificant spectral interferences were encountered in 
the laminar flames investigated [4]. 

For measurement of the NO fluorescence in the 
diffusion flame, a pair of quartz lenses (8- and 10- 
cm focal lengths) imaged the scattered light onto the 
300-/im entrance slit of a spectrograph (SPEX 
270M). The fluorescence was dispersed with a 300- 
groove/mm grating (250-nm blaze angle) and im- 
aged with an intensified CCD detector (consisting 
of a gated Gen II microchannel plate intensifier op- 
tically coupled to a cooled Photometries STAR I 
CCD). A microcomputer controlled the experiment 
and recorded data from both the CCD and the dig- 
ital scope. The CCD image contained information 
in one spatial and one spectral dimension. Spatially, 
a line extending from the centerline to 8.6 mm in 
the radial direction was imaged, and spectrally the 
region from 220 to 265 nm was recorded. The spec- 
tral region included Rayleigh scattering (overlapped 
with the [0, 0] fluorescence) as well as the (0, 1), (0, 
2), and (0, 3) vibrational fluorescence bands. The 
fluorescence signal was integrated on the detector 
for 25 s and then read out and stored in the com- 
puter. During the integration time, the signals from 
the PMT and the energy meter were also integrated 
and stored. To generate a two-dimensional image of 
the NO fluorescence distribution, a series of spatial/ 
spectral images was recorded at different heights 
above the burner. The burner was moved vertically 
in 0.25-mm steps using a computer-controlled step- 
ping motor. Measurements were made from 0.35 cm 
above the burner surface (less than the liftoff height 
of the flame) to 5.8 cm downstream. 

The final fluorescence image was obtained by 
summing the fluorescence intensity over a 7.5-nm 
spectral region centered on the (0, 2) transition [5]. 
No significant difference was noted, however, when 
the detection band was centered on the (0, 1) tran- 
sition. The fluorescence image compiled from the 
series of spatial/spectral images was corrected for 
detector background and for nonuniform detector 
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FIG. 2. Schematic of an unconflned axisymmetric lami- 
nar diffusion flame. 

gain and optical throughput. This latter "response" 
correction was obtained by imaging a nonreacting 
flow of 46 ppm NO in N2 through the burners co- 
flow, which resulted in a uniform NO concentration 
field in the imaged region. Changes in the laser en- 
ergy and any slight drift of the laser wavelength were 
normalized using the averaged output of the NO 
fluorescence from the premixed reference burner 
detected by the PMT. The final corrected fluores- 
cence image had a signal/noise ratio of «*40 in the 
downstream region where the NO signal was highest 
and a pixel volume of 0.3 X 0.3 X 0.6 mm3. 

For linear fluorescence, the scattered intensity is 
dependent on the total number density in the 
ground electronic state, N„, as well as a variety of 
other variables in the flame as follows: 

'/ CNgfBB12Z 
(A21 + (?) (1) 

C is an instrumental constant, fB is the Boltzmann 
population fraction, A21 and B12 are the Einstein co- 
efficients, and I is the laser intensity. O represents 
the total collisional quenching rate. For NO, the 
quenching term is particularly important and varies 
significantly with temperature and quenching part- 
ners. Fortunately, a good deal of information is avail- 
able on NO quenching in the form of experimental 
measurements and models. Drake and Ratcliffe [5] 
have measured quenching cross sections as a func- 
tion of temperature for a number of different species 
important in combustion research. More recently, 
Paul et al. [6] have developed a model for temper- 
ature-dependent NO quenching that is in general 
agreement with the experimental work by a number 

of groups. Because the flame we are studying has 
been well characterized in terms of temperature and 
major species [7], we can use our previous data on 
this flame along with the quenching models to quan- 
titatively determine the NO concentration. The ma- 
jor species and temperature measured with Raman 
scattering were seen previously to be in good agree- 
ment with the calculated values [7], so the computed 
values were used for the quenching and Boltzmann 
corrections in the results presented here. By using 
the computed values, we avoided adding the noise 
that was present in the Raman measurements. In 
calculating the NO mole fraction of our flame, we 
have used the results of Paul's model to account for 
the temperature-dependent quenching of C02, 
H20, 02, N2, and CO. The instrumental constant 
was determined from the known NO concentration 
(46 ppm) in the NO/N2 mixture used in the response 
correction. 

The quantitative value obtained for NO concen- 
tration in the laminar diffusion flame is critically de- 
pendent on the quenching and Boltzmann correc- 
tions. As a check to the accuracy of the NO 
measurements, an additional set of experiments was 
performed in the postflame region of premixed CH4/ 
N2/02 flames. In these experiments, NO fluores- 
cence measurements were made with CH4/02 and 
pure N2 and then repeated with a mixture of 46 ppm 
NO in N2 replacing the pure N2. By ratioing these 
measurements, the amount of NO in the undoped 
premixed flame can be determined without the need 
for Boltzmann or quenching corrections. (The as- 
sumption that the additional NO does not signifi- 
cantly affect the flame seems to be borne out in 
other experiments [8,9].) The NO concentration 
from the undoped flames was then determined using 
the same quenching and Boltzmann correction ap- 
proach used in the diffusion flame results. Calcu- 
lated equilibrium values of temperature and major 
species were used for the corrections. For flames of 
stoichiometric ratios of 0.87 and 1.0, the values of 
NO concentration obtained in the two different ways 
agreed to within 7% and 2%, respectively. 

Problem Formulation and Method of Solution 

Our model of an axisymmetric laminar diffusion 
flame considers an unconflned laminar flame in 
which a cylindrical fuel stream is surrounded by a 
co-flowing oxidizer jet (see Fig. 2). Computationally, 
the full set of elliptic two-dimensional governing 
equations—mass, momentum, species, and en- 
ergy—are discretized on a two-dimensional mesh. 
The resulting nonlinear equations are then solved by 
a combination of time integration and Newton's 
method. The Newton equations are solved by a pre- 
conditioned Bi-CGSTAB iteration. We determine 
the grid points of the two-dimensional mesh by 
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equidistributing positive weight functions over mesh 
intervals in both the r and z directions. The size of 
each time step is chosen by monitoring the local 
truncation error of the time discretization process 
(see also Ref. 10). Because of the cost of forming the 
Jacobian matrices with detailed transport and finite- 
rate chemical kinetics, a modified Newton method 
is implemented along with several theoretical esti- 
mates that determine when a new Jacobian should 
be formed. These theoretical results help increase 
the overall efficiency of the algorithm. The binary 
diffusion coefficients, the viscosity, the thermal con- 
ductivity of the mixture, the chemical production 
rates, and the thermodynamic quantities were eval- 
uated using vectorized and highly optimized trans- 
port and chemistry libraries [11]. 

Anticipating that radiative losses could have a sig- 
nificant influence on NO levels compared to a non- 
radiative system, we have included an optically thin 
radiation model in our calculations. We assume that 
for methane-air mixtures, the only significant radi- 
ating species are HzO, CO, and CO£. By using an 
optically thin limit in which self-absorption of radi- 
ation is neglected, the divergence of the net radiative 
flux can be written 

■<7R 4K 2 Piafii (T) (2) 

where Bt(T) is the Planck function evaluated at the 
band centers of the contributing vibration-rotation 
or pure rotational bands whose integrated intensities 
are given by af [12,13]. 

As the number of grid nodes required to resolve 
the dependent variables increases, the size of the 
problem grows dramatically. A full NOx problem 
(e.g., temperature, 48 elementary species, and three 
fluid dynamic variables) on a 12,000-node mesh re- 
quires the solution of more than half a million non- 
linear algebraic equations. The nonzero entries of 
the blocked nine-diagonal Jacobian matrix require 
more than 2GB memory. Previous studies illustrate 
that while field-by-field solution methods could be 
used at lower memory cost, their convergence rate 
is significantly slower than by fully coupling the de- 
pendent variables [14]. In addition, techniques that 
do not require a copy of the Jacobian are extremely 
inefficient computationally when performing sensi- 
tivity analyses. 

Problems of this size are difficult to solve on even 
the most powerful high-speed workstations. As a re- 
sult, we have modified the serial implementation of 
the solution algorithm so as to be applicable to a 
distributed memory parallel computer. Specifically, 
the time-dependent/Newton solution algorithm is 
divided into two computationally intensive por- 
tions—the formation of the Jacobian matrix and the 
subsequent iterative solution of the Newton equa- 
tions. Formation of the Jacobian requires QK + 1 
function evaluations where K represents the number 

of dependent solution variables and where each 
function evaluation requires the formation of the re- 
sidual function. Given a solution estimate U, each 
function evaluation can be performed independent 
of the others. We partitioned the 9K + 1 function 
evaluations across N = 1, 2, . . . , 32 wide nodes of 
the IBM SP2 at the Cornell Theory Center. In this 
way, each processor was able to compute a portion 
of the Jacobian matrix in parallel with the other pro- 
cessors. Once the Jacobian was formed, the linear 
Newton equations were solved iteratively using a 
preconditioned Bi-CGSTAB iteration across each of 
the N domains. CPU times were reduced by a factor 
of 20-25 over serial times on a 32-node machine. 
Serial computations were performed on an IBM RS/ 
6000 Model 590 computer. 

Numerical Results 

NO can be formed in hydrocarbon flames by sev- 
eral different mechanisms [15,16]. The "thermal" 
(Zeldovich) path involves reactions between atmos- 
pheric nitrogen and atomic oxygen. It is significant 
at temperatures above =1850 K. Thermal NO for- 
mation can also be enhanced by superequilibrium 
free radical concentrations. The expression prompt 
NO was coined [17] to describe an apparently in- 
stantaneous formation of NO when the axial profile 
of NO in a flat-flame burner was extrapolated to the 
surface.  The  nonzero  intercept was termed the 

FIG. 3. Computed temperature isotherms for the un- 
confined methane-air diffusion flame. 
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prompt contribution. This arises through reactions 
between alkyl species and atmospheric nitrogen, in 
particular, via the reaction 

CH + N2 = HCN + N (I) 

NO can also be formed via the N20 intermediate. 
The rate of formation of NO through this path in- 
creases at higher pressures. In this section, we pres- 
ent the results of a joint experimental and compu- 
tational study of a diluted methane-air laminar 
diffusion flame. The calculations employed the 48- 
species, 275-reaction GRI-Mech version 2.11 [18]. 
We also considered a combined mechanism using 
the C2 reaction set of Ref. 1 with the NOx submecha- 
nism of Drake and Blint [16]. 

The experimental configuration was such that the 
radius of the inner fuel jet fiz = 0.2 cm and the 
radius of the outer oxidizer jet R0 = 2.5 cm. Fuel 
and nitrogen are introduced through the center tube 
and air through the outer co-flow. The boundary 
conditions at the inlet are given by 

Inlet (% = 0): 

r<Rt 

T = 298 K 

0.5149, YN, = 0.4851 

(3) 

Yk = 0, k ¥= CH4, N2 

vr = 0.0 cm/s, D- = 35.0 cm/s 

Rj < r < R0 

T = 298 K (4) 

Y02 = 0.232, YN2 = 0.768, Yk = 0, k ^ 02, N2 

ür = 0.0 cm/s, v- = 35.0 cm/s 
For reference purposes, the temperature iso- 

therms are illustrated in Fig. 3. As has been pointed 
out in earlier studies [1,7], the high-temperature re- 
gion has a wishbone-type structure. The highest en- 
ergy release rate occurs in a thin region above the 
inlet. The temperature rapidly rises from 298 to 
nearly 1900 K in approximately 4.0 mm. It is in the 
vicinity of this region that the fuel and the oxidizer 
first meet in stoichiometric proportion. The meth- 
ane and oxygen co-exist in only a very small domain. 
Most of the methane disappears within 1.0 cm of the 
fuel jet. Large quantities of H20, CO, and H2 are 
produced soon after the methane has been con- 
sumed. It is in this region that the methane is at- 
tacked by O, H, and OH radicals and CH3 is formed. 
Only small amounts of OH, H, and O exist because 
of the high affinity of methane for these radicals. 

In Fig. 4, we compare computed and experimental 
NO mole fraction isopleths. The region illustrated 
corresponds to the section of the flame imaged by 
the detector. The calculated results include radiation 
and are based on GRI-Mech. From a structural 
point of view, there is excellent agreement among 
the various features of the two plots. NO increases 
along the centerline and peaks at approximately 3.2 
cm; the wishbone regions extending along the edges 
of the flame front begin at the same height and close 
on the centerline at approximately 2.9 cm. Compu- 
tationally, we determine a peak NO mole fraction of 
67 ppm compared to 100 ppm determined via LIF 
The peak computed temperature is 1917 K. If ra- 
diation is neglected, we find that the peak temper- 
ature rises to about 2000 K and NO levels increase 
by a few ppm. 

FIG. 4. Computed and experimen- 
tal NO isopleths for the unconfined 
methane-air diffusion flame. The 
computations were made with GRI- 
Mech and an optically thin radiation 
model. The region illustrated corre- 
sponds to the domain imaged by the 
detector. 
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The CH radical is important in prompt NO pro- 
duction in both premixed and non-premixed meth- 
ane-air systems. As has been pointed out by several 
authors [19], uncertainty in the rate of (I) can lead 
to disagreement in NO levels. Moreover, even if the 
value of the rate used is "correct," it is still critical 
that CH levels be predicted accurately. Accurate 
computation of CH radicals poses a difficult numer- 
ical problem. The CH profile has the highest spatial 
activity of any of the 48 species (45 species using the 
mechanism from Refs. 1 and 16) considered in this 
study. It can change by an order of magnitude within 
0.1 mm. This requires that the adaptive grid be re- 
fined to an extremely small mesh size. Underreso- 
lution of the profile can lead to inaccuracies in CH 
values. The extremely thin CH "shell" is observable 
in the numerical (see Fig. 5), as well as in the ex- 
perimental profile found in Ref. 1. Peak CH levels 
are 3.3 ppm. In addition, the HCN precursor peaks 
along the CH shell but further downstream from the 
CH peak. 

To determine the relative contributions of the 
other two NO formation pathways, several additional 
computations have been performed. Starting with 
the hydrocarbon reaction set of Ref. 18, we included 
only the thermal portion of the NOx mechanism, that FIG. 5. Computed CH radical isopleths for the uncon- 

flned methane-air diffusion flame. 

N, + O = NO + N 

N + O, NO + O 

(II) 

(HI) 

N + OH = NO + H (IV) 

This reaction set will be important at high temper- 
atures and long residence times in the flame. As we 
mentioned earlier, the peak temperature in this 
flame is only 1917 K. In addition, because of the 
acceleration of the gases due to buoyancy, the resi- 
dence time T along the centerline from where the 
temperature first reaches =*1850 K to where it finally 
falls below this value is small. In particular, by com- 
puting 

dz 
«z(0, z) 

(5) 

where zmin and zmax are the minimum and maximum 
flame heights where the centerline temperature is 
above 1850 K, respectively, and where we have made 
specific reference to the fact that the axial velocity 
is taken along the centerline r = 0, we find the res- 
idence time equal to 5.1 ms. It is interesting to point 
out that in previous studies of lean stirred reactors 
[20], short (1-5 ms) residence times precluded sig- 
nificant yields of NO via the thermal pathway. The 
prompt mechanism was the most important path to 
NO formation. In these studies, total NO concen- 
trations were small. In the current study, however, 
residence times are short but total NO is high. Ther- 
mal NO isopleths are presented in Fig. 6. The peak 

NO mole fraction is only 10.1 ppm and the region of high- 
est thermal NO occurs nearly 10 mm above the peak NO 
mole fraction for the full mechanism calculation. 

Using the hydrocarbon portion of the reaction set plus 
reactions (II) through (IV), we next included the N20 sub- 
mechanism 

N, + O + M = NoO + M (V) 

O + N20 = NO + NO (VI) 

O + N20 = N2 + 02 (VII) 

H + N20 = NO + NH        (VIII) 

H N9 + OH (IX) 

in our calculations. As pointed out by Drake and 
Blint [16], this submechanism becomes more im- 
portant in NO formation as the pressure increases. 
As a result, we do not expect it to be a major con- 
tributor in this study. Inclusion of reactions (V) 
through (IX) raises the peak NO mole fraction by 
less than 1 ppm. Based on these results, we find that 
prompt NO accounts for nearly 85% of total NO 
with thermal NO and the N20 pathway accounting 
for the rest. 

In previous computational and experimental stud- 
ies, we employed a C2 methane-air reaction mech- 
anism containing 26 species. Excellent agreement 
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FIG. 6. Computed thermal NO isopleths for the uncon- 
flned methane-air diffusion flame. The computations were 
made with the hydrocarbon portion of GRI-Mech with re- 
actions (II) through (IV) and an optically thin radiation 
model. 

was found to exist between computational and ex- 
perimental profiles of the temperature [7,21], veloc- 
ity at extinction [22], major species [7,21], and the 
OH radical [1]. Only structural comparisons were 
made between computed and measured CH profiles 
[1]. Using this mechanism and the NOx submecha- 
nism of Drake and Blint [16], we recomputed the 
axisymmetric methane-air flame structure. In Fig. 7, 
we illustrate computed and experimental NO iso- 
pleths obtained with the joint mechanism. While the 
general structure of the computed results looks simi- 
lar to that in Fig. 4, peak mole fraction values are 
significantly different. This mechanism predicted a 
peak NO value of 176 ppm (11 ppm thermal NO). 
If the higher rate reported in Ref. 16 for reaction (I) 
is used, the peak NO mole fraction increases to 180 
ppm. To illustrate specific structural similarities and 
differences among the experiments and computa- 
tions with the two mechanisms, we plot in Fig. 8 NO 
mole fractions along the centerline of the flame. 
Both the experimental and the GRI-Mech compu- 
tations illustrate a very rapid increase in NO values 
around 2.9 cm and a gradual falloff as we enter the 
postflame region. The combined mechanism from 
Refs. 1 and 16 significantly overpredicts NO levels 
and does not show as sharp an increase in NO near 
the tip of the flame. The shape of the postflame de- 
cline in NO is similar to the other two cases. 

Uncertainties in the quenching correction repre- 
sent the largest source of uncertainty in the quanti- 
tative measurement of the NO mole fraction. For 
example, if an empirical fit to Drake's data is used 
for the NO quenching cross section (rather than the 
Paul et al. model), the peak NO concentration de- 
termined  from  the   measurements  decreases  by 

FIG. 7. Computed and experimen- 
tal NO isopleths for the unconfmed 
methane-air diffusion flame. The 
computations were made with the 
combined hydrocarbon mechanism 
from Ref. 1 and the NOx subme- 
chanism from Ref. 16 with an opti- 
cally thin radiation model. The re- 
gion illustrated corresponds to the 
domain imaged by the detector. 
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FIG. 8. NO mole fractions as a function of distance along 
the centerline. We illustrate the total (prompt + thermal 
+ N20) NO mole fraction obtained with GRI-Meeh, the 
experimental NO profile, the thermal portion of GRI- 
Mech, and the total NO from combined mechanism [1,16]. 
The two GRI curves illustrate results for the original rate 
of (I) reported in Ref. 18 and the higher rate reported in 
Ref. 16. The two curves for the combined mechanism in- 
dicate computations for the high and low rate of reaction 
(I) reported in Ref. 16. 

roughly 20%. While this would bring the peak NO 
very close to that calculated using GRI-Mech, the 
agreement with the doped/undoped premixed flame 
would be poorer. Even with an experimental uncer- 
tainty on the order of 20% for the peak value of the 
NO concentration, the agreement between experi- 
ment and computation is extremely encouraging. 

Conclusions 

In this study, we extended the results of previous 
combined numerical/experimental investigations of 
an axisymmetric laminar diffusion flame in which 
spontaneous Raman spectroscopy, laser-induced 
fluorescence, and a multidimensional flame model 
were used to generate profiles of the temperature 
and major and minor species. We discussed issues 
related to the computation and measurement of NO 
in an unconfined laminar flame in which a cylindrical 
fuel stream is surrounded by a co-flowing oxidizer 
jet. The computations were performed in both serial 
and parallel using up to 32 processors of an IBM 
SP2. Experimentally, NO radical concentrations 
were measured using laser-induced fluorescence. 

The results of the study clearly indicate that the 
prompt production path is the dominant formation 
route of NO for this type of axisymmetric laminar 
diffusion flame. Thermal NO and the N20 submech- 
anism play minor roles in total NO production. Ex- 
cellent agreement was obtained for the structural 
features of the computed and measured NO profiles 

using GRI-Mech, with good agreement for peak 
mole fraction values. Significant variations in NO 
levels were obtained by using a different mecha- 
nism—though one that had predicted very good 
agreement in temperatures, velocities, and major 
and some minor species in various flame configura- 
tions. Additional quantitative CH and CH2 measure- 
ments are needed to complete our understanding of 
this problem. 
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COMMENTS 

Kermit C. Smyth, NIST, USA. Your results show that 
both the peak NO concentrations and the maximum NO 
production rates occur very close to the locations of the 
peak temperatures for a range of axial locations, yet the 
prompt route dominates NO formation. This situation is 
somewhat counter-intuitive and occurs because the fastest 
NO consumption reactions involve hydrocarbons and act 
to mask prompt NO formation [1,2]. 
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1. Nishioka, M., Nakagawa, S., Ishikawa, Y., and Takeno, 
T, Combust. Flame 98:127-138 (1994). 

2. Smyth, K. C, "NO Production and Destruction in a 
Methane/Air Diffusion Flame," Combust. Sei. Technol, 
in press. 

Author's Reply. As we illustrated in the paper, the 
prompt route dominates NO formation in the flame. We 
agree that this is not what one would first expect consid- 
ering that the peak NO concentrations and production 
rates occur very close to the region of the peak temperature 
as you move upward in the flame. However, in portions of 
these high production rate regions the temperature is ac- 
tually below 1850 K. Also, as you point out, the fastest NO 
consumption reactions involve hydrocarbon species which 
can "hide" the prompt formation route. 

REFERENCES 

1. Carter, C. D.  and Barlow, R. S„ Opt.  Lett.   19:299 
(1994). 

Author's Reply. With our laser linewidth and measure- 
ment system, the difference between room-temperature 
and flame-temperature calibration was not significant. This 
was verified by the agreement in NO concentration be- 
tween the room-temperature-calibrated results and the 
doped/undoped results in the premixed flame. 

Regarding interference from 02, the Qi(18) transition 
in NO was selected based on Cater and Barlow, Optics 
Letters, 1994 (Ref. 9 in paper) which stated that "the 
Q,(18) transition of NO {X = 225.9) is isolated from neigh- 
boring NO lines and does not overlap distinct 02 lines." 
Because a spectrograph was used for detection of the NO 
signal, we were able to spectrally resolve the fluorescence 
signal. Distinct spectral interferences (such as those from 
oxygen) would be expected to have a different fluorescence 
signature than that of NO, and no such interferences were 
observed in our data. We found that the measured NO 
concentration was not significantly different when the de- 
tection band was centered at either the (0,1) or (0,2) tran- 
sitions. We did not, however, determine the NO concen- 
tration using broadband detection, which could be 
influenced by a broadband background. 

Robert S. Barlow, Sandia National Laboratories, USA. 
With the laser system we use for NO measurements, we 
have found that it is important to account for changes in 
the overlap integral between room temperature and flame 
temperatures [1]. This is one of the reasons which has led 
us to perform NO calibrations in flames, rather than cold 
gases. Is this an issue for your measurement system? Also, 
is the statement that there is no interference from 02 fluo- 
rescence based on the use of narrow-band detection of NO 
at —248 /im? With broadband detection there will certainly 
become 02 interference, though it may only be important 
for measurements of low NO concentrations (say, below 20 
ppm). 

Yung-cheng Chen, Tsinghua University, Taiwan. In your 
oral presentation, high CH2 concentration along the lean 
and rich premixed flame fronts of the triple flame structure 
can be seen at the flame stabilization point. However, such 
tri-branch structure can't be seen in the CH concentration 
distribution, which should also exist along the premixed 
flame fronts. Could you please explain why? Can you see 
the tri-branch structure in OH concentration distribution? 

Author's Reply. Observation of the tribrachial structure 
of the flame is difficult unless there is significant resolution 
of the flame structure in the region in question. While the 
structure is clearly visible in the CH2 concentration, it is 
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somewhat less visible (though still there) in the CH mole 
fraction contour. For OH, the structure is not visible due 
to the "broadened" structure at the base of the flame com- 
pared to CH2 and CH. 

Jay Jeffries, SRI International, USA. How large is the 
effect of the radiative losses on the NO production? When 
you calibrate the NO signal with NO added to the flame, 
is reburning an important effect? 

Author's Reply. Radiative losses account for about an 80- 
85 K lowering of the peak temperature value. If radiative 
losses are not included in the model, peak NO levels in- 
crease to 83 ppm. 

Other studies (Refs. 8 and 9 in the paper) have shown 
that doping the premixed flame with a small amount of NO 
can be used to provide an additive NO concentration of a 
known amount in the post-flame region. The measure- 
ments were performed well downstream of the flame to 
avoid any chemistry effects at the flame front. 
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Reduced mechanisms are used to study the importance of various NOx production and consumption 
mechanisms in non-premixed hydrocarbon-air flames. It is found that the prompt, thermal, and nitrous 
oxide mechanisms for NO production can each be important under conditions realistic for practical com- 
bustion devices. Further, the reburn process contributes significantly to NO consumption under certain 
conditions. In general, the prompt mechanism is the dominant production mechanism when the residence 
time is shortest and NOx emissions are correspondingly low; in these flames, radical concentrations are 
high and the flame temperatures are relatively low. As the pressure or residence time increases, radical 
concentrations are reduced and flame temperatures rise; these changes lead to an increase in the impor- 
tance of the thermal mechanism with respect to the prompt mechanism. Under these conditions, the 
reburn process is also important. Because of the pressure dependence of nitrous oxide concentrations, the 
nitrous oxide mechanism is a significant contributor only at high pressures. 

Introduction 

To address problems of global air pollution, it is 
necessary to understand the mechanisms of forma- 
tion and destruction of pollutants such as oxides of 
nitrogen in flames. Numerous works have been di- 
rected toward the development of detailed kinetic 
mechanisms [1-7] and the application of these 
mechanisms to well-stirred reactors [1-3,8,9] and 
premixed flames [4,5,10,11]. However, with a few 
exceptions [12-15], very little work has been di- 
rected toward understanding nitrogen chemistry in 
non-premixed flames. Since most practical combus- 
tion devices operate under conditions of imperfect 
mixing, consideration of varying stoichiometries is 
essential to the understanding of pollutant formation 
in realistic combustors. Reduced mechanisms, de- 
rived through the successive application of the 
steady-state assumption to judiciously selected spe- 
cies, which focus on the global processes in the 
flame, are ideal for developing this understanding. 
Despite this fact, the applications of reduced mech- 
anisms to nitrogen chemistry has been very limited 
[8,13,15,16]. 

There are several possible means of producing ni- 
tric oxide in diffusion flames. For all of the paths, 
the relevant timescales are large with respect to the 

overall timescale for combustion of the primary fuel. 
Thus, in calculating emissions, it is necessary to take 
into account the finite rates of the associated reac- 
tions. Furthermore, the NO production is strongly 
influenced by flame temperature and radical con- 
centrations, so these must be modeled carefully. In 
the current work, three routes to NO formation are 
considered: the thermal mechanism, prompt mech- 
anism, and nitrous oxide mechanism. If NO concen- 
trations are significant enough, reburn reactions that 
lead from NO back to N2 can become important, 
and these are also considered herein. 

In addition to nitric oxide, nitrous oxide and nitro- 
gen dioxide are also important pollutants arising 
from the reactions of nitrogen-containing species. It 
is known that nitrous oxide emissions are usually 
small from hydrocarbon diffusion flames [17], and 
this result is found herein. Nitrogen dioxide is 
formed from nitric oxide on the lean side of the 
flame, and it is a significant emission. Generally, 
however, emissions are reported in terms of the sum 
of N02 and NO emissions. Since the NOa is formed 
through NO, its formation does not alter the total 
pollutant emissions, and therefore this process will 
not be emphasized here. 

Emissions are reported in terms of the emission 
index, which describes the grams of NOx produced 

2171 
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per kilogram of fuel consumed after all NOx has 
been converted by convention to N02. This is found 
computationally by integrating the appropriate re- 
action rates across the flame as 

1000 X W, NO2 
(fflN0 + a>N02)dy 

£NO„ — (1) 
WF      copdy 

where W{ and a{ are the molecular weight and molar 
production rate of species i, and F represents the 
fuel. 

Diffusion flame structure is described conven- 
iently in terms of the mixture fraction variable, Z. 
There are numerous definitions of the mixture frac- 
tion [18]; in the numerical calculations, it is carried 
as a hypothetical conserved scalar with unity Lewis 
number. All computations are made for planar, 
counterflow diffusion flames, but the use of Z en- 
ables the results to be applied to other configura- 
tions. The measure of the timescale for the flame is 
the scalar dissipation rate, defined as xst = 2DIVZI2, 
where D is the self-diffusion coefficient of nitrogen 
and the gradient is evaluated at the stoichiometric 
mixture fraction. 

In the present study, methane is considered be- 
cause it is probably the best understood of hydro- 
carbon fuels that produce significant quantities of 
those radicals involved in prompt NOx formation. Its 
study, therefore, is of fundamental significance and 
provides information useful for developing an ac- 
curate understanding of chemical mechanisms in- 
volved in NOx production. Moreover, results from 
investigating methane can be applied as submodels 
in analysis of larger hydrocarbon oxidation. 

A Starting Mechanism 

Recent advances in the knowledge of elementary 
rate constants important in the production and con- 
sumption of oxides of nitrogen [2-7,19-21] have led 
to the development of an improved detailed mech- 
anism [22,23] from which a starting mechanism for 
the nitrogen chemistry was derived. The rates re- 
tained in the starting mechanism are determined by 
considering both sensitivity and flux analyses for a 
variety of conditions. These conditions included 
non-premixed counterflow configurations at pres- 
sures of 1^10 bar, with boundary temperatures rang- 
ing from 298 to 860 K, and with scalar dissipation 
rates ranging from 0.1 s"1 to near extinction. The Cx 
and C2 submechanism consisting of the first 61 el- 
ementary reactions given in Ref. 24 is used to de- 
scribe the oxidation of methane and also provides a 
basis from which to build larger mechanisms. The 
starting mechanism for the nitrogen chemistry is de- 
scribed by the additional 52 reactions and 13 species 
given in Table 1. The starting mechanism is still long 

but maintains excellent agreement with the detailed 
mechanism for all retained species. 

While most experimental studies have concen- 
trated on well-stirred reactors and low-pressure pre- 
mixed flames, it is important to compare the starting 
mechanism with diffusion flame experiments. To this 
end, measurements of NOx emissions from meth- 
ane-air laminar co-flow diffusions flame were per- 
formed [14]. The exit velocities and nozzle diameter 
were varied, and the fuel stream was diluted with 
nitrogen to obtain a wide range of conditions. The 
measured emission indices are plotted in Fig. 1 
against a calculated scalar dissipation rate averaged 
over the co-flow flame surface [25]; the scalar dissi- 
pation rate is calculated using a boundary layer ap- 
proximation and a flame sheet model as done by Li 
[26]. Also plotted in Fig. 1 is the emission index cal- 
culated for a counterflow flame using the starting 
mechanism; this crude comparison indicates that the 
levels of emissions are of the proper magnitude, the 
shallow slope of the experimental values coming 
from the fact that scalar dissipation rates vary by a 
couple orders of magnitude within the co-flow 
flames, and thus each point representing an average 
over the calculated curve. Inclusion of radiant heat 
losses would result in lower calculated emissions for 
small X- 

Five-Step Reduced Mechanism for 
Methane Oxidation 

Previous two-, three-, and four-step mechanisms 
for methane combustion were found to model dif- 
fusion flame extinction and premixed flame burning 
rates well. However, these mechanisms are insuffi- 
cient for modeling fuel-derived radicals, in particular 
CH and 3CH2, which are important in the prompt 
and reburn chemistry. Using as a starting mechanism 
the Cx and C2 chemistry from Rollig et al. [24] with 
CH3, CH20, CH2OH, CH3O, 1CH2, 3CH2, CHO, 
CH, OH, O, H02, C2H6, C2H5, C2H4, C2H3 in 
steady state, a five-step reduced mechanism can be 
derived: 

3H2 + 02 ^ 2H + 2H20 (F-I) 

2H ^ H2 (F-II) 

CO + H20 ^ C02 + H2 (F-III) 

2CO + H2 ^ C2H2 + 02 (F-IV) 

CH4 + 2H + H20 ^ CO + 4H2 (F-V) 

Because of space limitations, the reader is referred 
to a report [27] for the explicit global rate and 
steady-state expressions employed. Except for reac- 
tion F-IV, this mechanism is identical to that pre- 
sented more than a decade ago [28] in one of the 
early reduced mechanisms for fuel chemistry. 
Reaction   F-IV  represents   the  effect  of methyl 
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TABLE 1 
Reaction mechanism for nitrogen chemistry 

Number Reaction A n E Ref. 

Nlf NH3 + M3 _> NH2 + H + M3 2.200E + 16 0.00 391 [2] 
N2f NH3 + H -> NH2 + H2 6.400E + 05 2.39 42.6 [2,5] 

N3f NH3 + 0 -> NH2 + OH 9.400E + 06 1.94 27.1 [2] 

N4f NH3 + OH H> NH2 + H20 2.040E + 06 2.04 2.37 [2,5] 

N5f NH2 + H -> NH + H2 4.000E + 13 0.00 15.3 [2,5] 

N6f NH2 + O -> HNO + H 9.900E +14 -0.50 0 [5] 
N7f NH2 + OH -> NH + H20 4.000E + 06 2.00 4.19 [2] 
N8f NH2 + NO -> N2 + H20 2.000E + 20 -2.60 3.87 [4,5] 

N9f NH2 + NO -> N2H 4- OH 9.300E + 11 0.00 0 [4] 
NIOf NH + H -» N + H2 1.000E +13 0.00 0 [5] 
Nllf NH + O -> NO + H 9.200E +13 0.00 0 [2] 
N12f NH + OH -> HNO + H 4.000E +13 0.00 0 [5] 
N13f NH + OH '-» N + H20 5.000E + 11 0.50 8.37 [2] 
N14f NH + 02 -> HNO + O 4.600E + 05 2.00 27.2 [2] 
N15f NH + NO -> N20 + H 2.940E +14 -0.40 0 [2] 
N15x NH + NO -> N20 + H -2.200E + 13 -0.23 0 [2] 
N16f NH + NO —> N2 + OH 2.200E +13 -0.23 0 [2] 
N17f HNO + Ml -» H + NO + Ml 1.500E + 16 0.00 204 [2] 
N18f HNO + H -> NO + H2 4.400E + 11 0.72 2.72 [2] 
N19f HNO + OH -> NO + H20 3.600E +13 0.00 0 [2] 
N20f N + 02 -> NO + 0 6.400E + 09 1.00 26.3 [2] 
N21f N + OH -4 NO + H 3.800E + 13 0.00 0 [2] 
N22f N + NO -> N2 + 0 3.300E +12 0.30 0 [2] 
N23f N2H -> N2 + H 1.000E + 08 0.00 0 [2] 
N24f N2H + H —> N2 + H2 1.000E 4-14 0.00 0 [2] 
N25f N2H + 0 -> N20 + H 1.000E +14 0.00 0 [2] 
N26f N2H + OH -> N2 + H20 5.000E +13 0.00 0 [2] 
N27f N20 -> N2   +   O                           kg .    3.980E +14 0.00 237 [21] 

k„ 1.600E + 12 0.00 262 

N28f N20 + H -» N2 + OH 2.230E +14 0.00 70.1 [20] 

N29f N20 + O -> 2NO 2.900E +13 0.00 96.9 [2] 
N31f N02 + M3 -> NO + O + M3 1.000E +16 0.00 276 [2] 
N32f NO + H02 _> N02 + OH 2.100E + 12 0.00 -2.01 [2] 
N33f N02 + H -» NO + OH 3.500E +14 0.00 6.28 [2] 
N34f N02 + O -> NO + 02 1.000E +13 0.00 2.51 [2] 
N35f HNCO + M4 -» NH + CO + M4 1.100E + 16 0.00 360 [3] 
N36f HNCO + H -> NH, + CO 2.200E + 07 1.70 15.9 [3] 
N37f HNCO + O -> NCÖ + OH 2.200E + 06 2.11 47.9 [3] 
N38f HNCO + O _> NH + C02 9.600E + 07 1.41 35.7 [3] 
N39f HNCO+OH -> NCO + H20 6.400E + 05 2.00 10.7 [3] 
N40f NCO + M4 -> N + CO + M4 3.100E + 16 -0.50 ■ 201 [3] 
N41f NCO + H -» CO + NH 5.000E +13 0.00 0 [3] 
N42f NCO + O -> NO + CO 4.700E +13 0.00 0 [3] 
N43f NCO + H2 -> HNCO + H 7.600E + 02 3.00 16.7 [3] 
N44f N2 + CH -» HCN + N 4.400E +12 0.00 92 [7] 
N45f NO + CH3 -> HCN + H20 8.300E + 11 0.00 67.3 [34] 
N46f NO + 3_CH2 -> HNCO + H 2.900E +12 0.00 -2.5 [10] 

N47f NO + CH -> HCN + O 1.100E + 14 0.00 0 [19] 
N48f HCN + 0 —> NCO + H 1.400E + 06 2.10 25.6 [19] 

N49f CN + H2 -> HCN + H 3.600E + 08 1.55 12.6 [19] 
N50f CN + H20 -> HCN + OH 7.800E +12 0.00 31.2 [6] 
N51f CN + OH —> NCO + H 4.200E +13 0.00 0 [6] 
N52f CN + 02 -» NCO + O 7.200E +12 0.00 -1.75 [19] 

Rate Constants are k = AT" exp( —E/RT); units are mol, cm, s, kj. 
Reverse rates from equilibrium constants. Reaction N28 is in Lindeman form. 
Third-body efficiencies are 
[Ml] = 2.0[H2] + 2.0[N2] + 10.0[H2O] + 2.0[O2] + 1.0[other] 
[M3] = 1.0[otner] 
[M4] = 1.5[N2] + 1.5[02] + 18.6[H20] + 1.0[other]. 
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FIG. 1. Measured NOx emission indices for co-flow lam- 

inar methane-air diffusion flames (open symbols) com- 

pared with results for calculations with the counterflow 

flame (solid symbols and lines). The fuel stream is diluted 

with nitrogen; fuel mass fractions are circles, YF = 1.0; 

triangles, YP = 0.6; diamonds, YF = 0.3; and squares, YF 

= 0.2. 

recombination producing C2 hydrocarbons, and, in 

reverse, the consumption of these C2 species. 

Efforts to simplify the fuel chemistry by introduc- 

ing further steady-state relations will meet with 

problems for various reasons. An acetylene steady 
state giving the more traditional four-step mecha- 

nism results in 3CH2 and CH existing over the entire 

region where methyl radicals exist rather than the 

known [29] very thin layer where acetylene and ox- 

ygen atoms coexist (which is roughly an order of 

magnitude smaller). Similarly, steady state for H un- 

derpredicts penetration of radicals into the fuel con- 

sumption layer, thereby greatly underpredicting all 

fuel-derived radicals. 
To adapt the model for methane to other hydro- 

carbon diffusion flames, for example, n-heptane, it 

is only necessary to change the fuel-consumption 

steps to reflect the conversion of the fuel molecules 

to smaller Ci and C2 species. Doing this for heptane 

requires two additional steps [24]. 

Six-Step Reduced Mechanism for Nitrogen 
Chemistry in Diffusion Flames 

The mechanics of developing a reduced mecha- 

nism involve identifying the fastest consumption re- 

action for each species eliminated from the mecha- 

nism with a steady-state approximation. Naturally, 

the reaction identified may vary for different con- 

ditions. The present work is concerned with condi- 

tions characteristic of diffusion flames with high 

temperatures and a large radical pool. Under these 

conditions, nitrogen-containing radicals react most 

frequently with radicals of the hydrogen-oxygen sys- 

tem, leading to the formation of NO. A different 

series of reactions would be eliminated for condi- 

tions related to, for example, exhaust-gas treatment. 

Assuming the radicals NH2, NH, N2H, HNO, 

NCO, CN, and N to be in steady state, a six-step 

mechanism is obtained to describe the nitrogen 

chemistry, namely, 

N2 + 02 ^ 2NO 

HCN + H + 2H20 ^ 

NO + CO + 3H2 

HNCO + 02 + H2 ^ 

NO + CO + H + H20 

NH, + H + H20 ^ NO + 3H2 

(N-I) 

(N-II) 

(N-III) 

(N-IV) 

(N-V) 

(N-VI) 

N2 + H20 ^ N20 + H2 

NO + H20 - N02 + H2 

with global rates given by 

CON_I  =  «NOb  +  <°N15b   +   wN16b  +  (MN22b 

+   (UN29f +  C>N44f ~~  wN8f 

~~  wN9f ~~  ^NlSf ~~  K'NISx 

—  ®N16f ~~   (WN22f ~~  tt)N29b  ~~  wN44b 

CON_II   =  Ct>N44b  +  ®N45b   +   <aN47b  +   cuN4Sf 

+  fflN51f +   <»N52f ~~  cuN44f 

—  <»N47f —  ß)N48b   —  ^Nölb 

~~  raN52b 

•»N-III   =   wNa5b  +  tttaeb  +  fflN37b   +   G>N38b 

+  (OmSb  +  fflN43f +   &>N4Bf 

— ^NSSf —   0^361   ~~   fflN37f 

— CONXf ~  mN39l ~  ®N43b 

— £»N46b 

COfj-IV  =  «Nlf +   C0N2f +   wN3f +   coN4f 

— CÜNlb  —  ft)N2b  —  ^NSb   —   cuN4b 

CÜN-V  =  <»N15f +  fflN15x  +  <»N25f +  c0N27b 

+  <»N28b   +   (BN29b  ~~  ^Nlöb 

—  <MN25b   —  fflN27f —   WN28f ~~  <aN29f 

»N-VI   =   WN3H,  +  a>N32f +  ft>N33b  +   wN34b 

— f^Wlf —  coN32b   ~~   (»NSSf —  <aN34f 

(2) 

Evaluation of these rate expressions requires use of 

steady-state relations that may be derived from the 

balance equations [27]. With this mechanism, the 

net formation of NOx is described by the global rate 
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FIG. 2. Comparison between NOs emissions calculated 
using the starting mechanism (solid lines) and the reduced 
mechanism with five-step nitrogen chemistry (dashed 
lines) and one-step nitrogen chemistry (dotted lines) for 
methane-air diffusion flames. Circles represent calcula- 
tions at p = 1 bar and T0 = TF = 298 K, squares at p = 
40 bar and T0 = TF = 298 K, triangles at p = 40 bar and 
T0 = 855 K, TF = 700 K. 

N-I, which includes the elementary rates corre- 
sponding to the thermal, prompt, and nitrous oxide 
mechanisms. Step N-I also includes those reactions 
between nitrogen-containing radicals and nitric ox- 
ide that ultimately are responsible for converting 
NO back to N2; of course, these rates are directed 
backward. Global rates N-II, N-III, and N-IV de- 
scribe the shuffle of bound nitrogen between various 
undesirable species. This generally occurs on the 
rich side of the flame, and HCN, HNCO, and NH3 

are not emitted from the air side of the flame. Step 
N-II is involved in the prompt mechanism, step N- 
III in reburn, and step N-IV in the so-called thermal 
de-NOx process; these last three processes are com- 
binations of the cited global step with others. Nitrous 
oxide is formed through step N-V, and in diffusion 
flames it is found to nearly equilibrate within the 
flame. The near-equilibration of step N-V indicates 
that nitrous oxide emissions, like CO emissions [14], 
are controlled by the freezing of the pollutant con- 
sumption reactions on the air side through radical 
depletion. A small fraction of the nitrous oxide 
formed is converted to NO; this phenomenon is in- 
cluded in step N-I. The formation of N02 from NO 
described in step N-VI occurs mainly in the low- 
temperature regions outside the reaction zone 
where steady states are poor for radicals, resulting 
in poor prediction of the conversion from NO to 
N02. Since the NO-to-N02 conversion is a well- 
studied phenomenon that can affect measurements 
but not the ultimate NOx emissions, step N-VI is 
omitted in the calculations. 

A One-Step Mechanism for the 
Nitrogen Chemistry 

As a further simplification, a one-step description 
of the nitrogen chemistry is obtained if steps N-II, 
N-III, N-IV, and N-V are placed in partial equilib- 
rium, corresponding to steady states for HCN, 
HNCO, NH3, and N20, and the conversion of NO 
to N02 in step N-VI is neglected. The steady-state 
assumptions for HCN, HNCO, NH3, and N20 are 
questionable, but within the flame where nitric oxide 
chemistry occurs they are reasonable. The only sig- 
nificant exception is that NH2 is not well predicted 
because of breakdown of the steady states for 
HNCO and NH3 on the rich side of the flame. As a 
result, reburn is underpredicted, leading to an ov- 
erprediction of emissions at low strain rates and high 
pressures. 

NOx Emissions from Diffusion Flames 

The "FlameMaster" code [30] was employed to 
calculate flame structure and NOx emissions with the 
starting and reduced mechanisms described in pre- 
ceding sections. Computations were performed for 
methane-air flames with reactants at normal atmos- 
pheric conditions, at normal temperature but at 40 
bar, and at 40 bar with fuel and air temperatures 
increased to 700 K and 855 K as would occur in 
adiabatic compression from normal conditions. 
Comparison of these three cases serves to illustrate 
the influences of changes in pressure and tempera- 
ture. A detailed transport mechanism derived from 
the Chemkin package [31] is included in 
"FlameMaster." In the present calculations, thermal 
diffusion and radiant energy loss are excluded; more 
realistic results are obtained if these effects are in- 
cluded, in particular at low strain rates where radi- 
ation is significant, and results including these effects 
are available [32]. However, to remove uncertainties 
and focus on kinetic effects, simplified transport 
without radiative heat loss is adopted here. The 
emission indices for the counterflow flames, calcu- 
lated according to Eq. (1), are shown in Fig. 2. 

The rates of production of NOx by the various 
mechanisms are influenced primarily by the flame 
temperature and the concentrations of various rad- 
icals. These are in turn functions of such factors as 
the composition and temperature of the fuel and ox- 
idizer streams, the pressure, and the scalar dissipa- 
tion rate. 

The flame temperature is determined by consid- 
ering first the temperature that corresponds to infi- 
nitely fast chemistry, the Burke-Schumann limit, 
and then the decrement below that temperature that 
is a result of finite-rate heat release. The tempera- 
ture in the Burke-Schumann limit is a function of 
the total enthalpy at the flame that is a function of 
the enthalpy in the fuel and oxidizer streams and is 
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FIG. 3. Peak temperatures in methane-air flames as a 
function of the scalar dissipation rate, pressure, and am- 
bient temperature. Symbols as in Fig. 2. 

DC 

FIG. 4. Maximum mass fractions of CH, a representative 
radical, in methane-air flames as a function of the scalar 
dissipation rate, pressure, and ambient temperature. Sym- 
bols as in Fig. 2. 

also significantly affected by effects of differential 
diffusion and radiant losses. The effects of finite-rate 
chemistry arise from the fact that intermediates such 
as H2 and CO are not immediately converted into 
final products in the flame. In Fig. 3, the peak flame 
temperatures are plotted as a function of scalar dis- 
sipation rate for the three different methane flames. 
For conditions in which the timescale is short, as is 
desired to minimize NOx formation, it is seen that 
the temperature decrement due to finite-rate effects 
can be greater than 400 K. Since the rate of heat 
release in flames is essentially limited by the rates of 
three-body recombination reactions, in particular 

the reaction H + 02 + M ^ HOa + M, increasing 
pressure leads to an increase of the rate of heat re- 
lease relative to the rates of other reactions, increas- 
ing the flame temperature as seen comparing the 
circles and squares in Fig. 3. The flame temperature 
is slightly overpredicted by the reduced mechanism; 
this is due to reduced heat capacity and diffusivity 
associated with many species being in steady state. 
The result is that the production by the thermal 
mechanism and consequently overall emissions will 
be overpredicted by the reduced mechanism as seen 
in Fig. 2. 

Three radicals play particularly important roles in 
the production and consumption of oxides of nitro- 
gen: O, CH, and 3CH2. In the reduced mechanism, 
all three are linked to hydrogen concentrations 
through the steady-state relations. For O, the link is 
primarily through the hydrogen-oxygen shuffle re- 
actions, while 3CH2 and CH come primarily through 
reactions of C2H2 with O. Within the flame, the 
qualitative behavior of radicals can be understood by 
assuming that H is in steady state, reducing the order 
of the reduced mechanism by one, and that this 
steady state is described by partial equilibrium of the 
shuffle reactions [33]. Superequilibrium radical lev- 
els exist because radical consumption is limited by 
the relatively slow three-body reactions such as H + 
02 + M ^ H02 + M. Thus, as the scalar dissipa- 
tion rate increases, radical concentrations will in- 
crease, as seen in Fig. 4. Conversely, as the pressure 
rises the rates of the three-body reactions increase 
preferentially to those of the two-body reactions and 
radical concentrations decrease. 

The Importance of Various Mechanisms in 
Determining the NOx Emissions 

Figure 5 shows the reaction rates of the thermal, 
prompt, and nitrous oxide mechanisms, as well as 
the reburn for four different flames. Figures 5b and 
5c demonstrate the effects of isothermal and adia- 
batic compression when compared with Fig. 5a. 
While x — 3.0 s_1 is a moderate dissipation rate for 
flame (a), it is an extremely low rate for flame (c); 
correspondingly, comparison of parts (c) and (d) 
serves to illustrate the effects of residence time on 
the various mechanisms. 

The thermal or Zeldovich mechanism is perhaps 
the best understood of the mechanisms that produce 
nitric oxide. The reaction O + N2 -> NO + N, with 
its extremely large activation energy, is responsible 
for initiating a sequence of reactions that produces 
a pair of NO molecules. Because the mechanism is 
so strongly dependent on temperature, it is relatively 
easy to control. Methods such as exhaust-gas recir- 
culation, which reduce the adiabatic flame temper- 
ature, and shortening the local residence time, which 
reduces the peak flame temperature through finite- 
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FIG. 5. Reaction rates corresponding to the various mechanisms of NO production and consumption for pressures, 
fuel and oxidizer temperatures, and scalar dissipation rates at the flame surface of (a) P = 1 bar, T0 = TF = 298 K, x 
= 3 s"1, (b) P = 40 bar, T0 = TF = 298 K, X = 3 s"1, (c) P = 40 bar, T0 = 855 K, TF = 700 K, X = 3 s~\ and (d) 
P = 40 bar, T0 = 855 K, TF = 700 K, / = 600 s"1 for methane-air diffusion flames at T0 = TF = 298 K. 

rate chemistry effects, are both effective in reducing 
the contribution of the thermal mechanism. Still, in 
diffusion flames with long residence times as in Fig. 
5c or high flame temperatures as in Figs. 5b, 5c, and 
5d, the thermal mechanism is a major contributor to 
the formation of NOx. 

The production via the prompt mechanism is con- 
trolled by the rate of CH + N2 -+ HCN + N. This 
rate is not strongly dependent on temperature but 
relies heavily on radical concentrations. As a result, 
increasing / leads to a rise in the relative rate of the 
prompt mechanism as is seen comparing Figs. 5c 
and 5d; however, because the residence time is re- 
duced, the emission index still decreases with/ [14]. 
Similarly, the effect of pressure on radical levels 
leads to a decrease in the importance of the prompt 
mechanism as the pressure rises for a fixed /. It is 
seen in Fig. 5a that prompt is the dominant produc- 
tion mechanism in diffusion flames at atmospheric 

conditions. At elevated pressure in parts (b) and (c), 
reduction in radical levels and rise of peak flame 
temperatures result in the thermal mechanism gain- 
ing in relarive importance, although at high scalar 
dissipation rates, part (d), the prompt mechanism is 
always important. 

It has been demonstrated that nitrous oxide is 
formed in measurable quantities within diffusion 
flames, but emissions are negligible, at least at at- 
mospheric conditions [17]. Because N20 is present 
in the flame, it is necessary to consider the possibility 
that it leads to nitric oxide. Nitrous oxide is formed 
primarily through reactions N27b, which is at the 
low-pressure limit for P < 40 bar, or from N2H after 
N23b, while consumption is through two-body re- 
actions. Thus, N20 concentrations tend to increase 
with pressure. Most consumption is through thermal 
decomposition or reaction with H to reform N2, but 
some (less than 4%) reacts via N20 + O -> 2NO. 
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The fraction of N20 reacting to form NO tends to 
decrease somewhat as pressure increases and % de- 
creases since radical levels decrease and the thermal 
decomposition becomes faster; thus, the increase in 
the nitrous oxide mechanism is not as great as the 
increase in nitrous oxide concentrations. Still, as is 
evident in Figs. 5b-5c the contribution is not neg- 
ligible at elevated pressures. 

Of particular importance when nitric oxide con- 
centrations are high, the reburn process is respon- 
sible for converting NO back to N2. While reactions 
such as 3CH2 + NO -> HNCO + H are often re- 
ferred to as reburn reactions, these only indirectly 
affect the conversion of NO back to N2. Actually, 
reburn depends on the competition between reac- 
tions such as N7f, N13f, N21f, and N41f that ulti- 
mately lead to NO formation and reactions such as 
N8f, N9f, N15f, N16f, and N22f where N-containing 
radicals react with NO to form N2. The reburn re- 
actions are important when NO concentrations are 
large relative to radical concentrations, and rates of 
these appear in the backward direction for the global 
rate N-I. As pressure and temperature rise, the in- 
creased production of NO from the thermal mech- 
anism combined with the significant reduction in 
radical levels leads to an increase in the importance 
of rebuming shown in Fig. 5c. As the scalar dissi- 
pation rate is decreased, similar effects are observed. 
Unfortunately, these conditions correspond to high 
NOx emissions and are not a viable means to control 
emissions when low indices are required. 

Conclusions 

Reduced mechanisms have been used to demon- 
strate the primary features of the formation of oxides 
of nitrogen in non-premixed hydrocarbon flames. 
The number of steps in the reduced mechanisms 
and its complexity depend on the number of phe- 
nomena to be modeled accurately. To accurately 
model the formation and destruction of all stable 
species in methane flames required a six-step nitro- 
gen mechanism along with a five-step mechanism for 
the methane chemistry. However, a one-step mech- 
anism for the nitrogen chemistry is sufficient to es- 
timate the NOx emissions. 

When flame residence times are short and peak 
temperatures are reduced, nitric oxide production is 
minimized and the prompt mechanism is generally 
the dominant route to formation of NOx. Longer res- 
idence times and higher ambient pressures result in 
higher flame temperatures; hence, the thermal 
mechanism becomes important. Radical concentra- 
tions are also reduced in high-pressure flames and 
those with long residence times, leading to a reduc- 
tion in the production via the prompt mechanism. 
Elevated pressures also lead to an increase in the 
contribution of the nitrous oxide mechanism, and it 

is seen to be significant at sufficiently elevated pres- 
sures. The reburn chemistry is significant in flames 
with relatively large concentrations of NO, such as 
those flames in which the thermal mechanism is im- 
portant. Thus, neglect of the prompt and reburn 
chemistry will lead to underprediction of emissions 
at short residence times and overprediction for long 
residence times. 
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THE EFFECT OF CHANGES IN THE FLAME STRUCTURE ON THE 
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In this study, soot and NO,, production in four counterflow diffusion flames with different flame struc- 
tures is examined both experimentally and theoretically. The distance between the maximum temperature 
zone and the stagnation plane is progressively changed by changing the inlet fuel and oxidizer concentra- 
tions, thus shifting the flame location from the oxidizer side to the fuel side of the stagnation plane. One 
flame located at the stagnation plane is also examined. Detailed chemical, thermal, and optical measure- 
ments are made to experimentally quantify the flame structure, and supporting numerical calculations with 
detailed chemistry are also performed by specifying the boundary conditions used in the experiments. 
Results show that as the radical-rich, high-temperature reaction zone is forced into the sooting zone, several 
changes occur in the flame structure and appearance. These are the following: (1) The flames become very 
bright due to enhanced soot-zone temperature. This can cause significant reduction in NO formation due 
to increased flame radiation. (2) OH concentration is reduced from superequilibrium levels due to soot 
and soot-precursor oxidation in addition to CO and H2 oxidation. (3) Soot-precursor oxidation significantly 
affects soot nucleation on the oxidizer side, while soot nucleation on the fuel side seems to be related to 
C2H2 concentration . (4) Soot interacts with NO formation through the major radical species produced in 
the primary reaction zone. It also appears that the Fenimore NO initiation mechanism becomes more 
important for low-temperature flames and when N2 is added to the fuel side, due to higher N2 concen- 
trations in the CH-rich zone. 

Introduction 

The production of soot and NO,, in combustion 
processes is of considerable practical interest be- 
cause of the need to control pollutant formation. In- 
dustrial furnaces that employ nonpremixed natural 
gas burners use several methods of reducing NO*. 
These are based upon decreasing the gas tempera- 
ture and/or controlling the combustion process via 
staged introduction of fuel or air. Bowman [1] and 
Sarofim and Flagan [2] present excellent reviews of 
these NOx. control strategies and their underlying 
chemical mechanisms. One method of reducing the 
combustion gas temperature, and hence the NO^ 
production rate, is via enhanced flame radiation [3]. 
For industrial furnaces, this method has additional 
advantages because radiation is the primary mode of 
energy transfer in these systems. Thus, increasing 
the flame radiation also increases the efficiency of 
energy transfer to the objects in the furnace, and 
hence the furnace productivity. 

Enhanced flame radiation can be accomplished by 
increasing the soot production rate in such a way that 
it is completely oxidized before leaving the flame 
zone. Thus, an important question is: How should 

the nonpremixed flames be configured to increase 
flame radiation, reduce NOx, and oxidize all the soot 
and hydrocarbons produced in the process? In 
search of such flame configurations, a detailed ex- 
perimental and theoretical study on a basic unit of a 
turbulent diffusion flame (a radiating laminar fla- 
melet) was conducted. The objective was to explore 
the interrelationships between soot, NOI; transport 
processes, and flame radiation. Experimentally, 
methane counterflow diffusion flames (CFDF) were 
used to represent these flamelets, and their thermal, 
chemical, and radiation structure was measured and 
modeled. 

Clearly, if soot can be forced into the high-tem- 
perature reaction zone, then flame radiation will be 
enhanced and soot and other hydrocarbons will be 
simultaneously oxidized. Our previous experimental 
work [4] shows that this can be accomplished by 
bringing the CFDF to the fuel side of the stagnation 
plane (SP). To realize such flame configurations, we 
note the following: (1) In CFDFs, all particulate 
matter (such as soot) is essentially convected toward 
the SP. Thus, bringing the soot zone closer to the 
reaction zone implies bringing the peak temperature 
region closer to the SP. (2) The location of the SP is 
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determined by momentum balance, and the location 
of the flame is determined by stoichiometiy. In an 
ideal diffusion flame, fuel and oxidizer diffuse into 
the flame in stoichiometric proportions. Thus, by ad- 
justing the diffusive mass flux of fuel and oxidizer, 
flame location can be altered relative to the SP. 
While the diffusive mass flux can be changed by 
changing the "pD" product, the most convenient 
method is to adjust the inlet fuel and oxidizer mass 
fractions. To examine the benefits of changing the 
flame location relative to the SP, comparisons of the 
detailed flame structure measurements and calcu- 
lations are needed for flames on the fuel side, on the 
oxidizer side, and at the stagnation plane. While 
there have been several previous experimental and 
theoretical studies of CFDF structure [5-7], they 
have been limited to normal flames that lie on the 
oxygen side of the SP. Recently, Du and Axelbaum 
[8] have investigated limiting strain rates for soot 
suppression in CFDFs as a function of the stoichio- 
metric mixture fraction, and numerically examined 
the structure of two flames on the fuel and the oxi- 
dizer side of the SP. Similar studies in coflow flames 
have been presented by Sugiyama [9] and Faeth and 
coworkers [10]. However, flame structure measure- 
ments and comparisons for sooting flames are not 
available in the literature. This study provides such 
measurements and comparisons and investigates the 
effect of changes in the flame structure on formation 
and destruction of soot and NO,.. 

Experimental Methods 

The experiments were conducted in a unique, 
high-temperature, low strain rate CFDF burner. 
Various diffusion flame conditions were obtained by 
changing the inlet fuel and oxidizer concentrations 
and flow rates. Low strain rates were maintained to 
facilitate measurements of the flame structure. All 
measurements were made along the axial streamline 
of a flat axisymmetric diffusion flame roughly 8 cm 
in diameter. One dimensionality of scalar variables 
in the flame was confirmed by radial temperature 
measurements. All gases used in the experiments 
were obtained from chemical purity gas cylinders, 
and their flow rates were measured using calibrated 
critical flow orifices. The complete experimental ap- 
paratus including the optical and the gas chromatog- 
raphy setup is described in detail elsewhere [7], 

The soot volume fraction and the number density 
were measured by using an Ar-ion laser. The soot 
aerosol was assumed monodispersed with a complex 
refractive index of 1.57 — 0.562. These measure- 
ments were highly repeatable (within ±3%). OH 
concentration was measured by laser saturated fluo- 
rescence [11,12]. The relative OH measurements 
were calibrated using detailed chemistry calculations 
for a nonsooty (blue) methane flame. OH measure- 
ments were repeatable to within ± 10%. 

Other chemical species were measured by gas 
chromatographs (GCs). A quartz microprobe (—100 
/im in diameter) was used for extracting the gas sam- 
ple from the flame. The gas sample was then dis- 
tributed via heated lines and valves to the GCs and 
the NO,, analyzer. Gasses measured were CO, C02, 
H20, H2, CH4, He, 02, and N2; light hydrocarbons 
from Cx to C6; and PAHs up to C18. The GC and 
NOx measurements were accurate to within ± 5%, 
except for H20 which had variations larger than 
± 10%. 

Temperatures in the flame were measured by a 
Pt/Pt-10% Rh thermocouple (0.076-mm wire di- 
ameter). The thermocouple was coated with Si02 to 
prevent possible catalytic reactions on the platinum 
surface. It was traversed across the flame in the di- 
rection of decreasing temperature at a rate fast 
enough to avoid soot deposition and slow enough to 
obtain negligible transient corrections. These tem- 
perature measurements were estimated to be accu- 
rate to within ±30 K after radiation corrections. 
However, the repeatability was within ± 10 K. 

The experimental flame conditions used for the 
measurements are summarized in Table 1. These 
flames were measured three times on separate days 
to check for overall repeatability. This was found to 
be within the repeatability of the individual mea- 
surements. Table 1 also lists the measured locations 
of the peak flame temperature (and its value) and 
the locations of the SP. Note that very low strain-rate 
flames (5-8 s_1; defined as half the velocity gradient 
at the SP) were used to facilitate flame structure 
measurements. In flames 1 and 2, N2 was used as 
the diluent for 02, whereas in flames 3 and 4, N2 

was used as the diluent for CH4. This was done to 
simulate the effect of fuel-side N2 on NO formation. 
Helium was used as the other diluent to help exper- 
imentally stabilize these low strain-rate flames. 
Flame 1 was a very sooty flame located, significantly, 
on the air side of the SP, whereas, flame 4 was on 
the fuel side. The mixture fraction Z listed in the 
table was calculated as the sum of elemental carbon 
and hydrogen mass fractions [13]. 

Numerical Calculations 

To better understand the experimental results, nu- 
merical calculations with detailed chemistry were 
performed by specifying the experimental boundary 
conditions listed in Table 1. An experimental burner 
separation of 29 mm was used and the measured 
boundary temperatures and species mass fluxes were 
specified as boundary conditions. Like the experi- 
ments, the model considers a steady axisymmetric 
CFDF established between impinging fuel and ox- 
idizer streams. The governing equations for the con- 
servation of mass, momentum, species, and energy 
were solved in the boundary layer form, assuming 
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TABLE 1 
Experimental Flame Conditions 

Flame Inlet Distance from 
Number species 

con.(%) 
Burner inlet 
conditions Strain rate 

(1/sec) 
[1/2 Velocity gradient 

the fuel side 
(mm) 

Comments and visual 
Vel. Temp SP T 1 max observations 

(cm/s) (K) @SP] (T) (T) (Mix. fra.) 

CH4 28.86 Very sooty 

Fuel He 71.14 11.01 565 
5.6 

12.3 19.3 Flame on 02 
1 N„ 57.40 (1260 K) (2130 K) side 

Oxy o2 

He 

42.60 

84.50 

4.96 668 (Z = 0.129) 

Bright 

2     Fuel CH4 15.50 15.23 704 
7.8 

12.1 15.7 Flame on 02 

N, 18.23 (1743 K) (2209 K) side 
Oxy o2 81.77 
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FIG. 1. Measurements and calculations for the nonsooty, 
blue reference flame. Calculations of NO and OH were 
done using measured (and radiation-corrected) tempera- 
tures and detailed kinetics (276 reactions and 50 species). 
The calculated OH concentration was used to calibrate the 
fluorescence measurements. 

potential flow at the boundary [6], The GRIMECH 
2.11 mechanism (276 reaction equations and 50 
species) with realistic multicomponent transport was 
used in the numerical model. The numerical code 
used in this work was provided by A. E. Lutz and 
R. J. Kee [14]. The calculations were done using the 
measured temperature profiles to eliminate uncer- 
tainties caused by the flame radiation model. Some 
calculations were also done by solving the energy 
equation without the radiative heat loss term to eval- 
uate the effect of flame radiation on NOx production. 

Results and Discussion 

Detailed flame structure measurements and cal- 
culations for the four flames are presented in this 
section. Figure 1 shows the measured temperature 
and the measured and calculated NO and OH con- 
centrations for the low strain-rate (~6s~x) blue ref- 
erence flame. This flame was chosen to represent a 
typical, nonsooty blue flame studied in the literature 
[5,6] with the hope that the kinetics employed would 
adequately represent the flame chemistry. The rel- 
ative OH fluorescence measurements were cali- 
brated using these calculations. The measured and 
calculated NO results show good agreement, except 
on the fuel side. The discrepancy on the fuel side 
appears to be due to the chemical mechanism em- 
ployed. In sum, this figure represents the expected 
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FIG. 2. Measured and calculated (using measured tem- 
peratures) structure of flame 1. The upper graph shows the 
mole fractions of burner inlet species , temperature, and 
measured and calculated NO concentrations. Measured 
NO represented by *, NOT calculated using the measured 
temperatures, and NOA calculated by using the energy 
equation with zero radiative heat loss. Bottom graph shows 
the sooting structure. Measured soot volume fraction and 
number density are plotted along with measured and cal- 
culated H2, CO, and OH concentrations. The locations of 
the maximum flame temperature (Tmax) and the stagnation 
plane (SP) are marked on both the graphs. Note that this 
flame lies on the oxidizer side of the stagnation plane. The 
mixture fraction Z is also plotted. 

level of agreement between the measured and 
calculated NO and OH concentrations. Any signifi- 
cant differences between measurements and calcu- 
lations for sooting flames may then be attributed to 
the difference between assumed and real chemistry. 

Figures 2-5 show flame structure measurements 
and calculations for the four flames listed in Table 
1. The upper graph in these figures shows the mea- 
surements of mole fractions for burner inlet species, 
temperature, and NO concentrations. The lower 
graph in these figures shows the sooting structure. 
Measured soot volume fraction and number density 
are plotted along with the measured and calculated 

10 15 20 
Distance From the Fuel Side (mm) 

FIG. 3. Measured and calculated (using measured tem- 
peratures) structure of flame 2. The upper graph shows the 
mole fractions of burner inlet species, temperature, and 
measured and calculated NO concentrations. Measured 
NO represented by *, NOT calculated using the measured 
temperatures, and NOA calculated by using the energy 
equation with zero radiative heat loss. Bottom graph shows 
the sooting structure. Measured soot volume fraction and 
number density are plotted along with measured and cal- 
culated H2, CO, and OH concentrations. The locations of 
the maximum flame temperature (Tmax) and the stagnation 
plane (SP) are marked on both the graphs. Note that this 
flame lies on the oxidizer side of the stagnation plane. The 
mixture fraction Z is also plotted. 

H2, CO, and OH concentrations. H2 and CO were 
chosen because they are the primary species oxi- 
dized by OH. The locations of the maximum flame 
temperature (Tmax) and SP are marked on all the 
graphs. The mixture fraction Z is also plotted to en- 
able conversion from physical distance to mixture 
fraction coordinate. Individual aspects of this data 
are compared and discussed in the following sec- 
tions. 

Major Chemical Species 

The calculated and measured burner inlet species 
profiles, presented in the upper graphs of Figs. 2-5, 
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locations of the maximum flame temperature (Tmax) and 
the stagnation plane (SP) are marked on both graphs. Note 
that this flame lies at the stagnation plane within measure- 
ment accuracy. The mixture fraction Z is also plotted. 
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FIG. 5. Measured and calculated (using measured tem- 
peratures) structure of flame 4. The upper graph shows the 
mole fractions of burner inlet species, temperature, and 
measured and calculated NO concentrations. The bottom 
graph shows the sooting structure. Measured soot volume 
fraction and number density are plotted along with mea- 
sured and calculated H2, CO, and OH concentrations. The 
locations of the maximum flame temperature (Tmax) and 
the stagnation plane (SP) are marked on both graphs. Note 
that this flame lies on the fuel side of the stagnation plane. 
The mixture fraction Z is also plotted. 

show good agreement for all four flames. Since the 
calculations were done by using measured temper- 
atures and experimental boundary conditions, the 
differences between measured and calculated CO, 
H2, OH, and NO profiles may be attributed to the 
soot formation and oxidation process which is not 
represented in the chemical mechanism employed. 
It is expected that the relative rates of soot formation 
and oxidation will change significantly with the po- 
sition of the flame relative to the SP. In earlier work 
[8], similar calculations with C-2 chemistry were 
used to infer soot nucleation propensity, while Faeth 
et al. [10] have correlated measured soot nucleation 
rates with C2H2 concentration. Thus, C2H2 was cho- 
sen for comparison between measurements and cal- 
culations. These comparisons are presented in Fig. 

6 for all four flames. Since the C2H2 measurements 
in the sooting region (which is expected to have the 
maximum concentration) could not be obtained due 
to probe clogging difficulties, comparisons with the 
acetylene concentration on the fuel side (before the 
sooting region) are meaningful. In this region, flames 
1 and 2 show reasonable agreement, whereas, pre- 
dictions for flames 3 and 4 are off by an order of 
magnitude. Likewise, CO and H2 measurements 
(Figs. 2-5) also show disagreement. Measured CO 
and H2 are higher than calculated for flames 1 and 
2, and lower than calculated for flame 4. Recall that 
flames 1 and 2 were on the oxidizer side, flame 3 
was at the SP, and flame 4 was on the fuel side of 
SP. While the reasons for this discrepancy are un- 
clear, it seems to be related to the soot formation 
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FIG. 6. Calculated and measured concentrations of acet- 
ylene for all four flames. Lines indicate calculations; sym- 
bols indicate measurements. 

and oxidation process which changes significantly 
with the location of the flame relative to the SP. 
These results also show that it is difficult to infer 
sooting tendencies of diffusion flames with C-2 
chemistry. 

Sooting Structure 

As these flames were moved closer to the SP, they 
become visibly very different. Flame 1 had a thick, 
yellow-orange sooting zone, whereas, flames 2, 3, 
and 4 were very bright yellow with narrow sooting 
zones. The thickness of the sooting zone can be in- 
ferred from Figs. 2-5, and the brightness from the 
average temperature of the sooting zone. Since soot 
is primarily convected toward the SP, the higher the 
temperature at the SP, the brighter the flame be- 
comes. Measured temperatures at SP, listed in Table 
1, show that this difference can be as large as 1000 
K, making a significant difference in flame radiation. 
Essentially, as the distance between the flame and 
SP is changed, soot is constrained between the OH 
oxidizing zone and the location on the fuel side that 
satisfies appropriate conditions for soot nucleation. 
These conditions are not uniquely identified by tem- 
perature alone. The temperatures at zero/v and N 
on the fuel side vary from 1250 K for flame 1 to 1750 
K for flame 2 to 1650 K for flame 3 to 1900 K for 
flame 4. 

These flames have very different sooting struc- 
tures. In flame 1, the soot volume fraction (fv) 
monotonically increases toward SP, and the number 
density (IV) monotonically decreases. In flame 2, 
while fv monotonically increases toward SP, N first 

increases and then decreases, indicating that soot 
nucleation is severely affected by the presence of 
OH. For flames 3 and 4, both/v and N first increase 
and then decrease, and unlike for flames 1 and 2, 
maximum fv does not occur at the SP. Interestingly, 
while the maximum value of/v is about the same in 
flames 1 and 2, the maximum IV in flame 2 is about 
three times larger. Also, the maximum value of N 
correlates with the measured C2H2 concentration 
(not the calculated C2H2), whereas the maximum 
value of/v does not. Flame 3 shows the largest/,,, 
probably because of the increased residence time in 
the acetylene-rich zone, being close to the SP. 

The most interesting aspect of these flames is that 
as the radical-rich zone (identified by peak temper- 
ature and OH concentration) is forced into the soot 
zone, large discrepancies between the measured and 
calculated OH concentration occur. For flame 1, 
measured and calculated OH show good agreement 
and OH is essentially being used to oxidize CO and 
H2. As evidenced by monotonically increasing IV, 
there seems to be little soot oxidation. OH, however, 
does seem to control the soot inception location. 
This behavior is very different in flames 2 and 3. A 
considerable reduction in the measured OH occurs, 
signifying that soot competes for OH along with CO 
and H2. This is evident from the sharp decrease in 
IV on the oxidizer side. Similar conclusions were ob- 
tained by Santoro [15] in coaxial flames, however, a 
corresponding increase in the CO concentration is 
not observed in the present flames. In flame 4, soot 
and OH coexist, perhaps due to larger velocities that 
carry the soot particles into the OH zone. Also, less 
reduction in the OH concentration occurs due to 
lower fv and N. From these results, it appears that 
OH plays an important role in determining the soot 
inception location on the oxidizer side. As noted ear- 
lier, the soot inception location on the fuel side 
seems to be controlled by the C2H2 concentration. 

NO Structure 

Figures 2-5 show the measured and calculated 
NO for the four flames. Figures 2 and 3 correspond 
to the flames where N2 was added to 02, whereas 
Figs. 4 and 5 correspond to the flames where N2 was 
added to CH4. In Figs. 2 and 3, the results of adia- 
batic calculations (i.e., without flame radiation) are 
also plotted to determine the effect of flame radia- 
tion on NO production. There is approximately a 
200-K increase in the maximum flame temperature 
for the adiabatic calculations which significantly in- 
creases the NO concentration (difference between 
NOA and NOT in Figs. 2 and 3). While this differ- 
ence can be directly attributed to the radiative heat 
loss, measured NO is still lower than NOT by 70 ppm 
for flame 1 and by 40 ppm for flame 2. Yet, a good 
comparison was obtained for the blue flame. A pos- 
sible explanation is the effect of soot on the major 
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FIG. 7. Calculated mole fractions of N atoms and CH 
radicals in the four flames. These calculations were done 
using the experimental boundaiy conditions, measured 
temperatures, and GRIMECH-211. 

radical species produced in the primary reaction 
zone and their subsequent effect on NO production. 
In flame 2, the OH concentration was significantly 
reduced due to soot/soot-precursor oxidation. Thus, 
the O atom concentration will also be reduced since, 
at least approximately, partial equilibrium may be 
assumed [16]. Thus, even if significant contribution 
to N atoms comes from the Fenimore initiation re- 
action [17] (CH + N2 = HCN + N), the corre- 
sponding contribution from the Zeldovich initiation 
reaction (O + N2 = N + NO) is reduced. Another 
possibility is that the 40-ppm difference for flame 2 
is due to low N2 concentration in the primary reac- 
tion zone. Calculations show that N2 concentration 
difference is responsible for giving peak NOT = 75 
ppm for flame 2 and peak NOr = 145 ppm for flame 
1 despite about an 80-K higher temperature for 
flame 2. Thus, it appears that the 70- and 40-ppm 
reductions in NO in flames 1 and 2, respectively, are 
due to soot-NO interactions through the radicals in 
the primary reaction zone. 

Figures 4 and 5 show measured and calculated 
NO for flames 3 and 4. These flames show much 
higher NO concentration than flame 2, despite only 
a small increase in the flame temperature. Both 
flames 3 and 4 show a good agreement (similar to 
the blue flame) on the fuel side in the sooting zone, 
but a substantial discrepancy between the measured 
and calculated NO exists in the radical-rich primary 
reaction zone. Thus, it seems that the NO formation 
mechanism has changed. Two questions arise. (1) 
Why is NO so much higher in flames 3 and 4? (2) 
What are the possible mechanisms? We first note 
that in flames 3 and 4, N2 was added to CH4, making 

higher N2 available in the fuel rich region. Thus, the 
Fenimore initiation mechanism is likely to become 
more effective. To check this hypothesis, calculated 
N and CH concentrations are plotted in Fig. 7 for 
all four flames. (Note: These calculations do not con- 
tain the effect of soot.) The calculated peak NO con- 
centrations are directly related to the calculated N 
atom concentrations, and a direct correspondence 
between OH and O atom profiles exists. While the 
CH peak for flame 2 is higher than for flame 1, the 
N peak is lower due to lower N2 at the CH peak 
(-7% N2 for flame 2 and -35% N2 for flame 1). 
For flames 1 and 2, the N peaks do not correlate 
well with the CH peaks, whereas flames 3 and 4 
show much better correlation. This implies that for 
flames 1 and 2, N atoms are produced primarily by 
the Zeldovich initiation mechanism, whereas for 
flames 3 and 4, the Fenimore mechanism is more 
effective. Since a large amount of NO is produced 
by the Fenimore mechanism in flames 3 and 4, the 
effect of the reduction in the radical population due 
to soot (corresponding to the discrepancy between 
the measured and calculated OH concentrations) 
appears only in the primary reaction zone or the Zel- 
dovich NO zone. For flame 4, the difference in OH 
is less, and a corresponding smaller difference in NO 
is also seen. Although more work is needed, it seems 
that soot has a large influence on NO through the 
radical pool in the reaction zone affecting the Zel- 
dovich initiation mechanism, and the Fenimore 
mechanism becomes much more important when 
N2 is added to the fuel side, due to higher N2 con- 
centrations. Thus, the relative importance of the Zel- 
dovich mechanism shifts as N2 is shifted from the 
02 side to the fuel side. 

Conclusions 

In this work, soot and NO production in four dif- 
fusion flames with different structures was examined 
both experimentally and theoretically. The distance 
between the primary reaction zone and the stagna- 
tion plane was progressively changed to bring the 
flames from the oxidizer side to the fuel side, in- 
cluding one flame located at the stagnation plane. 
Although more work is needed to understand the 
soot and NO structure of these flames, the following 
may be concluded: 

1. C-2 chemistry does not adequately describe the 
minor species and radical concentrations in soot- 
ing flames. 

2. As the radical-rich, high-temperature reaction 
zone is forced into the sooting zone, the flames 
become very bright due to enhanced soot-zone 
temperature. 

3. OH concentration is significantly reduced due to 
soot and soot-precursor oxidation in addition to 
CO and H2 oxidation. 
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4. The presence of OH significantly affects soot 
nucleation on the oxidizer side, while soot nucle- 
ation on the fuel side seems to be related to C2H2 

concentration. 
5. A significant reduction in NO formation occurs 

due to a reduction in the flame temperature 
caused by flame radiation. 

6. It seems that soot interacts with NO formation 
through the major radical species produced in the 
primary reaction zone. 

7. It appears that the Fenimore mechanism be- 
comes more important when N2 is added to the 
fuel side, due to higher N2 concentrations in the 
CH zone. The relative importance of the Zeldov- 
ich mechanism shifts as N2 is shifted from the 02 

side to the fuel side. 
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COMMENTS 

/. Jurng, Korea Institute of Science b- Technology, Korea. 
In the laser extinction measurement of soot volume frac- 
tion, the spatial resolution will not be higher than 0.2 due 
to the beam width. This will make the measured peaks of 
soot concentration broaden. So especially in a very-thin 
soot layer, there may be complications. What is your opin- 
ion on this problem? 

Author's Reply. We agree with the difficulties cited in 
experimentally resolving the soot volume fraction peaks. 
The narrowest soot layer in our flames is about 1.5 mm 
thick. Thus, the laser probe width of 0.2 mm is not entirely 
satisfactory in resolving the magnitude of the soot volume 
fraction peak. The peak value is somewhat reduced. How- 
ever, the location and the width of the peak are not signifi- 
cantly affected. 

Jay Jeffries, SRI International, USA. Could you please 
comment on the calibration uncertainties for the OH and 
NO measurements? How do you account for quenching 
changes between the sooting and calibration blue flame for 
OH? What is the NO uncertainty? 

Author's Reply. Quenching corrections were not made 
in the reported results. However, to minimize the sensitiv- 
ity of OH measurements to quenching, laser-saturated 
fluorescence was used and the laser power was held con- 
stant for all the flames. The frequency doubled Nd:Yag- 
pumped dye laser output of 4-5 mj/pulse at 282.7 nm was 
used to excite the Qi(5) line of the (1,0) band. The resulting 
fluorescence signal was measured in a narrow band around 
312 nm by an ICCD spectrograph. Also, as recommended 
by Laurendeau and coworkers [11,12], only the 5 ns long 
peak of the temporal fluorescence pulse was collected and 
200 pulses were averaged. Another important aspect of the 
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structure of these flames, that is in our favor, is that the some additional unqualified errors in the sooting region 
OH and soot zones do not occur at the same location. Thus, of the flame where measurements were difficult due to 
interference due to soot is minimized. probe clogging. Fortunately, the sooting region is quite nar- 

Repeated tests with NO calibration gas (60 ppm) re- row and does not coincide with the location of maximum 
suited in a maximum variation of ± 2 ppm. There may be NO. 
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Spontaneous, single-point measurements of nitric oxide, NO, are made jointly with temperature, OH, 
and the major species using the Raman/Rayleigh/LIF technique. Turbulent non-premixed flames stabilized 
on a bluff body are studied with fuels ranging from simple H2/CO to complex H2/CH4 and gaseous 
methanol. The fuel jet velocity is varied to investigate the Damköhler number effects on the formation of 
NO. Data are presented for different axial and radial locations along the full length of most flames. It is 
found that the NO is generated either in the recirculation zone or further downstream of the neck zone. 
When the stoichiometric contour lies within the outer vortex, NO is produced mainly within the recircu- 
lation zone. Within the neck zone of the flame, the NO index levels are either constant or decreasing. This 
is due to the lower production of NO and the higher contribution of the consumption mechanisms such 
as NO reburn to N2. The overall NO emission level in flames of CH3OH fuel is about a quarter of that 
measured in H2/CO and H2/CH4 flames. 

Introduction burn mechanisms. The relative contribution of each 
of these mechanisms depends on the fuel type, tem- 

Growing environmental concerns have led regu- perature, pressure, and residence times [3,4]. 
latory authorities to impose much stricter control on There have been many experimental studies in 
emissions from combustion systems. This in turn has turbulent jet diffusion flames investigating the ef- 
led to renewed research interests in polluting species fects of fuel type, Reynolds number, Damköhler 
such as NOx, SOx, and CO. NOx emission, in partic- number (Da), and radiation heat loss on NOx for- 
ular, has attracted special attention because of its mation [4-11]. Bilger and Beck [5] found a shift in 
contribution to acid rain and depletion potential of the NO peak toward the rich zone and a dependence 
the stratospheric ozone layer. A summary of the on the jet exit Reynolds number, Re~1/2. Drake et 
emission regulations and control of combustion-gen- al. [6] suggested that the rich shift of the NO peak 
erated nitrogen oxide can be found elsewhere [1]. is due to probe sampling effects and that the super- 
The main constituents of NOx are NO and N02 equilibrium (O) radical concentration leads to higher 
gases. NO is formed first in all the diffusion-type NOx formation rate covering a broader mixture frac- 
flames, while NOa is a by-product and forms at tern- tion on both lean and rich sides of stoichiometric. 
peratures in the range of 700-800K. The fraction of Driscoll et al. [7] studied the dependence of the 
NO that converts into NOa is believed to be very NOx-emission index (EINOx) on Re and Da num- 
sensitive to fluid mechanical mixing and basically to bers and proposed alternate correlations. Turns et 
the rapid cooling of NO [2]. NO emission from al. [8,9] looked at the effects of radiation losses on 
flames is thought to be controlled by four different NO formation and found them to be significant even 
mechanisms: thermal, prompt, nitrous, and NO re- in nonsooting flames. 

2191 
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FIG. 1. Sketch of a typical bluff-body-stabilized flame 
and the measurement locations. 

In all of these investigations, the experimental re- 
sults were mostly obtained using a water-cooled 
sampling probe positioned downstream of the visible 
flame tip. These data were used mainly to calculate 
the NOx-emission index (EINOx) normalized by a 
global residence time that is generally defined, using 
the similarity assumption, as the length of the flame 
divided by the bulk jet velocity. This technique suf- 
fers from averaging effects and falls short of giving 
details on the effects of turbulence-chemistry inter- 
action on NOx and the instantaneous relation be- 
tween NO concentration and other scalars. Barlow 
and Carter [12,13] recently have used laser-induced 
fluorescence (LIF) to make instantaneous and quan- 
titative measurements of NO jointly with tempera- 
ture and other species using the Raman/Rayleigh/ 
LIF technique. The measurements were made in a 
H2 flame diluted with helium. They demonstrated 
that peak NO occurs at stoichiometric levels and that 
the rich shift detected by others [5,7] is due to av- 
eraging effects. Such nonintrusive and spontaneous 
measurements of NO in flames are very revealing 
and extremely important for understanding the evo- 
lution of NO in flames. 

Fewer attempts have been made to model NOx 

formation in turbulent diffusion flames using real- 
istic chemistry. Such efforts must account for all the 
relevant NOx-formation mechanisms. This involves 
many species and reactions and necessitates the use 
of reduced mechanisms such as those produced re- 
cently by Hewson and Williams [4]. A further com- 
plication associated with the computation of NOx is 
the need to account for the effects of radiation heat 
losses. Smith et al. [14] recently have tackled such 
problems using the PDF and CMC approaches for 
jet diffusion flames with H2/He fuel. 

The purpose of this paper is to present instanta- 
neous measurements of NO jointly with tempera- 
ture, mixture fraction, and the hydroxyl radical OH 
in turbulent diffusion flames stabilized on a bluff 
body. Such measurements are made using the same 
Raman/Rayleigh/LIF technique used by Barlow and 
Carter [12]. The novelty here is threefold. First, fu- 
els with complex chemical kinetics such as methanol 

and methane are used. Second, the flow pattern is 
more complex and includes a recirculation zone of 
fluid just downstream of the jet exit plane. Third, a 
detailed map of the flame structure is obtained from 
the recirculation zone to the flame tip. Bluff-body- 
stabilized flames are of significant practical impor- 
tance and are being studied extensively. They pres- 
ent an immense challenge to modelers of turbulent 
combustion. 

Experimental Setup 

The bluff-body burner has an outer diameter of 
50 mm with a concentric jet diameter of 3.6 mm. 
The wind tunnel has an exit cross section of 254 X 
254 mm. The co-flow air velocity is fixed at 40 m/s 
for all the flames and the free stream turbulence 
level in the tunnel is at —2%. The single-point Ra- 
man/Rayleigh/LIF technique is used to measure 
temperature and the concentration of stable species 
as well as the concentration of two minor species: 
OH and NO. Figure 1 shows a schematic of the 
flame and the corresponding measurement loca- 
tions. The Raman/Rayleigh measurements use two 
Nd:YAG lasers in which the successive pulses are 
stretched from ~8 to —40 ns to avoid excessive en- 
ergy in the probe volume and hence gas breakdown. 
The energy delivered to the probe volume is —700 
mj. The combined Nd:YAG (532-nm) beams are re- 
flected back through the probe volume using a col- 
limating lens and a 180° turning prism, which effec- 
tively doubles the Raman and Rayleigh energy to 
-1.4 J. 

The OH and NO fluorescence measurements are 
accomplished using two separate Nd:YAG-pumped 
dye laser systems. The OH excitation beam is tuned 
for the 012(8) transition in the A2 Z+ - FIT (1, 0) 
band (2. = 287.9 nm), and the OH signal is collected 
through broadband colored glass filters, Schott WG- 
295 and Hoya U-340 (both 3 mm thick). This allows 
the capture of the fluorescence in both the (1,0) and 
(0, 0) band. The NO excitation beam has a wave- 
length of 225.9 nm, and the signal is collected from 
the system of bands at 236, 247, 259, and 271 nm. 
The Raman and Rayleigh scattered light is collected 
using a six-element achromat and later focused onto 
the entrance slit of a 0.75-m polychromator. The OH 
and NO signals are collected using a Cassegrain mir- 
ror at the opposite side of the test section from the 
Raman/Rayleigh lens. A dichroic beam splitter di- 
rected the NO fluorescence onto one detector, while 
the OH fluorescence passed through to another de- 
tector. Calibration for the Rayleigh, OH, and the Ra- 
man species is done using a laminar premixed flame 
established on a Hencken burner. A premixed CH4/ 
air flame stabilized on a McKenna burner is used for 
the NO calibration. The quantitative OH and NO 
concentrations   are   obtained   by   correcting   the 
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TABLE 1 
U, is the jet velocity (m/s), Uco is the co-flow air velocity (m/s), Rej is the jet Reynolds number, % BO is the 

percentage ratio of jet velocity over the blow-off velocity, and T!N is the temperature of the fuel at the jet exit plane 

Flame Symbol U/Uco Rej %BO T1N (K) 

CH3OH ML1 80/40 23,700 55 373 

CH3OH ML2 121/40 35,900 84 373 

H2/CO (2:1) HC1 134/40 17,500 22 298 

H2/CO (2:1) HC2 321/40 41,990 53 298 

H2/CH4(1:1) HM1 118/40 15,800 50 298 

H2/CH4(1:1) HM2 178/40 23,900 75 298 

H2/CH4(1:1) HM3 214/40 28,700 91 298 

fluorescence signals on a shot-to-shot basis for the 
variations in the Boltzmann fraction and the colli- 
sional quenching rate that are determined from the 
measured temperature and species concentration. 
Quenching cross sections of NO and OH are ob- 
tained from Paul [16-18]. These procedures are de- 
scribed in detail by Barlow and Carter [12]. 

Three different fuels are investigated: CH3OH, 
H2/CO (2:1), and CH4/H2 (1:1) by volume. The first 
and second fuels have a stoichiometric mixture frac- 
tion of 0.135, while the third has a stoichiometry of 
0.050. Methanol is evaporated and delivered 
through heated line before being released at 100°C 
from the jet. A list of the flames investigated is given 
in Table 1. The fuel jet velocity is varied to investi- 
gate the Damköhler number effect on NOx forma- 
tion. The measurements are taken at different axial 
locations in the flame. Typically, 800 shots are col- 
lected at each radial location covering the whole 
width of the flame. 

Results and Discussion 

The bluff-body-stabilized flames investigated here 
are characterized by three distinct zones, shown 
schematically in Fig. 1. The first is referred to as the 
recirculation zone. It establishes downstream of the 
bluff body and extends to ~1.0 bluff-body diameter. 
It has an outer larger vortex close to the air side and, 
depending on the flow, an inner vortex adjacent to 
the central jet [15]. Generally, the outer vortex has 
a nearly uniform mixture and its strength depends 
on the fuel and flow conditions. The stoichiometric 
mixture fraction contour is found to shift from the 
outer vortex to the inner vortex with increasing jet 
velocity. Beyond the recirculation zone is the neck 
zone, which is a region of intense mixing in which 
local extinction and blow off occur at high enough 
jet velocity. The third zone is the rest of the flame, 
which spreads in a jetlike manner. 

Although detailed measurements have been made 
in all the flames listed in Table 1, results are only 

presented here for flames of methanol fuel. The de- 
tailed data for the rest of the fuels will appear else- 
where [19]. Scatter plots of temperature, NO, and 
OH mole fractions versus the mixture fraction are 
shown in Fig. 2 for flames ML1 and ML2. Each of 
these plots corresponds to a different axial location. 
In flame ML1, the peak NO mole fraction drops 
from 50 to 20 ppm as the axial location increases 
from XJDB = 0.26 to 1.8. Further downstream and 
outside the neck zone (X/DB > 1.8), the flame slows 
down and the NO peak increases back to ~40 ppm. 
Flame ML2 shows a similar trend for NO, albeit 
with lower peak values that generally are due to 
higher jet velocity and hence shorter residence time. 
Unlike OH concentrations that decrease to zero for 
mixture fractions greater than ~0.25, the measured 
NO profile covers almost the entire mixture fraction 
range. Peak temperature and OH levels in flame 
ML1 are similar right across the flame length, except 
at X/DB = 0.26, where lower peak OH is observed. 
Flame ML2, which is closer to blow off, shows sig- 
nificant local extinction in the neck zone at X/DB = 
1.6 with full reignition occurring further down- 
stream at X/DB = 4.5. The intense mixing at the 
neck zone leads to temperature depression, lower 
residence time, and hence a decrease in the produc- 
tion of NO. The lower peak NO near stoichiometric 
is also due to the rapid mixing of NO away from 
these regions. Peak temperature, OH, and NO occur 
around stoichiometric for both flames. The average 
length of these flames, determined as the location at 
which the average value of the mixture fraction on 
the centerline reaches the stoichiometric value, is 
about 9 bluff body diameters, which is much shorter 
than the visible length. 

NO Index 

The emission index EINOx is a nondimensional 
quantity often used when comparing the NOx emis- 
sion from different fuels. Since N02 is not measured 
here and since the measurements cover the whole 
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FIG. 2. Scatter plots of tempera- 
ture and the mole fractions of NO 
and OH plotted versus mixture frac- 
tion for a range of axial locations in 
the CH3OH flame with U/UBO = 
0.55 (ML1) and U/UBO = 0.84 
(ML2). 

2/zWN 
flame length rather than just one location down- 
stream of the tip, a new NO index (NOI) is defined NOI 
as the net mass of NO convected downstream at a 
given axial location in the flame per unit mass of jet     where WNO is the molecular weight of NO, A is Avo- 
fuel:                                                                                    gadro's number, WjET is the mass flow rate of the 

Aril JET 
r [NNO(r)]U(r)rdr        (1) 

Jo 
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FIG. 3. Axial plot of the NO index (NOI) obtained for 
bluff-body-stabilized flames with a range of fuels: — ♦ — 
H2/CH4 fuel with U/UBO = 0.50 (HM1); -▼ - H2/CH4 

0.75 (HM2);—•—H2/CH4 fuel with fuel with U/UBO 

Uj/UBO = 0.91 (HM3); - -B- H2/CO fuel with U/Uso 

0.22 (HC1); — ♦— tyCO fuel with U/UEO = 0.53 
(HC2); —i— CH3OH fuel with U/UB0 = 0.55 (ML1); 
... f.- CH3OH fuel with U/UBO = 0.84 (ML2) 

fuel, [IVNoM] is the measured mean number density 
of NO, and U(r) is the computed mean axial velocity 
at radial location (r). The calculated velocities are 
used here because measurements are not available 
at all the axial locations of interest. The flow field is 
calculated using the CFDS-FLOW3D package [20]. 
The modified k-£ turbulence model and the "mixed 
is burnt" combustion model are used in the calcu- 
lations. More information about these calculations is 
provided in Ref. [21]. 

At each axial location, the net mass flow rate of 
NO is normalized by the fuel mass flow rate at the 
jet exit plane. Figure 3 shows the NOI for all flames 
listed in Table 1, plotted against the normalized dis- 
tance above the burner. It should be noted here that 
although this index is an approximation (since it uses 
the mean values of the measured NO concentration 
and computed velocity), it reveals valuable infor- 
mation about the NO formation or destruction at 
different locations in the flame. In the H2/CH4 

flames, measurements are presented down to X/DB 

= 2.4 only, while the entire flame length is covered 
for the H2/CO and CH3OH fuels. The general trend 
observed for all flames is an increase in NOI in the 
recirculation zone followed by a region in the neck 
zone in which NOI decreases or remains constant. 
NOI then increases further to a maximum that oc- 
curs well downstream of the neck zone. The de- 
crease in NOI at the tip of the methanol flames ML1 
and ML2 is largely due to conversion of NO to N02. 
The decrease in NOI observed at the neck zone of 
the H2/CO and H2/CH4 flames suggests that the pro- 
duction of NO has dropped considerably and that 
NO reburn to N2, which is enhanced by the com- 
bination of a short residence time and high concen- 
tration of NO, may be active. The NOI decrease at 
the neck zone is smaller for lower jet velocity flames. 

The following points should be noted: 

1. Methanol fuel is a lower NO pollutant with peak 
NOI being about a quarter that of H2/CH4 and 
H2/CO fuel mixtures. 

2. As the jet velocity is increased and blow off ap- 
proaches, the NOI level decreases right across 
the flame, especially in the neck zone where the 
temperature decreases and local extinction oc- 
curs. This is illustrated clearly in the H2/CO and 
H2/CH4 flames. Further downstream of the neck 
zone, NOI levels increase again because of reig- 
nition and relaxed turbulent mixing rates. 

3. The increase in the NOI within the recirculation 
zone is controlled by the location of the stoichio- 
metric contour with respect to the stabilizing vor- 
tices. The vortices' shape and strength are deter- 
mined by the geometry and jet momentum. At 
high jet momentum, the outer vortex is shortened 
and the inner vortex disappears because of the jet 
expansion. As a consequence, the residence time 
inside this inner zone is much shorter than in the 
outer vortex and hence a smaller amount of NO 
is produced. This implies that for flows in which 
stoichiometric mixtures are largely within the in- 
ner zone, the levels of NO produced in the re- 
circulation zone will be much lower. This is the 
case for flames HC2 and ML2. The calculations 
of the flow field [15,21], described above, show 

X/D„ = 0.60    '? X/D„ = 0.60 

500 1000        1500        2000 

Temperature (K) 

500 1000        1500        2000 

Temperature (K) 

FIG. 4. Scatter plots of NO mole 
fraction plotted versus temperature 
at axial location X/DB = 0.60 in 
flames (a) ML1 and (b) ML2. 
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that for these flames, the stoichiometric contours 
are within the inner zone. However, in the H2/ 
CH4 flames and the low-velocity HC1 and ML1 
flames, the stoichiometric contours are within the 
outer vortex and hence the levels of NOI within 
the recirculation zone are much higher. 

Analysis of the relative contribution of the various 
mechanisms to the overall production of NO is be- 
yond the scope of this paper. It is known, however, 
that this is affected by a range of factors including 
temperature, residence time, and species concentra- 
tions in the radical pool. Figure 4 shows scatter plots 
of NO mole fraction versus temperature measured 
at X/E)B = 0.6 in the recirculation zones of flames 
ML1 and ML2. The correlation between NO and 
temperature changes as the jet velocity is increased 
and the stoichiometric contour shifts from the outer 
vortex to the inner zone. The lower peak mole frac- 
tion of NO measured in flame ML2 reflects the 
shorter residence time experienced at this location 
in the flame. Further analysis of the correlations be- 
tween temperature, NO, OH, and other scalars cou- 
pled with calculations of flames with similar fuel 
mixtures and detailed or reduced kinetics will be 
useful in determining the sources of NO. 

Conclusions 

Single-point measurements of NO made in bluff- 
body-stabilized flames indicate that peak levels of 
NO occur at stoichiometric mixture fraction regard- 
less of the fuel mixture, the Damköhler number of 
the flame, and the axial location in the flame. As the 
residence time decreases, the correlation between 
temperature and NO changes, reflecting the lower 
levels of NO produced. The amount of NO pro- 
duced in the recirculation zone is very high if the 
stoichiometric contour lies within the outer vortex 
and decreases sharply if the stoichiometric contour 
moves to the inner zone. Within the neck zone of 
the flame, NOI levels are either constant or decrease 
because of temperature depression and the low res- 
idence time, which decreases the production of NO 
and increases the contribution of the consumption 
mechanisms such as the NO reburn to N2. The over- 
all NO emission level in flames of CH3OH fuel is 
about quarter of that measured in H2/CO and H2/ 
CH4 flames. 
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COMMENTS 

/. P. Gore, Purdue University, USA. Would you comment 
on the effects of neglecting the cross correlation between 
NO number density and axial velocity? What is your jus- 
tification for calculating the emission index without consid- 
ering this effect? 

Author's Reply. The effects of the correlation between 
NO number density and the velocity are not known and 
require a joint instantaneous measurement of these scalars. 
This has not been done and forms an interesting and chal- 
lenging project. The NOI presented here is an approximate 
measure of the NO flux which serves as a basis for com- 
parison of the evolution of NO in flames with similar flow 
field structure and different fuels. 

A. Ghoniem, MIT, USA. Previous experiments by Na- 
mazian et al [1] and by Roquemore et al [2] showed the 
presence of strong oscillations near the bluff body over a 
wide range of velocity ratios. Numerical simulations by 
Martins and Ghoniem [3] and others have shown that these 
oscillations are related to vortex sheadings and interactions 
within the recirculation zone, 1-2 bluff-body diameters. 
Have you detected similar oscillations in your experiments 
and can strain related effects near the jet flame base be 
used to interpret some of your observations. 

REFERENCES 

1. Namazian, M., Kelly, J. T, and Schäfer, R. W, Twenty- 
Second Symposium (International) on Combustion, The 
Combustion Institute, Pittsburgh, 1988, pp. 627-634. 

2. Roquemore, W M., Britton, R. L., and Sandhu, S. S., 
"Investigation of the dynamic behavior of a bluff-body 
diffusion flame using flame emission," AIAA-82-0178, 
AAIA 20th Aerospace Sciences Meeting. 

3. Martins, L. T. and Ghoniem, A. F., ASMEJ. Fluids Eng. 
115:474^84 (1993). 

Author's Reply. The flames investigated in this paper are 
stable and do not exhibit the oscillations or the vortex shed- 
ding referred to in the question. This is mainly due to the 
fact that the jet and the coflow momentum and hence the 
Reynolds numbers of these flames are higher than those 
for the flames referred to by Prof. Ghoniem. For example 
the Schefer/Namazian methane flame has a coflow and fuel 
jet momentum of 750 and 300 (N/m2) respectively, as op- 
posed to 1920 and 5200 (N/m2) for the CIVHa flames 
presented in this paper. The corresponding Reynolds num- 
ber is 7000 for the Schefer/Namazian flame and 16,000 and 
above for the flames discussed in this paper. 
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An experimental procedure is demonstrated that allows determination of instantaneous oxygen-atom 
concentrations and thermal NO production rates in turbulent flames. This is accomplished without direct 
measurement of O atoms by laser-induced fluorescence, a technique that has been shown to be problem- 
atic. Simultaneous point measurements of temperature, the major species, OH, and NO are performed in 
a non-premixed turbulent jet flame of nitrogen-diluted hydrogen fuel. The O-atom concentration for each 
laser shot is derived from these data, based on the assumption of partial equilibrium of the reaction OH 
+ OH = O + H20. The derived O-atom concentration is then used with the measured N2 concentration 
and temperature to calculate the instantaneous thermal (Zeldovich) NO production rate. The partial equi- 
librium assumption is shown to be appropriate in this flame for conditions relevant to thermal NO for- 
mation. The maximum conditionally averaged O-atom mole fraction is about 6.5 times the maximum value 
for full chemical equilibrium. The width in mixture fraction coordinates of the conditionally averaged NO 
production rate curve is roughly twice that calculated from adiabatic equilibrium values of temperature, 
[O], and N2. Experimental results are compared with predictions obtained using the Monte Carlo PDF 
model with detailed chemistry. With some exceptions, there is good agreement between experiment and 
prediction when results are plotted against mixture-fraction (scatter plots and conditional averages). Agree- 
ment is not as good when radial profiles of averaged scalar quantities are compared. This indicates that 
the present PDF model predicts the hydrogen and nitrogen chemistry with good accuracy but that im- 
provements are needed in the modeling of the turbulent fluid dynamics and mixing. A comparison of 
experimental results with steady strained laminar flame calculations shows that the turbulent flame con- 
ditions cannot be represented by a combination of the laminar flames. 

Introduction ence of turbulence-chemistry interactions on NO 
formation and in evaluating various modeling ap- 

Thermal NO formation is a significant mechanism proaches. Investigations of laser-induced fluores- 
in many combustion applications. Considerable re- cence (LIF) detection of O atoms in laminar flames 
search has been carried out using gas-sampling [13,14] suggest that quantitative single-shot mea- 
probes to determine the effects of various parame- surements of O-atom concentrations in turbulent 
ters on NOx formation in turbulent jet flames [1-6]. flames would be a difficult challenge because the 
More recently, simultaneous laser-based measure- 226-nm laser that excites the O atoms produces ad- 
ments of multiple species have been used to inves- ditional O atoms by photolysis, 
tigate NO formation in hydrogen jet flames [7-10], In the present study, we demonstrate an experi- 
in laminar CH4-air Bunsen flames [11], and in bluff- mental alternative to direct LIF measurements of O- 
body-stabilized flames [12]. In much of this work, atom concentrations. Pulsed-laser diagnostics are 
there has been speculation regarding the effects of used to obtain simultaneous point measurements of 
turbulence-chemistry interactions on superequili- temperature, the major species, OH, and NO. The 
brium levels of O atoms, which contribute to NO instantaneous O-atom concentration is derived from 
production. Experimental O-atom concentrations the measured temperature, [OH], and [H20], based 
and thermal NO production rates would be useful on the assumption of partial equilibrium of the re- 
in developing a better understanding of the influ- action: 

2199 
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OH + OH <=> O + HoO 

such that 

(Rl) 

(1) [O] = KEQil [OH]2/[H20] 

The thermal NO production rate is then calculated 
on a shot-to-shot basis from the extended Zeldovich 
mechanism: 

N2 + O -> N + NO (R2) 

N + 02 -> O + NO (R3) 

N + OH -* H + NO (R4) 

Here, the first reaction is rate limiting, and because 
the NO levels are far below equilibrium in the flames 
of interest, the overall production rate may be cal- 
culated as twice the forward rate of the first reaction 
[15]: 

d[NO]/dt = 2*2[N2][0] (2) 

where 

kz = 1.84 X 10uexp(-38,370/T)mol/Ls 

To demonstrate this approach, we consider results 
of measurements along a single radial profile in a 
non-premixed turbulent jet flame of 80% H2 and 
20% N2 by volume. Experimental data are compared 
with steady strained laminar flame calculations and 
with a Monte Carlo PDF simulation of the turbulent 
flame. 

Experimental Methods 

The flow facility, diagnostic systems, and calibra- 
tion procedures have been described previously 
[7,8,11]. Spontaneous Raman scattering of the 
beams from two Nd:YAG lasers (532 nm) was used 
to measure concentrations of the major species. 
Pulse-stretching optics were used to avoid break- 
down at the focus [11], and the energies in the 
beams were measured by two pyroelectric joule- 
meters. The Rayleigh scattering signal was converted 
to temperature using a species-weighted scattering 
cross section based on the Raman measurements. 
Linear LIF was used to measure OH and NO, and 
the fluorescence signals were corrected on a shot- 
to-shot basis for variations in the Boltzmann fraction 
and the collisional quenching rate. These corrections 
were determined from the measured species con- 
centrations and temperature and from published 
correlations for collisional quenching cross sections 
[16,17]. The spatial resolution for all measurements 
was —750 jum in each direction. 

The temperature-dependent calibration functions 
for each of the Raman channels were determined 
through an extensive series of measurements in the 
flow above a gas heater and in flat flames above a 
Hencken burner [8]. Radiative losses from the cali- 

bration flames were accounted for in this procedure. 
Additional Raman/Rayleigh calibrations were per- 
formed immediately before and after the turbulent 
flame measurements. OH measurements were ref- 
erenced to a H2-air flat flame, in which the OH num- 
ber density had been measured previously by laser 
absorption [7]. The NO calibration factor was deter- 
mined by doping a lean premixed CH4-air laminar 
flat flame (McKenna burner) with four known con- 
centrations of NO. Detailed flame calculations have 
shown that destruction of the seeded NO in this 
flame is negligible [11]. The NO calibrations were 
also performed immediately before and after the 
turbulent flame measurements. 

Derivation of O-atom concentrations and NO pro- 
duction rates depends on precision and accuracy of 
the measured scalars, particularly [OH] and tem- 
perature. Estimates of random errors at tempera- 
tures relevant to thermal NO production were based 
on the standard deviations of measured and derived 
scalars in steady premixed flat flames. These esti- 
mates are listed in Table 1 along with the conditions 
at which they were determined. Estimates of poten- 
tial systematic errors are also listed in Table 1. Sys- 
tematic uncertainties for [O] and d[NO]/dt were de- 
termined from Eqs. (1) and (2) as worst-case 
products of the contributing potential systematic er- 
rors in the measured scalars. The estimated system- 
atic uncertainty of ± 80% in the NO production rate 
may seem high. However, we shall see that this level 
of quantitative information may be sufficient to dis- 
tinguish between modeling approaches. 

The burner was a straight tube (inner diameter, 
d = 4.58 mm; outer diameter, 6.34 mm; squared- 
off end) centered at the exit of a 30-cm by 30-cm 
vertical wind tunnel contraction. The co-flow air 

TABLE 1 
Relative standard deviations of scalars measured or 

derived at the listed conditions in steady flat flames and 
potential systematic uncertainties estimated from the 

calibration procedures 

Conditions Systematic 
Scalar cr(rms)   (mole frac, T) Uncertainty 

N2' 3%   0.71, 2140 K° 2% 
H20 5%   0.18, 2140 K« 3% 
OH 7%   0.0023, 2140 K° 10% 
NO 10%   26, 1740 K* 10% 
T 1%    2140 K« 2% 
O 14%   2140 K» 35% 
d[NO]/dt 21%   2140 K" 80% 

" Premixed CH4/air, <j> — 0.96, uncooled burner 
h Premixed CH4/02/N2, <f> = 0.72, cooled (McKenna) 

burner 
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FIG. 1. Scatter plot of the ratio [0]pelJ/[0] versus mixture 
fraction from the PDF model simulation at x/d = 30, in- 
dicating the degree of departure from partial equilibrium 
of the reaction OH + OH = O + H20. The dashed lines 
bracket the region of interest for thermal NO formation. 
Data below 1200 K are not plotted. 

timescale. In the Monte Carlo simulation of the joint 
scalar PDF, the jet flame is assumed to be axisym- 
metric and adiabatic. Forty grid points across half of 
the jet were used, each containing 400 stochastic ele- 
ments. The time evolution of chemical kinetics for 
each element was directly computed using a detailed 
mechanism for hydrogen combustion with NOx 

chemistry that includes 14 species and 48 steps [21]. 
The CPU time was about 200 h on an SGI worksta- 
tion for calculations up to x/d = 150, demonstrating 
that the inclusion of detailed chemistry in the PDF 
model is computationally expensive but not prohib- 
itive. This simulation was based on the experimental 
boundary conditions of nozzle diameter, fuel com- 
position, jet velocity, and co-flow velocity; the model 
was not tuned to match any aspect of the measured 
scalar data. 

Results and Discussion 

conditions were 0.75 ± 0.05 m/s velocity, 290 K 
temperature, and 0.0116 HzO mole fraction. The 
fuel composition was 80% H2 and 20% N2, by vol- 
ume. The jet velocity was 151 ± 3 m/s, the exit 
temperature was 294 K, and the Reynolds number 
was 14,000, based on a mixture viscosity of« = 4.85 
X 10"5 m2/s. Laboratory pressure was 0.977 atm. 

Measurements were made along a radial profile 
through the jet centerline at a streamwise distance 
of 30 nozzle diameters (x/d = 30), with 600-800 
shots taken at each location. These experimental 
conditions were selected for several reasons. First, 
the spatial resolution of the system is sufficient to 
resolve the smallest scales at this location, as esti- 
mated following Smith et al. [18]. Second, N2 dilu- 
tion reduces the OH levels such that fluorescence 
trapping effects are small. Third, differential diffu- 
sion effects are not expected to be significant at this 
Reynolds number and streamwise location'[18]. Fi- 
nally, N2 dilution reduces radiative loss, which is not 
included in the PDF simulation. 

Monte Carlo PDF Prediction 

The mean flow field was modeled by a Reynolds 
stress closure with a downstream marching algo- 
rithm [19]. The joint scalar PDF was solved by its 
modeled transport equation using the Monte Carlo 
technique [20]. The turbulent transport term was 
modeled by a gradient diffusion model using the tur- 
bulence time and fluctuating velocities from the 
Reynolds stress model. A modified Curl's mixing 
model was used to simulate the effect of turbulent 
stirring on the molecular diffusion process. The 
amount of mixing was modeled through a character- 
istic mixing time, which is related to the turbulence 

The Partial Equilibrium Assumption 

Strained laminar flame calculations and perfectly 
stirred reactor (PSR) calculations of H2/N2 reacting 
with air were performed to assess the validity of the 
partial equilibrium assumption. The detailed mech- 
anism cited previously was used, and results show 
that for temperatures above ~1500 K and mixtures 
fractions between about 0.06 and 0.17, the O-atom 
concentration determined from Eq. (1) differs from 
the actual O-atom concentration by less than 5%. 

The PDF calculation can also be used to examine 
the partial equilibrium assumption. Figure 1 shows 
a scatter plot of the ratio of the partial-equilibrium 
O-atom concentration determined from Eq. (1) to 
the actual O-atom concentration predicted by the 
PDF simulation. For mixture fractions relevant to 
thermal NO formation in this flame (0.06 < f < 
0.17), the deviation of the O-atom concentration 
from partial equilibrium is only 1.5-3% for the great 
majority of samples. We conclude that the partial 
equilibrium assumption is reasonable for the exper- 
imental application described here, except for de- 
termining O-atom concentrations in fuel-lean 
mixtures below —1500 K. 

Scatter Plots and Conditional Means 

The relationships among scalars in reacting flows 
can be interpreted effectively when results are plot- 
ted in mixture fraction coordinates. For both exper- 
iment and prediction, the mixture fraction was cal- 
culated following the method of Bilger et al. [22] as: 

f- (YH ~ YH,2)/«% - 2(YQ - YQ.2)/«>O 

(VI - YH,2)/^H " 2(Y0.i - Yos)/w0 

where Y are elemental mass fractions, wH and w0 
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FIG. 2. Comparison of measured temperature and major 
species mole fractions (scatter points) with conditional av- 
erages from the PDF model prediction ( ) for the 
streamwise  location of x/d   =   30.  Equilibrium curves 
( ) are included for temperature and H20. 
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FIG. 3. Comparison of conditional averages of measured 
temperatures and major species mole fractions (symbols) 
with the corresponding predicted conditional means 
( ) as in Fig. 2. 

are atomic weights, and the subscripts 1 and 2 refer 
to the fuel stream and co-flowing air stream, respec- 
tively. 

Figure 2 shows scatter plots of measured temper- 
ature and the major species mole fractions. Condi- 
tional averages (conditional on mixture fraction) 
from the PDF calculation are shown as solid lines, 
and adiabatic equilibrium curves are included for 
H20 and temperature. In this flame, the tempera- 
ture and major species are close to equilibrium, ex- 
cept near the stoichioinetric mixture fraction, where 
temperatures and H20 mole fractions are depressed 
because of finite-rate chemistiy. Here, results from 
the full radial profile are included for both experi- 
ment and prediction. In Fig. 3, conditional averages 
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FIG. 4. Comparison of measured temperature and major 
species mole fractions (scatter points) with results from 
steady laminar flame calculations for values of the strain 
parameter, a, of 25 s"1 ( ), 100 s"1 ( ), and 
400 s-1 ( ). 

of the measured scalars are compared with the pre- 
diction. Agreement for the major species mole frac- 
tions is very close, except for differences near/ = 
0, which arise because the calculation does not in- 
clude ambient levels of H20 and argon. The peak in 
the experimental temperature curve is about 50 K 
lower than the prediction, and the two temperature 
curves appear to be shifted slightly in mixture frac- 
tion relative to each other. 

In Fig. 4, the experimental scatter data are com- 
pared with strained laminar flame calculations at 
three values of the strain parameter, a, for the Tsuji 
geometry. These calculations were performed using 
the same chemical mechanism as in the PDF sim- 
ulation. They are included to illustrate that temper- 
atures and some species mole fractions in the lami- 
nar calculations can be quite different from the 
turbulent flame measurements. These differences 
are believed to be due in part to the effects of dif- 
ferential diffusion being more pronounced in lami- 
nar flames [18]. 

Experimental and predicted results for OH mole 
fraction, O-atom mole fraction, NO production rate, 
and NO mole fraction are compared in Fig. 5. Mea- 
surements and PDF results are plotted as scatter 
points and conditional averages. To minimize the ef- 
fect of OH fluorescence trapping, we have included 
only the measurements from the half of the flame 
profile that was closest to the fluorescence collection 
optics. The average fluorescence trapping effect 
near the center of this reaction zone was about 3%, 
and this correction has been applied to the OH re- 
sults in this figure. Curves for the laminar flame cal- 
culations and for full adiabatic equilibrium are also 
included, except for NO mole fraction. NO mole 
fractions at equilibrium and in the laminar flames 
are much higher than in the turbulent flame. 
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FIG. 5. Scatter plots and conditional means of experimental (left side) and predicted (right side) results for OH mole 
fraction, O-atom mole fraction, thermal NO production rate, and NO mole fraction at x/d = 30. Adiabatic equilibrium 
curves and results of laminar flame calculations at a = 25 s-1,100 s_1, and 400 s-1 are included. Note that the jaggedness 
in the conditional averages for the prediction results from statistical noise in the Monte Carlo simulation. 

There is good agreement between experiment and 
PDF prediction on OH mole fractions. Experimen- 
tal O-atom mole fractions are significantly above 
equilibrium and show greater scatter than OH. The 
maximum in the conditionally averaged curve of ex- 
perimental O-atom mole fraction is about 6.5 times 
that for full chemical equilibrium. The PDF predic- 
tion yields a peak value of the conditionally averaged 

O-atom mole fraction that is consistent with the ex- 
periment, but the experiment yields higher O-atom 
levels on the fuel-lean side of the peak. For mixture 
fractions less than about 0.06, the measured tem- 
peratures begin to drop below the range where the 
partial equilibrium assumption is valid and the ex- 
perimental O-atom results become unreliable. This 
is not a problem in the context of thermal NO 
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FIG. 6. Radial profiles of ensemble-average temperature 
and species mole fractions from the experiment (symbols) 
and the prediction ( ) at x/d = 30. 

production because the production rate becomes 
negligibly small before the partial equilibrium as- 
sumption breaks down. 

The experimentally derived instantaneous NO 
production rates are generally greater than the curve 
calculated from Eq. (2) and adiabatic equilibrium 
values of temperature, [O], and [N2]. The small frac- 
tion of samples that falls below this equilibrium 
curve may correspond to highly strained conditions 
in the flame, where temperature depression coun- 
ters the superequilibrium O-atom levels. The widths 
in mixture fraction of the measured and predicted 
conditional average NO production curves are 
roughly twice that of the equilibrium curve. The ex- 
perimental and predicted curves have peak values 
approximately 40% and 90%, respectively, above the 
equilibrium curve. The difference between experi- 
ment and prediction is within the estimated uncer- 
tainty in the experiment. We note that inclusion of 
ambient water vapor and flame radiation in the sim- 
ulation is expected to decrease the predicted NO 
production rate, bringing it closer to the experiment. 

The PDF prediction yields NO mole fractions that 
are close to the measurements. However, inclusion 
of ambient water and radiation will also reduce the 
predicted NO mole fraction. Firm conclusions re- 
garding the accuracy of the PDF model in predicting 
NO production rates and mole fractions should not 
be drawn until ambient water vapor and radiation 
are included in the simulation, experiment and pre- 

diction may be compared at several streamwise lo- 
cations, and data on the velocity field are available. 

A comparison of steady laminar flame calculations 
with the experimental results in Fig. 5 reveals that 
it would not be possible to represent the turbulent 
flame using a combination of these laminar flames. 
OH levels in the laminar flames are significantly 
higher than both the measurements and the PDF 
model predictions. O-atom levels for strain rates be- 
low a = 25 s_1 would be consistent with the exper- 
imental results. However, the NO production rates 
for these weakly strained flames would greatly ex- 
ceed the experimental production rates. 

Radial Profiles 

Radial profiles of ensemble-average temperature' 
and species mole fractions are shown in Fig. 6. 
Agreement between experiment and prediction is 
not as good for these spatial profiles as when results 
are plotted against mixture fraction. The predicted 
temperature profile is broader than the measured 
profile. The predicted H2 mole fraction on the cen- 
terline is lower than measured, and the predicted 
centerline temperature is higher. Within the reac- 
tions zones (near rid = ± 2.5), the predicted OH-, 
NO-, and O-atom mole fractions are all below the 
measured curves. These results show that, while the 
model predicts most aspects of the chemistry, it 
overpredicts the turbulent mixing rates such that the 
flame spreads too rapidly and the PDFs of mixture 
fraction in the reaction zones are too broad. 

Conclusions 

1. An experimental procedure for determining ox- 
ygen atom concentrations and instantaneous 
thermal NO production rates in turbulent flames 
was demonstrated. This procedure is based on 
simultaneous point measurements of tempera- 
ture, the major species, and OH, and it may be 
applied wherever the assumption of partial equi- 
librium of the reaction OH + OH O O + HaO 
is valid. 

2. Measurements were made across a radial profile 
at a single streamwise location, 30 nozzle diam- 
eters from the base of a turbulent jet flame of 
nitrogen-diluted hydrogen. The partial equilib- 
rium assumption was shown to be valid in this 
flame for temperatures greater than about 1500 
K. Instantaneous and conditionally averaged O- 
atom mole fractions at this measurement location 
are significantly greater than equilibrium levels. 
The conditional mean of the experimentally de- 
rived thermal NO production rate has a peak 
value 40% greater than the peak rate calculated 
from adiabatic equilibrium conditions of temper- 
ature, [O], and [N2]. 
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3. Experimental results were compared with pre- 
dictions by the Monte Carlo PDF model using 
detailed chemistry. With some exceptions, there 
is good agreement between measurements and 
predictions when results are plotted against mix- 
ture fraction. Agreement is less good when radial 
profiles of ensemble-average scalars quantities 
are compared. This indicates that the present 
PDF model predicts the hydrogen and nitrogen 
chemistry well but that improvements are needed 
in the modeling of the turbulent fluid dynamics 
and mixing. 

4. A comparison with steady strained laminar flame 
calculations showed that the turbulent flame 
measurements cannot be represented by a com- 
bination of these laminar flames. 
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COMMENTS 

A. Mokhov, N. V. Nederland.se Grasunie, The Nether- 
lands. Did you observe partial equilibrium between the 
measured concentrations of OH, H20 and 02 on lean side 
and between OH, HaO and H2 on rich side? 

Author's Reply. We have not looked for this in our data. 
However, based upon several papers in the literature, in- 
cluding work by Graham Dixon-Lewis, Jim Miller, and oth- 
ers, one might expect partial equilibrium of these species 
to be satisfied in hydrogen flames for temperatures above 
about 1500 K. In the present paper we have been able to 
extract useful information on O-atom concentrations be- 
cause OH and H20, the measured species in the reaction 

OH + OH = H20 + O, can be measured with useful 
accuracy on a single-shot basis. Our present laser systems 
cannot provide comparable single-shot accuracy for the 
Raman measurements of 02 or H2 because their concen- 
trations are low in the interesting parts of the flames. In 
general, any evaluation of partial equilibrium in these ex- 
perimental data or use of the partial equilibrium assump- 
tion in deriving new results from these data should be pre- 
ceded by careful consideration of uncertainties. 
Unfortunately, the limitations of the 02 and H2 measure- 
ments also restrict our ability to derive any useful single- 
shot information on H-atom concentrations in these 
flames. 
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FLAMELET AND PDF MODELING OF CO AND NO, EMISSIONS FROM A 
TURBULENT, METHANE HYDROGEN JET NONPREMIXED FLAME 
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Modeling of NO formation in a turbulent, nonpremixed jet flame with a fuel mixture of 31% methane 
and 69% hydrogen has been performed using the joint scalar probability density function (PDF) approach 
and the traditional flamelet model. The importance of various effects such as transients, flame interaction, 
preferential diffusion, and radiative heat loss on NO formation is evaluated by comparisons of predictions 
with experimental data. The radiative heat loss is included in the PDF approach using the optically thin 
limit model. A simple model to account for the effect of temperature decrease on thermal NO formation 
is used in the flamelet model. The model results suggest that radiative heat loss becomes increasingly 
important for NO predictions in the far field, and it can lower the predicted values by a factor of 3 leading 
to a better agreement with the experimental data. Preferential diffusion, which is not included in the PDF 
model, is found to be insufficient to account for the overprediction in the NO levels by the flamelet 
approach. Comparisons of the predicted CO concentrations from the two models indicate that transient 
and flame interaction may be important for describing the flame behavior in the near field. 

Introduction 

Modeling of turbulent flames is a challenging task 
due to computational constraints. Models for the in- 
teraction between turbulence and chemical kinetics 
are necessary to make the computation tasks possi- 
ble. The flamelet approach is an attractive way for 
modeling turbulent flames, because chemical kinet- 
ics is eliminated from the calculations. Although 
many questions have been raised about the validity 
of the flamelet approach for modeling nonpremixed 
turbulent flames (e.g., Bilger [1]), the potential of 
the flamelet approach has not been critically as- 
sessed against other modeling approaches. As delin- 
eated recently by Turns [2], NO formation in tur- 
bulent flames is a complex process that requires 
accurate modeling of chemistry, turbulence, and 
their interactions. The study of Vranos et al. [3] 
showed large discrepancies between their flamelet 
model results and the measured NO levels. It was 
speculated that the steady-state flamelet approach is 
inadequate, and transients as well as flame interac- 
tions may be significant in describing the flame be- 
havior. The importance of transient flame behaviors 
was asserted in an early study by Haworth et al. [4]. 
However, the effect of radiation heat loss on NO was 
considered by Vranos et al. [3] to be insignificant 
based on counterflow laminar flame calculations at 
a scalar dissipation rate of 1 s"1. Since the scalar 
dissipation rate decreases rapidly as x~4 for turbulent 
jet flames, a scalar dissipation rate of 1 s_1 corre- 
sponds roughly to a location of x/D = 30, based on 

our model results. Since the predicted flame height 
is about 140 diameters, the potential of radiative 
heat loss on NO can be important and will be ex- 
plored in this study. Because transients and flame 
interactions are naturally included in the joint scalar 
PDF method [5], predictions with the PDF method 
using a newly developed nine-step reduced chem- 
istry are performed for assessing these effects and 
for comparison with the flamelet results. 

Modeling Approaches 

PDF Simulation with a Nine-Step Reduced 
Chemistry 

A nine-step reduced chemistry including prompt 
and thermal NO production routes has been devel- 
oped by Chang [6], based on the detailed mecha- 
nism of Miller and Bowman [7] as summarized in 
the Appendix. Detailed expressions for the steady- 
state species can be found in Bef. 6. Evaluation of 
the performance of the nine-step reduced chemistry 
has been conducted extensively for perfectly stirred 
reactors (PSBs), Tsuji-type opposed-flow flames, and 
transient flamelets. The evaluation indicates that the 
maximum errors are within 10% in NOx. predictions 
for flames with equivalence ratios from 0.7 to 1.3. 
Since our development of the above nine-step mech- 
anism, a detailed mechanism with NO reactions 
(GBI-2.1) [8] became available. Based on PSBs, the 
differences in NO predictions between these two 
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mechanisms are noticeable only at temperatures be- 
low 2000 K, with lower NO levels predicted by the 
Miller and Bowman mechanism. However, the dif- 
ferences are not large enough to explain the dis- 
crepancies seen between predictions and data for 
the flame studied here. Since there are 13 species in 
the nine-step reduced mechanism, it is impractical 
to construct look-up tables as has been done in past 
studies. The stiff chemical kinetics are solved di- 
rectly for every stochastic representation. 

For the mean turbulent flow field, a Reynolds 
stress model with the Favre average (density- 
weighted) statistics was solved [9]. The turbulent 
flow field model provides the mean velocity and tur- 
bulence time scale to the scalar PDF method. The 
scalar PDF model then returns the mean density for 
each grid point that is required for the Reynolds 
stress model. Equal diffusivity of species and heat 
was assumed and the molecular mixing process was 
simulated by the modified Curl's model. Forty grids 
across half of the jet were used and each grid point 
had 400 statistics representations. Typically, 1500- 
2000 steps are needed to complete the calculations 
up to one-and-one-half times the flame height. To 
assess the potential of radiative heat loss on NO for- 
mation, an optically thin limit radiation model [9] 
was employed for each statistics. The Planck mean 
absorption coefficient is obtained by a linear com- 
bination of the respective coefficients for H20 and 
C02 weighted by their partial pressures. 

Flamelet Model 

The flamelet model follows the traditional ap- 
proach in expressing thermo-chemical properties in 
terms of mixture fraction and its dissipation rate 
(e.g., Peters [10]). The detailed methane combus- 
tion mechanism of Miller and Bowman [7] was used 
for generation of the flamelet library. Using Sandia's 
Tsuji-type opposed-flow flame code [11], we have 
performed calculations for strain rates ranging from 
0.1 s_1 up to 2500 s_1, which is near the flame ex- 
tinction point. The corresponding scalar dissipation 
rate, %, at the stoichiometric point changes from 1.73 
X 10~3 s_1 to 37.4 s_1. The low-strain-rate flames 
are needed in the library since the predicted cen- 
terline scalar dissipation rate varies from 2.3 at x/D 
= 23 to 9.8 X W~4atx/D = 160, following closely 
the x~4 scaling relation. When the scalar dissipation 
rate is below the lowest limit in the flamelet library, 
thermo-chemical properties are obtained by a linear 
interpolation between the flame at the lowest strain 
rate and the equilibrium state. At the equilibrium 
state, a zero value is assigned to the scalar dissipation 
rate, as its reciprocal represents a diffusion time 
scale. The chemical source term for NO is obtained 
directly from the flamelet library. The PDF of the 
scalar dissipation rate is assumed to have the log- 
normal distribution with a =  1.0 [3]. In order to 

keep the differences between the flamelet and the 
PDF simulations at minimum, the same stochastic 
simulation used in the scalar PDF approach is ap- 
plied to the flamelet approach [4]. 

Inclusion of radiative heat loss into the flamelet 
approach would require substantial efforts since one 
additional parameter of radiation heat loss is needed 
to determine the thermal-chemical properties. Since 
the major NO production path in the present flame 
is dominated by the Zeldovich thermal route, as will 
be presented later, we have adopted a simple 
method for estimating the importance of radiative 
heat loss without direct inclusion of heat loss effect 
into the flamelet library. For each particle, radiative 
heat loss is computed based on the optically thin 
limit model. The decrease in mixture enthalpy due 
to radiative heat loss is computed for each particle, 
and due to molecular mixing, it is redistributed 
among the statistics by the modified Curl's mixing 
model. During the simulation, the NO source term 
is corrected for the radiative heat loss by the ratio 
exp(-38,400/T)/exp(-38,400/Tadiabatic), where the 
flame temperature T is computed based on the mix- 
ture enthalpy for each particle. This method pro- 
vides a reasonable estimate of the decrease in NO 
formation rate due to temperature decrease only. 

Flame Conditions 

Simulations have been performed to study the ni- 
tric oxide formation in a turbulent, nonpremixed jet 
flame with a fuel mixture of 31% methane and 69% 
hydrogen by volume. This flame has been investi- 
gated in the past by Vranos et al. [3] both experi- 
mentally and numerically using a k-e-g model cou- 
pled with a flamelet library approach. The major 
difference in the current flamelet approach is in the 
flamelet library which includes flames computed at 
low strain rates and the equilibrium limit. The jet 
nozzle has an internal diameter of 6.22 mm, and the 
jet Reynolds number was 10,000 based on the jet 
exit velocity of 67 m/s. The coflowing air has a ve- 
locity of 1.52 m/s to shield the central fuel from 
drafts. Species measurements were obtained with a 
gas sampling probe, and the temperatures were 
measured by a coated thermocouple. Temperature 
corrections for catalytic effects were made at peak 
flame temperatures. Details can be found in Ref. 3. 

Results and Discussion 

Measured and predicted radial profiles of mean 
mixture fraction with the flamelet model are com- 
pared in Fig. 1. Similar results are obtained from the 
PDF model. The agreement between the predic- 
tions and the measurements is reasonably good. 
Evaluation of model performances will be made by 
comparisons   of  measured   and  predicted   mean 
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FIG. 1. Measured and computed radial profiles of mean 
mixture fraction for a turbulent, nonpremixed jet flame 
with a fuel mixture of 31% methane and 69% hydrogen 
showing reasonable agreement. Symbols indicate experi- 
mental data; lines indicate predictions. 
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FIG. 2. Measured and computed mean temperature pro- 
files versus mean mixture fraction for a turbulent, nonpre- 
mixed jet flame with a fuel mixture of 31% methane and 
69% hydrogen at 80 diameters downstream, indicating that 
radiative heat loss becomes important in the far field. 

distributions in the mixture fraction space to remove 
spatial dependence, as done by Vranos et al. [3], A 
comparison of measured and predicted mean tem- 
peratures versus the mixture fraction at 80 diameters 
downstream (x/D = 80) is presented in Fig. 2. Un- 
weighted temperatures are computed by the same 
method used in Ref. 3. The predicted peak values 
are in reasonable agreement with the measure- 
ments. The flamelet model with/without radiative 
heat loss predicts higher peak values than its coun- 
terpart from the PDF model. Inclusion of radiative 
heat loss in the model lowers the peak flame tem- 
peratures by about 110-200 K in both models. The 
computed radiant fraction is about 0.05-0.07. The 
corresponding predictions at x/D = 23 (not shown) 

O Experimental data 
  Flamelet radiative loss 
  Flamelet adiabatic 
  PDF radiative loss 
  PDF adiabatic 

Mixture Fraction 

FIG. 3. Measured and predicted radial profiles of NO 
mole fraction for a turbulent, nonpremixed jet flame with 
a fuel mixture of 31% methane and 69% hydrogen at 23 
diameters downstream. Radiative heat loss is seen to have 
negligible effect on the predicted NO levels. Flamelet 
model predicts about twice the amount of NO as compared 
to the PDF model. 
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FIG. 4. Measured and predicted radial profiles of NO 
mole fraction for a turbulent, nonpremixed jet flame with 
a fuel mixture of 31% methane and 69% hydrogen at 40 
diameters downstream. Radiative heat loss starts to have 
impact on the predicted NO levels. Symbols indicate ex- 
perimental data; legends for predictions are the same as in 
Fig. 3. 

exhibit little impact of radiative heat loss as the flame 
residence time at this location is too short to be im- 
portant. 

Figures 3-6 present comparisons of the modeling 
results and the experimental data for NO mole frac- 
tion profiles at four downstream locations. First we 
compare the modeling results without radiative heat 
loss. Compared to the flamelet model, the PDF sim- 
ulation predicts lower NO levels by about half 
throughout the entire flame. Compared to the ex- 
perimental data at x/D = 23 in Fig. 3, the flamelet 
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Mixture Fraction 

FIG. 5. Measured and predicted radial profiles of NO 
mole fraction for a turbulent, nonpremixed jet flame with 
a fuel mixture of 31% methane and 69% hydrogen at 80 
diameters downstream. Inclusion of radiative heat loss in 
the model lowers the predicted NO levels by 30%. Symbols 
indicate experimental data; legends for predictions are the 
same as in Fig. 3. 
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FIG. 6. Measured and predicted radial profiles of NO 
mole fraction for a turbulent, nonpremixed jet flame with 
a fuel mixture of 31% methane and 69% hydrogen at 160 
diameters downstream. Radiative heat loss is seen to have 
a significant effect on the predicted NO concentrations, 
lowering them by a factor of 3. Symbols indicate experi- 
mental data; legends for predictions are the same as in 
Fig. 3. 

model overpredicts the NO levels while the PDF 
approach underpredicts the NO levels. Both the 
flamelet and the PDF models predict a strong de- 
pendence of NO concentration on axial location, 
while the experimental data exhibit nearly similar 
profiles with the same peak value of about 60 ppm. 
The measured NO levels are significantly lower than 
model predictions at x/D = 160. The predicted peak 
NO values are 500 ppm and 300 ppm from the 
flamelet and the PDF models, respectively. Com- 
pared to the flamelet model results obtained by Vra- 

nos et al. [3], the present flamelet model gives lower 
NO levels in the near field but twice the NO values 
at x/D = 160. The differences are caused by the 
different implementations of the flamelet approach 
as well as by the differences in the flamelet libraries. 
The measured peak NO concentration is rich-shifted 
from the stoichiometric point (—0.0456). This is es- 
pecially profound at x/D = 80. Recent laser-based 
measurements by Barlow and Carter [12] indicated 
that the rich shift is due to the average of fluctuating 
mixtures. When the instantaneous NO data are av- 
eraged by conditioning on a given mixture fraction, 
the peak NO concentration locates right at the stoi- 
chiometric point. When conventional Favre averag- 
ing of NO statistics is performed, the average NO 
concentration starts to show the rich shift. However, 
both model predictions have peak NO values located 
near the stoichiometric. Since the PDF modeling is 
capable of treating effects of premixing, transients, 
and flame interactions by solving a time-dependent 
chemical kinetics equation with the mixing model, 
the model's failure in predicting the rich shift is un- 
likely to be attributed to these effects, as speculated 
by Vranos et al. [3]. 

Next, we consider the influence of radiative heat 
loss on NO formation. As seen in Figs. 3-6, the ra- 
diative heat loss has a significant impact on the pre- 
dicted NO levels, especially at downstream locations 
beyond x/D = 40. From comparisons of the model 
predictions, a factor of 3 reduction in the predicted 
NO levels is seen at x/D = 160. Due to radiative 
heat loss, the predicted NO concentration increases 
with the axial distance at a much slower rate than for 
the adiabatic case. Although the NO levels are still 
overpredicted at the far field by a factor of 2, the 
agreement between predictions and the experimen- 
tal data is substantially improved. Compared to the 
predicted results from the PDF approach, the pres- 
ent flamelet model predicts twice the amounts of 
NO. As speculated by Vranos et al. [3], one possible 
cause for the overprediction is the overpredicted 
preferential diffusion effects of hydrogen and hydro- 
carbon species by the flamelet approach. This pos- 
sibility was evaluated using an equal diffusivity 
flamelet library which was generated with diffusivi- 
ties of all species set equal to that of nitrogen. Com- 
pared to the traditional flamelet library, the pre- 
dicted NO levels with equal diffusivity increase by 
25% at x/D = 23, but decrease by 15% at x/D = 80 
and 160. Consequently, the overprediction of NO 
levels seen in the flamelet calculations cannot be ex- 
plained simply by the preferential diffusion effect. 

One of the main objectives in developing the nine- 
step reduced chemistry is to better capture the NO.,, 
formation in methane flames as other reduced 
mechanisms, an eight-step and a seven-step reduced 
chemistry, have been tested by Chang [6] and found 
to be inaccurate. We have included all the important 
chemistry paths leading to NOj. formation in the 
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FIG. 7. Predicted contributions of NO formation routes 
at 40 diameters downstream of a turbulent, nonpremixed 
jet flame with a fuel mixture of 31% methane and 69% 
hydrogen, showing that most NO is formed via the Zel- 
dovich mechanism. 
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FIG. 8. Measured and predicted radial profiles of CO 
mole fraction for a turbulent, nonpremixed jet flame with 
a fuel mixture of 31% methane and 69% hydrogen at 23, 
40, and 80 diameters downstream. The PDF modeling is 
shown to be in best agreement with the data, and inclusion 
of radiative heat loss in the model lowers the predicted CO 
levels by 10% at 80 diameters downstream. Symbols indi- 
cate experimental data; solid lines indicate PDF with ra- 
diative heat loss; dashed lines indicate PDF, adiabatic; 
dash-dotted lines indicate flamelet, adiabatic. 

production of NO near the stoichiometric. However, 
in the rich parts of the flame, the net production of 
NO becomes negative because NO is consumed by 
fuel-rich mixtures. As examined by Miller and Bow- 
man [7], in rich combustion systems, NO is con- 
verted to molecular nitrogen through HCN and CN 
intermediate species. The prediction indicates that 
HCCO + NO = CO + HCNO is the major re- 
action step for removing NO in fuel-rich zones. 
Similar analysis has been performed for other axial 
locations revealing a similar trend. 

Carbon monoxide is another important species for 
exploring the effect of turbulence on chemical ki- 
netics. Figure 8 presents the predicted and the mea- 
sured CO mole fractions versus mixture fraction. As 
the present flamelet model does not include the ra- 
diative heat loss effect on CO, only results from the 
adiabatic calculations are presented. Among these 
model predictions, the PDF predictions agree best 
with the experimental data. However, the predicted 
peak CO values by the PDF model are slightly lower 
than the measurements, and they exhibit a stronger 
dependence on axial location than the experimental 
data. The computed radiative heat loss has minor 
influence on CO levels, causing them to be slightly 
lower than the adiabatic calculations in the far field. 
Compared to the flamelet results obtained from Vra- 
nos et al. [3], the present model gives higher CO 
levels at x/D = 40 and 80. The differences are 
caused by the differences in the flamelet libraries 
used in the two flamelet models. Vranos et al. [3] 
constructed a flamelet library with strain rates rang- 
ing from 200 to 1000 s~\ and the flame properties 
outside this range were obtained by extrapolation. 
Based on their flamelet library, the maximum ex- 
trapolated (zero strain rate) CO mole fraction is 
3.3%. In the present flamelet library, the computed 
peak CO value at a strain rate of 0.1 s_1 is about 
4.2%. The scalar dissipation at this strain rate is 1.73 
X 10 ~3 s_1. Flame properties below this scalar dis- 
sipation rate are obtained by interpolation with the 
equilibrium value at x = 0. Since the present library 
contains more details for low-strain flames, the pre- 
dictions are higher than those obtained by Vranos et 
al. [3] in the far field. 

Conclusions 

nine-step reduced chemistry. It is interesting to ex- 
amine the importance of the Zeldovich mechanism 
relative to other pathways from the PDF model. Fig- 
ure 7 presents the computed net NO production rate 
and the contributions from the Zeldovich steps as 
well as from the step HCCO + NO = CO + 
HCNO. Conditionally averaged source terms versus 
mixture fraction are plotted in this figure to remove 
spatial dependence. As evident from the compari- 
son, the Zeldovich mechanism is dominant for the 

Extensive comparisons have been made among 
the results obtained with a traditional flamelet model 
and the joint scalar PDF model for a turbulent, non- 
premixed jet flame of 31% methane and 69% hydro- 
gen. The potential effect of radiative heat loss on the 
predicted NO levels is explored using the optically 
thin limit radiation model in the PDF model. A sim- 
ple model to reflect the effect of temperature de- 
crease on thermal NO production is included in the 
flamelet model. Comparisons of model predictions 
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and experimental data reveal that radiative heat loss _               ^          r^                    ,           _ 
plays an important role in the predicted NO levels, W™ ~ W™ ~ W™ ~ W™ ~ W™ + W™      Ww 

especially at downstream portions of the jet flame. — »222 ~~ «237 
Although both models overpredict NO levels, the 
agreement with the experimental data is substan- «RS = ft)156 + eo1S7 + a)15g + co160 + ta162 + <B163 

tially improved when radiative heat loss is included _           _ .,       1   ,,           ,,       .   ,,      _ 
{        r    ,   ,       „                   j   .      .1                 Ti.Uj.-J W166         «193   +   «197          «206   ^   m2Cn in the models. Compared to the results obtained 

from the PDF model, the flamelet model predicts 2c»212 + 2a>22i + «222 ~ «226 ~~ «228 — 

twice the amount of NO. However, this discrepancy ^ _ ^ _ ^ _ ^ _ ^ + ^ 
is not attributed to the overpredicted preferential 
diffusion effects by the flamelet approach. The CO — »238 ~~ «239 
concentrations predicted by the PDF model are in 
better agreement with the data than those of the «R6 = «4 + cou + co16 + co17 - co^ + co31 + 
flamelet model, especially in the near field, suggest- w^ _ ^ + ffl37 _ W40 _ Wil _ mi3 - 
ing that the transients and flamelet interactions may 
be significant in describing the flame behavior. «45 - »48 _ »49 ~ «50 - «51 _ »53 + 

»57   +   «66   _   »70   _   «71   +   «76   _   »78   + 

Appendix: A Nine-Step Reduced Mechanism <w79 — coa3 + ft)89 + coso + »91 - «97 + 
for Methane-Air Combustion 

«101   ~  «109  ~~  «110  ~~  «114  ~  «121  ~~  «128 

CH4 + O = H2 + CO + 2H         (Rl) - «129 - «130 ~ «131 - «133 + «139 + 

CO   + H = CO + OH           : (R2) mi41 + mi46 + rai49 — mi55 ~ c°159 + a>161 

~~   «162   ~~   «163   ~~   «179   ~~   «198   +   «216   + 

«220   +   «224  +  «228  +   «235 

«R7 = «5 + «12 + «18 + «19 + «25 _ «32 + 

«48 + «51 + «55 + «68 + «71 + «83 + 

«87 + «97 + «121 + «131 + «135 + «138 

+   a>143  +  CO150   +   ffi>159  +   »171   +  ffl172  + 

«173  +  «177  +  «192  +  «198  ~  «206  ~  «207 

O + OH = H + 02 (R9) _ W2i6 + m2w + W2Z3 _ m226 _ cy228 _ 

«232  ~~  «233   ~~   «235 

4H + 2CO + 02 = 20 + 20H + C2H2 (R3) 

2CO + OH + H + N2 = 30 + 2HCN (R4) 

CO + OH + NO = 02 + O + HCN (R5) 

H + H + M = H2 + M (R6) 

H + OH = H20 (R7) 

OH + M = 0 + H + M (R8) 

with the following global reaction rates: 

«Rl   =   «24   +   «25   ~   «32   +   «35   -   «37  + «40   + 

(»41   +   Ö43   +   CO44   +   «45   +   «47   + «48   + 

«49   +   «50   +   «51   +   «52   +   «53   + «69   + 

C070  +   W71   -   «76   -   W79   +   CO80  + coa3   - 

«R8 = «8 _ «11 + «15 + «17 + «19 ~~ «20 + 

«23 + «26 + «31 + «32 + «34 + «35 + 

«42   +   «46   _   «50   -   «51   _   «52   _   «53   + 

«55   +   «56   +   «57   +   «60   ~   «61   ~   «64   ~ 

«89   -   «90   -   «91   +   «95   +   «97   ~   «101   + „ m       _   m       _   m       _   „ ,     ,,. , 
C067   —   K>7o   —   C076   —   £077   —   C07Q   +   COa0   -+■ 

«109 + 2con4 + m121 + 2o)128 + wlzQ + _ _ 
«83 «92 «93 «112  +  «114        «116 

«155   +  «159  -  «161   +  «162  +   «163 9 , ,     n _ _ , 
^»118   +   «120   +   ^«121 «124 «126   ^ 

«R2   =   «30   +   «42   ~  «45   ~  «47   _   «59   -  «61   ~ «128  _  «130  ~  «133  _  «136  _  «137  +  «138 

«62  ~  «64  _  «93  +  «166 ~   «144   ~   «148   -   «155   _   «159   _   «162   ~ 

«R3   —   «33   +  «34  +   «35   +   «36   +   «40  +   «41   ^ 

«69   +   «71 «76 «82 «90 «93 

m      -  m      -  r,i -  r,i -  m        - ffl209  _  «212  +  «219  +  «220  +  «223  +  «224 
«94  —  «98 «99        «101 «102        «103 

«112  +  «114  -  «118  +  «121  +  «128  +  «129 WM
° 

-   C0161 »R9   =   «9   -   «10   _   «11   +   «26   ~   «27   ~   «31   + 
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»32 + »34 + »35 + »36 + «39 + 2»40 + 

20)41   +   CO42   -   (B45   —   C047  —   C04S   —   C04g   — 

»50 _ »51 _ »52 - »53 _ »64 + »69 + 

»71 _ »76 ~~ »82 _ »90 ~ »93 ~ »94 _ 

»98 _ 2»99 _ »101 - »102 ~ 2»103 ~ »109 

- COn2 + COn4 ~ COn6 ~ 2ffl118 + 2col20 + 

2ffl12i  - «124 - »126 + »128 + »129 ~ ». 

+   C0132   -   »136   _   »148   -   »152   _   »157   - 

»159  ~~  »160  —  »161 

'130 

»162  -  »163  +  »166 

-   C0W1   -  C0188   + »193   ~~   »197 

»207 »208   +   2(»212   ~   2W221 

»205   ~~ 

»222   + 

»234 »226  +  »228  +  »229  +  »232  +  »233 

+  »235  ~~  »237  +  »239 

where ft); are the elementary reaction rates taken 
from the detailed methane mechanism by Miller and 
Bowman [7]. 
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COMMENTS 

S. B. Pope, Cornell University, USA. Which mixing 
model was used in the PDF calculations, and was the sen- 
sitivity of the calculated results to the choice of mixing 
model studied? 

Author's Reply. Only the modified Curl's mixing model 
was used in the present PDF calculations. Since NO is 
formed mostly at far downstream locations where fluids are 
close to the well-mixed state, we expect negligible changes 
in our NO predictions if different mixing models were 
used. 

Robert S. Barlow, Sandia National Laboratories, USA. 
In comparing predictions with experiments it is important 
to know something about the uncertainties in the mea- 
surements. Is it possible to provide some information on 
the experimental uncertainties in the Vranos NO and CO 
measurements? Two particular concerns are that (1) the 
nearly constant NO levels measured over the length of the 
flame are suspicious and (2) the paper of Nguyen and Dib- 
ble in the 25th Symposium indicated that CO probe mea- 
surements can have significant errors. 

Author's Reply. A sampling probe was used in the ex- 
periments by Vranos et al. [1] and no information on ex- 
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perimental uncertainties was given in their paper. It is im- 
portant to know the uncertainties in the measurements; 
however, they are difficult to quantify for probe measure- 
ments without non-intrusive measurements. The results by 
Nguyen et al. [2] suggested that probe sampling of CO may 
be increasingly inaccurate at temperatures above 1000K. 
The predicted results by our modeling as well as by Vranos 
et al. [1] show strong dependence of NO and CO levels on 
downstream position, contrary to the experimental obser- 
vation. Further experiments using non-intrusive measure- 
ment techniques would be of great value in clarifying the 

discrepancies between the experimental data and the pre- 
dictions. 
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ANALYSIS OF TURBULENCE-CHEMISTRY INTERACTION WITH RESPECT 
TO NO FORMATION IN TURBULENT, NONPREMIXED HYDROGEN-AIR 

FLAMES 
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ETH Zurich, Switzerland 

The formation of thermal nitrogen oxides (NO,.) in turbulent, nonpremixed hydrogen-air flames is an- 
alyzed on the basis of experimental and numerical data. Detailed measurements of the mean velocities 
and the Reynolds stress tensor were performed, which in combination with the species and temperature 
measurements of Barlow and Carter, now form a complete data set. Earlier experimental studies showed 
that the ratio of the NO,, emission index and the residence time is proportional to the square root of a 
Damköhler number. This scaling law implies a strong dependence of NO formation on turbulence-chem- 
istry interaction which must be considered by any modeling approach. Two combustion models, a Lagrange 
IEM model and a laminar flamelet model, were used for the numerical simulation of these flames in order 
to identify the relevant parameters that lead to the observed NO scaling law. The expected trend of the 
NO emission was obtained only with the Lagrange IEM model, despite similar predictions of global 
properties of the flames. The analysis revealed that the scaling law is a consequence of different radical 
concentration levels. The radical concentration levels are controlled by the slow recombination reactions. 
These slow chemical reactions must be modeled separately with some kind of reaction progress variable. 
This was shown to be successful with the Lagrange IEM combustion model. 

Introduction 

The chemical mechanisms responsible for the for- 
mation of nitrogen oxides (NC\.) in gaseous com- 
bustion are reasonably well understood [1]. How- 
ever, the knowledge of NO,, formation in turbulent 
flames is still far from complete [2], This is because 
in turbulent flow, NO,, formation is influenced by 
various effects such as turbulence-chemistry inter- 
action, radiation, buoyancy, and so forth which are 
far less well understood. As NO,, formation is a ki- 
netically limited process, its analysis offers the pos- 
sibility to improve our general knowledge of turbu- 
lence-chemistry interaction. To investigate this 
interaction in an isolated manner, it is necessary to 
select a system where the other processes mentioned 
have a minor influence. Nonpremixed, hydrogen-air 
jet flames are a good candidate due to the relatively 
simple flow field in which buoyancy and local ex- 
tinction effects may be excluded by selecting an ap- 
propriate Reynolds number. Furthermore, only 
thermal NO formation has to be considered, which 
is well described by the extended Zeldovich mech- 
anism. Finally, there is no soot formation; hence, ra- 
diative heat losses have a minor influence, which 
may be further suppressed by the addition of an in- 
ert gas such as helium [3], 

To compare the NO,, emissions of different flames 
it is useful to introduce the global NO,, emission in- 
dex EINOx, which is defined as the total mass of NO* 

formed per unit mass of fuel, assuming a full con- 
version of NO to N02. From the analysis of their 
extensive gas sampling probe experiments, Driscoll 
et al. [3] showed that the ratio between EINOx and 
the residence time is proportional to the square root 
of the fuel jet velocity divided by the fuel jet diam- 
eter, which may be interpreted as a dependence on 
a Damköhler number. This observed half-power 
scaling law seems to be a pertinent characteristic of 
the NO emissions from turbulent hydrogen jet 
flames and is believed to be strongly related to tur- 
bulence-chemistry interaction. Because of the con- 
tinuously strong interest in this subject, sophisticated 
experimental techniques have been used during re- 
cent years to establish a profound data set for the 
analysis of NO formation in hydrogen flames [4]. 

In the past, models based on the fast chemistry 
assumption have been used for the numerical anal- 
ysis of such flames [5], and good results concerning 
global properties such as mean temperature and 
mean main species concentrations were obtained. 
However, predictions of NO formation using chem- 
ical equilibrium assumptions [6] did not yield the 
observed scaling dependence. In an attempt to 
model NO with the flamelet approach, it seems that 
Sanders and Gökalp [7] did not produce the half- 
power trend either. From a scaling analysis, they ob- 
served a wrong trend of the NO production rate. 
The half-power scaling law was obtained by Chen 
and Kollmann [8] who used a probability density 
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function (PDF) method [9]. Smith et al. [10] have 
compared the conditional moment closure method 
with the PDF method and concluded that both 
methods are capable of providing reasonable predic- 
tions, although the overall emission of NO was ov- 
erpredicted with both models. Recently, Chen et al. 
[11] analyzed the influence of different reduced 
chemical reaction mechanisms with the PDF 
method. They found that the more detailed mech- 
anisms gave better results. Despite the success of the 
PDF method, it is still not clear why some models 
fail and others succeed in the prediction of the NO 
scaling law. In the present analysis, we use two rather 
simple turbulent combustion models, namely a La- 
grange IEM model and a laminar flamelet model, to 
predict NO formation. The advantage is that the lo- 
cal flame structure provided by both models is gov- 
erned by just a few parameters. Hence, it is possible 
in combination with scaling analysis to identify the 
relevant parameters that lead to the observed scaling 
behavior of NO formation. 

Experimental Setup 

The burner for the investigated nonpremixed H2/ 
He flames was a straight tube with an inner diameter 
of 3.75 [mm] which was mounted in a small wind 
tunnel that provided the coflowing air at a constant 
velocity of 1 m/s. The three-dimensional laser dop- 
pler anemometer consisted of a 5-W argon-ion laser 
at wave lengths of 514.5 nm, 488 nm, and 476.5 nm. 
Using cross scattering, the diameter of the measure- 
ment volume was reduced to 80 (J.m. Signal process- 
ing was done with FFT analysis. The flames were 
seeded with Zr02 in the fuel and in the coflow si- 
multaneously. To prevent bias errors due to velocity 
fluctuations, density fluctuations, and conditional 
sampling, a reconstruction algorithm from Veynante 
and Candel [12] was used for the postprocessing. 
The inlet conditions of the measured flames were: 
flame A with 0% helium at Re = 10,000, flame B 
with 20% helium dilution at Re = 10,000, and flame 
C with 40% helium dilution and Re = 8300. 

This setup and the inlet conditions were identical 
to the ones used by Barlow and Carter [4] who per- 
formed combined Raman/Rayleigh/LIF measure- 
ments and reported on simultaneous, time-resolved 
measurements of major species, mixture fraction, 
temperature, OH, and NO concentrations. Thus, a 
complete experimental data set for these flames now 
exists, and will be used throughout this paper. 

Turbulent Combustion Modeling 

Thermal NO formation depends strongly on the 
instantaneous temperature and radical species com- 
position. Hence, any modeling approach must pro- 
vide this information and, in addition, must take into 

account the fluctuations of the respective quantities. 
The Lagrange IEM and the laminar flamelet con- 
cept, which are both discussed here, fulfill these re- 
quirements. Both models use a joint PDF of the mix- 
ture fraction, which represents the mixing state, and 
a second scalar that represents the influence of the 
flow field on the chemistry. They provide the infor- 
mation on temperature and radical species that is 
required to compute the instantaneous NO source 
term with the extended Zeldovich mechanism. The 
mean NO source term is then obtained by integra- 
tion over the joint PDF. 

Both models assume that the turbulent fluctuation 
of the mixture fraction is described by a presumed 
shape PDF (beta function), which is defined by the 
mean and the variance of the mixture fraction. How- 
ever, the modeling concepts are based on different 
viewpoints of the interaction between chemistry and 
turbulence, and therefore, the obtained joint PDFs 
represent different aspects. In the following, we will 
highlight this difference and the main features of the 
two modeling concepts. 

The Lagrange IEM Concept 

Borghi [13] proposed a concept that is based on a 
Lagrangian description of a fluid particle. Two model 
versions exist for nonpremixed flames, namely the 
MIL (modele intermittent Lagrangien) model [14] 
and the PEUL (probabilistic Euler Lagrange) model 
[15] which will be used here. The PEUL model pro- 
vides the PDF of a reactive species Yt conditioned 
on the mixture fraction Z, which is then used to cal- 
culate the mean chemical source term 

ü>i =  [ f d)j(Z, Y,)P(Z, YjdZdYi 

= J P(Z)dZ J ^(Z, Y,)P(YflZ)dY,     (1) 
In a Lagrangian frame work, the mass fraction of 
species i changes due to molecular mixing and re- 
action, yielding 

dt 
+ Cbj (2) 

where molecular mixing is modeled with the inter- 
action by exchange with the mean (IEM) model, and 
m{ represents the instantaneous source term for spe- 
cies i. For hydrogen combustion, a two-step reduced 
mechanism [16] is used to calculate the chemical 
source term mt and the instantaneous radical con- 
centrations. Using a similar equation for the mixture 
fraction, without source term, equation 2 is trans- 
formed into composition space. Thus, for a given 
mixing time scale, this equation yields the evolution 
of the mass fraction Yt as a function of mixture frac- 
tion Z. Mixing in a turbulent flow is not governed 
only by one time scale but rather by a spectrum of 
mixing times. This spectrum is approximated with 
an intermediate time scale ze = C,k/e as well as a 
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FIG. 1. Radial profiles of the normalized axial velocity 
for flame B. LDA measurements at: +, % = 1/16 Lv; A, x 
= 1/8 Lv; X, x = 1/4 Lv; 0, x = 1/2 Lv;*, x = 1 Lv; and 
 , predictions with the PEUL model at the correspond- 
ing locations. Lv is the visible flame length which is about 
150 nozzle diameters, D. 
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FIG. 2. Mean temperature distribution along the cen- 
terline of the flames A, B, and C. Measurements: X, flame 
A; 0, flame B; and A, flame C. Predictions with the PEUL 
model: , flame A; —, flame B; and-'-, flame C; —, 
predictions for flame B with the flamelet model. 

very large and a very small time scale, with respect 
to chemical time scales. These considered time 
scales lead to three possible traces of the species i 
and its chemical source term in the composition 
space. The position of these traces depends on the 
mean value of Y{ (equation 2) which represents a 
mean reaction progress variable. Hence, the com- 
putation of the local flame structure is affected by 
the mean reaction progress. The conditional PDF is 
zero in the whole composition space, except on these 
traces, where it is represented by delta functions. 

The Laminar Flamelet Concept 

Within the laminar flamelet concept, a turbulent 
flame is regarded as an ensemble of stationary lam- 
inar diffusion flamelets [17] that are stretched and 

distorted by the turbulent flow. A main assumption 
of this concept is that the local turbulent flame struc- 
ture is similar to a representative laminar flame. A 
common laminar flow configuration is the counter- 
flow diffusion flame, for which the flame structure 
is defined by the mixture fraction and the strain rate 
K. The main advantage is that a complex hydrogen 
chemistry including detailed transport phenomena 
such as preferential diffusion are taken into account, 
and hence, no simplifying assumptions concerning 
the chemistry are required. The coupling between 
the laminar subsystem and the turbulent flow is gov- 
erned by a single aerodynamic parameter, namely 
the strain rate K for which in the turbulent flow the 

common modeling assumption K = Cqe/k is used. 
Note that the strain rate K is an aerodynamic param- 
eter and hence no information concerning the mean 
reaction progress affects the local flame structure. 

The one-dimensional governing equations of the 
laminar subsystem were solved with the OPPDIF 
code [18] and stored in libraries. The instantaneous 
radical concentrations and the temperature, which 
are required for the NO computation, are obtained 
from those flamelet libraries. The mean species mass 
fractions are obtained from 

Y,. =  f f  Yy(Z, K)P(Z)P(K)dZdK        (3) 

where Y;(Z, K) are the results of the laminar coun- 
terflow diffusion flame and P(K) is represented by a 
delta function. 

Results and Discussion 

Mean Flow Properties 

Figures 1-3 exhibit mean properties of the flames 
A, B, and C. For flame B, Fig. 1 shows radial profiles 
of the axial mean velocities at different downstream 
locations. The flow field was modeled with the Favre 
averaged Navier-Stokes equations, and the turbulent 
Reynolds stress tensor was closed with a modified 
k-s model to account for the correct spreading rate 
in a round jet [19], The measured Reynolds stresses, 
not shown here, reveal the anisotropic behavior of 
the turbulence in the jet. Fortunately, the spreading 
of the jet is governed mainly by the off-diagonal ele- 
ments in the Reynolds stress tensor, which are in 
good agreement with the k-e model results. 

For the three flames, the temperature distribu- 
tions along the centerline are shown in Fig. 2. In- 
creasing dilution of helium reduces the mean peak 
temperature and shortens the flame length. The 
temperature decrease due to the entrainment of sur- 
rounding air in the postflame zone is underpredicted 
for all flames. Both combustion models are equally 
capable of predicting the measured temperatures 
with reasonable accuracy. Despite similar predic- 
tions of the mean temperature, the predicted NO 
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FIG. 3. Mean NO concentration in ppm along the cen- 
terline of the flames A, B, and C. Measurements: X, flame 
A; 0, flame B; and A, flame C. Predictions with the PEUL 
model: , flame A; -•■-■■■, flame A with radiative heat 
losses; —, flame B; and -•-, flame C; ••••, prediction for 
flame B with the flamelet model which is reduced by a 
factor of 10. 
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FIG. 4. Emission index, EINOx, for different diluted 
flames plotted against the Damköhler number 
[I4/(D"^U¥)]/TNO. The experimental scaling relation from 
Chen et al. [11], straight line ( ), is compared with sev- 
eral computations. Predictions for flames with 20% He di- 
lution using equilibrium chemistry for all species except 
for NO are denoted with (X). PEUL predictions are: 0, 
0% He dilution;8, 20% He dilution; and A, 40% He dilu- 
tion. Flamelet predictions for 20%-He-diluted flames are 
denoted with (D). 

concentration is far too high for the flamelet model 
(Fig. 3). The slow temperature decrease in the post- 
flame zone results in a slight downstream shift of the 
maximum mean NO concentration. For flames A 
and B, the absolute levels of NO are well predicted 
with the PEUL model, whereas in the case of flame 
C, the NO formation is underpredicted, which can 
be attributed to the failure of the steady-state as- 
sumptions for the radical concentrations in such 
highly diluted flames. This is in line with the obser- 
vation of Chen et al. [11]. 

The influence of radiative heat losses was investi- 

gated for flame A using a simple total emissivity 
model with a gray gas assumption [20]. Radiative 
heat losses reduce the total NO emission by roughly 
5% (Fig. 3) compared to the emissions calculated 
without considering radiation. However, we believe 
that the influence of radiation on the scaling behav- 
ior of EINOx is small. This may be concluded from 
the observation that dilution of the flames with he- 
lium reduces the radiative heat losses significantly 
but does not alter the scaling law. Hence, radiation 
was neglected for the present analysis. 

Analysis of Thermal NO Formation 

Based upon an extensive set of experimental data, 
Driscoll et al. [3] proposed a scaling relation for EI- 
NOx that includes a half-power dependence on a 
global Damköhler number. Chen et al. [11] ex- 
tended the scaling for diluted flames, leading to 

EINOx = 0.09 [Lv/([/FDF
2 )hNO\m ~ Da1'2     (4) 

where Lv is the visible flame length, DF = (pF/ 
Phir)112 Dp the effective nozzle diameter [3], and TNO 

a chemical time scale that characterizes NO forma- 
tion under equilibrium chemistry conditions for the 
given dilution [11]. 

Analytically, EINOx is obtained by integrating the 
mean source term for the NO formation over the 
flame volume V, which is then multiplied with the 
ratio of the molecular weights of N02 and NO and 
divided by the fuel mass flow, equation 5. As thermal 
NO is formed only in a very narrow zone around 
stoichiometry [6,8], it is a good approximation 
to consider only the source term conditioned on 

stoichiometric mixture fraction eöNOM ^ 
wNO(x\Z = Zst)P(xlZ = Zst). EINOx is thus approx- 
imated by 

EINOr 
W, 

ä>NO(x)dV 
NO2 

WNO     nUFpFDF 

W, NO2 

»NO(xlZ = ZjP(xlZ = Zst)dV 

wN UFPFDF 

(5) 

where UF, pF, and DF are the velocity, density, and 
diameter of the fuel jet, and Wt is the molecular 
weight of species i. 

Under the assumption of chemical equilibrium for 
all species, except for NO, the conditional source 
term of NO, <oNO(xlZ = Zst), is constant and yields 
EINOx ~ V/(UFpFDF). This suggests a constant ratio 
between EINOx and the residence time in the flame, 
resulting in a slope of 1 in Fig. 4. The comparison 
with the experimental scaling relation of equation 4 
shows that the assumption of chemical equilib- 
rium does not exhibit the observed Damköhler 
number dependence, and therefore, the observed 
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FIG. 5. Normalized NO source terms conditioned on 
stoichiometric mixture fraction for different dilutions and 
Reynolds numbers. PEUL predictions: ••••, 0% He dilu- 
tion, Re = 6000;  , 0% He dilution, Re =  10,000; 
-—, 20% He dilution, Re = 6800; and - - -, 20% He di- 
lution, Re = 11,400. 
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FIG. 6. Growth of the normalized emission index EINOx 

along the flame for different dilutions and Reynolds num- 
bers. PEUL predictions: ••••, 0% He dilution, Re = 6000; 
—, 0% He dilution, Re = 10,000; - • - •, 20% He dilution, 
Re = 6800; and - - -, 20% He dilution, Re = 11,400. 

dependence must originate from the source term 
cöNO(xlZ = Zst) itself. Good agreement with the ex- 
perimental scaling is obtained with the PEUL 
model, which reveals the half-power dependence on 
the Damköliler number for all cases. In line with 
Fig. 3, the absolute NO level is underpredicted for 
the 40%-He-diluted flames. The flamelet model pre- 
dicts too high absolute levels and a slope of approx- 
imately 1.3, which can be interpreted as a reduced 
emission index with decreasing residence time. Ob- 
viously, the two combustion models yield completely 
different trends for NO formation, despite the 
agreement of the mean properties. To analyze 
cbNO(x\Z = Zst), we assume that the characteristic of 
the NO source term along the flame is similar for all 
flames, which can be expressed by mNO{f]\Z = Zst) 

x/Lst is a dimensionless 
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FIG. 7. Different properties, which are all conditioned 
on stoichiometric mixture fraction, along flame B. Left axis: 
••••, predicted OH mole fraction with the flamelet model; 
-•••-, OH mole fraction with the PEUL model; -•••A----, 
measured OH mole fraction; , predicted O mole frac- 
tion (PEUL model), magnified by a factor 4; , NO 
source term (PEUL model). Right axis: -•-•, predicted tem- 
perature (PEUL model); and --D-', measured tempera- 
ture. 

distance and Lst the stoichiometric flame length. 
This relation is verified by Fig. 5, where the source 
terms cbN0(t]\Z = Zst) for different Reynolds num- 
bers and dilutions are scaled with equations 4 and 5: 

cÖNofalZ = Zst) = (bftft(Da)f(ri) 

ElNO.^flfW 
t   UP 

'-•st \TNODp, 
PF/W     (6) 

= cb^(Da)f(tj), where rj 

Up to t] ^ 0.4, the source terms vary strongly due 
to the different levels of the superequilibrium O rad- 
ical concentrations, whereas for ij > 0.4, the source 
terms show a nearly linear decrease with down- 
stream distance. The deviations from the scaling in 
the first part can be neglected because the contri- 
bution to the total emission of NO is small for ij < 
0.4. This is illustrated in Fig. 6 where the axial 
growth of EINOx is shown. When 0 < r\ < 0.4, less 
than 10% of the total NO is formed. An important 
result of this analysis is that the assumption of a simi- 
lar characteristic of the NO source term is valid and 
that the magnitude scales with equation 6. 

In the following, the parameters that influence the 
NO source term ß)NO('7lZ = Zst) will be analyzed in 
more detail. For flame B, Fig. 7 shows the experi- 
mental data and the PEUL results conditioned on 
the stoichiometric mixture fraction for temperature 
and radicals. The temperature rises from 2100 K to 
2200 K along the flame, and therefore, the kinetic 
NO formation should increase by a factor of 2. 
Hence, to obtain the observed reduction of the NO 
source term by a factor of 4, the O radical concen- 
tration must decrease by a factor of 8. These factors 
show the relative importance of the radical concen- 
trations compared with the temperature influence. 
Because experimental measurements for O radicals 
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FIG. 8. Radical concentrations for two flames (20%-He- 
diluted) at different Reynolds numbers. Results from the 
PEUL model: , OH mole fraction, Re = 6800; 
OH mole fraction, Re = 11,400; ■•••, O mole fraction, Re 
= 6800; and - • - ■, O mole fraction, Re = 11,400. 

are not available, the OH radicals are taken as a rep- 
resentative for the radical behavior. They show a 
peak due to superequilibrium and the expected con- 
tinuous reduction along the flame. In contrast to the 
O radicals, the concentration of OH is reduced by 
only a factor of 3, which is in line with the PEUL 
predictions. With the flamelet model, this radical de- 
cay is not predicted because the radical concentra- 
tions are rather insensitive to strain rate variations. 
Hence, the strain rate is not the relevant parameter 
for the radical decay toward chemical equilibrium. 

Figure 8 shows the radical concentrations of OH 
and O conditioned on the stoichiometric mixture 
fraction for the 20% diluted flame at two different 
Reynolds numbers. For r\ > 0.4, a higher radical 
concentration is obtained for the higher Reynolds 
number. This tendency is similar for OH and O rad- 
icals, therefore, OH can be taken again as a repre- 
sentative for O. The magnitude of the peak concen- 
tration of OH remains nearly constant, which is 
consistent with experimental findings of Drake et al. 
[21], but the location of the peak moves downstream 
with increasing Reynolds number. After the peak, 
the decay of the OH radicals from superequilibrium 
to the equilibrium values begins. This decay is de- 
termined by the relatively slow recombination re- 
actions [22]. The time that is needed to consume the 
OH radicals is approximately constant. However, the 
convective time scale depends on the Reynolds 
number and, thus, the point where the radical decay 
starts is shifted downstream for higher Reynolds 
numbers. As a consequence of this shift, the level of 
the radical concentrations is higher for higher Reyn- 
olds numbers, which in turn enhances the NO pro- 
duction. Thus, the observed half-power scaling law 
of EINOx is a result of the recombination reactions. 
This process has its own history which is affected by 
the convective time scale of the fluid flow. There- 
fore, it may be concluded that the local flame struc- 

ture of any model to be used successfully for the 
prediction of thermal NO must include information 
concerning the mean reaction rate that governs the 
slow radical concentration decay. The flamelet 
model does not include such information because 
the only coupling between the turbulent flow and 
the chemistry is the strain rate. This explains the 
inaccurate predictions of NO formation. In contrast, 
the inclusion of a simple reaction progress variable, 
as used in the PEUL model, is sufficient to give the 
correct trend. 

Conclusions 

The numerical analysis of turbulent, nonpremixed 
hydrogen-air flames with two simple combustion 
models revealed an inaccurate trend of the scaling 
law for the NO emission index EINOx with the lam- 
inar flamelet model, and the expected trend for the 
PEUL model, despite their similar predictions of 
global properties of the flames. It was shown that 
the EINOx half-power scaling law, equation 4, is a 
consequence of different radical concentration lev- 
els. The radical concentration levels are controlled 
by the slow recombination reactions. This chemical 
process must be modeled separately with some kind 
of reaction progress variable, which was shown to be 
successful with the PEUL combustion model. 
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COMMENTS 

/. P. Gore, Purdue University, USA. Please comment on 
the wiggles and non-monotonic, highly Re number depen- 
dent behavior of O atom concentrations in the near injector 
region. Why did you not start the graph at the injector exit? 
The resulting upstream concentrations may affect down- 
stream development and the velocity scaling you propose 
would be more convincing if these wiggles and "artifacts of 
grid resolution" were absent. 

Author's Reply. In the present calculations the radical 
concentrations are obtained from a reduced chemical 
mechanism, i.e. no transport equation is solved for the rad- 
icals. For the reaction progress variable the profiles are 
smooth, even in the very near nozzle region, because a 
transport equation is solved. It is clear, that the steep gra- 
dients of the mixture fraction near the nozzle lead to some 
difficulties to extract the conditional values of the reaction 
progress variable and then to calculate the radical concen- 
trations invoking steady state assumptions. Thus the ob- 
served wiggling is mainly due to these numerical difficul- 
ties. However, the radicals are always closely tied to the 
reaction progress variable. Thus these wiggles will not in- 
fluence values downstreams. Grid resolution was checked, 
by refining the grid in each direction by a factor of two. 
Only minor changes of the mean reaction progress variable 
were found. 

contrast the results and conclusion of Haworth et al. with 
yours. 

Author's Reply. In the mentioned paper from Haworth 
et al. [1] the influence of a change in the PDF for the scalar 
dissipation due to the response time of a flamelet was in- 
vestigated. They observed a slower approach to chemical 
equilibrium, as a consequence of the different scaling for 
the dissipation rate, which changed from (x/D)~4 to 
(x/D) ~1 along the flame. The present work emphasizes not 
a different scaling of the dissipation rate, but a change of 
the reaction structure along the flame, which is not recov- 
ered by the flamelet model using the counterflow diffusion 
flame and the strain rate. Such a change in reaction struc- 
ture due to mixing with products, which is also discussed 
by Haworth et al., may lead to improved results [2]. 
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S. B. Pope, Cornell University, USA. Haworth et al. [1] 
reported flamelet calculation in which transient effects 
were accounted for to some extent. In particular, the flight 
time from the jet exit played a role. It might be useful to 

/. P. H. Sanders, LCSR-CNRS, France. I agree with your 
conclusion that the strain rate may not be the correct pa- 
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rameter to describe chemical non-equilibrium effects in 
the laminar flamelet model. However, in recent work [1] 
we found that with the scalar dissipation rate as the non- 
equilibrium parameter, the correct 0.5 slope of emission 
index vs. Da-number can be reproduced. The reason is the 
faster decay of the sealer dissipation rate with axial distance 
in a jet flame (~x~4) with respect to the strain rate (~x-2). 
The analysis can be found in Ref. 1. 

REFERENCE 

1. Sanders, J. P. H., Chen, J.-Y., and Gökalp, I., Flamelet 
Based Modeling of NO Formation in Turbulent Hydro- 
gen Jet Diffusion Flames, submitted to Combust. Flame 
(1996). Also Work-in-Progress Poster 4-021 Twenty- 
Sixth Symposium on Combustion, Naples. 

Author's Reply. The scalar dissipation rate in a turbulent 
jet flame scales as x "* (U/D)(x/D)~4. From the analysis of 
EINOx in eq. (6) it follows that cbNO(n\Z = ZST) = (Up/ 
TNODF)

1/2
 and thus coNO(»?IZ = ZST) = xm- Provided that 

your laminar flamelet model fulfills this scaling, you will 
obtain the right scaling for EINOx. But this is not yet a 
proof that the model is valid, as other quantities such as 
the absolute values for EINOx and mean temperatures 
should be predicted in a correct manner. 

Looking at the temperatures for low strain rates in Ref. 
1, they will lead to far too high mean values compared to 
the experiments. Furthermore, the effect of preferential 
diffusion would become more pronounced along the flame, 
which stands also in contrast to the measurements. Another 
question is the validity of the one dimensional calculation 
of the counter flow diffusion flame for low strain rate, as 
this simplification makes use of the assumption that the 
axial gradients are much bigger than the radial ones. Fi- 
nally, the boundary conditions of the laminar one-dimen- 
sional flamelet configuration may have a strong influence 
on the radical concentrations as shown in Ref. 2. Hence, 
we refer to our conclusion that in order to obtain a correct 
level of EINOx and its scaling the underlying flame struc- 
ture cannot be simply described by one single parameter 
such as the strain rate or the scalar dissipation rate. 
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IMPACT OF MIXING MODEL ON PREDICTED NO FORMATION IN A 
NONPREMIXED, PARTIALLY STIRRED REACTOR 
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Stochastic simulations of non-premixed, partially stirred reactors (PaSRs) with three mixing models have 
been carried out for investigating the influence of unmixedness and differential diffusion on predicted NO 
levels. The three mixing models considered here include the modified Curl's model, the interaction-by- 
exchange-wifh-fhe-mean (IEM) model, and the linear-eddy model (LEM). The first two mixing models 
lack the ability in modeling the detailed diffusion process at the molecular level. The potential impact of 
differential diffusion on predicted NO levels is explored by using the LEM with/without differential dif- 
fusion. Comparisons of the predicted mean temperatures and NO levels indicate that at a given unmix- 
edness level, the IEM model gives highest NO and temperatures due to its deterministic nature. Differ- 
ential diffusion is found to have little impact on the predicted mean temperatures by the LEM, but it 
increases the predicted NO levels by a factor of 2. The modified Curl's mixing model predicts temperatures 
and NO levels lying between those given by the IEM and the LEM. Comparisons of detailed statistics 
have been performed to gain better understanding of these mixing models, especially the importance of 
the subtle features of mixing processes embedded in the LEM. The results suggest that superequilibrium 
temperatures seen in the predictions by the LEM with differential diffusion are the cause of the increase 
in the predicted NO levels. The predicted differential diffusion effect is found to scale with Re~1/2 in 
agreement with the predictions for nonreacting flows. At a given unmixedness level, the mixing times 
computed by Tmis = C,„(<f'{")/£ based on the LEM correlate reasonably well with the prescribed mixing 
times for the modified Curl's model or the IEM model. 

Introduction 

Modeling of the conditional scalar dissipation rate 
remains a research issue for the probability density 
function (PDF) approach [1]. Traditional mixing 
models, such as the Curl's mixing model [2], do not 
have the capability to predict the diffusion process 
at the molecular level. Often, this type of model is 
justified by the high-Reynolds number argument of 
turbulent flows for which equal diffusivity is consid- 
ered to be a reasonable assumption. Therefore, 
there is no need to consider detailed molecular dif- 
fusion processes in turbulent flows. Several experi- 
mental investigations [3-5] raised concerns about 
the above argument, as combustion can decrease lo- 
cal Reynolds number by an order of magnitude. Re- 
cently, an experimental investigation by Smith et al. 
[6] showed that differences in species molecular dif- 
fusivities could have significant impacts on fluid 
composition and thus on chemical evolution in tur- 
bulent-reacting flows. Consequently, the differential 
diffusion effect may have an important impact on 
NO formation and chemical reactions for turbulent- 
reacting flows with moderate Reynolds number. 

Unlike the traditional mixing models, the linear- 

eddy model (LEM) proposed by Kerstein [7,8] has 
the unique feature of being capable of modeling the 
molecular diffusion process in a projected one-di- 
mensional domain. We have further refined this 
model and incorporated it into a stochastic model of 
a partially stirred reactor (PaSR) [9] to study the po- 
tential impacts of differential diffusion on predicted 
NO formation for stoichiometric hydrogen-air com- 
bustion. As detailed in Ref. 9, the conditional scalar 
dissipation rate is the only term that needs modeling 
in the PDF transport equation for the PaSR. Hence, 
the PaSR provides an ideal platform for studying dif- 
ferent mixing models. The predicted results with/ 
without differential diffusion are compared with 
those obtained with two widely used mixing models. 
One is the modified Curl's model [10-12], and the 
other is the interaction-by-exchange-with-the-mean 
(IEM) model [13-15]. The influence of the unmixed 
nature of fluids on the temperature and NO for- 
mation is explored by performing a parametric study 
over a wide range of mixing conditions. Examination 
of the statistical properties predicted by different 
mixing models is carried out to explain the computed 
results and to provide better understanding of the 
different mixing models. 

2223 
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Numerical Simulation of PaSR 

The modeled joint scalar PDF equation for the 
PaSR is solved by the Monte Carlo technique using 
1000 statistical events [16]. A time-marching scheme 
with fractional steps is used and statistically station- 
ary solutions are obtained when the variation of 
time-averaging mean thermochemical properties is 
small. The mass fluxes of input streams are set to 
produce an overall stoichiometric mixture. The un- 
mixedness parameter is used for quantifying the un- 
mixed state of the fluids, and it is computed as {£,"£,")/ 

[(1-|)|], where | is the density-weighted mixture 
fraction and (CO is the corresponding variance. 
The unmixedness is bounded by 1 and 0 correspond- 
ing respectively to the completely segregated state 
and the fully mixed state. 

According to our previous studies [17,18], the re- 
sults obtained with a five-step reduced mechanism 
agreed very well with those from the detailed hy- 
drogen mechanism for both laminar and turbulent 
flames. Hence, in the current PaSR simulations, the 
five-step hydrogen reduced mechanism is used to 
save computational time. Thermochemical proper- 
ties and chemical kinetics are computed by using the 
Chemkin-II subroutines [19], and the stiff chemical 
kinetics equations are solved by the VODE package 
[20]. 

The Mixing Models 

Modified Curl's Mixing Model 

The modified Curl's mixing model can be classified 
under the general pair-exchange model [10]. The 
stochastic simulation of this mixing model is imple- 
mented by randomly selecting two particles and mix- 
ing them up to random degree. The amount of mix- 
ing is modeled through a characteristic mixing time, 
Tmix, and its reciprocal can be considered as the mix- 
ing frequency, comix. Since the present PaSR model 
does not contain modeling of the fluid dynamics, the 
mixing frequency will be an input parameter for the 
PaSR model. Consequently, there are two charac- 
teristic fluid mechanics times in the PaSR model. 
The mean residence time, Tres, corresponds to the 
through flow, and mixing time corresponds to the 
molecular mixing process. When the mixing time is 
relatively small compared to the residence time and 
chemical kinetics times, the PaSR approaches the 
perfectly stirred reactor (PSR) limit. 

1EM Mixing Model 

Different from the modified Curl's model, the 
IEM mixing model is a deterministic model. As time 
proceeds, the stochastic event moves toward the 
mean at a rate proportional to its distance from the 

mean. Therefore, the shape of the PDF remains un- 
changed. As derived in Ref. 9, the theoretical un- 
mixedness for the PaSR with either the modified 
Curl's model or the IEM model can be expressed as 
1/(1 + C^T^CO,^), where C^ is an adjustable con- 
stant in each model. Ry assigning a common value 
of 1/3 to C^, the predicted unmixedness at the sta- 
tistically stationary state will be the same using these 
two traditional models. 

Linear-Eddy Mixing Model 

The LEM proposed by Kerstein [7,8] contains 
more physically sound representations of the molec- 
ular diffusion and fluid motion compared with the 
previous two mixing models. To resolve molecular 
diffusion processes, the model relies on a one-di- 
mensional representation of the fluid motion. For 
the turbulent stirring process, a random process of 
rearranging the fluid particles, for example, the trip- 
let mapping, is used to mimic the effect of an indi- 
vidual eddy on the scalar field along this linear do- 
main. The location of the eddy is selected randomly 
from the domain, and the rate of this process is gov- 
erned by an event-frequency parameter X, where X 
has the units of l/(length X time). The eddy size is 
selected according to a PDF/(Z). The sequence of 
rearrangement events induces a random walk of a 
fluid particle, and the associated diffusivity is set to 
be the turbulent diffusivity DT. The PDF/(Z) is cho- 
sen to satisfy the Kolmogorov inertial-range cascade 
so that DT is proportional to Z4/3. The eddy size is 
bounded by the integral length scale L and the Kol- 
mogorov length scale LK of the turbulent flow. The 
stirring time step xs is calculated by 1/XX, where X 
is the length of the one-dimensional domain. The 
molecular diffusion is directly implemented by solv- 
ing the diffusion equation. Details of implementa- 
tion of the LEM into the stochastic PaSR simulation 
can be found in Ref. 21. 

Parameters for PaSR Simulations 

A mean residence time of 1 ms was chosen for the 
PaSR with input streams set to give an overall stoi- 
chiometric mixture of hydrogen and air. The pre- 
scribed mixing frequencies were adjusted from 70 to 
10 kHz for both the modified Curl's and the IEM 
models so that the predicted unmixedness falls be- 
tween 0.01 and 0.23. Stochastic simulations with the 
LEM are carried out with/without differential dif- 
fusion for Reynolds numbers from 50 to 2000. The 
Reynolds numbers were chosen in such a way that 
the LEM predicts the same level of unmixedness as 
IEM or modified Curl's models. The integral length 
scale was set to 5 cm, and the total length for the 
one-dimensional array is chosen so that the total 
number of cells is at least 1000, to be comparable 
with the other two mixing models. In the LEM, the 
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0.15 

Unmixedness 

FIG. 1. Predicted mean temperatures versus unmixed- 
ness for a PaSR of stoichiometric hydrogen-air mixture 
with 1-ms residence time. Three different mixing models 
are used with the five-step hydrogen-air reduced mecha- 
nism for the PaSR simulation. V, the IEM model; O, the 
modified Curl's model; A, the linear-eddy model with 
equal diffusivity; D, the linear-eddy model with differential 
diffusion. 

0 0.05 0.1 0.15 0.2 0.25 
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FIG. 2. Predicted mean NO mass fractions versus un- 
mixedness for a PaSR of stoichiometric hydrogen-air mix- 
ture with 1-ms residence time. Three different mixing 
models are used with the five-step hydrogen-air reduced 
mechanism for the PaSR simulation. V, the IEM model; 
O, the modified Curl's model; A, the linear-eddy model 
with equal diffusivity; D, the linear-eddy model with dif- 
ferential diffusion. 

diffusion coefficients are computed using a mixture- 
average formula that takes into account the effect of 
heat release. For equal diffusivity runs, the diffusion 
coefficients for all species were assigned a value of 
0.2 cm2/s. Due to the extra information needed in 
specifying the molecular diffusion process in the 
LEM, comparing different models at the same level 
of unmixedness serves to explore the sensitivity of 
predicted results to higher moment statistics. 

Results and Discussions 

Mean Temperature and NO Mass Fraction 

Figures 1 and 2 present comparisons of the pre- 
dicted mean temperatures and NO mass fractions 
versus the unmixedness obtained with different mix- 
ing models. As the unmixedness decreases, the pre- 
dicted mean temperatures and NO mass fractions 
with each model approach the PSR limits as one ex- 
pects. As seen in Fig. 1, the predicted mean tem- 
peratures with the IEM model are higher than those 
obtained with other mixing models, and the tem- 
perature differences increase with unmixedness. 
Consequently, the IEM predicts higher levels of NO 
concentration than other models, as shown in Fig. 
2. The differences among the results obtained with 
the modified Curl's model and those with the LEM 
with/without differential diffusion effect are notice- 
able. Overall, the LEM predicts lower mean tem- 
peratures than those given by the modified Curl's 
model; hence, lower levels of NO have been com- 
puted using the LEM. Inclusion of differential dif- 
fusion into the LEM has little impact on the pre- 
dicted mean temperatures, but it increases the 
predicted NO levels by a factor of 2. This difference 
is attributed to the superequilibrium temperatures 
caused by the differential diffusion among species 
and heat [22-25]. The differential diffusion effect is 
expected to become less important as the Reynolds 
number increases. This expectation is consistent 
with the predicted results shown in Fig. 2; the dif- 
ferences among predicted NO levels decrease as un- 
mixedness decreases or as the Reynolds number in- 

Scatter Plots and Probability Density Functions of 
Temperature 

To provide further insight into the nature of the 
predicted statistics, we compare the temperature 
scatter plots versus mixture fraction and the PDFs 
obtained with different models. As an example, com- 
parisons are made for the cases with unmixedness 
about 0.04, and the results are presented in Figs. 3- 
10. Also shown in these figures are the equilibrium 
temperatures without differential diffusion. As an- 
ticipated, the temperatures obtained with mixing 
models of equal diffusivity are bounded by the equi- 
librium temperatures. Since the IEM model is de- 
terministic, the predicted temperatures follow a sin- 
gle trajectory without scatter, as shown in Fig. 3. 
Comparison of Figs. 5 and 9 indicates that the pre- 
dicted temperatures by the modified Curl's model 
exhibit less scatter than those by the LEM with 
equal diffusivity. As seen from Fig. 7, the LEM with 
the differential diffusion predicts a number of sta- 
tistics with superequilibrium temperatures near the 
stoichiometric and some for the rich mixtures. Since 
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FIG. 3. A scatter plot of predicted temperature for a 
PaSR of stoichiometric hydrogen-air mixture with mixing 
frequency 70 kHz of the IEM mixing model. Solid line 
denotes the equilibrium temperatures, and the dots are 
obtained from the Monte Carlo simulation. 
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FIG. 5. A scatter plot of predicted temperature for a 
PaSR of stoichiometric hydrogen-air mixture with mixing 
frequency 70 kHz of the modified Curl's mixing model. 
Solid line denotes the equilibrium temperatures, and the 
dots are obtained from the Monte Carlo simulation. 
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FIG. 4. Probability density functions of the predicted 
temperature for a PaSR of stoichiometric hydrogen-air 
mixture with mixing frequency 70 kHz of the IEM mixing 
model. 
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FIG. 6. Probability density functions of the predicted 
temperature for a PaSR of stoichiometric hydrogen-air 
mixture with mixing frequency 70 kHz of the modified 
Curls mixing model. 

NO is formed mainly via the Zeldovich mechanism 
in the present hydrogen flames, the predicted su- 
perequilibrium temperatures can have profound im- 
pact on the predicted NO levels. 

Comparison of the predicted temperature PDFs 
provides us with information on the differences in 
the predicted distributions by the different models. 
As shown in Fig. 4, the temperature distribution 
given by the IEM model is narrower than those 
given by other models. This is attributed to the de- 
terministic nature of the IEM model, and it explains 
the higher temperature predictions by the IEM 
model, as noted in Fig. 1. Compared to the distri- 
bution obtained with the modified Curl's mixing 
model (Fig. 6) or the IEM model (Fig. 4), the LEM 
with/without differential diffusion (Figs. 8 and 10) 
predicts a much broader temperature distribution. 

Although the noted difference is caused by the spe- 
cific mixing conditions assigned to the LEM, the 
comparison shows a strong sensitivity of temperature 
prediction to the mixing model. 

Differential Diffusion 

We now examine the predicted differential diffu- 
sion effect obtained with the LEM. As suggested by 
Bilger [26], the degree of differential diffusion may 
be quantified by a variable z defined as z = £H — 
fo, where £H is the mixture fraction based on the 
atomic element H and E,0 is the mixture fraction 
based on the atomic element O. Accordingly, z is 
zero when the equal diffusion condition is achieved. 
Deviation of the z value from zero serves as an in- 
dicator of the existence of differential diffusion. 
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FIG. 7. A scatter plot of predicted temperature for a 
PaSR of stoichiometric hydrogen-air mixture at Reynolds 
number 160 of the linear-eddy mixing model with differ- 
ential diffusion. Solid line denotes the equilibrium tem- 
peratures, and the dots are obtained from the Monte Carlo 
simulation. 
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FIG. 9. A scatter plot of predicted temperature for a 
PaSR of stoichiometric hydrogen-air mixture at Reynolds 
number 1500 of the linear-eddy mixing model with equal 
diffusivity. Solid line denotes the equilibrium tempera- 
tures, and the dots are obtained from the Monte Carlo 
simulation. 
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FIG. 8. Probability density functions of the predicted 
temperature for a PaSR of stoichiometric hydrogen-air 
mixture at Reynolds number 160 of the linear-eddy mixing 
model with differential diffusion. 
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FlG. 10. Probability density functions of the predicted 
temperature for a PaSR of stoichiometric hydrogen-air 
mixture at Reynolds number 1500 of the linear-eddy mix- 
ing model with equal diffusivity. 

Shown in Fig. 11 is a scatter plot of <J0 versus t^H for 
the case with a Reynolds number of 80. The diagonal 
straight line with a unity slope indicates the equal 
diffusion condition. The dashed line represents the 
predicted results for an opposed laminar flame at a 
strain rate of 100 s"1, and the predicted differential 
diffusion effect is not sensitive to the strain rate [6]. 
The points above the straight line represent fluids 
with excessive H content, compared to the fluids un- 
der the equal diffusivity condition. The predicted 
differential diffusion effect for the PaSR is seen to 
follow the similar trend observed in the opposed 
laminar flame. The excursion and scatter from the 
trend predicted for the laminar flame are caused by 
the turbulent stirring, which is absent in laminar 
flows.   Near  the   stoichiometric  condition  (£,   = 

0.0283), there are more points scattering above the 
equal diffusivity line, indicating that lean mixtures 
have more H content than rich mixtures. Figure 12 
presents the predicted dependence of the variance 
of z, zrms, on the Reynolds number. A negative one- 
half power dependence seems to fit well for the 
range of Reynolds numbers studied here, and it 
agrees with the results obtained by Kerstein et al. 
[27] for the nonreacting flows. The predicted de- 
pendence of differential diffusion effect on the 
Reynolds number remains to be verified by future 
experimental data. 

Timescales for Mixing 

Mixing time is an extremely valuable quantity in 
understanding the interaction between chemistry 
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FIG. 11. A scatter plot of {0 versus 
dfH for the case with Reynolds num- 
ber = 80. The linear-eddy model 
with differential diffusion is used 
with the five-step hydrogen-air re- 
duced mechanism for the PaSR sim- 
ulation. The solid diagonal line de- 
notes the line of equal diffusivity. 
The dashed line is calculated from 
laminar, opposed flow in Tsuji ge- 
ometry at strain rate equal to 100 

FIG. 12. Dependence of Zrms on the Reynolds number. 
The linear-eddy model with differential diffusion is used 
with the five-step hydrogen-air reduced mechanism for the 
PaSR simulation. 

and turbulence. However, prediction of mixing time 
remains an unsettled area in current turbulent com- 
bustion models. In the IEM and modified Curl's 
mixing models, the mixing time is specified usually 
through a k-E-type model. Since the LEM contains 
spatial information in one-dimensional form, we may 
use the predicted results to estimate the mixing time 
for scalars. One possible way for computing the mix- 
ing time is Tmix = C,„(f «TV*, where C,„ is a con- 
stant, x is the density-weighted scalar dissipation rate 
given by 2 < pD(d£/dx) (dfydx) > lp, and the angle 
brackets mean ensemble average over many reali- 
zations. In Fig. 13, the results with Cm = 0.4 are 
plotted against unmixedness along with those pre- 
scribed for the Curl's mixing model. The results from 
the IEM model are not presented as they are the 

Unmixedness 

FIG. 13. Comparison of the mixing timescales for the 
modified Curl's model and the linear-eddy model with/ 
without differential diffusion. O, the modified Curl's 
model; V, the linear-eddy model with equal diffusivity; D, 
linear-eddy model with differential diffusion. 

same as those from the Curl's mixing model. For a 
given residence time, the predicted unmixedness 
with the modified Curl's model is proportional al- 
most linearly with the prescribed mixing time when 
the value of C^Tr<,shmbi is larger than 1, as in the 
present study. At a given unmixedness, the com- 
puted mixing times from the LEM with equal dif- 
fusivity show a good correlation with the prescribed 
mixing times. Differential diffusion causes some de- 
viations from the linear relation. This suggests that 
for predictions of the unmixed nature of turbulent 
flows, the modified Curl's mixing model or the IEM 
model will give comparable results as those from the 
LEM when the mixing times are computed by rmix 

= Cm{^"i"YX' When used as a subgrid scalar model 
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for CFD codes, the LEM has the advantage over 
other mixing models since modeling of mean scalar 
dissipation rate is not needed. 

Conclusions 

Numerical simulations of the PaSR with a mean- 
stoichiometric hydrogen-air mixture have been per- 
formed to study the differences in the predicted NO 
levels by three mixing models, including the modi- 
fied Curl's mixing model, the IEM model, and the 
LEM. At the same degree of unmixedness, the pre- 
dicted thermal NO levels are found to be quite sen- 
sitive to the mixing model. This high sensitivity im- 
plies the importance of higher moments of the 
mixture fraction to NO prediction. Due to its deter- 
ministic nature, the IEM model predicts the highest 
NO level. On the other hand, the LEM gives the 
lowest NO values under the present specific molec- 
ular diffusion conditions. The results by the modified 
Curl's model fall between the above two models. 
With the LEM, the effect of differential diffusion 
was found to increase the predicted NO levels by a 
factor of 2. This increase is attributed to the super- 
equilibrium temperatures caused by differential dif- 
fusion among species and heat. The predicted dif- 
ferential diffusion effect scales with Re'112, which 
remains to be verified by experiments. The mixing 
time determined from the LEM correlates well with 
the prescribed mixing times for the Curl's mixing 
model or the IEM model. 
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IMPACT OF TEMPERATURE AND FUEL-NITROGEN CONTENT ON FUEL- 
STAGED COMBUSTION WITH COAL PYROLYSIS GAS 
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C.-Z. LI AND P. F. NELSON 

CSIRO Division of Coal it Energy Technology 
PO Box 136, North Ryde, Australia 

At an experimental facility of the Stuttgart University, the process of fuel splitting and staging is inves- 
tigated with a view to lower NOx emissions. Raw coal is introduced into either an electrically heated, 
entrained flow reactor or a fluidized bed reactor where it is split into pyrolysis gas and residual char. In a 
following staged combustion, the remaining char or raw coal is used as primary fuel and the pyrolysis gas 
as reburn fuel. The test facility allows a systematic study to evaluate the effect of different parameters on 
NOx reduction independently of each other. Pyrolysis experiments, combustion studies, and calculations 
have been performed to explain the effective NOx reduction with coal pyrolysis gas. 

To compare the results and show the advantage of this process, investigations with fuel staging were 
carried out. With gaseous reburn fuels and residence times higher than 1.5 s, minimum NOx emissions 
below 200 mg/m3 at 6% 02 could be achieved independently of the coal type (200 mg/m3 is approximately 
equivalent to 100 ppmv). Reburning with coal pyrolysis gas increases the optimum air/fuel ratio from 0.75 
to 0.9, yielding the same or even lower NOx emissions. The main parameters are stoichiometry and resi- 
dence time in the fuel-rich secondary zone. The results also show an increase of the reduction efficiency 
with increasing reburning temperatures in the reburn zone. The tar components in the reburn fuel and 
the fuel-N content are very important parameters in achieving excellent results when using coal pyrolysis 
gas. These appear to have a positive effect on the reduction of NOx emissions. To explain this effect, the 
model of the perfectly stirred reactor (PSR) was employed. The modeling results agree well with the 
experimental investigations. 

Introduction be successful for brown coal-fired boilers. For the 
combustion of bituminous coal, this level has not yet 

New developments and investigations of research been achieved, 
laboratories led more and more to applying in-fur- Fuel staging, or reburning, is therefore an effec- 
nace measures to coal-fired utility boilers to reduce tive method to reduce NOx emissions in the com- 
NOx emissions in the combustion chamber. Low bustion chamber. One part of the applied fuel is used 
NOx combustion with air or fuel staging is very ef- to establish a fuel-rich zone after the main combus- 
fective and cuts the need to apply expensive SCR tion zone. In this substoichiometric zone, NOx can 
technology. be reduced, for example, by hydrocarbon or NH rad- 

The background of these measures is that emis- icals. The delay in supplying the burnout air provides 
sions of nitrogen oxides from the combustion of coals the residence time for NOx reduction, but the nec- 
are a major environmental problem because they essary high amount of reburn fuel and the substoi- 
have been proven to contribute to the formation of chiometric conditions may result in corrosion or 
acid rain and photochemical smog. For these rea- burnout problems if the reburn fuel is pulverized 
sons, German NOx emission standards are among coal. To limit these effects, additional measures must 
the most stringent. be taken in the coal preparation and combustion 

Because there is no causal relationship between process. With fuel staging, NOx emissions of 400 
coal nitrogen and NOx emissions, the combustion mg/m3 can be achieved with bituminous coal firing 
conditions are of major influence on NOx emissions, in large-scale applications [1]. 
and their control by modifying the combustion pro- Investigations with reburning using methane [2], 
cess is a challenging goal. To limit NOx emissions to natural gas [3], oil [4], or coal [4,5] in bench- and 
200 mg/m3, only by primary measures has proved to pilot-scale facilities have been published by several 
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FIG. 1. Scheme of the BTS test fa- 
cility at IVD. The main parts include 
the EF, entrained flow pyrolysis re- 
actor; the FB, fluidized bed pyrolysis 
reactor; and the EFC, entrained flow 
combustion reactor. 

authors. The principal conclusions of these studies 
indicate that the conditions in the reburn zone 
should include high temperatures (those higher than 
f400°C are not useful [3]) and long residence times 
(from 0.4 s [6] up to 2 s [7]) to increase the reburn 
efficiency. 

The discrepancies observed for the optimum air 
ratio in the reduction zone between 0.7 [2] and 0.9 
[6] could be due to the impact of different process 
parameters such as mixing, oxygen content in the 
primary zone [3], primary NOx levels [5,6], reburn 
temperature, reburn fuel used, N content of the re- 
burn fuel [4,8], and scale of the facility. The opti- 
mum reburn fuel has not yet been evaluated. 

NOx emissions lower than 200 mg/m3 without 
SCR technology may be reached by a recently pro- 
posed technology called rebuming with coal pyrol- 
ysis gas. This process, also called fuel splitting and 
staging (Brennstoff-Trenn-Stufung [BTS]); is based 
on the production of a reburn gas by coal pyrolysis, 
the separation of pyrolysis gas and remaining char, 
the combustion of char (or coal) as primary fuel, and 
the fuel-staged combustion with pyrolysis gas as re- 
burn fuel. This advanced fuel-staging process avoids 
the disadvantages of the fuel staging with coal (poor 
burnout, low reduction efficiency) or with natural 
gas (high quantities of gas needed, very costly). A 

further advantage is the possibility of adjusting py- 
rolysis conditions to the specific coal properties and 
thus producing an optimum reburn fuel with maxi- 
mum NOx reduction efficiency. 

Description of the Test Facility 

A scheme of the test facility is shown in Fig. 1. It 
is composed of three main parts: the entrained flow 
(EF) pyrolysis reactor, the fluidized bed (FB) pyrol- 
ysis reactor, and the entrained flow combustion 
(EFC) reactor. Detailed descriptions of the EF and 
FB pyrolysis reactors and the EFC reactor are given 
in Ref. 9. For baseline investigations, each reactor 
can be operated separately. For the process of fuel 
splitting and staging, the EFC reactor and a pyrolysis 
reactor, either the EF or FB, were operated simul- 
taneously. 

The electrically heated, entrained flow pyrolysis 
reactor (ca. 30 kWej, total height 2400 mm) has a 
2-m reaction tube with a diameter of 100 mm made 
of CrNi steel. The maximum furnace temperatureis 
1300°C. The second pyrolysis plant is an electrically 
heated fluidized bed reactor. The reactor can be 
heated up to temperatures of 1100°C with three reg- 
ulated heating zones. The total height is 3 m, the 
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burn fuels at an EFC reactor temperature of 1300°C were 
compared. 

bed diameter 108 mm, and the freeboard diameter 
135 mm. 

The electrically heated, entrained flow combus- 
tion reactor has five regulated heating zones with a 
maximum temperature of 1400°C. For the separate 
investigation of individual parameters concerning 
their effect on pollutant formation, the temperature 
can be regulated along the combustion process. The 
combustion air can be heated up to ca. 400°C. Air 
staging at the burner and swirled secondary air are 
possible. A gravimetric screw conveyor (0.5-5 kg/h) 
supplies a constant coal-feeding rate. The ceramic 
tube has a length of 2.5 m and an internal diameter 
of 200 mm. Fuel and air staging in the furnace with 
different residence times in each zone can be inves- 
tigated. The flue gas composition (NO, N02, CO, 
C02, S02, 02) in the different combustion zones can 
be measured with a gas probe. 

Results 

Within this project, investigations were carried out 
on the pyrolysis of five coals and four temperatures 

between 600 and 900°C in the FB and of five coals 
and six temperatures between 600 and 1200°C in the 
EF reactor. The analysis of gas, tar, and char and the 
distribution of fuel-N was the main goal of the py- 
rolysis experiments. Detailed information about the 
composition of the pyrolysis gas, tar, and char are 
given in Refs. 9 and 10 for the EF and FB reactors 
at IVD and for the test facility at CSIRO in Ref. 11. 

Investigations on staged combustion were con- 
ducted with a German hard coal (Göttelborn) as pri- 
mary fuel and with various reduction fuels, including 
methane (with and without NH3 addition), various 
gas mixtures, and pyrolysis gas produced with EF or 
FB. The standard conditions for all reburn test runs 
can be summarized as follows: the same reactor wall 
temperature for all combustion zones, Göttelborn 
raw coal (1 kg/h) as primary fuel and a residence 
time of 2 s in the reduction zone to ensure the op- 
timum reduction potential and air ratios in the pri- 
mary and burnout zone 2i = 1% = 1.15 (ca. 3% 02 

in the flue gas). The NOx emissions shown in the 
figures are calculated as mg/m3 N02 at 6% 02 in the 
flue gas under standard conditions. 

The influence of different combustion reactor 
temperatures with Göttelborn coal as primary fuel 
and methane as reburn fuel is shown in Fig. 2. Un- 
staged combustion in conjunction with high tem- 
peratures in the combustion zone results in high 
NOx emissions. The NOx values in the primary com- 
bustion zone increase from 1000 to 1700 mg/m3 at 
reactor temperatures between 1000 and 1400°C. 
With air/fuel ratios A2 < 0.85 and high temperatures 
(1400°C) in the reduction zone, NOx emissions can 
be reduced by ca. 94%. Despite a higher initial NOx 

concentration, the lowest emission values are 
achieved at the highest temperature. 

With the variation of the primary-zone NOx con- 
centration from 1000 to 1500 mg/m3 at a constant 
reburn temperature, the reburn efficiency increases 
from 85% to 90%, although the emission values are 
higher. These results agree with findings of other 
authors [5,6]. 

The same positive influence of the reactor tem- 
perature was found for air-staged combustion [12]. 
Further investigations [9] show the effect of the res- 
idence time in the reduction zone for rebuming. 
Residence times higher than 1.2 s do not improve 
the NOx reduction further, whereas NOx emissions 
strongly increase with residence times below 0.7 s. 
The optimum residence time for fuel staging is ca. 

1.2 s. 
At substoichiometric air ratios above 0.9, up to 

10% of the NOx reduction can be due to the dilution, 
with the addition of burnout air, to achieve the over- 
all air ratio of 1.15. At lower air ratios, the remaining 
N species of the reduction zone can form up to 30% 
of the total NOx emissions at the burnout air addi- 
tion, despite the dilution with air [12]. 

There is only a small difference in NOx reduction 
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efficiency between methane and synthetic gas 
mixtures as reburn fuel, in spite of the different com- 
positions (gas blend 1:8% H2, 25% CO, 61% hydro- 
carbons; gas blend 2: 38% H2, 41% CO, 21% hydro- 
carbons). NOx emissions differed by less than 10% 
at all investigated stoichiometries (see Fig. 3). Also, 
the variation of the reactor temperature did not 
change the comparable reduction efficiency of these 
three gaseous reburn fuels. With apyrolysis gas gen- 
erated in the EF pyrolysis reactor, lower NOx emis- 
sions can be achieved at rather air-rich conditions. 
The composition of the synthetic gas mixtures and 
the uncondensable pyrolysis gas fraction of hard coal 
is quite similar [9], In addition to the analyzed com- 
ponents, tar vapors (ca. 140 g/kg), such as benzene 
and naphthalene, are contained in the pyrolysis gas 
(ca. 400 g/kg daf coal at 800°C), and N species are 
contained in the pyrolysis gas (ca. 10% coal-N) and 
in the tar (ca. 17% coal-N). This seems to positively 
affect NOx reduction. The tar vapors, which are as- 
sumed to be still in the gas phase, are the condens- 
able share of the pyrolysis gas. 

To determine the most effective components for 
NOx reduction, premixed methane and ammonia 

was used as reburn fuel. Test runs were done with a 
NH3 admixture from 1% up to a maximum of 10% 
of the prevailing CH4 amount. The NOx emissions 
increase with increasing NH3, especially for fuel-rich 
conditions (k2 < 0.95) in the reburn zone. Profile 
measurements showed NO formation after addition 
of the burnout air so that the overall emissions are 
higher because of an increased conversion of re- 
maining NH; to NO in the burnout zone. These find- 
ings showed that the amount of N in the gas phase 
of the pyrolysis gas does not bring about the excel- 
lent NOx reduction [13], 

Nevertheless, there are contradictory results on 
this important issue published in literature. Whereas 
Smart and Morgan [4] have shown that the fuel-N 
content has only little effect on NOx reduction, Knill 
et al. [8] published results of a positive effect at 
1400°C and a residence time of 1 s. Our results show 
that the use of pyrolysis gas improves the reburn 
efficiency and shifts the optimum air ratio from 
X2 — 0.75 for methane to 0.9 for pyrolysis gas with 
tar. The lowest NOx emissions of ca. 200 mg/m3 are 
attained at air ratios that are very suitable for tech- 
nical applications. 

A positive effect of N species in the reburn fuel 
can be obtained if NH3 is injected in the substoichio- 
metric reburn zone. The results of this configuration 
are shown in Fig. 4. With increasing NH3, the NOx 

emissions decrease at the investigated air ratios 
X2 = 1-05 and 0.95. The optimum NH3 addition is 
ca. 8 or 2% of the methane amount, for X2 = 1.05 
and 0.95, respectively. This result may explain the 
good reduction efficiency of pyrolysis gas as reburn 
fuel (see Fig. 3). The major reduction effect is 
caused by the tar released during pyrolysis. The de- 
composition of tar and N components takes place 
after the pyrolysis gas components (e.g., H2, CH4) 
have consumed the available oxygen. The released 
N species of the tar can reduce the existing NO, 
depending on the temperature in the reburn zone 
and, primarily, the oxygen concentration at the ad- 
dition point. Comparable results were found for 
NH3 added under substoichiometric conditions in 
air-staged combustion [12]. 

For a more detailed explanation of this advanta- 
geous effect of fuel-N addition, the model of the 
perfectly stirred reactor (PSR) was employed [14]. 
A series of PSRs is used as an approximate approach 
for modeling turbulent combustion in the EFC. The 
full reaction mechanism is adopted from Miller and 
Bowman [15], and the major conditions are depicted 
in Fig. 5. The reburn zone is split into two PSRs to 
allow the staged addition of fuel-N components. Fol- 
lowing the experimental test runs, the residence 
times were selected and three different reburn fuel 
cases calculated: (a) pure methane, (b) premixed 
methane and N species, and (c) methane and staged 
N species. 

The results are given in Fig. 6 for the predicted 
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NOx emissions and in Table 1 for the concentration 
of different N species in the second PSR. NOx emis- 
sions only showed a marginal dependence on the 
addition of premixed methane and ammonia at air 
ratios of 1.05 and 0.95, compared to pure methane 
as reburn fuel. At 12 

= 0.75, even higher NOx emis- 
sions are predicted. The addition of HCN or NH3 

to the substoichiometric reburn zone works very well 
at air ratios between 0.9 and 0.95. The NOx emis- 
sions can be further reduced from 500 to 260 
mg/m3. These predicted values are equivalent to a 
reduction efficiency of 82%. 

Although the phenomena occurring during the ad- 
mixture of reburn fuel in the substoichiometric re- 
burn zone and of burnout air in the burnout zone 
are strongly idealized using the PSR code, the cal- 
culated profiles in Fig. 6 agree well with the exper- 
imental data in Fig. 3. This supports the theory about 
the effectiveness of coal pyrolysis gas as reburn fuel. 

The increasing NOx emissions with NH3 added at 
X2 = 0.75 can be explained by the concentrations of 
N species given in Table 1. In the second PSR, only 
minimal NO concentrations exist in all three cases, 
contrasted with high concentrations of HCN and 
NH3. The remaining N species would be partially 
oxidized after the addition of burnout air in the third 
PSR at temperatures of 1300°C. Thus, it is useless 
to add more ammonia for better NOx reduction in 
this area. 

The experimental results in Figs. 7 and 8 were 
obtained using raw coal as the primary fuel in the 
EFC and pyrolysis gas from the EF as reburn fuel. 
The influence of EFC reactor temperatures on NOx 

reduction is similar to the findings with pure meth- 
ane (see Fig. 7). Higher temperatures accelerate the 
nitrogen oxide decomposition under reducing con- 
ditions in the reduction zone. Even though NOx 

emissions of the primary zone are higher at 1400°C 
than at 1000°C, the lowest NOx emissions of ca. 
120 mg/m3 are achieved at 1400°C. The optimum 

TABLE 1 
Concentration of N species in the reburn zone (2nd PSR) in ppm, predicted with Refs. 14 and 15 

Reburn fuel 

h Gas composition Pure methane Premixed methane + N Methane + staged N 

NO 801 750 674 
1.05 HCN 0 0 0 

NH3 0 0 0 
NO 334 321 157 

0.95 HCN 0 3 44 
NH3 0 0 14 
NO 9 7 8 

0.75 HCN 423 765 409 
NH3 237 741 551 
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air ratio in the reduction zone is independent at the 
reactor temperature at 2.2 = 0.93. 

In the EF, pyrolysis gas with optimum NOx re- 
duction potential is generated at temperatures be- 
tween 600 and 800°C (Fig. 8). A certain share of 
gaseous components is needed to establish a substoi- 
chiometric zone, and a certain share of tar is crucial 
for effective reduction of NO. At lower pyrolysis 
temperatures, the yields of tar and pyrolysis gas are 
not sufficient. There is not enough gas yield for 
22 < 1, so the tar becomes oxidized in the reduction 
zone of the EFC. At higher temperatures in the EF, 
the tar is partially cracked and so the pyrolysis gas is 
not as effective for NOx reduction. These test runs 
also showed that the N species in the gas phase are 
not the reason for excellent NOx reduction because, 
otherwise, pyrolysis temperatures of 1000°C pro- 
ducing a high gas yield and a high N content in the 
gas [10] would result in lower NOx emissions. The 
best NO. reduction was obtained with a reburn fuel 
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FIG. 10. Explanation of the excellent reduction effi- 
ciency of pyrolysis gas as reburn fuel. 

produced between 600 and 800°C with high tar yield 
and high N content in the tar. 

Using pyrolysis gas produced in the fluidized bed 
gasifier gives similarly promising results. The influ- 
ence of the gasification temperature in the FB and 
the impact of the temperature in the reduction zone 
of the EFC are shown in Fig. 9. There is only a small 
deviation in NOx reduction between different py- 
rolysis temperatures. Pyrolysis gas produced in the 
FB is a less effective reburn fuel than EF pyrolysis 
gas. This is due to the lower yield of tar from coal 
pyrolysis in the FB in contrast to yields in the EF. 
The tar yield decreases from 10% of the coal at 
600°C to 5% at 900°C for the FB and from 20% at 
600°C to 6% at 1000°C for EF pyrolysis of the hard 
coal Göttelborn [10]. The optimum air ratio is 
shifted to a lower value of 0.88, and the NOx emis- 
sions are ca. 200 mg/m3. The effect of EFC tem- 
perature is comparable to the results with pure 
methane or EF pyrolysis gas as reburn fuel. 

A comparison of coke oven tar and fuel oil [9] 
demonstrated that the nitrogen-containing tar 
played a key role in NOx reduction. Figure 10 gives 
an explanation for the more effective NOx reduction 
with coal pyrolysis gas compared to other reductives. 
Because of the delayed release of tar nitrogen, an 
unwanted oxidation during the injection of the re- 
burn fuel does not happen and the N species can 
further reduce, selectively, nitrogen oxides in the re- 
duction zone. 
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Conclusions 

Fuel staging, or reburning, is an efficient method 
to reduce NOx emissions from lignite- and hard coal- 
fired utility boilers. The NOx reduction efficiency in- 
creases with higher EFC temperatures. The lowest 
NOx emissions were achieved at 1400°C with values 
of 150 mg/m3 for pure methane and 120 mg/m3 for 
coal pyrolysis gas as reburn fuel. The impact of the 
composition (H2, CH4, C2H4, CO) of gaseous reburn 
fuels is small. With pyrolysis gas as reburn fuel con- 
taining tar and N species, NOx can be further re- 
duced. The main advantages are higher air ratios in 
the reduction zone and lower NOx emissions, as well 
as the reburn fuel being produced from the primary 
fuel coal. 

The experimental and modeling results have 
shown that the N species in the gas phase are not 
the reason for the obtained excellent NOx reduction. 
The most important component of the pyrolysis gas 
is the nitrogen-containing tar. The uncondensable 
components of the pyrolysis gas create the substoi- 
chiometric zone in which the tar vapors are cracked. 
The released N-species out of the tar are able to 
reduce nitrogen oxides selectively. For hard coals, 
the process of fuel splitting and staging has been 
found to be a promising option to reach NOx emis- 
sions below 200 mg/m3 without SCR. 
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COMMENTS 

A. E. Jacob Akanetuk, Stanford University, USA. Min- 
ima in NOx were reported with respect to air-to-fuel ratio. 
Was the air-to-fuel ratio changed by adjusting the air input 
or the fuel input? (The question is motivated by the ob- 
servation that the exact numerical value of air-to-fuel ratio 
at the NOj minimum is dependent upon residence time.) 

Author's Reply. The air-to-fuel ratio was changed by ad- 
justing the reburn fuel input. 

The primary fuel mass flow (1 kg/h) and the primary air 
ratio (Ai = 1.15) were kept constant for all presented re- 
sults. Lower air ratios in the reburn zone were achieved by 
increasing the reburn fuel volume flow. The residence time 
in the reburn zone was kept constant by adjusting the burn- 
out air injection. In order to establish a defined and repro- 
ducible mixing a certain amount of nitrogen was used to 
enhance the momentum. 

For the investigations with coal pyrolysis gas as reburn 
fuel, the mass flow of the pyrolysis feed stock was in- 
creased. Previous investigations [1] had shown that the 
mass flow to the pyrolysis reactor in the range up to 3 kg/ 
h, corresponding to an air-to-fuel ratio of approximately 
0.7, had no effect on the pyrolysis product composition. 
The amount of pyrolysis gas and tar increases linearly with 
an increasing coal mass flow. So higher fuel-to-air ratios in 
the reduction zone of the combustion reactor were gained 
with higher mass flows entering the pyrolysis reactors. 

For the presented results the desired residence time in 
the reduction zone was 2 s in order to achieve the maxi- 
mum NOs reduction efficiency for all reburn fuels. Previ- 
ous investigations [2] with methane or pyrolysis gas as re- 
burn fuel had shown that the optimum air-to-fuel ratio is 
dependent on the residence time in the reburn zone. For 
residence times higher than 1.2 s an optimum air ratio of 
0.75, for residence times shorter than 1.2 s, values of 0.85 
were determined with methane as reburn fuel. 
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L. Douglas Smoot, Brigham Young University, USA. 

1. Did you compare your rebuming test results using py- 
rolysis gas with published results or your own results 
using coal directly as a rebuming fuel? 

2. Was the percentage of N-species in your pyrolysis gas 
comparable to that in the CH4-NH3 mixtures which you 
used for comparison? 

Author's Reply. Yes, we compared the rebuming test re- 
sults using pyrolysis gas with our own results using coal as 
rebuming fuel. With comparable conditions in the primary 
and reburn zone (reactor wall temperature 1300 °C, pri- 
mär)' coal mass flow 1 kg/h, primary air ratio 1.15) mini- 
mum NOx emissions of 600 mg/m3 (compared with 150 
mg/m3 for coal pyrolysis gas) were achieved using coal as 
reburn fuel. With a primary air ratio of 1.05 the NOx emis- 
sions were reduced from 1000 mg/m3 baseline to values of 
approximately 400 mg/m3. 

This effect can be explained by the ratio of volatile to 
available oxygen. After the injection of the reburn fuel coal, 
the pyrolysis and decomposition of the volatiles takes place. 
The released volatiles deplete the remaining oxygen from 
the primary combustion zone. At a higher primary air ratio 
a higher amount of the released volatiles is oxidized (ap- 
prox. 50% at 1.15 and only 20% at 1.05). The remaining 
char is less effective for NOx reduction. 

These investigations have shown that the volatiles of coal 
are very effective for NOx reduction if the oxygen is min- 
imized before decomposition. Using coal as reburn fuel 
there is a major effect of the primary zone stoichiometry 
due to the different NOx reduction efficiency of char and 
volatiles. 

Yes, the percentage of the N-species in the pyrolysis gas 
was in the same range as in the methane-ammonia mixtures 
for rebuming. The nitrogen content of the synthetic gas 
mixtures can easily be adjusted and was desired in a range 
of 1 to 10% of the hydrocarbon amount. For the pyrolysis 
of the hard coal Göttelbom (1.5% N daf) at temperatures 
between 600 and 1100 °C the N in tar was between 11.5 
and 15% with a maximum at 800 °C and the sum of NH3 

and HCN in the gas phase was between 6 and 20% of the 
coal nitrogen. So a nitrogen amount in the gaseous pyrol- 
ysis products of 1 to 3.5% of the hydrocarbon content and 
a nitrogen yield of 1 to 4% in the tar products was deter- 
mined. Roth ratios depend on the pyrolysis temperature. 

Vladimir Zamansky, Energy and Environmental Re- 
search Corporation, USA. This is a very interesting and 
significant piece of work which describes the coal pyrolysis 
gas as an effective rebuming fuel. I would like to point out 
the importance of not only nitrogen compounds, but also 
the sodium species on rebuming efficiency. In our work 
presented at this symposium [1] we studied experimentally 
and via kinetic modeling the effect of both N- and N„ com- 
pounds on rebuming in a 300 kW. Boiler Simulator Facility. 
Since N„ compounds are present in coal and may be pres- 
ent in coal pyrolysis gas, they may also affect the rebuming 
efficiency in your experiments. 
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for the combustion of Göttelborn coal. The sodium (Na20) 
content in the ash analysis (DIN 51729) of Göttelborn coal 
was 1.2 wt%. This value is quite high, although only very 
little concentrations were found in the gas phase. 

So we believe that the low concentrations of Na com- 
ponents (compared with 100 ppm in your experiments) did 
not affect the reburning efficiency in our investigations. 

Author's Reply. Although there are Na components in 
the coal, our current investigations in coal combustion and 
further publications concerning gasification [1] showed 
that the concentration of Na in the flue gas or in the py- 
rolysis gas is very low, in most cases below 0.3 ppm. 

In our electrically heated entrained flow combustion re- 
actor, at reactor wall temperatures between 1000 and 1300 
°C, the Na concentrations were determined below 150 ppb 
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MEASUREMENTS AND PREDICTIONS OF NITRIC OXIDE AND 
PARTICULATES EMISSIONS FROM HEAVY FUEL OIL SPRAY FLAMES 
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The results of extensive experimental and predictive studies of nitric oxide (NO) and particulates (un- 
burned coke) emissions from a large-scale laboratory furnace, fired by a heavy fuel oil (HFO) swirl burner 
with a rotary cup air blast atomizer are presented. A detailed in-flame data archive of gas temperature and 
02, CO, C02, and NO concentrations has been obtained for five flames for differing excess air levels (15% 
and 20%), swirl numbers (1.05 and 1.2), primär)' air-to-fuel ratios (2.5 and 3.0), and atomizer cup speeds 
(1.0 X 104 and 2.0 X 104 rpm). A wider range of operating parameters has been established to quantify 
their effects on NO and particulate concentrations at the exit of the furnace. In a parallel modeling study, 
a two-dimensional computational fluid dynamics code for the prediction of HFO spray combustion and 
NO and particulates emissions has been constructed. Validation of the code against the experimental data 
reveals reasonably good quality predictions in the near burner region. The code is capable of simulating 
the measured trends of flue-gas NO and particulates emissions with useful precision for a wide range of 
atomizer/burner operating conditions. A scrutiny of the in-flame and flue-gas data, with the aid of the 
predictions, has provided an enhanced understanding of combustion and combined NO/particulate emis- 
sions characteristics of the HFO flames generated by the rotary cup atomizer and establishes the foundation 
for future work in optimizing combustion and emissions performance. 

Introduction expensive, with the resulting data being specific to 
that furnace rather than having a universal applica- 

To meet the increased demand for light distillate tion. An alternative is the use of a large-scale labo- 
products, refineries have moved toward the produc- ratory furnace in which the turbulence levels, radi- 
tion of "heavier" fuel oil. This oil has a high asphal- ation heat transfer, and residence timescales of the 
tene content, typically about 15%, which has a strong full-scale plant are replicated under well-controlled 
influence on the amount of coke formed and hence conditions. By allying such data to a validated math- 
the   particulates   emissions.   Unfortunately,   most ematical model, the performance of any full-scale 
methods of ameliorating the particulate burden fa- oil-fired furnace can be predicted with confidence, 
vor an increase in NOx production and vice versa. Comprehensive combustion data sets, including 
The ideal oil burner design should be capable of pro- NOx and particulate concentrations, for HFO flames 
ducing a high turn-down, stable flame with minimal in such furnaces are, however, very rare; some no- 
NOx and particulates emissions from these lower- table data sets have been collected in earlier studies, 
cut fuels. for example by the authors' group [1] and by other 

The combustion and emissions performance of a groups [2,3]. This same dearth of information is also 
heavy fuel oil (HFO) flame is established by the ini- true regarding the applications of generalized com- 
tial spray characteristics of the atomization method putational fluid dynamics (CFD) models to predict 
used in the burner and the aerodynamics inherent the combustion performance, particularly the NO 
in the near burner region (NBR) of the furnace in and particulates emissions, of JTFO-fired furnaces, 
which it is located. Performance optimization, there- Previous relevant modeling studies include, for ex- 
fore, requires a thorough knowledge of the relevant ample, predictions of combustion performances of 
physical and chemical processes. To gather such in- HFO-fired furnaces [4,5] and NO emissions from 
formation in a full-scale plant is both difficult and medium fuel oil flames [6]. In a relatively recent 
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FIG. 1. Schematic diagram of the 
furnace roof and burner arrange- 
ment. 

study [7], a one-dimensional model, based on pre- 
scribed 02 concentration and residence time distri- 
butions, for the prediction of particulates emissions 
from residual fuel oil fired utility boilers has been 
presented. To the authors' knowledge, no CFD- 
based modeling study pertaining to combined NO 
and particulates emissions from HFO-fired furnaces 
has been reported in the open literature. 

In the initial investigations in this work, isothermal 
measurements of droplet size distribution in the hol- 
low-cone sprays generated by the rotary cup atom- 
izer were obtained using a Malvern particle-size an- 
alyzer. The flames of several of the spray 
distributions were established in the large-scale lab- 
oratory furnace at Imperial College (ICSTM), where 
detailed in-flame measurements of NO and major 
species (02, CO, C02) concentrations and gas tem- 
perature, as well as NO and particulates emissions 
in the flue-gas, were recorded. The experimental 
data supplement that previously collected [1,8] for a 
twin-fluid atomizer giving a solid-cone distribution 
included detailed in-flame combustion but only flue- 
gas NO and particulate measurements. A comple- 
mentary CFD model of HFO spray combustion ca- 
pable of predicting the emissions of NO and 
particulates was constructed at the University of 
Leeds. 

The Experiments 

The Atomizer/Burner Gun Assembly and Spray 
Test Rig 

The burner gun consisted of the rotary cup at- 
omizer, along with oil and air (primary) supply con- 
duits within a support pipe of external diameter 35 
mm. The atomizer design was a necessary compro- 
mise between the accuracy of replicating an existing 

full-scale unit and operational reliability and dura- 
bility; the cup drive was provided by an electric mo- 
tor normally found in a dentist's drill. 

The HFO-spray characterization tests were car- 
ried out under nonreacting conditions in a vertical, 
cylindrical chamber [8], 0.6 m in diameter and 1.5 m 
in height. The droplet size distributions at different 
radial and axial locations were recorded using the 
Malvern 2600 Particle Size Analyser for various 
changes in the input parameters, such as the atom- 
izer cup speed, primary air-to-fuel ratio (PAFR), and 
oil viscosity. PAFR refers to the ratio of the mass 
flow rate of the primary air jet surrounding the at- 
omizer cup to the mass flow rate of fuel. The mea- 
surement techniques are described fully in Ref. 8. 

The Furnace and Instrumentation 

A detailed description of the ICSTM furnace and 
its instrumentation and oil supply system can be 
found in many previous publications, e.g., [1,8]. The 
vertical furnace is of modular construction com- 
prised of 10, 0.6 m internal diameter, cylindrical wa- 
ter-cooled steel sections, each of a height 0.3 m. The 
burner is mounted in the roof section and fires 
downward (see Fig. 1). The five uppermost sections 
and the roof have an internal lining of castable silicon 
carbide refractory. The burner consists of a gun and 
a secondary combustion air nozzle in a conventional 
double-concentric configuration. Swirl is imparted 
to the secondary air using a movable-block swirl gen- 
erator developed by the International Flame Re- 
search Foundation. In-flame gas temperatures were 
measured using 40/im Pt/Pt:13%Rh thermocouples. 
The uncertainty in temperature measurements 
caused by radiation losses was about 10% in the 
regions of highest temperatures. The sampling for 
gas species concentration was achieved through the 
use of a water-cooled, water-quenched, stainless 
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TARLE 1 
Fuel properties and the atomizer/burner operating conditions 

Property 

% Composition bij mass 
Carbon 86.9 
Hydrogen 10.3 
Sulphur 2.35 
Nitrogen 0.36 
Oxygen 0.037 
Ash 0.053 

Density at 288 K (kg/m3): 988 
Gross calorific value (MJ/kg): 42.54 

Atomizer/burner operating conditions 
Flame 

Fuel flow rate (kg/h) 12 12 12 12 12 

Air flow rate (kg/h) 187.6 195.8 187.6 187.6 187.6 

Secondary air temperature (K) 573 573 573 573 573 

Swirl number 1.2 1.2 1.05 1.2 1.2 

Excess air (%) 15 20 15 15 15 

PAFR 2.5 2.5 2.5 2.5 3.0 

Cup speed 
(X 1000, rpm) 20 20 20 10 20 

steel probe of 22 mm overall diameter. A Land Ltd. 
probe was used to sample back-end solids concen- 
trations. Reproducibility of the data was, on average, 
within 10%. 

Test Conditions and Experimental Data 

The properties of the HFO and burner operating 
conditions are given in Table 1. For all experiments, 
an oil flow rate of 12 kg/h at 368 K was used. De- 
tailed in-flame measurements of gas temperature, 
NO, and major species concentrations were carried 
out for five flames, referred to as Flames A-E, for 
different excess air level, swirl number, PAFR, and 
atomizer cup speed. Measurements of NO and par- 
ticulate concentrations at the furnace exit were also 
carried out to quantify the effects of atomizer/burner 
operating parameters on the pollutants' emissions. 

The Mathematical Modeling of HFO 
Combustion 

A parallel study for the prediction of the data was 
effected at the University of Leeds. An existing two- 
dimensional CFD code [9,10] for pulverized-coal 
combustion was adapted by incorporating relevant 
physical models to handle HFO spray combustion. 
This included modeling of the droplet heating and 
evaporation, coke and soot particle formation, and 

the coke and soot burnout. A NO postprocessor, sim- 
ulating the thermal-, prompt- and fuel-NO mecha- 
nisms, was developed. 

The Aerodynamics and Combustion Models 

The gas-phase conservation equations are solved 
in a conventional finite-volume Eulerian treatment, 
while Lagrangian calculations resolve the particu- 
late-phase equations. The turbulence is handled by 
the standard k-e model [11], without any swirl-re- 
lated modification. The QUICK scheme [12] is used 
for the discretization of the convective terms in the 
gas-phase momentum equations, while the hybrid 
scheme [13] is employed for the scalar equations. 
The continuity and momentum equations are solved 
using the PISO algorithm [14]. 

The modeling of the turbulent combustion of 
droplet evaporation products presents a major dif- 
ficulty in the prediction of HFO flames. This is also 
the case for the gas-phase volatiles combustion of 
pulverized-coal flames [9,10], The evaporation prod- 
ucts are represented by a single chemical species and 
their combustion processes are simulated by a two- 
step reaction mechanism. The time-mean burning 
rate of the fuel vapor is obtained using the widely 
employed eddy-dissipation combustion model [15], 
The CO formed from the fuel vapor combustion is 
oxidized to C02 and the time-mean oxidation rate 
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is taken as the smaller of the turbulent mixing rate 
[15] and an Arrhenius chemical kinetic rate [16]. 

The radiation heat transfer is simulated by a non- 
equilibrium diffusion model [17]. The presence of 
soot has been accounted for. A global Arrhenius-type 
rate expression [18] has been used to model the soot 
formation, and a turbulent mixing rate expression 
[15] is employed to determine its burning rate. This 
approach has been found adequate for HFO and 
hydrocarbon flames [4,19]. The absorption coeffi- 
cient of the medium is determined using the mixed 
gray gas model of Ref. 20. 

The Coke Formation and Burnout Models 

The emission of coke particles from HFO-fired 
systems involves the formation of coke, following the 
rapid evaporation of the low-boiling components of 
the oil, and the subsequent combustion of these par- 
ticles. The processes involved in coke formation are 
extremely complex and the mechanism is far from 
established [21]. A simple model has been formu- 
lated to predict the coke formation and burnout and 
is fully described in Ref. 22. It is assumed that a 
single coke particle is formed from each oil droplet 
after evaporation is completed [23]. The portion of 
the initial mass of an oil droplet converted to coke 
has been correlated in terms of the Coke Formation 
Index (CFI), defined as the ratio of the initial mass 
of coke particle to the initial mass of oil droplet [24]. 
By assuming a spherical shape, this correlation al- 
lows the calculation of the initial mass and diameter 
of an individual coke particle to be made. The value 
of CFI used in the calculation was obtained from 
measurements [24] for residual fuel oils with similar 
asphaltene contents to that of the oil used in this 
study. 

The coke burnout has been handled in a manner 
similar to pulverized-coal char combustion. The het- 
erogeneous combustion rate of the coke particles 
with 02 is controlled by the rate of external diffusion 
of 02 to the particle surface and by the rate of chem- 
ical reaction at the external surface. The apparent 
reaction order with respect to 02 partial pressure is 
taken as unity [25]. The kinetic parameters recom- 
mended by Northrop et al. [25] have been em- 
ployed. 

The NO Postprocessor 

NO emissions from HFO flames arise from both 
atmospheric (thermal- and prompt-NO) and fuel- 
bound nitrogen (fuel-NO). The relative contribu- 
tions of each to the total NO emission depend on 
the nitrogen content of the fuel and on the operating 
conditions of the atomizer/burner. The NO postpro- 
cessor [22,26] employed in this study accommodates 
all three mechanisms. 

The thermal-NO model is that of Zeldovich [27] 

and includes the effect of the reverse reactions. The 
rate constants were obtained from Ref. 28. The con- 
tribution of prompt-NO to the total formation is rel- 
atively small under fuel-lean or near stoichiometric 
conditions [29]. Hence, the global rate expression 
proposed by DeSoete [30] is employed. The for- 
mation and destruction of fuel-NO involve a com- 
plex series of radical reactions. A simple chemical 
scheme, again suggested by DeSoete [30], has been 
adopted here. In this approach, the assumed first 
product of the evolved fuel-bound nitrogen in the 
gas phase is HCN, which is subsequently either ox- 
idized by an oxygen-containing species to NO or re- 
duced by NO to N2. The kinetic parameters are 
those of DeSoete except for the preexponential fac- 
tor for the HCN oxidation reaction, which, in com- 
mon with other studies [31,32], was adjusted to 
achieve best overall agreement with the data. Fol- 
lowing numerical experiments [22], the preexponen- 
tial factor was assigned a value of 0.15 X 1011 s"1, 
which is within the range of values (0.1 X 1011 to 
1.0 X 10n s"1) reported in the literature [30-32]. 

Computational Details 

The computations were performed on a two-di- 
mensional, nonuniform 61 X 37 grid. This specifi- 
cation is the result of extensive experience of pre- 
dicting the ICSTM furnace [9,10]. The inlet 
boundaiy conditions for the predictions were spec- 
ified, wherever possible, using the measured atom- 
izer/burner operating parameters as given in Table 
1. The inlet axial and swirl velocities were obtained 
from the measured flow rate and swirl number, and 
the radial velocity was taken as zero. In the absence 
of measurements, the shapes of the inlet velocity 
profiles and turbulence levels were specified based 
on previous sensitivity studies [9,10] of these param- 
eters. The measured droplet size distributions were 
represented by four discrete sizes, and the droplets 
were injected at the measured spray cone angle from 
the periphery of the atomizer cup. In the absence of 
measurements, the droplet injection velocities were 
estimated from the rotational speed of the cup, as- 
suming that the liquid discharged at a velocity cor- 
responding to the cup speed [33], The sensitivity of 
the predictions to the number of discrete droplet 
sizes and their injection velocities was examined, and 
these parameters were optimized with data to 
achieve best overall predictions. 

Discussion of Experimental and Predicted 
Results 

Although an extensive in-flame data archive was 
compiled from the experimental investigation, only 
selected results are presented because of space lim- 
itations. Additional isothermal atomization and com- 
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FIG. 2. Predicted gas flow pattern and droplet/particle 
trajectories in the NBR. 

bustion data and predictions are reported in Ref. 34 
and 22, respectively. 

General Aerodynamic Characteristics 

Figure 2 shows typical predictions of the gas flow 
pattern and trajectories of the oil droplets/coke par- 
ticles in the NBR for Flame A. The gas flow pattern 
reveals the formation of an internal recirculation 
zone (IRZ) caused by the high level of swirl imparted 
to the secondary air and a large external recirculation 
zone resulting from the flow separation due to the 
sudden expansion of the furnace configuration. As 
the spray droplets emerge from the periphery of the 
atomizer cup, they are entrained by the secondary 
air jet and travel around the boundary of the IRZ. 
Evaporation is completed within an axial displace- 
ment of 0.03-0.13 m from the burner throat, de- 
pending on the droplet size, which is in general 
agreement with the experimental observations. The 
coke particles penetrate further into the furnace 
with particles produced from the smaller droplets 
(<100 fim) being completely burned before the fur- 
nace exit. 

It is important to note that in the absence of gas 
velocity data, a deficiency common to many two- 
phase reacting flow experiments, the quality of the 
predicted flow field cannot be evaluated quantita- 
tively. However, nonreacting swirling flow measure- 
ments in sudden expansion configurations (see, for 
example, Ref. 35) suggest that the general features 
of the predicted flow pattern are correct. The pre- 
dictions for Flames B-E (not shown here) reveal 
that the basic aerodynamic characteristics of this 
burner are rather insensitive to the inlet conditions. 

Flame Characteristics 

The measured and predicted radial profiles of 02 

and CO concentrations and gas temperature for 

Flame A are presented in Figs. 3 and 4. As can be 
seen, the predictions are, generally, in good agree- 
ment with the measurements and match the general 
trends. However, at the first station, x/D = 0.71 
(where x is the axial distance from the burner throat 
and D is the diameter of the secondary nozzle), fairly 
uniform measured 02 concentration near the fur- 
nace axis suggests that the width of the IRZ is some- 
what underpredicted. As a consequence, the radial 
location of the predicted peak is nearer to the axis 
compared with the measured one. The predicted 
droplets' trajectories and the measured peaks in the 
CO concentration profiles suggest that the droplet 
evaporation and subsequent combustion of fuel va- 
por occur in the shear region around the boundary 
of the IRZ. The measured high CO concentrations 
at and about the furnace axis in the NBR also reveal 
that a proportion of droplets, generated in the hol- 
low-cone distribution by the action of the rotary cup, 
diffuse into the IRZ, and the evaporation products 
combust there. This feature is not replicated in the 
prediction, possibly because of the droplets/turbu- 
lence interaction being neglected in the model. At 
x/D = 6.6, the uniform 02 concentration and tem- 
perature profiles indicate that the fuel vapor 
combustion has already been completed. At this lo- 
cation and further downstream, the measured and 
predicted CO concentrations are both negligible. 
The gas temperature predictions also show a reason- 
able correlation with the experimental data. The lack 
of data at x/D = 0.71 is due to unacceptable errors 
caused by droplets impinging on the fine-wire ther- 
mocouples. 

ln-flame NO Formation 

The measured and predicted radial profiles of NO 
concentration for Flame A are presented in Fig. 4b. 
The overall agreement is reasonably good. The mea- 
sured level of NO emission at the furnace exit is well 
reproduced by the prediction. In the NBR, the mea- 
sured peak values of NO concentration at the fur- 
nace axis are also well predicted. However, the dis- 
crepancy observed between the measured and 
predicted Oa concentrations near the axis at x/D = 
0.71 is also reflected in the NO concentrations. At 
the next two downstream stations {x/D = 1.25 and 
1.79), differences between the measurements and 
predictions are evident in the forward flow region, 
which is dominated by the secondaiy air flow. This 
may be attributed to the overestimation of the sec- 
ondary air jet spreading and the rate of mixing by 
the existing physical models. The steep gradients of 
the measured and predicted NO concentrations near 
the axis suggest that the NO formation occurs mainly 
within the IRZ and the surrounding forward flow 
zone. In this region, the gas temperatures are high 
and sufficient 02 is available, as shown in Figs. 3a 
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FIG. 3. Measured and predicted (a) Oa and (b) CO concentration profiles (A experimental; prediction). 

and 4a, to encourage the formation of NO by both 
the thermal and fuel mechanisms. The calculated 
rates of NO formation indicate that the main reac- 
tion zone extends up to an axial distance of about xl 
D = 3.5. In the downstream region of this zone, the 
NO concentration distribution is fairly uniform, as 
shown by the measured and predicted radial profiles 
at x/D = 6.6. 

Effects of Operating Conditions on NO and 
Particulates Emissions 

The measured and predicted furnace-exit NO and 
particulate concentrations for a range of the 
operating conditions are shown in Fig. 5. As can be 
seen, the measured trends of NO emissions are well 
simulated, whereas the particulates emissions are 
qualitatively reproduced by the model. 
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FIG. 4. Measured and predicted (a) gas temperature and (b) NO concentration profiles (A experimental; pre- 
diction). 

The improvement in spray quality with primary air 
is reflected in an initial decrease in the particulate 
burden and a corresponding increase in NO. Beyond 
a PAFR of 2.5, no further improvement in spray 
quality was observed in the isothermal spray char- 
acterization experiments. The consequence in the 
flame is a leveling off of the particulate emissions at 

approximately 55 mg/m3. The further increase in 
NO emissions with PAFR is due to the increased 
availability of 02 in the evaporation region. 

The effect of increased 02 availability, on this oc- 
casion due to the increase in excess air, is shown in 
Figs. 5aii and 5bii. In this instance, the reduction in 
particulates burden is due to the augmented heter- 
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FIG. 5. Measured and predicted (a) NO and (b) particulates emissions at the furnace exit (D experimental; —0- 
prediction). 

ogeneous oxidation of the coke particles. Beyond 
15% excess air, there is no further reduction in the 
particulate concentration because of the complete 
burnout of carbon in the particles. It should be noted 
that a particulate concentration of about 55 mg/m3 

corresponds to complete carbon burnout. Additional 
Oz leads, however, to a further increase in the NO 
emissions. 

The effect of secondary air swirl on NO and par- 
ticulates emissions is shown in Figs. 5aiii and 5biii. 
As can be seen, both the NO and particulate con- 
centrations decrease slightly between swirl numbers 
of 1.05 and 1.2. The effect of this parameter is not 
readily apparent, as a larger range of swirl set- 

tings were not possible due to flame stability prob- 
lems. 

The final effect is that of rotating cup speed, which 
is shown in Figs. 5aiv and 5biv. As expected, increas- 
ing cup speed enhances the spray fineness, which 
leads to a more intense flame resulting in an in- 
creased level of NO emissions. However, this has an 
opposite effect on particulates emissions, which de- 
crease because of the enhanced coke burnout rate 
of smaller-size particles. 

Concluding Remarks 

The experimental data collected for HFO swirling 
flames, generated by a rotary cup atomizer, comple- 
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ment and extend the data previously gathered for a 
twin-fluid atomizer at ICSTM. The additional com- 
putational input from the University of Leeds fur- 
ther enhances the value of the work, with the code 
being validated against the axisymmetric experimen- 
tal data. The resulting code is capable of simulating 
with useful precision the measured trends of NO 
and particulates emissions for a wide range of op- 
erating conditions of the atomizer and the burner. It 
is readily apparent from this work, and the work of 
others using different types of atomizers (e.g., pres- 
sure-jet, twin-fluid), that the "holy grail" of low-NO 
and low-particulates emissions appears to be mutu- 
ally exclusive, and only a compromised operation is 
possible. 

A minimum particle concentration of about 55 
mg/m3, achieved by increasing the quality of the at- 
omization and using high levels of excess air, corre- 
sponds to the desired complete burnout of carbon 
in the fuel. Unfortunately, this is only achieved at 
the expense of high NO emissions. From the pre- 
dicted oil droplets' trajectories and our knowledge 
of low NOx technologies used for solid fuels, the at- 
omization and evaporation must be established in an 
02-lean atmosphere if NO emissions are to be re- 
duced. Although the rotary cup, and to a greater ex- 
tent the pressure-jet atomizer, can separate atomi- 
zation quality from primary air-to-fuel ratio, low NO 
emissions demand that the droplets penetrate into 
the rich IRZ. Unfortunately, the fine droplets are 
more likely to follow the gas stream readily and dif- 
fuse into the 02-rich secondary air stream. 

A fundamental rethinking of the design of con- 
ventional atomizers is implied to achieve the target 
of combined low NO and particulates emissions. To 
this end, further modification of the present atom- 
izer is being undertaken, while the furnace and the 
CFD code are being adapted to accommodate non- 
ambient air concentrations prevalent in flue-gas re- 
circulation or oxygen injection as a means of satis- 
fying the dual demands of high efficiency and low 
emissions per unit energy input. 
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COMMENTS 

Dr. Josette Rellan, Jet Propulsion Laboratory, USA. Dur- 
ing combustion of asphaltene—containing oils, ceno- 
spheres are formed. These cenospheres have a central 
"blow hole" and burn very differently from coal particles, 
with transport processes being very important. We have 
published about 10 years ago a model (Lowenberg, Bellan 
and Gavales in Chemical Eng. Communications) describ- 
ing precisely cenosphere combustion. Why are you using a 
coal-burning model? You certainly cannot hope to obtain 
a predictive model with a model that is so far from reality. 

Author's Reply. Comprehensive simulation of heavy fuel 
oil spray combustion in a practical system requires mod- 
elling of a large number of physical and chemical processes. 
In order to construct an economical model for engineering 
predictions we have chosen to incorporate simple yet re- 
alistic models for these processes where possible. We agree 

in general with you that it would be more realistic to use a 
detailed coke combustion model which accounts for the 
evolution of the coke structure and intricate transport pro- 
cesses within the porous particle during combustion. How- 
ever, to date, studies on coke oxidation have been rather 
limited, and it is extremely difficult to quantify these ef- 
fects. As a consequence, we have adopted a simplified 
model, as described in the text, where the kinetic rate con- 
stants are those evaluated for coke [25] and not for coal 
chars. A similar approach has also been used in Ref. 7 to 
model coke emissions from residual fuel oil fired boilers. 
It is of interest to note that the present coke combustion 
model is able to predict the measured trends of particulates 
emissions for a wide range of operating conditions of the 
atomizer and the burner. We shall bear your comments in 
mind and try your coke combustion model when time per- 
mits. 
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EFFECTS OF CaO AND BURNOUT ON THE KINETICS OF NO REDUCTION 
BY BEULAH ZAP CHAR 
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The heterogeneous reaction of NO with char is important in understanding the formation and reduction 
of NOx from coal combustion processes. The kinetics of NO reduction by North Dakota lignite char (NDL), 
its acid-washed char (NDW), and its calcium-reloaded char (NCa) were investigated in a packed-bed 
reactor at temperatures from 723 to 1073 K. The results show that the reaction rate of NO with char 
increases significantly as the CaO content of the char increases. They also indicate clearly that the reaction 
is first order with respect to NO pressure and that there is a sharp increase in the apparent activation 
energy with increasing temperature. In the low temperature regime, the activation energies for all three 
char types are essentially the same (22-26 kcal/mol); in the high temperature regime, they are all higher, 
but decrease from 60 to 45 kcal/mol as the CaO content increases. The temperature at which the shift 
takes place also decreases as the CaO content increases. 

Using a series of six NDL chars, the effect of char burnout level on the reaction of NO with char was 
also studied. The transition temperatures and apparent activation energies were found to be independent 
of char burnout, but both the reaction rate constant and CaO surface area (determined by C02 uptake at 
573 K) decreased as char burnout level increased from 0 to 80%. When the reaction rates are normalized 
by CaO surface area, they become essentially independent of burnout level, which suggests the importance 
that CaO sites play in the reduction process. The correlation of rate with CaO surface area is quantitative 
and also holds for the three char types (NDL, NDW, and NCa) in the low-temperature regime. It does 
not hold for the three char types in the high-temperature regime. 

Introduction char involve the kinetics and mechanism [6-23], the 
effects of char surface area [24,25], the effects of 

The reduction of NO emissions from combustion feed gas composition [10,7,25], and the catalytic ef- 
processes has become increasingly important in pro- fects of metals [5,10,22,26-29]. The reaction of NO 
tecting the world's environment. It has been shown with char has generally been reported to be first or- 
that selective catalytic reduction (SCR) with am- der with respect to NO partial pressure [7,13-16], 
monia is an effective commercial technique to re- but reaction orders between 0.42 and 0.73 have also 
move NOx from combustion flue gas. However, the been reported [30]. A sharp shift in the activation 
implementation of this technique is limited by high energy has been observed in the temperature range 
investment and operating costs, "ammonia slip," and of 873-973 K, which suggests a complex reaction 
SOx poisoning, which motivate the search for alter- mechanism [6,7,15-18], Several mechanisms have 
natives [1]. Carbon (activated carbon or char) is a been proposed [5,6,12,16,18,19,31]. However, ques- 
promising reducing agent for NOx reduction with tions concerning N2 formation, the surface corn- 
many potential advantages, such as low cost, easy plexes, the nature of active surface sites, and the ef- 
availability, high efficiency, simplicity of process, and fects of minerals in char are still not well understood, 
no secondary pollution [1-7]. Moreover, the heter- In most previous studies, chars were taken to be 
ogeneous reaction of NO with char is very important pure carbon, thus the effects of char ash and its com- 
for the understanding and modeling of the formation position on the kinetics and mechanism of the re- 
of NOx from coal combustion processes. The reac- duction reactions are not well known. Although the 
tion may significantly destroy the NOx formed earlier catalytic effects of certain metals or metal oxides on 
in coal combustion, which partially contributes to the reactions have been investigated [5,10,22,26- 
low NO emission from fluidized-bed combustion 29], little is known about their effects on the kinetics 
[2,3]. Therefore, the reaction of NO with char is re- of the reaction. Moreover, the effect of burnout level 
ceiving significant attention in the literature. on the reaction have not been reported previously. 

Previous investigations of the reaction of NO with Therefore,   the   objectives   of this   study  are  to 
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TABLE 1 
Properties of North Dakota lignite and chars 

ND lignite NDL NDW NCa ND21 ND26 ND24 ND17 ND9 

Ash content (%) 6.0 13.6 5.4 7.0 14.4 18.8 21.9 27.2 42.8 

Char bumout (%) N/A 0.0 N/A N/A 6.5 31.8 43.9 57.8 79.0 

CaO content (%) 1.3 3.5 1.1 2.4 3.7 4.8 5.6 7.0 11.0 

App. density (g/cc) 1.41 0.63 0.62 0.74 0.51 0.59 0.61 0.63 0.82 

True density (g/cc) 1.43 1.88 1.74 1.75 1.93 2.00 2.02 1.80 2.07 

Porosity (%) 1.2 66 64 58 74 70 70 65 61 

Particle diam. (/im) 75 66 65 64 70 61 57 52 41 

N2 S.A. (m2/g) 0.32 190 116 128 134 163 87 118 56 

C02 S.A. (m2/g) 267 543 526 543 567 540 511 517 401 

CaO S.A. (m2/g) 9.0 17.8 3.2 4.8 17.2 13.1 12.1 11.1 7.0 

CaO dispersion (%) 54 41 24 17 36 24 18 15 6 

investigate the kinetics of the reaction of NO with 
Beulah Zap chars, to study the effects of CaO on the 
kinetics, and to determine the effects of char burn- 
out level (or conversion) on the reaction. 

Experimental Methods 

Char Properties 

The parent char used in this study was prepared 
from 63/74 km particles of North Dakota Beulah 
Zap lignite in a methane flat-flame burner (FFB) at 
a high heating rate (104-10s K/s) and high temper- 
ature (peak gas temperature was 1900 K). The re- 
sulting parent char (dubbed NDL), a portion of the 
NDL that was washed with HCl to remove mineral 
matter (dubbed NDW), and a portion of NDW re- 
loaded with calcium oxide (dubbed NCa) were used. 
In addition, a series of chars made by burning out 
NDL char to various extents with 3-5% oxygen in a 
drop tube reactor (DTR) at about 1800 K were also 
used in this study. All of these chars were made pre- 
viously in our laboratory, and details of their prepa- 
ration have been reported elsewhere [32,33]. The 
properties of these chars, along with those of the 
lignite, are shown in Table 1. 

Reactor Operation 

The reduction of NO by char was carried out for 
all chars at 5-6 temperatures between 723 and 1073 
K in a 10-mm-i.d. VYCOR glass, vertical packed-bed 
reactor with a fritted quartz disc of medium porosity 
as a support. For each run, 0.2 g char mixed with 2 
g silicon carbide (inert for NO reduction) was 
packed in the reactor and heated in He to the max- 
imum temperature desired using an electric furnace. 
NO diluted with He (3130 ppm NO) was then fed 
downward through the reactor until the outlet NO 

concentration reached a quasi-steady-state value. 
The transient usually lasted about 1 h and was prob- 
ably due to the build-up of adsorbed species on the 
char. Once the quasi-steady-state was reached, data 
were collected at 5-6 flow rate settings (between 
100 and 500 ml/min (NTP)) at each of the 5-6 
temperatures studied. For each ran, it took about 4 
h to collect all the data, and the burnout of the char 
was about 10% during that period of time. Accom- 
panying the slow loss of char, the outlet NO concen- 
tration increased very slightly with time, and thus we 
have used the term quasi-steady state. In the cal- 
culation of rates and kinetic parameters (described 
later), the small loss in char mass was accounted for 
by normalizing by the char mass available. 

The inlet gas pressure in the reactor was con- 
trolled at 300 kPa (3 atm). The outlet pressure at 
each run condition was measured to determine the 
pressure drop cross the packed bed. The average 
pressure was used in calculation of concentrations. 

Gas Analysis 

The composition of the outlet gas was continu- 
ously monitored for N2, CO, C02, N20, and 02 by 
a GC (Perkin-Elmer, 3920B) with TCD and two col- 
umns (one packed with Chromosorb 106, the other 
packed with molecular sieve 5A), and for NO and 
N02 by a Chemiluminescence NOx analyzer 
(Thermo Environmental, 42H). Nitrogen and oxy- 
gen mass balances were determined between inlet 
and outlet streams for each run, and variations al- 
ways fell within ±5%. 

Mass Transfer Influences? 

The calculation of film mass transfer and pore dif- 
fusion resistances for a worst-case scenario (the max- 
imum particle diameter, the minimum flow rate, and 
the maximum reaction rate observed) indicated that 
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FIG. 1. Experimental data for NDL char plotted in form 
of first-order integrated rate expression. 

film mass transfer (maximum MT resistance, (C„ — 
Cs)/C„ = 2.7%) and pore diffusion (minimum ef- 
fectiveness factor, r| = 0.99) were negligible in this 
study. 

Results 

Kinetics 

Because a broad range of NO conversion was ob- 
served in this study, the reactor was modeled as an 
integral plug flow reactor. The reaction rate con- 
stants and reaction order were obtained by integral 
analysis [38] of the experimental data. 

The experimental data for NDL char plotted as: 
-ln(l - XNO) vs. Cg,o W/F&o (XNO is NO conver- 
sion, F%Q is inlet molar flow rate of NO (mol/s), W 
is char mass available (g), C%0 is inlet NO concen- 
tration (mol/L)) are shown in Fig. 1. The data for all 

650 750 850 950 1050 
Temperature (K) 

FIG. 2. The variation of NO conversion with tempera- 
ture for three char types. 

six temperatures are very linear, which is consistent 
with the reaction being first order with respect to 
NO partial pressure. Attempts to fit the data to other 
orders were made, but straight lines were not ob- 
tained for all temperatures. Table 2 lists values for 
the reaction rate constants, their lower and upper 
95% confidence limits, and statistical analysis param- 
eters for NDL char data obtained at six different 
temperatures. The correlation coefficients, i-test val- 
ues, and F-test values all show that the experimental 
data were excellently fit by first-order kinetics under 
the experimental conditions. The standard error was 
typically less than 5%. Similar first-order behavior 
was observed for the other two char types, NDW 
and NCa. 

The Effect of CaO 

The variations of NO conversion with temperature 
at a flow rate of 303 ml/min (NTP) are shown in Fig. 
2 for the three char types. The results for other flow 
rates are similar. The conversion of NO increases 

TABLE 2 
Reaction rate constants and statistical anaysis parameters for NO reduction by NDL char 

T L/s-g- *i *i Corr coef t-Distrib F-Distrib 
°C Char Low 95% Up 95% Std error r2 t-Test a = 0.01 F-Test a = 0.01 

650 0.0736 0.0562 0.0909 4.03E-03 0.994 18.2 9.925 333 199 
625 0.0353 0.0333 0.0373 7.29E-04 0.998 48.5 4.604 2348 26 
600 0.0182 0.0161 0.0202 7.40E-04 0.993 24.6 4.604 457 26 
600 0.0181 0.0158 0.0205 8.48E-04 0.991 21.4 4.604 604 26 
550 0.0070 0.0063 0.0078 2.66E-04 0.994 26.5 4.604 701 26 
500 0.0029 0.0026 0.0032 1.10E-04 0.994 26.2 4.604 686 26 
470 0.0016 0.0016 0.0017 2.56E-05 0.999 64.1 4.604 4103 26 
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FIG. 3. Arrhenius plots of the reaction rate constants for 
NO reduction with char for three char types. 

FIG. 4. Arrhenius plots of the reaction rate constants 
normalized by CaO surface area for three char types. 
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FIG. 5. Arrhenius plots of the reactions rate constants 
for NO reduction by NDL chars with different burnout 
levels. 

noticeably in the order NDL > NCa > NDW. For 
example, the temperatures for 50% conversion are 
870, 940, and 980 K for NDL, NCa, and NDW, re- 
spectively. This is in the same order as the CaO con- 
tent of the three chars, 3.5% > 2.4% > 1.1%. There- 
fore, the effect of CaO on the reaction of NO with 
char appears to be significant. 

Figure 3 is an Arrhenius plot of the rate data for 
the NDL, NDW, and NCa chars. The bars around 
points in the figure show the variation of the reaction 
rate constants within a 95% confidence interval. A 
sharp shift in the apparent activation energy with 
increasing temperatures was observed for three char 
types, as has also been reported in the literature 
[6,7,15-18]. The temperature at which the transition 
takes place increases from 823 to 973 K as the CaO 
content decreases. This shift to higher activation en- 
ergy with increasing temperature is opposite to that 
expected if a reaction is changing from chemical rate 
control to mass transfer control, and suggests differ- 
ent mechanisms or rate-determining steps at high 
and low temperatures. It is also noted that at low 
temperatures the apparent activation energies for all 
three char types are essentially the same (22-26 kcal/ 
mol); at high temperatures, however, the activation 
energies vary from 45 to 60 kcal/mol, increasing as 
the CaO content of the chars decreases. 

In most heterogeneous and catalytic reactions, it 
is not the gross amount or mass of catalyst or solid 
that is proportional to the reaction rate, but rather 
the amount of active surface area that the given ma- 
terial contains. CaO surface area can be measured 
by selective C02 chemisorption at 573 K using a 
thermogravimetric analyzer [32,33]. This was done 
for the NDL, NDW, and NCa chars, and the result- 
ing values were 17.8, 3.2, and 4.8 m2/g of char, re- 
spectively (see also Table 1). If the rate constants 
shown in Fig. 3 are then normalized by the appro- 
priate CaO surface area, the Arrhenius plot shown 
in Fig. 4 results. This indicates quite definitively that 
for the low-temperature regime the rate constant is 
independent of char type, while in the high-temper- 
ature regime it still varies as a function of char type 
with the high-CaO-containing chars still showing 
higher values. This seems to indicate a direct first- 
order dependence on CaO surface area in the low- 
temperature regime, and possibly an even higher or- 
der dependence on CaO surface area in the 
high-temperature regime. 

The Effect of Char Burnout 

The Arrhenius plot of rate data for six NDL chars 
with different burnout levels is shown in Fig. 5. The 
transition temperatures and apparent activation en- 
ergies in both temperature regimes are apparently 
independent of char burnout level. The reaction rate 
constants decrease (by about a factor of 3) as char 
burnout level increases from 0 to 80% over the en- 
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FIG. 6. The dependence of the reaction rate constants 
for NO reduction by NDL char on CaO surface area. 
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FIG. 7. The effect of char burnout level on the rate con- 
stants normalized by CaO surface area for NO reduction 
by NDL chars. 

tire temperature range. Note that these rate con- 
stants are already per gram of available (or residual) 
char, and thus the decrease is real. (If they were per 
gram of initial char, the differences would be even 
greater, by an additional factor of 5.) 

It has also been shown by previous work in this 
laboratory [32,33] that the CaO surface area for 
these same chars decreases with burnout level. A 
cross plot (Fig. 6) shows that the rate constants in- 
crease as CaO surface area increases. When the rate 
constants are normalized by CaO surface area, they 
become essentially independent of char burnout 
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FIG. 8. Arrhenius plot of the rate constants normalized 
by CaO surface area for NO reduction by NDL chars with 
six different burnout levels. 

level for all five measured temperatures as shown in 
Fig. 7. When the data of Fig. 5 are replotted using 
the CaO-normalized rate constants instead of the 
mass-based rate constants, all points for six different 
burnout levels fall on one line (Fig. 8), again con- 
firming that the reaction rate of NO reduction by 
NDL chars normalized by CaO surface area is in- 
dependent of char burnout level. These results sug- 
gest strongly that CaO is involved directly in the re- 
action process, probably as a catalyst. 

Discussion 

The fact that the CaO surface area correlates the 
data in both the low- and high-temperature regimes 
for this NDL series of chars is in contrast to the 
behavior of the three char types shown in Figs. 3 
and 4, in which the low-temperature regime was cor- 
related but the high-temperature regime was not. 
The reasons for this difference are not clear at this 
time. The behavior suggests that there is a difference 
between the three char types that does not exist be- 
tween the members of the NDL series that is im- 
portant for determining reactivity in the high-tem- 
perature regime, but not in the low-temperature 
regime. Possibilities would include char organic 
structure or other inorganic constituents. Other in- 
organic constituents besides CaO were removed in 
the washing process (see ash content values in Table 
1), while in the NDL series, the ratio of inorganic 
constituents would have remained fairly constant. 

One crude measure of organic structure would be 
N2 BET surface area. Attempts to correlate the rate 
constant data for the NDL chars with N2 BET sur- 
face areas of the chars (see Table 1) have been made. 
For the NDL series, a moderate correlation was ob- 
served [34], albeit less definitive than that with CaO 
surface area. However, for the three char types no 
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clear correlation was observed at either high or low 
temperature. Thus, BET surface area does not ap- 
pear to explain the differences between the two se- 
ries. 

Conclusions 

The kinetics of the reaction of NO with char have 
been determined for three kinds of char with differ- 
ent CaO contents. The results show that the reaction 
rate increases significantly as the CaO content of the 
char increases. The reaction is first order with re- 
spect to NO partial pressure and has a sharp shift in 
the activation energy with temperature for all char 
types studied. In the low-temperature regime, the 
activation energies for all three char types are essen- 
tially the same (22-26 kcal/mol); in the high-tem- 
perature regime, they are all higher but decrease 
from 60 to 45 kcal/mol as the CaO content increases. 
The temperature at which the shift takes place also 
decreases as the CaO content increases. 

The effect of char burnout level on the reaction 
was also studied. The transition temperatures and 
apparent activation energies were found to be in- 
dependent of char burnout, but both the reaction 
rate constant and CaO surface area decreased as 
char burnout level increased from 0 to 80%. When 
the reaction rates are normalized by CaO surface 
area, they become essentially independent of burn- 
out level, which suggests the important part that 
CaO sites play in the reduction process. 

Finally, the data in the low-temperature regime 
for both char series were correlated very well by 
CaO surface area. Data in the high-temperature re- 
gime for the burnout series of similar NDL chars 
were again correlated well by CaO surface area, but 
data for the three char types were not. The differ- 
ence is not yet understood. 
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PAH AND AROMERS: PRECURSORS OF FULLERENES AND SOOT 

M. BACHMANN, W. WIESE AND K.-H. HOMANN 

Institut für Physikalische Chemie 
Technische Hochschule Darmstadt 

Petersenstr. 20, D-64287 Dannstadt, Germany 

Positively and negatively charged flame ions in flat laminar low-pressure benzene/oxygen flames were 
analyzed by means of mass spectrometry. A rectangular burner consisting of two neighboring sintered 
plates was used to analyze concentration profiles of the ions, as well as concentrations at different lateral 
positions, by moving the burner vertically and horizontally. Polycyclic aromatic hydrocarbons (PAH) were 
detected in their thermodvnamically most stable forms; very hydrogen-rich PAH were also found in the 
oxidation zone of the flame. In the mass spectra of the negative ions, a new class of high-mass species has 
been observed. These species are formed through combination reactions of PAH with masses beyond 
about 300 u and are given the name aromers. The formation of fullerenes in the center and of soot at the 
rim of a benzene flame is explained. In this context, a detailed formation mechanism of fullerenes from 
PAH via aromers is discussed with respect to the temperature dependence of unimolecular reactions during 
this process. Besides the PAH concentration, the flame temperature determines whether soot or fullerenes 
are formed in fuel-rich low-pressure benzene flames. 

Introduction 

The three classes of high molecular-weight ma- 
terial in flames (i.e. PAH, fullerenes, and soot) have 
been studied best with benzene as a fuel. There 
might be more investigations on soot formation from 
ethylene, but there are very few studies on polycyclic 
aromatic hydrocarbons (PAH) and none on fuller- 
enes with this fuel. In benzene flames, concentration 
profiles of PAH have been measured [1], and fuller- 
enes have been analyzed both on-line [2] and after 
extraction from soot [3]. However, there are some 
strange observations concerning soot formation in 
low-pressure benzene/oxygen for which an explana- 
tion is lacking, because each study concentrated on 
one of the classes and did not deal with the others 
in the respective flames. 

Morgeneyer measured a continuous absorption at 
518.4 nm of about 1.5% in the burned gas of a flat 
benzene oxygen flame (C/O = 0.89, p - 2.7 kPa), 
which he attributed to soot, stating that it was com- 
parable to that of a very strongly sooting acetylene/ 
oxygen flame (C/O = 1.7) [4]. However, electrically 
charged soot, which is normally a sensitive indicator 
for soot particles in flames, was not found along the 
axis in such a benzene flame [5]. Only at C/O > 
0.935 could a small fraction of charged soot be de- 
tected. Grayish deposits out of a molecular beam 
from the middle of the benzene flames indicated 
soot particles that were much smaller than those 
from acetylene flames and hardly grew at greater 
flame heights in contrast to soot from other fuels [6]. 
Nevertheless, an extrapolation of both the continu- 

ous absorption and emission to zero values indicated 
a C/O threshold for soot formation of about 0.72 (p 
= 2.7 kPa), which was widely accepted and com- 
patible with the beginning of visual yellow luminos- 
ity [4]. 

It has long been known that soot formation in flat 
flames is strongly reinforced at the rim; conse- 
quently, it was penetrated in the optical experiments 
with so-called window pipes [7]. More recently, it 
was found that for ethylene flames the threshold C/ 
O (not only visually) is dependent on temperature 
[8]. In the present work on flat benzene flames, in 
which profiles were also taken horizontally, we show 
that the temperature dependence of the soot thresh- 
old and the strong soot formation at the rim gets a 
new meaning in connection with fullerene formation 
and that the threshold C/O is far from 0.72 in the 
middle of a flat flame. 

Experimental 

The experiments have been performed on the nat- 
ural positive and negative ions of PAH and fullerenes 
and with positively charged soot particles. The pos- 
itive ions serve as a good and very sensitive probe 
(ppt range) for the respective uncharged species that 
can usually be analyzed in the ppb range with on- 
line methods [9]. Moreover, the experiments with 
large negative ions reveal a new class of aromatic 
species and the direct precursors of the fullerenes. 

Premixed flames were stabilized at a pressure of 
p = 2.7 kPa on a water-cooled burner that consisted 
of two sintered plates (70 X 50 mm), divided by a 
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FIG. 1. Experimental setup of the vertically and hori- 
zontally movable, rectangular two-side burner and the mo- 
lecular beam sampling system, h: vertical distance between 
burner plate and probe tip; b: horizontal distance between 
the probe tip and the plane of the dividing strip (h < 0 

= inside the flame) 

mass / u 

FIG. 2. Upper part: mass spectrum of positively charged 
ions; lower part: mass spectrum of negatively charged ions. 
Insets shown with higher resolution, h = 7 mm; (benzene/ 
oxygen flame: C/O = 0.8, uu = 42 cm/s, p = 2.7 kPa). 

2-mm strip (see Fig. 1). The burner was also mov- 
able horizontally (b) in addition to the usual vertical 
mode (h) [10]. On the one side, a fuel-rich benzene/ 
oxygen flame (C/O = 0.8, vu = 42 cm/s) was burn- 
ing, while nitrogen was streaming through the other 
plate, uN, = 100 cm/s. The nitrogen flow prevented 
the formation of eddies at the rim of the flame 
formed by the recirculation of burned gas. The re- 
inforced soot formation also occurred at the side of 
the nitrogen flow and could clearly be seen because 
of the rectangular shape of the burner. 

On-line analysis of the flame ions was performed 

as described previously [11,12]. In addition, the 
time-of-flight mass spectrometer was equipped with 
an ion reflector, increasing the mass resolution. Ions 
with masses up to about 6000 u could be detected. 
In addition to the ion profiles in vertical direction, 
they were also determined across the flame. Mass 
distributions of small charged soot particles were ob- 
tained by means of a Wien filter mass spectrometer 
described previously [13]. 

Results 

Overview Mass Spectra 

Figure 2 shows the mass spectra of large positive 
and negative flame ions in the mass region between 
450 and 850 u. Both spectra were taken from the 
center of a benzene/oxygen flame at h = 7 mm (C/ 
O = 0.8, va = 42 cm/s, p = 2.7 kPa). There is a 
significant formation of broad groups spaced by 12 
u in the positive ion mass spectrum. They are due 
to PAH with the same number of C atoms but dif- 
ferent numbers of H atoms as revealed through 
higher mass resolution shown for the part of the 
spectrum from 620 to 680 u. To obtain the relative 
abundances, the peak heights have been corrected 
with respect to the 13C isotope contributions. From 
GC analysis of smaller flame PAH, it is known that 
there are numerous isomers. This must also be as- 
sumed for every peak in the mass spectrum of the 
larger PAH. Positive fullerene ions appear at larger 
distances from the burner (see Fig. 3). 

In contrast to the positively charged PAH in 
groups, the mass spectrum of the negative ions has 
a completely different intensity distribution of the 
signals. The peaks occupy each mass of the region 
shown that is the same as for the positive ions. There 
is hardly a variation in intensity of the peaks and if 
so, it is an odd-even variation. That is, any grouping 
caused by the increase in carbon number is smeared 
out through a variation in the hydrogen content of 
the PAH, which is distinctly larger than that of the 
PAH that form preferentially positive ions, at least 
+ / — 6 H with reference to a medium H content. 

This means that there are PAH in the flame with 
any number of C atoms. For a certain number of C 
atoms per PAH, there is a very broad variation in the 
hydrogen content. However, it is not only the hy- 
drogen content that makes them differ but the two 
classes of PAH. In one, the hydrogen content does 
not vary much and forms preferentially positive ions. 
The PAH of the other class, with the much larger 
variation in H, have a different quality expressed 
through their tendency to form negative ions. The 
early appearance of fullerene ions, C$0 and Cfö, in 
the negative ion mass spectrum is an indication that 
the latter class of PAH also contains five-membered 
rings that increase their electron affinity. 



PRECURSORS OF FULLERENES AND SOOT 2261 

wio-8 cm"3 

center of 
C13H9

+ »,           the flame 
1i 
i i 

1- l\ 
-59^19 , 

|J \  \  c60
+/2 

\ y 
'S     \   \  C70

+/2 
ill     *    X 

0- h 1  y \ 
ilk        N      ■■* 

i       ■       i       l       i       ' 

C19-JH?( 

•'     m = 8000 u 

10 20 30 0 

h /mm 
10 20 

FIG. 3. Left: concentration pro- 

files of PAH + (solid lines) and fuller- 

ene ions (dashed lines) in the center 

of the flame. Right: concentration 

profiles of PAH+ (solid lines) and 

charged soot particles (for example, 

m = 8000 u; dashed line) at the rim 

of the flame (b = 0 mm). 

intensity / arb. units 

1- 

C6o+/3 
—/_  

CnH„" 

-25 -20 
center of 

0 5 10 
rim of ö/mm 

the flame 
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ions at h = 15 mm. The parameter b represents the dis- 

tance between the probe tip and the rim of the flame. 

Vertical Profiles 

Qualitatively, the mass spectra of positive PAH 
ions look similar when taken from the center or the 
rim of the flame, but their axial profiles do not. On 
the left-hand side of Fig. 3, concentration profiles of 
three positively charged PAH (solid lines) and ful- 
lerene ions (dashed lines) from the center of the 
flame (b = — 25 mm) are shown. The profiles of the 
PAH ions are from some of those mass peaks that 
have a relative maximum intensity within the re- 
spective groups after 13C isotope correction. These 
are also called main PAH in the following discussion. 
Each of the PAH profiles reaches a maximum, fol- 
lowed by a steep decrease that is due mainly to ox- 
idation. With increasing molecular mass, both the 
first rise and the maximum, hmax, are shifted to larger 
distances from the burner. However, these hmax con- 

verge to an upper limit. Even PAH with masses of 
more than 1500 u (C^H^) reach their maximum 
concentration at this distance, which is h <** 10 mm 
from the burner. The mass region of PAH extends 
up to 2000 u. Afterwards, PAH do not grow further 
and no soot is formed in the center of the flame [14]. 

The right-hand side of the figure shows profiles at 
the rim of the flame, b = 0 mm. The PAH profiles 
are much broader and their decrease after the max- 
ima is less steep. Each individual PAH reaches its 
maximum concentration at a greater distance than 
in the center of the flame. There is also a limit hmwu 

but it lies at a larger value, h «* 27 mm. That means 
that both the rate of formation and consumption of 
PAH is slower. In contrast to the flame center, the 
PAH grow up to a mass of approximately 4000 u. 
Although the maximum concentrations of low-mass 
PAH (for example C13Hg ) are comparable in the 
center and at the rim, there is a steady increase of 
the maximum concentrations at the rim with increas- 
ing mass or a respective decrease in the center. How- 
ever, the greatest difference is that there are no ful- 
lerenes at the rim of the flame, regardless of the 
distance h from the burner the sample was taken. 
Instead, soot is formed in this extreme part of the 
flame, illustrated by the increasing profile of charged 
soot particles with m = 8000 u. 

Lateral Profiles 

The retarded PAH formation and the absence of 
fullerenes at the rim are also shown with the aid of 
lateral profiles. Several such profiles were taken at 
different distances from the burner. For h = 15 mm, 
the intensities of C£0 and Cf0, as representatives for 
all fullerenes (see, for example, Ref. 15), and of two 
PAH+ are shown in Fig. 4. In the center of the flame 
at b =  —25 mm, only fullerenes (dashed lines) are 
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detectable. Their lateral profiles exhibit a plateau be- 
tween b = — 25 mm and b = —15 mm. Toward 
the rim of the flame is a relatively steep decline of 
these profiles to b = —5 mm, where they have 
nearly vanished. 

In the center of the flame, the PAH (full lines) 
have already disappeared in the burned gas at h = 
15 mm. Because of their retarded formation toward 
the rim, the lateral profiles of the PAH show a 
smooth rise, beginning at b = —15 mm and maxi- 
mizing near the rim of the flame (b = 0 mm). They 
extend somewhat into the nitrogen stream (b > 0). 

Discussion 

Growth and Hydrogen Content of PAH 

Large PAH have long been recognized as precur- 
sors of soot particles, and there is also good evidence 
that PAH over a certain size play an important role, 
at least for a part of the fullerenes formed in fuel- 
rich flames [16]. However, the strong dependence 
on the burning conditions, whether soot or fuller- 
enes are formed from a flame that contains a rela- 
tively large intermediate PAH concentration, is a 
new result [14]. Also new is that flame PAH occur 
with such a large variation in their hydrogen content. 

Since very few of the PAH larger than coronene 
have been identified, their occurrence shall be illus- 
trated with the aid of a C/H diagram. The groups in 
the mass spectrum (see Fig. 3) are represented by 
the vertical lines of squares in Fig. 5, in which PAH 
with up to 72 C atoms per molecule with different 
numbers of H atoms are plotted. Each square stands 
for a molecular formula. For reasons of clarity, only 
groups with even numbers of C atoms have been 
included. The odd-numbered PAH do not change 
the picture. Unfilled squares represent the main 

PAH of a group. The size of the filled squares in a 
vertical line indicates qualitatively the intensity of 
the PAH of the respective group relative to that of 
the main PAH. The solid line connects the most 
pericondensed PAH, such as pyrene, coronene, ova- 
lene, and circum-coronene, which only contain six- 
member rings. It also serves as a standard to distin- 
guish hydrogen-rich (above) from hydrogen-poor 
PAH (below the line). 

An increase in the number of H atoms, while the 
number of C atoms stays constant, could be due to 
a progressive hydrogenation retaining the carbocy- 
clic structure. However, a detailed GC/MS analysis 
of PAH from benzene and naphthalene flames has 
shown recently that this occurs to a small extent (1- 
3%) only with small PAH, for example, with dihy- 
dronaphthalene/naphthalene [17]. In the case of 
larger PAH, a variation in the hydrogen content al- 
ways signifies a different carbocyclic aromatic struc- 
ture that is thermodynamically more stable than a 
partially hydrogenated ring. For hydrogen-rich PAH, 
this means a more open, less condensed structure 
with "bays" [18] as in phenanthrene (C14H10, H/C 
= 0.714) in contrast to a pericondensed PAH with- 
out bays, for example, pyrene (C16H10, H/C = 
0.625). Most of these PAH contain extended regions 
of condensed six-member rings without pentagons. 
This causes low ionization potentials and conse- 
quently the tendency to become positively ionized 
[19]. Hydrogen-poor PAH must contain one or more 
five-member rings within a maximum condensed 
structure, as in cyclopenta(cd)pyrene (C18H10, H/C 
= 0.555), or ethynyl/poly-ynyl side chains. The C/H 
diagram shows that there are relatively few hydro- 
gen-poor PAH below the full line. 

That there is a relatively broad C/H band shows 
that the growth mechanism does not follow a simple 
path such as along the most pericondensed struc- 
tures. These six-member ring structures are the most 
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thermodynamically stable species, and they occur in 
the relatively largest concentrations. However, there 
are certainly many ways to grow via hydrogen-rich 
PAH. During this growth, the average hydrogen con- 
tent of the PAH decreases smoothly and seldom 
leads to PAH below the full line in the diagram. This 
is compatible with a growth mechanism through re- 
petitive addition of small, unsaturated hydrocarbons 
such as acetylene and/or benzene [20]. Hydrogen is 
split off at the sites where these growth species form 
C-C bonds with the PAH. Few five-member rings 
may be formed at the periphery, such as in acenaph- 
thylene or in a position as in fluoranthene. But these 
stepwise reactions do not alter the carbon skeleton 
in such a way that reactions can be started that lead 
to a drastic loss of that hydrogen, which is already 
bound in the PAH. However, a rapid loss of hydro- 
gen has to take place for fullerene formation. By 
such a mechanism, the region below the solid line 
in Fig. 5 is crossed so rapidly that most of the H- 
poor intermediates are too short-lived to be de- 
tected. 

Negative Ions and "Aromer" Formation 

The way this can happen may be deduced from 
the negative ion mass spectrum. The exact number 
of carbon and hydrogen atoms belonging to a certain 
mass peak of this spectrum (see Fig. 2) cannot be 
determined with certainty because of superposition 
ofionsCj.Hy andC(I_1)H(~ + 12). However, it is highly 
probable that this spectrum is also composed of ar- 
omatics with any number of C atoms. Groups of 
these species with the same number of C cannot be 
distinguished because of their greater variation in 
hydrogen content (or H/C, respectively) than for 
those groups of PAH that form positive ions. The 
combination of two PAH molecules creates products 
with a larger electron affinity [19], since they may 

contain five-member rings. These products are less 
condensed and therefore have a relatively larger H 
content. This is indicated by the upward dashed ar- 
row and a combination of, for example, coronene 
and ovalene in the right upper corner of Fig. 5. The 
shaded areas at the ends of the arrow indicate that 
combination to form products that have 60 C atoms 
is possible starting from many different reactants. In 
this way, very hydrogen-rich PAH species with a rel- 
atively low degree of structural condensation are 
formed. This kind of combination can take place 
with any two PAH. Therefore, it is clear that a group- 
ing with respect to the number of C is no longer 
found in the mass spectrum. 

Since these compounds form a distinct class, 
which is discernible by mass spectrometry, and be- 
cause they are the expected products of a different 
reaction mechanism, we call them aromers, although 
they are still PAH in principle. For the latter reason 
and since their individual molecular formulas are not 
always known, they are not indicated separately in 
Fig. 5. The word aromer indicates the aromatic na- 
ture of the oligomers formed through combination 
of PAH. Besides growth by addition of small hydro- 
carbons, combination of PAH is a second very effec- 
tive growth process. The aromers are nonplanar 
molecules (or ions, respectively) with a large flexi- 
bility for bringing near peripheral C atoms to each 
other for unimolecular dehydrogenation. On the 
other hand, they may grow further by both mecha- 
nisms and are still potential precursors of soot par- 
ticles. It is the structure of these aromers that offers 
an explanation that either soot or fullerenes may be 
formed from them, depending on the burning con- 
ditions and the chemical environment in the flame. 

Fullerene Formation Mechanism 

From the upper shaded area in Fig. 5, a downward 
arrow toward C60 has tentatively been drawn. To- 
gether with the first arrow, it should indicate that 
fullerene formation must be preceded by aromer 
formation with a subsequent rapid loss of hydrogen. 
Most of the intermediates between a hydrogen-rich 
aromer and a fullerene cannot be observed. But the 
last stages with very little hydrogen in the molecule 
and their development to a fullerene can be seen 
from the negative ion mass spectra. To illustrate this, 
the development of the negative ion mass spectra in 
the region of Cgo to C52, for example, from h = 6- 
9 mm, is shown in Fig. 6. The mass spectrum oih 
= 6 mm shows signals with nearly the same intensity 
spaced by one mass unit. These signals represent a 
pool of aromers as possible precursors of fullerenes. 
Closing of the cage by a kind of zipper mechanism 
[16], by which most of the peripheral H atoms of 
the two parts of the aromer are split off and penta- 
gons are formed, is first observed in the spectrum 
from 7 mm. It still carries 6 to 7 H atoms, probably 
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with carbon atoms that are shared by a pair of ad- 
jacent pentagons. These H atoms are split off in con- 
secutive reactions until C50, which is hardly discern- 
ible at 7 mm, is complete with its isotopic peak 
pattern at 9 mm. 

These residual H atoms are split off less rapidly 
than all the others of the original aromer. This may 
be because their removal requires simple C-H bond 
breaking to take place while the majority of H atoms 
is lost as H2 in concerted reactions of ring formation 
during the cage closure. The same development can 
also be seen for C60 and C70. In fact, the C^H^ 
group is the first to appear from the aromer mass 
spectrum. From the number of just 60, 70, or 50 C 
atoms, we conclude that these cages are already 
closed. The zipper mechanism of ring closure and 
pentagon formation must be accompanied by a shift- 
ing of the pentagons to energetically favorable po- 
sitions to avoid too much bond tension during the 
closure of the cage. 

Fullerenes smaller than C60 have been extracted 
from neither soot of flames [21] nor soot of graphite 
evaporation [22]. Nevertheless, these small fuller- 
enes are clearly detectable with on-line mass spec- 
trometry. The smallest fullerene detectable as posi- 
tively charged ion is Cf2, which was formed in 
benzene flames, while the smallest negatively 
charged fullerene has 30 carbon atoms and occurs 
in naphthalene flames [23]. The formation of these 
small fullerenes starts a little later with respect to 
the formation of C60 and other large fullerenes (see 
Fig. 3 and Fig. 7 dashed line). This indicates the 
possibility that small fullerenes are formed by partly 
oxidative decomposition of large fullerenes that have 
not achieved their thermodynamically favored struc- 
ture. 

The possible role of partial oxidation in the fuller- 
ene formation mechanism is not yet clear. The over- 
all reaction to fullerenes by combination of PAH and 
subsequent total loss of hydrogen is very endother- 

mic [24]. Probably the cage closure is partly pro- 
moted by an oxidative removal of some extra carbon 
and hydrogen atoms. However, oxygenated incom- 
plete fullerenes have not been detected by mass 
spectrometry. 

Fullerenes and Soot in the Center and at the Rim 
of the Flame 

Whether aromers react finally to give soot or to 
produce fullerenes is a question of temperature and 
of the concentration of growth species such as acet- 
ylene. In other words, for fullerene formation, uni- 
molecular reactions (cage closure reactions, break- 
ing of C-H bonds, intramolecular rearrangements) 
are important steps. These kinds of reactions have 
comparatively large activation energies and are fa- 
vored by a higher flame temperature. In the center 
of the benzene flame, the temperature is consider- 
ably higher (maximum 2200 K) [7] than at the rim 
of the flame. Therefore, the unimolecular reactions 
to produce fullerenes are fast enough. On the other 
hand, oxidation of PAH is also fast enough to prevent 
the PAH from growing to more than about 2000 u. 
Consequently, no soot is formed in the center of the 
flame. 

Conversely, growth reactions of PAH and of arom- 
ers are slower at the rim of the flame than in the 
center of the flame, because the temperature is 
lower at the rim. However, fullerene formation is 
much slower because its steps have a larger activa- 
tion energy than the growth reactions. Therefore, 
fullerenes are not noticeably formed. Oxidation re- 
actions of PAH are also slower at the rim so that 
growth can continue and soot is formed. 

The different situations in the center and at the 
rim can also be illustrated in a diagram in which the 
location of maximum concentration hmax (see Fig. 3) 
of a PAH is plotted versus the mass of the PAH (Fig. 
7). The upper solid curve represents the rim of the 
flame (b = 0 mm), while the lower curve shows the 
situation in the center of the benzene flame (b = 
-25 mm). At both lateral positions, the distance of 
maximum concentration hmax at first increases with 
increasing mass up to 500 u in the center and about 
1300 u at the rim. Then both curves show a plateau 
at a constant distance hmlv.. All masses between 500 
u and about 2000 u and between 1300 u and about 
5000 u, respectively, maximize at the same distance 
from the burner plate, depending on the lateral po- 
sition. This distance is h <** 10 mm in the center and 
h =» 27 mm at the rim of the benzene flame. 

However, at the rim there is more growth of the 
soot particles. The concentration maxima of particles 
with a certain mass are again shifted to larger dis- 
tances with increasing mass. In the center of the 
flame, no second slope of the curve is detected. The 
curve shows a plateau at the respective maximum 
value hmax and stops at about 2000 u. There is no 
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formation of soot particles in the center of the flame. 
The corresponding curve of hmgx of fullerene con- 
centrations in the center of the flame is indicated by 
the dashed line. It is horizontal from C50 to about 
C30o- That is, these fullerenes reach their maximum 
simultaneously. For fullerenes with less than 50 C 
atoms, the respective hmax are shifted toward higher 
values. This means that the smaller fullerenes are 
formed a little later. 

Conclusions 

A new class of particles has been detected in 
flames to be precursors to both fullerenes and soot 
particles. This new class has been named aromers 
because of their structural properties. The products 
of these particles are determined by the flame tem- 
perature and the concentration of growth species 
such as acetylene. At a high temperature in the cen- 
ter of the flame and with a relatively low concentra- 
tion of acetylene, these particles form fullerenes, 
while at low temperature and/or high concentration 
of small growth species, mainly soot is formed. 
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COMMENTS 

Vadim G. Knorre, University MADI, Russia. It is well 
known that different investigators mean different things 
while speaking about soot. Are you sure or do you believe 
that soot formed at a pressure 27 mbar is quite the same 
as soot formed at a pressure 27 bar? In other words, did 
you compare the properties of soot (structure, chemical 
composition) formed in your experiment with soot de- 
scribed in other work? I think this should be done before 
your work could be generalized. 

Author's Reply. In this work the pressure was not varied. 
It is known that the fullerene yield decreases with pressure 
so that in flames even at atmospheric pressure fullerene 
formation is negligible. As a consequence, there are prac- 
tically no fullerenes in commercial carbon black. It is true 
that the properties of soot change when going to very high 
burning pressure. But this has nothing to do with the ab- 
sence of fullerenes. Increasing the pressure also increases 
the absolute concentration of unsaturated aliphatic and ar- 
omatic hydrocarbons and enhances the bimolecular growth 
reactions towards soot, but not the unimolecular reactions 
necessary for fullerene formation. These can be slowed 
down by decrease in temperature due to strong soot radi- 
ation. 

/. B. Howard, MIT, USA. How high can the C/O ratio 
become while still obtaining the very interesting condition 
of solely fullerenes formation with no soot? 

Author's Reply. Judging from the formation of charged 
soot particles, which is always a sensitive indication of the 
presence of particles of some thousand u, soot formation 
starts in the center of a flat benzene/oxygen flame (27 mbar, 
vu = 45 to 50 cm/s) at C/O > 0.92 to 0.93 [1]. This ratio 
decreases with decreasing maximum flame temperature, if 
the unburned gas velocity is lowered. Since the charged 
soot particles had been withdrawn through a conical probe 
which cools the flame by about 200 K, this figure might 
change in undisturbed flames. Absorption in the center of 
benzene flames with C/O < 0.92 which has been reported 
in earlier work [2] must be due to large PAH and fuller- 
enes. It can be assumed that this ratio also decreases with 
increasing burning pressure. The influence of temperature 
on the ratio fullerenes/soot has also been observed with 
acetylene flames [3]. 

REFERENCES 

3. Bachmann, M., Wiese, W., and Homann, K.-H., 
Twenty-Fifth Symposium (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1994, pp. 
635-643. 

A. J. E. Akanetuk, Stanford University, USA. Is the func- 
tional dependence of soot/fullerene partition on tempera- 
ture path independent? For instance, after soot is formed 
at low temperature, could it be converted to fullerene by 
increasing the temperature? If the answer is no, how high 
must the heating rate for reaching high temperature be for 
fullerene to be formed without soot intermediate? 

Author's Reply. The possibility of producing fullerenes 
from soot in flames has been discussed [1]. From compar- 
ing fullerene profiles with the development of mass distri- 
butions of very small soot particles in a low-pressure acet- 
ylene/oxygen flame it was concluded that, if any fullerenes 
were formed from soot, this could only happen from par- 
ticles which had not gained a mass larger than approxi- 
mately 2 ■ 104 u. If this really occurs, it would mostly con- 
cern very large fullerenes > C20o which have only been 
detected in the presence of soot. However, in these flames 
the temperature was higher than at the rim of the benzene 
flame reported in this work. 

Increasing the temperature of soot particles in the same 
pre-mixed flame in which they have been formed can prac- 
tically only be accomplished by external means, for exam- 
ple a laser beam. It is known that soot particles can thus 
be evaporated to form Cj, C2 and possibly other small car- 
bonaceous particles. But it can be excluded that fullerenes 
are formed from these species in flames. As soot is not 
formed from fullerenes there is no reverse reaction in a 
thermodynamical sense from soot to fullerenes. Heating 
the peripheral zone of a benzene flame by a neighboring 
fuel-rich flame, which does not just burn the soot, creates 
the same situation as in the middle of the single flame. Soot 
is not formed, but the fullerene concentration increases [2]. 
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H. F. Calcote. You report a large concentration of 
C13Hg in benzene/oxygen flames in agreement with our 
1981 results. In previous work you reported that C13Hg 
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could not be measured in benzene/oxygen flames. What 
has changed? 

Here, and in many papers since 1987, you measure ions 
and interpret them as neutral PAH. Ions and neutral PAH 
react very differently, with no coupling between them: (1) 
At soot threshold there is no change in the concentration 
of PAH or any other neutral species, but there is a dramatic 
change in ion concentration and mass distribution. (2) The 
change in concentration with increasing mass and size is 
different for ions and PAH. (3) The peak concentration for 
individual ions shifts position downstream with increasing 
mass very little compared with neutral PAH shifts. (4) 
Ion—molecule growth reactions are much faster than PAH 
growth reactions, and ions require fewer reaction steps in 
current reaction mechanisms for the same increase in mass. 

Why not interpret your results in terms of an ionic mech- 
anism? Wherever you refer to a neutral species, you would 
call it what you actually measure—an ion. Your results sup- 
port the ionic mechanism of soot formation. 

Author's Reply. Concerning the formation of C13Hg you 
are right. This is formed in benzene/oxygen flames as in 
acetylene flames. The reason why the species Ci2H90

+ was 
reported instead [1] is the following: Later work (not yet 
published) using a reflection TOF-MS showed that PAH + 

appear in groups with the same number of C but different 
numbers of H. Furthermore, the spectra of these groups 
CXH„ are superimposed by ions Cx_i Hy_4 0

+ in the oxi- 
dation zone. This led to the erroneous identification in the 
former work. 

Work is in progress to determine absolute concentration 
profiles of neutral PAH larger than coronene and to com- 
pare them with those of ions with the same mass. Prelim- 
inary results from benzene flames which relate to the ques- 
tions are the following: Up to a mass of about 300 u the 
maximum neutral PAH concentrations decrease strongly 
with increasing mass. In the mass range beyond there is 
only a very smooth decrease when the PAH grow larger. 
The concentration of large ions still increases with increas- 
ing mass in this range, since their ionization potential de- 
creases. However, the position of the maxima in the profiles 
of PAH and the respective ions coincide. This indicates that 
there is no extra fast growth rate of the large ions over that 
of the neutral PAH. That ion/molecüle growth reactions 
are much faster than those of the respective neutrals is only 
true for very small hydrocarbon radical ions, not for the 
very large PAH ions where the charge is delocalized. 

There are many studies much more suitable for the dis- 
cussion of the role of large ions in soot formation than this 
work. Here we wanted to show that, depending on the 
burning conditions and the temperature profile in a flat 
flame, precursors can either go to soot or to fullerenes. 
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SOOT PRECURSOR MATERIAL: VISUALIZATION VIA SIMULTANEOUS 
LIF-LII AND CHARACTERIZATION VIA TEM 
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Simultaneous combined laser-induced fluorescence and laser-induced incandescence (LIF-LII) images 
are presented for both a normal and inverse diffusion flame. The excitation wavelength dependence dis- 
tinguishes the LIF and LII signals in images from the normal diffusion flame while the temporal decay 
distinguishes the signals in images of the inverse diffusion flame. Each flame presents a minimum in the 
combined LIF-LII intensity in a region separating the fuel pyrolysis and soot containing regions. Opacity, 
geometric definition, and extent of crystallinity measured through both bright and dark field transmission 
electron microscopy (TEM) characterizes the thermophoretically sampled material from within this min- 
imal LIF-LII intensity region. TEM analysis reveals rather different soot processes occurring within the 
normal and inverse diffusion flame. In the normal diffusion flame, rapid chemical and physical coalescence 
of PAHs results in initial formation of soot precursor particles that are highly crystalline and evolve toward 
fully formed soot. In the inverse diffusion flame, rapid coalescence of pyrolysis products occurs, producing 
tarlike, globular structures equivalent in size to fully formed soot aggregates but with markedly less crys- 
tallinity than normal-appearing soot. These different material properties are interpreted as reflecting dif- 
ferent relative rates of chemical and physical coalescence of fuel pyrolysis products versus carbonization. 
Significantly, these TEM images support qualitative photophysical arguments suggesting that, in general, 
this "dark" region observed in the LIF-LII images demarcates a transitional region in which a fundamental 
change in the material chemical/physical properties occurs between solid carbonaceous soot and condensed 
or gaseous molecular growth material. 

Introduction 

The intrinsic connection between polycyclic aro- 
matic hydrocarbons (PAHs) and soot production 
within both diffusion [1-3] and premixed flames [4- 
7] suggests an intermediate stage or process whereby 
the molecular species are transformed to solid par- 
ticulate matter. An early theory of soot formation 
held that large liquid droplets formed by rapid con- 
densation of fuel pyrolysis products (mainly PAHs) 
subsequently transformed into soot [8]. Fuel pyrol- 
ysis studies in shock tubes [9], flow reactors [10], and 
premixed flame studies [5,11] provide varying de- 
grees of support for this mechanism. An alternate 
soot-formation process begins with small (1-5 nm), 
individual entities called soot-precursor particles 
[12]. The existence of soot-precursor particles has 
been inferred based on light-scattering measure- 
ments in premixed flames [13], diffusion flames [14], 
and direct visualization via transmission electron mi- 
croscopy (TEM) of sampled material in diffusion 
flames [12,15,16] and low-pressure premixed flames 

[4]. 
Although both soot formation mechanisms begin 

with the coalescence of fuel pyrolysis products, the 
difference between these mechanisms depends on 
the relative rates of subsequent mass growth versus 

carbonization and will be highly dependent on the 
combustion process. Carbonization in this context is 
understood to represent a complex series of chemi- 
cal processes including but not limited to processes 
involving dehydrogenation and polymerization. In 
the former mechanism, soot mass growth is mainly 
completed before carbonization [8,10], whereas in 
the latter mechanism, carbonization appears to oc- 
cur faster than mass growth [12,15]. Support for the 
latter process is based on the observations of contin- 
ued growth of individual primary particles before 
significant agglomeration producing aggregates 
[14,17], the similar appearance of these individual 
primary particles (with diameter >10 nm) to those 
within soot aggregates [18], and laser microprobe 
mass analysis of soot-precursor particles revealing a 
hydrogen mole fraction similar to that of fully aged 
soot [12,15], 

Given the critical link soot-precursor material (ei- 
ther as coalescing liquid droplets or soot-precursor 
particles) provides between molecular fuel pyrolysis 
products such as PAHs and carbonaceous soot, both 
spatial location and characterization of their chemi- 
cal/physical properties is essential in understanding 
soot-formation and growth processes [8-12,15]. No 
reported measurements using in situ optical tech- 
niques have identified the spatial location of soot 
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FIG. 1. (a) Simultaneous LIF-LII image of a fiber-sup- 

ported burning fuel droplet (n-decane) produced by 266- 
nm excitation and (b) LII image of a similar droplet using 
1064-nm excitation light. Each image was obtained 300 ms 
after ignition. The spatial scale is in millimeters. In each 
image, the droplet is spatially located just below the ruler 
top edge. 

precursor material and characterized the material 
transformation processes via laser-induced fluores- 
cence (LIF) measurements of PAHs (soot-inception 
species) and laser-induced incandescence (LII) 
measurements of soot (final product) within soot- 
containing diffusion flames. 

Thus, the purpose of this paper is to combine LIF- 
LII measurements to identify the spatial location of 
the chemical and physical transformation of material 
toward solid carbonaceous material. Then this trans- 
formation is optically characterized with these opti- 
cal measurements. LIF has successfully monitored 
PAHs within both premixed [11,13] and diffusion 
flames [1-3,16,19,20]. Similarly, LII has revealed 
soot concentrations in both one- and two-dimen- 
sional imaging configurations [21-25]. Previous 
combined LIF-LII measurements did not examine 
the transition between the LIF and LII signals along 
a well-defined streamline such as exists along the 
axial centerline of a gas-jet diffusion flame [1,24]. In 
this paper, simultaneous two-dimensional LIF-LII 
images of both a normal and inverse diffusion flame 
(IDF) are presented and characterized by the exci- 
tation wavelength dependence and temporal decay 
characteristics of the signals. The spatial identifica- 
tion provided by the combined LIF-LII images al- 
lows precise thermophoretic sampling measure- 
ments to be made with detailed characterization of 
the sampled material via both bright- and dark-field 
TEM. 

Experimental 
Light at 1064 and 266 nm was used for LII and 

combined LIF-LII measurements, respectively. An 
8 X Galilean telescope of spherical UV fused silica 
lenses followed by a pair of cylindrical lenses formed 
the laser beam into a sheet of 20 mm height. The 
intensity for the 1064 nm light sheet was estimated 
to be 2.5 X 107 W/cm2 based on a 10 ns laser pulse 
and sheet thickness of 750 fiu\. Using a 5 ns pulse 
width (FWHM) and 300-jUm sheet thickness for the 
266-nm light yielded an approximate intensity of 9 
X 106 W/cm2. For two-dimensional images, a gated 
intensified camera fitted with an ultraviolet/4.5/105- 
mm (adjustable) focal length camera lens and exten- 
sion tube captured the LII and/or LIF images. A 
bandpass filter centered at 400 nm with 70 nm 
FWHM bandwidth preceded the gated intensified 
array camera for both the LII and simultaneous LIF- 
LII measurements. The spatial resolution was ap- 
proximately 27 pixels per millimeter. A frame grab- 
ber was used to digitize the images for transfer to 
the host computer. 

The first flame system studied was a fiber-sup- 
ported burning fuel droplet that presents a (normal) 
diffusion flame where the entire fuel source and py- 
rolysis region is enclosed within the flame front, pre- 
venting oxidative pyrolysis. The small spatial scale 
associated with such an envelope flame is well 
matched to the spatial dimensions of the TEM grid. 
Individual 5 ßh droplets of n-decane ignited by a 
spark served as the fuel for the droplet flame. A 
beam block shielded the droplet from the laser light 
to prevent potential laser-droplet interactions. 

The second flame system chosen was an inverse 
diffusion flame. An oxidizer flow rate of 470 seem 
with an 02/N2 ratio of 22.5 issued from a 17-mm 
(i.d.) tube while a fuel-N2 flow rate of 5.0 slpm with 
a C2H4/N2 ratio of 0.4 flowed from a surrounding 
annulus of 47 mm (i.d.). Hastalloy honeycomb 
(0.064 cell size X 1.25 cm thick) preceded by a layer 
of glass beads (3 cm thick) served as flow straight- 
eners. An outer shroud (73 mm inner ring diameter) 
of N2 at roughly 25 slpm stabilized the flame and 
also served to dilute unburned fuel gas before vent- 
ing. To eliminate the effects of room drafts, a 70 mm 
O.D. quartz tube fitted with slots for sampling access 
sat atop the outer portion of the burner. With the 
fuel source surrounding the central oxidizer jet, 
thermophoretic sampling within the fuel-rich side of 
the diffusion flame is readily accomplished without 
penetrating the flame front, thereby minimizing 
probe-induced disturbance of the flame. Thermo- 
phoretic sampling was accomplished using an air- 
actuated piston driving a rod holding the TEM grid 
holder and grid [26]. 

Observations 

Figure la presents a simultaneous LIF-LII image 
of a fiber-supported burning fuel droplet using 266 
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FIG. 2. (a) Bright-field TEM and (b) dark-field TEM of 
thermophoretically sampled material from within the dark 
region illustrated in Fig. la. The markers indicate common 
reference points in each panel. 

Radial Intensity Profiles 

FIG. 3. Simultaneous LIF-LII images of an inverse dif- 
fusion flame of C2H4 with radial intensity profiles obtained 
at a height of 13.5 mm above the burner. The spatial scale 
is in millimeters. Ten individual LIF-LII images were av- 
eraged together to obtain the panels shown in the figure. 
Each image was obtained using the same camera intensifier 
gain and gate duration. The different images correspond 
to different signal collection time delays after the excitation 
laser pulse and are (a) 40 ns, (b) 80 ns, and (c) 160 ns. 

nm excitation light, while Fig. lb presents a LII im- 
age obtained using 1064-nm light. This excitation 
wavelength dependence can be used to distinguish 
molecular fluorescence and soot incandescence as 
discussed later. The laser-induced emission (LIE) 
intensity in Fig. la decreases with increasing dis- 
tance (or equivalently residence time) above the 
droplet, passes through a minimum, hereafter re- 
ferred to as a dark region, and then increases, 
whereas only LIE intensity in the far wake region is 
seen in Fig. lb. 

Figure 2a shows a bright-field TEM image of the 
thermophoretically collected material from within 
the dark region illustrated in Fig. la. Numerous 
small, individual particles are observed. From the 
indicated magnification, the particle sizes range from 
1-4 nm with an average size of 3 nm. Figure 2b 
shows the corresponding dark-field image of the 
same material shown in Fig. la. The dark-field TEM 
image shows that each individual particle consists of 
two to three bright points, hereafter referred to as 
crystallites. 

Figure 3 shows a sequence of LIF-LII images of 
the inverse diffusion flame along with radial intensity 
profiles where for each image, the burner surface 
lies 1 mm below the lower edge of the image. As 
shown by both the images and the corresponding 
radial intensity profiles (corresponding to the arrow 
location in Fig. 3a); a minimum in the LIE intensity 
exists between the inner and outer annular regions. 
Similar to the droplet flame, this minimum in the 
combined LIF-LII intensity is also hereafter re- 
ferred to as the dark region. 

Figure 4a shows a bright-field TEM image of ther- 
mophoretically sampled material from within the 
dark region of Fig. 3. The low magnification provides 
an overview of the material variation along the in- 
dicated radial direction within the flame. Figure 4b 
shows a higher magnification of material seen in Fig. 
4a. A distinct contrast in both the shape definition 
and opacity to the electron beam is observed be- 
tween the two structures shown in Fig. 4b. Inter- 
estingly, while the less-opaque object seems to pos- 
sess a larger diameter than the other structure, it 
appears more transparent to the electron beam de- 
spite presenting more material in the electron beam 
path. Figure 4c shows the corresponding dark-field 
TEM image of the structures seen in Fig. 4b. The 
more-opaque structure in the bright-field image 
contains many more crystallites in the dark-field im- 
age compared to the other structure. The fuzziness 
surrounding the less-bright object is not due to fo- 
cusing (both structures lie within 200 nm of each 
other) but represents less-dense or less-crystalline 
material. 

Discussion 

LIF-LII Signals 

Both the excitation wavelength dependence and 
radiative lifetime distinguish the LIF signal from the 
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FIG. 4. (a) Bright-field TEM at low magnification illus- 
trating the variation in soot morphology across the soot- 
containing region. The arrow is directed radially outward. 
The image is meant to convey the range of particle mor- 
phologies observed, (b) Bright-field TEM contrasting the 
soot morphologies observed in (a), (c) Dark-field TEM of 
the corresponding structures observed in (b). For each im- 
age, the sampling height was 13.5 mm above the burner. 

LII signal in the images in Figs. 1 and 3, respectively. 
Light at 1064 nm will not produce molecular fluo- 
rescence in the visible, whereas 266 nm light is 
known to readily excite electronic transitions in a 
variety of combustion intermediates resulting in 
fluorescence [27,28]. To excite visible fluorescence, 
multiphoton absorption of 1064 nm light that could 
occur through a nonresonant multiphoton absorp- 
tion process is necessary. Not only is infrared mul- 
tiphoton absorption improbable given the laser in- 
tensities used, but even if it did occur, it would likely 
result in molecular dissociation from the ground 
electronic state, which generally does not lead to 
photofragment emission [29]. Thus, the presence of 
signal in the near-wake region using 266 nm exci- 
tation and its absence when using 1064-nm light in- 
dicates that this signal is LIF, likely arising from PAH 
fluorescence. Since both 1064 and 266 nm light is 
readily absorbed by soot, at sufficient intensities, 
each excitation wavelength is capable of producing 
LII [16]. Thus, the similar spatial extent of the laser- 
induced emission signal in the far-wake region of 
Figs, la and lb using either 266 or 1064 nm light 
indicates that this LIE signal is LII. 

While fluorescence from PAHs within diffusion 
flames is generally detectable only tens of nanosec- 
onds after laser excitation [3,16], LII is detectable 
hundreds of nanoseconds after the laser pulse at 
moderate laser intensities [16,21-25]. The slower 
temporal decay of LII compared to fluorescence re- 
sults from cooling processes, which determine the 

LII signal decay, being slower than collisional 
quenching, which determines the fluorescence de- 
cay rate within atmospheric pressure flames [16]. 
Thus, the rapid temporal decay of the LIE signal in 
the outer annular region of the inverse diffusion 
flame shown in Fig. 3 indicates that this signal is 
molecular fluorescence (LIF). Conversely, the long 
temporal decay of the signal within the annular ex- 
tending hundreds of nanoseconds (in contrast to tens 
of nanoseconds for the fluorescence) confirms the 
identity of this signal as soot incandescence (LII). 

TEM Images 

Droplet 
The small size (1-4 nm) of the particles seen in 

Fig. 2a is characteristic of those observed by other 
researchers as indicating the first incipient soot par- 
ticles [4,12,15,16]. The intermediate spatial location 
of these particles between the PAH- and soot-con- 
taining regions confirms the transitional role of soot- 
precursor particles in the soot-formation process. At 
slightly higher axial heights within the dark region 
shown in Fig. la, larger individual particles of 
greater than 5 nm diameter were found, indicating 
further mass growth. 

Despite their small size and close temporal origin 
to molecular PAHs, the soot-precursor particles ob- 
served in Fig. 2 are crystallized. The bright points in 
the dark-field TEM image of Fig. 2b are interpreted 
as crystallites appropriately oriented to diffract a 
portion of the electron beam into the viewing angle. 
In fully formed carbon black particles, X-ray diffrac- 
tion has shown each particle to be made up of a large 
number of crystallites (~10+4) [30], Each crystallite 
consists of 5-10 sheets of carbon atoms with each 
sheet having a length or breadth of 20-30 Ä. A ran- 
dom packing of such crystallites is commonly con- 
sidered amorphous carbon [30]. Diffraction from or- 
dered carbon layer planes indicates carbonization of 
these precursor particles has occurred, with the 
chemical/physical structure no longer resembling a 
"clump" of condensed hydrocarbons but rather a dis- 
organized solid. Such a rapid material transforma- 
tion is feasible because LMMA analysis of soot pre- 
cursor particles collected within an ethylene-air 
diffusion flame indicates that graphitization of soot- 
precursor particles can occur rapidly, ( — 10 ms), re- 
sulting in a particle hydrogen mole fraction, XH, of 
0.15, typical of mature soot released from flames 
[12]. As the transparency of these structures in- 
creased in the bright field TEM images, the number 
of crystallites within these structures decreased, as 
observed in the dark-field TEM images. In sum- 
mary, these results indicate that carbonization pro- 
ceeds rapidly compared to mass growth for the soot- 
precursor particles in the droplet flame. 
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Inverse Diffusion Flame 
Numerous soot-formation/growth studies have 

used shock tubes [9,31,32], flow reactors [8,10], and 
in situ probe sampling within premixed [4-7] and 
diffusion flames [2,20,33]. With the exception of the 
carbon black industry, few fuel pyrolysis studies have 
used TEM for product morphological analysis. One 
particularly revealing study, however, sampled the 
exhaust within a flow tube reactor of 2% benzene in 
N2 at 1383 K at different positions (residence times) 
[10]. With increasing residence time, the rapid de- 
crease in the extractable tar content coincided with 
an equally rapid increase in the carbonaceous resi- 
due content of the sampled material. TEM micro- 
graphs of the sampled material at early residence 
times (<50 ms) revealed a condensed phase of sem- 
itransparent tarlike material existing in large "globs," 
far different than the usual chainlike structures nor- 
mally associated with soot. Hereafter, the term tar- 
like is used to denote a disorganized, unstructured 
solid material (potentially a highly viscous "liquid" at 
flame temperatures) with both a lower degree of 
crystallinity and C/H ratio compared to ordinary soot 
commonly observed. 

The TEM observations in the inverse diffusion 
flame shown in Fig. 4 are consistent with these re- 
sults. As seen in the bright-field TEM image of Fig. 
4b, the decreased opacity despite the larger size in- 
dicates that the tar-like material appears less dense 
to the electron beam. The relatively uniform opacity 
of the tarlike material suggests a rather uniform 
composition. Far less crystallinity of the tarlike sub- 
stance is revealed by the markedly lower intensity in 
the dark-field TEM image of Fig. 4c compared to 
the normal-appearing soot aggregate. The chainlike 
resemblance of the tar-like substance indicates that 
agglomeration of the pyrolytic material has occurred 
before carbonization [8,10]. The poorer geometrical 
outline is consistent with the formation of the tarlike 
aggregate via pyrolytic deposition. 

Just as for normal diffusion flames, the fuel-rich 
side of the inverse diffusion flame closely resembles 
a pyrolytic system with the flame front presenting an 
oxygen barrier. In this context, the present results 
indicate that rapid deposition of pyrolytic material 
(mass growth) occurs before significant carboniza- 
tion [8,10]. This accounts for the rather uniform tar- 
like appearance of the structures shown in Fig. 4, 
the lack of opacity in the bright-field TEM images 
(Figs. 4a and 4b), and the lack of crystallinity in the 
dark-field TEM image (Fig. 4c). While the images 
in Fig. 4 do not prove soot formation occurring via 
carbonization of large tar-like structures, they do in- 
dicate that significantly different relative rates of 
soot-precursor material nucleation, coalescence, and 
growth occur relative to carbonization in this flame 
system compared to the droplet flame (normal dif- 
fusion flame), resulting in very different material 

properties compared to normal carbonaceous soot 
as discussed next. 

The Dark Region 

As seen in Figs, la and 3, a minimum occurs in 
the combined LIF and LII intensity spatially located 
between the PAH- and soot-containing regions. The 
fluorescence intensity decrease is likely due to three 
factors: (a) an increase in the size of PAHs through 
molecular growth, (b) a decrease in the gas-phase 
PAH concentration, and (c) PAH coalescence into 
soot-precursor particles. As PAHs grow in size, the 
number of rovibrational and electronic quantum 
states increases dramatically [34]. With an increased 
quantum state density, nonradiative transitions be- 
tween electronic states increases because of in- 
creased coupling between these states [34]. Thus, 
the fluorescence quantum yield decreases. Secondly, 
as the PAHs coalesce into particles, the gas-phase 
number concentration of PAHs decreases since large 
PAHs presumably serve as building blocks for soot- 
precursor particles, while small PAHs serve as initial 
mass growth material for the precursor particles 
[35,36], Thirdly, as carbonization continues, the 
PAH "molecules" lose their individual identity and 
become assimilated into an object that is becoming 
more solid in form. With increasing solid structure, 
the probability for nonradiative decay increases dra- 
matically because of the far higher quantum state 
density [37]. Thus, while the particle readily absorbs 
light and may still fluoresce because the constituent 
"molecules" possess highly absorbing chromophoric 
groups, with increasing carbonization, the fluores- 
cence quantum yield decreases relative to isolated 
gas-phase molecules, eventually becoming negligi- 
ble. These three factors account for the decrease in 
fluorescence intensity with increasing axial height 
seen in Fig. la. Similarly, the probability for nonra- 
diative decay is greatly increased in condensed and/ 
or partially carbonized tar-like material relative to 
gaseous species, thus accounting for the fluores- 
cence intensity decrease with decreasing radial dis- 
tance seen in Fig. 3. 

With increasing solid character of the particle, 
rapid internal dissipation of energy deposited 
through multiphoton absorption occurs [38]. If a suf- 
ficient number of photons is absorbed, the particle 
will be heated to incandescence temperatures. The 
detailed chemical and physical structure of the par- 
ticle will determine the fate of the particle upon 
rapid, high-energy deposition. Very small soot-pre- 
cursor particles are thought to possess a high num- 
ber of reactive radical sites accounting for the rapid 
mass growth [35]. This large number of reactive sites 
indicates that the extent of bonding of the aromatic 
structures within the compound is very incomplete. 
Upon rapid energy deposition, bonds linking aro- 
matic units to the solid structure may sever, leading 
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to fragmentation. Until bonding of adjoining molec- 
ular units is substantially complete, fragmentation of 
the particle will likely occur during the energy dep- 
osition process, resulting in minimal or no incandes- 
cence. Similarly, the tar-like objects that are only 
partially carbonized may be intermediate between 
molecular and solid structures [9-11,32]. If enough 
energy accumulates within the particle through ab- 
sorption of multiple photons (not necessarily simul- 
taneously), molecular fragmentation rather than in- 
candescence would more likely occur given the 
largely molecular structure. Thus, during this tran- 
sitional period in which significant chemical and 
physical material transformation processes are oc- 
curring, both nonradiative transitions and/or frag- 
mentation are likely to result from laser excitation. 
Consequently, minimal intensity is observed in ei- 
ther the LIF or LII signals, thereby accounting for 
the dark region observed in the simultaneous LIF- 
LII images. 

These changes in the photophysical properties re- 
flect the chemical and physical transformation in ma- 
terial properties occurring between molecular ma- 
terial (condensed or gaseous) and solid 
carbonaceous soot. This transformation appears gen- 
eral despite the very different apparent relative rates 
of soot-precursor material growth and coalescence 
versus carbonization within the normal and inverse 
diffusion flames. Both the decreasing opacity with 
increasing radial distance (or increasing tar-like ap- 
pearance) of the soot structures seen in the bright- 
field TEM images of Figs. 4a and 4b and decreasing 
crystallinity seen in the dark-field TEM image of Fig. 
4c reveal a consistent physical/chemical change in 
the material composition. With increasing radial dis- 
tance from the centerline in the inverse diffusion 
flame, the material changes from a disorganized yet 
highly crystalline solid to barely visible condensed 
molecular matter. A similar material transformation 
is suggested by the soot-precursor particles observed 
in Fig. 2. In contrast to the large structures observed 
in Fig. 4, the initial small structures and subsequent 
growth suggest a soot-formation process proceeding 
through chemical and physical condensation of large 
molecules (PAHs) followed by mass addition con- 
current with carbonization. Irrespective of the rela- 
tive rates, surface mass growth, coalescence, and car- 
bonization are all critical processes leading to solid 
carbonaceous soot. 

The observed optical properties of the soot struc- 
tures also vary in a spatially similar manner. With 
decreasing radial distance, the LIF intensity (with 
no apparent contributing LII signal) decreases from 
a maximum reaching a minimum spatially over- 
lapped with an intensity minimum in the LII signal 
as seen in Fig. 3. At smaller radial distances, the LII 
intensity increases, reaching a maximum still on the 
fuel-rich side of the diffusion flame. Analogous be- 
havior is observed in the normal diffusion flame with 

increasing axial distance above the burning droplet. 
At small axial heights within the normal diffusion 
flame and large radial distances within the IDF, no 
material was collected via thermophoretic sampling 
as would be expected if only gaseous species were 
present. In these regions, only fluorescence is ob- 
served. At high axial heights in the normal diffusion 
flame or small radial distances in the IDF flame, only 
solid carbonaceous soot was found through TEM 
analysis of thermophoretically sampled material. In 
these regions, only incandescence is observed. 

Thus, the postulated variation in material photo- 
physical properties suggested by the spatial variation 
in the LIF and LII intensities is supported by the 
spatial variation in the material composition as re- 
vealed by both the bright- and dark-field TEM im- 
ages. Most significantly, the minimum in the com- 
bined LIF-LII intensities is indicative of the 
chemical and physical changes accompanying the 
transformation of molecular matter into solid car- 
bonaceous soot regardless of the specific soot for- 
mation route. On this basis, the dark region illus- 
trated in the simultaneous LIF-LII images spatially 
locates the region containing soot-precursor mate- 
rial. 

Conclusions 

Simultaneous LIF-LII images are valuable for vi- 
sualizing both PAH and soot-containing regions 
within both transitory (droplet) flame and steady- 
state IDF flames. The LIF and LII signals may be 
distinguished either by the excitation wavelength de- 
pendence or the temporal decay following the laser 
pulse. As revealed in the LIF-LII images, a dark 
region appears juxtaposed between the PAH and 
soot-containing regions. TEM measurements of 
thermophoretically sampled material from within 
this dark region suggest very different rates of soot- 
precursor material growth and coalescence versus 
carbonization within the normal and inverse diffu- 
sion flame. Postulated photophysical properties ac- 
counting for the minimal LIF and LII intensity (the 
"dark" region) observed in the LIF-LII images are 
supported by both bright- and dark-field TEM mea- 
surements of the sampled material. Both the spatial 
position of the dark region and TEM measurements 
indicate that the dark region represents a transfor- 
mation region. In this region, the chemical and 
physical material conversion between gaseous or 
condensed molecular species (soot-precursor mate- 
rial) and solid carbonaceous soot particles occurs. 
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COMPREHENSIVE TWO-DIMENSIONAL SOOT DIAGNOSTICS BASED ON 
LASER-INDUCED INCANDESCENCE (LII) 
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A strategy for a comprehensive description of soot sizes and concentrations is described, which relies 
on various two-dimensional techniques based on laser-induced incandescence (LII) and elastic scattering. 
Time-resolved LII (TIRE-LII) is an important tool in this process, it allows a direct measurement of 
primary particle size d as a central quantity for the description of soot. The paper discusses the essential 
features of the method which is based on the acquisition of the LII signals at two delay times after an 
initial laser pulse, where monomer size can be deduced from the local signal ratio. Delays of about 100 
and 800 ns should be chosen as moments of observation in order to obtain precise information for a wide 
range of primary particle sizes. Local soot volume fractions/v may be directly obtained from the prompt 
LII signal, where a necessary calibration factor can be deduced from a simple line-of-sight extinction 
measurement. In combination with elastic scattering, this technique can also be used to give relative values 
for the volume-equivalent diameter D of soot clusters. Additionally, the local mean number n of monomers 
within a cluster and number concentrations Np and JV„ of primary particles and aggregates, respectively, 
can be determined. Although some uncertainties persist regarding the absolute monomer sizes measured, 
and some data can be given only on a relative basis, experimental results obtained for the upper region of 
a laminar ethene diffusion flame are in good agreement with the established models of soot oxidation and 
aggregation. 

Introduction 

The understanding of soot formation and oxida- 
tion in combustion processes relies heavily on suit- 
able diagnostic techniques for the measurement of 
the soot volume fraction /v, the diameter <ip of pri- 
mary particles, the volume-equivalent diameter D of 
the aggregates formed, the number n of primary par- 
ticles within a cluster, and other quantities derivable 
from these, as the number concentration of primary 
particles AL and that of the aggregates Wa. For the 
measurement of these quantities, optical techniques 
are of major importance [1], for example, dynamic 
light scattering [2] for the cluster size, and various 
scattering and extinction methods [3,4], to yield in- 
formation on both cluster size and structure and soot 
volume fraction. These methods are pointwise or 
show a line-of-sight character. In the latter case they 
are often combined with a tomographic reconstruc- 
tion in order to recover distributions at a given plane 
above a burner [5]. Besides the considerable effort 
necessary to gain full information on the soot distri- 
bution, these well-established optical techniques 
suffer from two substantial drawbacks. One disad- 
vantage is that it is not possible to obtain data on the 
whole combustion field simultaneously, which limits 
the utility for nonstationary processes. Another lim- 
itation is that they most often require input data for 

the size of primär)' particles, which are not accessible 
directly by these techniques and are usually gained 
by a sample probe and subsequent electron micros- 
copy [3], even though a scheme for indirectly recov- 
ering the monomer size from optical structure-factor 
measurements has been described [6]. 

Alternatively, laser induced incandescence (LII) 
techniques have been used successfully for two-di- 
mensional soot diagnostics, especially on the soot 
volume fraction [5,7]. In the present contribution, 
we continue our recent approach [8] to the mea- 
surement of primary particle sizes by time-resolved 
LII (TIRE-LII) and demonstrate a strategy to obtain 
comprehensive information on soot properties by 
the combination of various LII techniques with scat- 
tering and extinction methods. 

Theory 

LII and Soot Volume Fraction 

The basic principle of LII is to increase the tem- 
perature of the soot particles to slightly above va- 
porization temperatures by means of a highly ener- 
getic laser pulse and to detect the enhanced thermal 
radiation. The differential equation for the temper- 
ature of the primary particles, assumed as spherical 

2277 
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with diameter d„, follows from the conservation of 
energy and reads 

T0)-nd*- — 

d^-m.as^.ndl-n-fPC% = 0 
dt dt 

(1) 

The individual terms denote absorption of the laser 
irradiation (absorption efficiency, Q^ irradiance, 
Ej), heat transfer to the surrounding medium (heat 
transfer coefficient, A; temperature, T0, of surround- 
ing gas), vaporization of soot particles (heat of va- 
porization, AHV; molar mass, M, of carbon; loss of 
mass, dm/dt), thermal radiation (mean emission co- 
efficient, e; Stefan-Boltzmann constant, crSB), and 
rise of internal energy (density, p; specific heat, C, 
of carbon). In setting up equation 1, we have as- 
sumed a sufficiently loose structure of soot aggre- 
gates, which is justified with the typical fractal di- 
mension of soot aggregates in the range of 1.5-1.8 
[4], resulting the absorption of energy and the heat 
transfer, including radiation, to the surrounding me- 
dium being essentially governed by the size of the 
primary particles. 

According to Melton [9], the radiative emission for 
a given wavelength Xem, and thus the detected signal 
S in the moment of maximum temperature (dT/dt 
= 0), can be calculated to give 

(2) VP 
where the exponent is 

3 + 154 nm/1 (3) 

with emission wavelength Xem. Thus, the LII tech- 
nique may be used for the approximate determina- 
tion of soot volume fraction, fv> in spite of a slight 
overestimation and a bias toward larger particles, 
which may be tolerated for most practical applica- 
tions. The proportional constant, which is given by 
the optical system, may be obtained by calibration 
measurements of flames with a known volume frac- 
tion or by a data point acquired by an independent 
technique. 

TIRE-LII and Primary Particle Size 

The basic idea of the time-resolved LII technique 
is based on the fact that, after the initial laser pulse, 
smaller particles cool down faster than larger ones 
due to their larger specific surface [7,9], There are 
three paths for energy loss: vaporization, heat con- 
duction to the surrounding gas, and radiation. Pro- 
vided with high enough initial laser power, vapori- 
zation is the dominant path for a period of order 100 
ns, after which heat conduction is the most impor- 
tant heat transfer mechanism. The calculations of 
heat transfer must take into account that typical par- 

ticle sizes are smaller than the mean free path length 
and result in corrections to continuum heat transfer 
expressions [9,10]. It should be pointed out that ra- 
diative heat transfer contributes little (less than 5% 
for all times) to the total temperature decrease, al- 
though there exists a detectable signal, and that all 
three paths are included in the heat transfer calcu- 
lations. 

From a numerical integration of equation 1, a 
model for the particle temperature as a function of 
time can be set up. The LII signal S (apart from a 
calibration constant for the optical system) can then 
be calculated with the help of Planck's radiation 
function, where the emissivity, which equals the ab- 
sorption efficiency, can be obtained from the usual 
Mie formulae [11]. 

From the ratio of the LII signals taken at two mo- 
ments after the laser pulse, the size of primary par- 
ticles can be deduced. Strictly speaking, this ratio is 
built up as a mean value from various primary par- 
ticle sizes when there is a size distribution. As the 
connection between the signal ratio and particle size 
is roughly linear to a first approximation, and primary 
particle sizes may be assumed as rather narrowly dis- 
tributed at a given location in a flame [12], the av- 
eraging process is not expected to be heavily biased. 

Combined Techniques and Other Quantities of 
Interest 

Besides information about primary particle sizes, 
knowledge about cluster size is also highly desirable. 
This may be achieved through a combination of LII 
and elastic scattering (ES). With the relationships for 
the signals of either technique, 

SLII °c iVa„rf3 (4) 

for the prompt LII signal and 

SES ac N^dl (5) 

for elastic scattering in the Rayleigh approximation, 
a relative value for the volume equivalent diameter 
D of a soot cluster may be obtained: 

SES\
1/3

 a M^|\1/3 =   1/3,   = (6) 

SLII/        \Kndp P 

Note that aggregate sizes are not expected to exhibit 
a narrow distribution in most systems of interest; 
thus, the signal combination obviously yields a mean 
diameter D63, where the kind of averaging is deter- 
mined by the sixth and the third moment [14]. Also 
note that in equation 4 the deviation of the exponent 
from three is neglected. It is possible, however, to 
use the exact exponent from equation 3 for the cal- 
culation of the diameter D; for the actual calcula- 
tions, a value of 3.35 was taken. Furthermore, similar 
to the determination of the volume fraction, the 
combination of LII and ES yields only a relative 
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FIG. 1. Theoretical standard deviation of the particle di- 
ameter, d„, measured as it is obtained from photoelectron 
statistics. 

value for the cluster size. For either quantity it is 
therefore necessary to obtain at least one calibration 
point. 

In the case of fv, this may be most easily accom- 
plished by extinction measurements, where a laser 
beam with wavelength / and incident energy flux IQ 

is attenuated to a value I along the total length L of 
the combustion zone. For the determination of the 
soot volume fraction, a common approach is to ap- 
proximate the extinction efficiency by the absorption 
efficiency, thus neglecting scattering, and to calcu- 
late absorption in the Rayleigh approximation, which 
results in the relationship [15] 

lnl 'Jo 6H/vE(m)A-y/ 

where 

E(m) - Im' 
m2 + 2, 

(7) 

(8) 

follows from the complex index of refraction given 
by m = n — ik. In an axisymmetric flame, the vol- 
ume fraction at each point may be achieved by scan- 
ning the laser beam through the whole flame and 
applying a subsequent tomographic reconstruction 
[5]. In order to obtain a calibration constant for the 
LII measurements, it is sufficient, however, to com- 
pare the total absorption along a line of sight ac- 
cording to equation 7, preferably through the center 
of the flame in an axisymmetric case, with the cor- 
responding integral of the LII values. 

A calibration value for the aggregate size may be 
obtained from a combination of extinction and scat- 
tering measurements [15], which yields a D63 value, 
too. A tempting alternative approach for the deter- 
mination of cluster sizes is based solely on extinction 
measurements at two different wavelengths, where 
from the ratio of extinction efficiencies a volume- 
equivalent sphere diameter is to be obtained on the 

basis of Mie calculations. It has been shown, how- 
ever, (see, e.g., Dobbins et al. [16] and references 
therein) that this concept is not appropriate for the 
fractal structure of soot particles, where specific ab- 
sorption is essentially independent of the number of 
monomers within a cluster. Until a calibration value 
by a suitable independent technique (scattering/ex- 
tinction or dynamic light scattering) is available, both 
the diameter D as obtained by the combination ES/ 
LII, and properties derived from that must be of 
relative character. 

With the volume fraction and the cluster size cal- 
ibrated, it is a straightforward task to calculate other 
quantities required for the individual volume ele- 
ments. The average number n of monomers in an 
aggregate follows directly from equation 6, the num- 
ber concentrations of primary particles and aggre- 
gates, Np and Na, respectively, can be derived from 
the soot volume fraction and the corresponding 
sizes. 

Aspects of TIRE-LII Performance 

Moment of Observation and Signal Considerations 

Time-resolved LII relies on the measurement of 
the LII signals at two times after the laser pulse. As 
laid down in previous work [8], the first point chosen 
favorably in a way to avoid the first tens of nanosec- 
onds of the decay; 100 ns is a reasonable selection. 
In order to choose a suitable value for the second 
point of observation, several arguments have to be 
taken into consideration. One aspect is how sensi- 
tively the ratio 

S(h) 
(9) 

of the obtained LII signals at times tY andi2 depends 
on the particle size. The analysis must also take into 
account experimental noise (i.e., signal statistics). 
With the use of an intensified CCD-camera, the pre- 
dominant source is photoelectron noise, which 
shows a relative increase with larger delay times due 
to the signal drop. Figure 1 depicts the relative un- 
certainty obtained in particle size according to sig- 
nal-to-noise considerations for the individual acqui- 
sition times. The figure is based on a value of 3000 
effective photoelectrons at a time delay of 100 ns, 
with the resulting values for other times calculated 
according to the theoretical signal decrease and the 
background signal due to natural flame luminosity 
set to 10% at tj. The figure may help to choose a 
favorable delay time, depending on the range of par- 
ticle sizes to be expected in the system under inves- 
tigation. Short times appear advantageous for small 
particles, but only marginally suitable for larger ones. 
On the other hand, a value of around 800 ns seems 
to be a reasonable choice for a rather broad spec- 
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trum of particle sizes. Additionally, it should be 
pointed out that signal statistics could be improved 
for long decay times if it is possible to change the 
characteristics of the detecting system for the second 
point of observation. This may be performed in sta- 
tionary combustion if one sets the luminous gain in 
a way to achieve saturation at t1 and then decreases 
the /-number of the detection optics to obtain a 
higher luminous flux at r2- 

Parameters of Influence on Monomer Size 
Determination 

The accurate determination of absolute values for 
monomer size relies heavily on the models used for 
the heat transfer mechanism and the LII signal, and 
on correct physical data for the quantities involved 
therein. Our calculations are based mainly on the 
data given by Melton [9], in which we have corrected 
two typographic errors (heat of vaporization of car- 
bon and thermal conductivity of air; the latter had 
regrettably not been corrected in our earlier paper) 
and chosen more commonly used values for the re- 
fractive index (1.57-0.562) and density (1.8 g cm"3) 
of soot. Yet, these data form a major source of un- 
certainty for TIRE-LII calculations. One point to be 
considered is a possible change of soot properties, 
and thus cooling effects due to intense laser irradi- 
ation, as recently reported by other researchers 
[17,18]. As a consequence, irradiation should be 
chosen as small as possible, avoiding an irradiance 
in excess of 108 W cm"2. Since the model calcula- 
tions take into account particle shrinkage, the influ- 
ence of parameters such as refractive index or laser 
irradiance on the determination of original mono- 
mer size is present, yet not dominant. In general, 
because the energy transfer after some 100 ns is de- 
termined mainly by the internal energy of the soot 
particles and the heat transfer to the surrounding 
gas, the density and heat capacity of soot and the 
heat transfer coefficient A gain major importance. If 
one avoids a very high laser irradiance, and thus a 
substantial change of soot properties, it is possible 
to determine the density and the heat capacity with 
a reasonable degree of accuracy; yet, majorproblems 
arise in the calculation of the heat transfer term. 

Following Melton's model, our calculations are 
also based on air as the surrounding medium, due 
to a lack of knowledge on local gas composition. A 
differing thermal conductivity of the local gas mix- 
ture may result in a considerable error in particle 
size, where the relative error in the latter is of a 
similar magnitude as that in the first one. Despite 
the fact that an error in thermal conductivity may in 
part be compensated for a corresponding change in 
the mean free path length, it is obvious that even a 
rough description of local gas composition might 
help to improve the accuracy of TIRE-LII signifi- 
cantly Yet, it should be pointed out that relative 

sizes, at least, can be obtained more reliably in sys- 
tems with smooth variations of local composition. 

Similar to the considerations above, errors regard- 
ing local gas temperatures must be taken into ac- 
count. Model calculations are based on a combustion 
temperature of 1800 K. A deviation in the true gas 
temperature of + 200 K (- 200 K) amounts to an 
error of about +15% (-9%) in particle size for a 
30-nm particle and a detection time, t2, of 800 ns. 
The error decreases for conditions under which the 
temperature difference between the particles and 
the surrounding gas is large, because then a devia- 
tion in the true absolute temperature results only in 
a small relative error in the cooling rate. Thus, the 
error becomes smaller for larger particles and earlier 
detection times (f2). Generally, it is less, as may be 
deduced from the deviating temperature alone, 
since the dependence of the thermal conductivity on 
temperature in part compensates for the effect of a 
wrong assumption of the gas temperature. Again, the 
local variation of monomer size may be determined 
more reliably in systems with moderate local tem- 
perature changes, and TIRE-LII performance may 
be significantly improved by providing information 
on local gas temperature. 

Experimental 

The diagnostic techniques described above have 
been applied to a laminar ethene diffusion flame. 
The burner was constructed from plans similar to 
those of Giilder [19], where the fuel flow in an inner 
stainless steel tube 13 mm in diameter is stabilized 
by an air coflow in an outer steel tube 89 mm in 
diameter. Experimental flow rates were 2.4 mg/s for 
ethene and about 50 mg/s for air. 

Both prompt and TIRE-LII experiments were 
performed with irradiation from a frequency-dou- 
bled Nd:YAG laser with a Gaussian temporal profile 
and a pulse duration of 8 ns (FWHM). A light sheet 
was formed with a height of approximately 15 mm 
and a minimum thickness of about 300 jum by ex- 
panding the beam parallel to the burner axis and 
weakly focusing it in the perpendicular direction 
with cylindrical lenses. For better definition of the 
light sheet, rectangular stops were employed close 
to the burner. Laser irradiances of up to 108 W/cm2 

were used with deviations across the light sheet of 
less then ± 5% from the mean value. Observation of 
the LII signal was performed by an intensified two- 
dimensional CCD-camera aligned perpendicularly 
to the light sheet and operated with a gate width of 
20 ns. Both a shortpass filter with a cutoff wave- 
length of 450 nm and an additional mirror for 532 
nm were placed in front of the camera objective, 
resulting in a complete suppression of elastic scat- 
tering. The nominal resolution of the detection sys- 
tem was 0.15 X 0.15 mm2. TIRE-LII experiments 
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FIG. 2. Map of soot volume fractions, fv, in the upper 
region of a laminar ethene diffusion flame. 

were carried out with delay times of 100 ns and 800 
ns, respectively. For either LII technique, 30 frames 
were averaged at a given time in order to reduce 
noise, and an averaged picture without laser irradi- 
ation was subtracted in order to account for the nat- 
ural flame luminosity. 

For elastic scattering, images were taken with the 
help of an interference filter with a center wave- 
length of 532 nm and a width of 8 nm (FWHM) 
instead of the filters used for LII. Extinction mea- 
surements were carried out with a HeNe laser at 633 
nm for which the beam waist was reduced to ap- 
proximately 0.2 mm. In order to compensate for 
fluctuations in laser intensity, an additional reference 
photodiode was used. The accuracy of the transmis- 
sion values obtained in this way is estimated to be 
about 0.2-0.3%. 

Results and Discussion 

Figure 2 shows the soot volume fraction fv for a 
height of 19-34 mm above the burner exit, as it was 

dp (nm) 

FIG. 3. Primary particle sizes, dp, from TIRE-LII i 
surements. 

obtained from the prompt LII signal with a calibra- 
tion by comparison to the integral extinction signal 
at 20 mm. In agreement with the expected behavior 
for a laminar diffusion flame, an annular region of 
maximum soot concentration and a decrease of/v 

due to oxidation processes with increasing height can 
be observed. Primary particle sizes determined by 
TIRE-LII at acquisition times of 100 and 800 ns are 
depicted in Fig. 3, which, in the annular region of 
high soot concentration, exhibit a fairly constant pla- 
teau value and the expected decrease with an in- 
creasing residence time due to oxidation processes. 
There remains some uncertainty, however, regarding 
the absolute values which are in a range of approx- 
imately 20-80 nm, and thus slightly larger than re- 
ported for other ethene diffusion flames [12]. This 
may be due to the lack of knowledge about local gas 
composition and temperature, which results in con- 
siderable uncertainty, as already discussed. In order 
to reduce uncertainties due to local temperature var- 
iations, a measurement series for the temperature 
field has been started at our laboratory, based on the 
pure rotational CARS technique [20]. First results 
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FIG. 5. Relative distribution of the average number, n, 
of monomers within a cluster. 

indicate that the temperature in the upper region of 
the flame and in the annular zone of high soot 
concentration are in part well above the 1800 K as- 
sumed throughout, and these corrections may result 
in reductions of particle size of order of 20% in some 
instances. 

Combining prompt LII and elastic scattering, in- 
formation on aggregate size, D, may be deduced, 
which is shown in Fig. 4. Due to the fact that an 
independent calibration has not yet been performed, 
cluster sizes can be given only on a relative basis, 
though a decrease of cluster size can be observed 
with increasing residence time. This observation is 
consistent with the concept of a decrease of primary 
particle size which is only partly balanced by an in- 
crease of the mean number, n, of monomers within 
a cluster. This quantity may be derived from the size 
information obtained by the combination of LII/ES 
and TIRE-LII, but is again limited to relative infor- 
mation due to the lack of an absolute calibration 
standard for D. Although there might be consider- 
able experimental error in this quantity, as two pic- 
tures both for TIRE-LII and the LII/ES combina- 

-1 0 1 
r (mm) 

height (mm): —32 —27 —22 

FIG. 6. Number concentrations, Np and Na, of primary 
particles (left) and aggregates (right), respectively, for var- 
ious heights above tire burner; JVa can be given only on a 
relative basis. 

tion and a third power are involved, the expected 
increase can be observed in Fig. 5. Figure 6 shows 
various profiles for the number concentrations of 
primary particles and aggregates, Np and Na, respec- 
tively, which were deduced from a combination of 
soot volume fraction and the corresponding sizes. 
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Since it is necessary to combine several pictures to 
obtain this information, there is considerable noise 
and uncertainty. The profiles indicate that there is a 
low concentration of both primary particles and ag- 
gregates in the annular zone of maximum soot con- 
centration. Obviously, the large monomer size in 
these regions outweighs the low number of particles, 
to result in the high volume fractions observed. The 
number concentration of aggregates, Na, changes 
more strongly with residence time than that of the 
monomers, N„, which backs the idea that the num- 
ber of monomers is essentially unchanged after for- 
mation and that there are fewer aggregates because 
there are more primary particles per cluster. Still, 
more extensive experimental data, where even a 
larger number of individual frames are employed for 
the mean values, or with a more advanced detection 
system, are needed to give a more detailed and ac- 
curate description of changes in number concentra- 
tions. 

Conclusions 

It has been shown that laser-induced incandes- 
cence data may form the basis for a comprehensive 
description of soot in combustion processes where 
two-dimensional information of soot volume frac- 
tions and particle sizes is required. Time-resolved 
LII offers the chance of obtaining a complete map 
of monomer sizes, which is not easily possible by any 
other known technique. Although experimental in- 
vestigations in a laminar ethene diffusion flame in- 
dicate reasonable results, uncertainties in the physi- 
cal data and especially in local gas composition and 
temperature pose limits for obtaining highly accu- 
rate information. Detailed tests should be carried 
out to validate size information on the basis of com- 
parisons with TEM data. Despite these limitations, 
the advantages of the LII techniques prevail, and 
further experiments could yield an even larger range 
of information on the interactions between both 
monomer and cluster sizes and concentrations in 
combustion processes. Future work should also in- 
clude the use of supplementary techniques for the 
calibration of aggregate size and the determination 
of local gas temperature and composition. 
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COMMENTS 

Ö. L. Gülder, National Research Council of Canada, 
Canada. In a similar ethylene diffusion flame, Megaridis 
and Dobbins [1] measured primary soot particle sizes by a 
thermophoretic sampling technique. The maximum mean 
particle size measured was about 35 nm at the mid-flame 
height. Your 80 nm maximum diameter is more than a fac- 
tor of two larger than reported [1]. Could you please com- 
ment on the reason for this discrepancy? 

REFERENCE 

1. Megaridis, C. M. and Dobbins, R. A., Twenty-Second 
Symposium (International) on Combustion, The Com- 
bustion Institute, Pittsburgh, 1989, pp. 353-362. 

Author's Reply. As set out in our contribution the cal- 
culations for primary particle size are based on simplifying 
approximations both for the heat transfer model and the 
underlying physical data, especially for the composition 
and the temperature of the surrounding gas. 

As you know, the temperatures in such a type of flame 
may be well above the 1800 K laid down for the model 
calculations, especially near the regions, where a large 
monomer size is found. Temperatures in excess of 2000 K 
may lead to corrections of particle size of order -20%. 

Another possible reason for discrepancies observed are 
the simplifying assumptions of point contact between 
monomers and unhindered heat transfer. If the surface of 
primary particles effective for heat transfer was reduced by 
10%, the size of large particles would have to be corrected 
by about -20%. 

Thus, the technique may well be improved by providing 
a better data base for the surrounding gas and refined mod- 
els for the heat transfer from particle clusters. These and 
other related questions like that for deviations from spher- 
ical form will be addressed in more detail in future work. 

Katharina Kohse-Höinghaus, Universität Bielefeld, Ger- 
many. I am somewhat puzzled by the 40 nm size you quote 
for your primary particles. How would your cooling curves 
be affected if the particles were not spherical? Did you 
perform calculations on that subject? 

Author's Reply. The accuracy of particle size measure- 
ments is addressed in some detail in our reply to Dr. Guld- 
er's question. Non-spherical particles exhibit an increased 
specific surface as compared to spherical particles. Such an 
effect would result in the determination of larger particle 
sizes. Results of thermophoretic sampling with subsequent 

TEM analysis published in the literature show, however, 
that the particles for such a type of flame are nearly spher- 
ical and therefore the resulting error is negligible. 

Kennit C. Smyth, NIST, USA. In moderately to heavily 
sooting flames, attenuation of the LII signal from its point 
of origin to the detector can lead to significant errors (un- 
derestimates) of the soot volume fraction. How do you ac- 
count for varying signal attenuations, depending upon local 
values of the soot volume fraction, in your measurements? 

Author's Reply. Signal attenuation between the sample 
volume and the detector may lead to an underestimation 
of the volume fraction by LII, but our way of calibration, 
comparing a line-of-sight extinction with the corresponding 
cross section through the incandescence image, accounts 
for a mean signal attenuation. The maximum attenuation 
for any laser beam passing through the given flame hori- 
zontally was measured to be about 15% and only weakly 
dependent on the exact radial position. The local deviations 
from the average calibration factor resulting in errors in 
local soot volume fraction are thus small, with a maximum 
error estimated to be less than 5%. 

If desired, an exact way to take into account signal at- 
tenuation in axisymmetric flames is to perform a tomo- 
graphic reconstruction on the LII-image itself, which in- 
cludes all the information necessary. 

Finally, it should be pointed out that the determination 
of primary particle sizes by TIRE-LII is essentially unaf- 
fected by signal attenuation, as only the signal ratio at two 
delay times is employed. 

E. Winklhofer, AVL-List, Austria. Applicability of the 
technique to high pressure-density diffusion flames: the ex- 
amples given in the presentation show good transparency 
of the flame for both the input beam as well as for the 
incandescence signal. Above which soot density levels is 
this high transparency affected by absorption within the 
flame? 

Author's Reply. A favorable property of LII is that both 
for volume fractions and especially for primary particle 
sizes results are not heavily dependent on laser fluence; 
therefore an attenuation of the incident laser beam only 
results in small errors as long as the laser fluence is high 
enough to initiate particle vaporisation. Signal attenuation 
between the sample volume and the detector is addressed 
in detail in the reply to Dr. Smyth's question. 
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ON SURFACE GROWTH MECHANISM OF SOOT PARTICLES 
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A sterically resolved kinetic Monte Carlo technique was applied to model surface growth of soot particles 
under conditions typical of flame environments. The employed elementary surface reaction mechanism 
was based on analogous reactions of gaseous aromatic species. The simulations indicated that the growth 
rate of soot particle surface increases rather than decreases with temperature, even when the reaction 
reversibility is fully accounted for. This implies that the decreasing thermal stability of surface intermediates 
is unlikely to be responsible for the decline in surface reactivity of soot particles. In contrast, the growth 
of gaseous aromatics by the same reaction mechanism is impeded by the reversibility of cyclization reactions 
and was shown to result in zigzag edges, inconsistent with the armchair substrate assumed for the particle 
surface growth. The inconsistency was resolved by invoking the formation of five-member rings that serve 
as surface nuclei for the subsequent growth. The computational results also showed that the surface growth 
rate is proportional to the C2H2 concentration and independent of H at high H concentrations but declines 
with the decrease in the abundance of hydrogen atoms. This concurs with the previous analysis identifying 
the decreasing H concentration as one of the primary causes for the decay in the surface reactivity of soot 
particles. 

Introduction 

Mechanistic understanding of soot formation in 
hydrocarbon flames has advanced significantly in re- 
cent years, shifting the focus of discussion from con- 
ceptual possibilities to specifics of reaction kinetics 
[1]. One of the key aspects of soot formation phe- 
nomena, identified from experiment [2-4] and con- 
firmed by detailed modeling [5-9], is the deposition 
of soot mass through reactions of gaseous species 
with the soot particle surface. Although responsible 
for the formation of most of the soot mass, surface 
growth is not understood in sufficient detail. There- 
fore, it is imperative to establish a fundamental na- 
ture of the surface growth reactions. 

Experimental studies with laminar premixed 
flames concluded that surface growth rate is pro- 
portional to die acetylene concentration [3]. Em- 
ploying the first-order kinetics law for the analysis of 
surface growth in laminar diffusion flames identified 
empirical growth constants similar to those deter- 
mined for the premixed flames [4]. 

Frenklach and Wang [5] suggested a detailed re- 
action mechanism for surface growth of soot parti- 
cles. This mechanism is based on the postulate of 
chemical similarity between analogous surface and 
gas-phase reactions of carbonaceous species [10]. In 
the case of soot, this postulate states that chemical 
reactions of soot particle surface are similar to those 
of large polycyclic aromatic hydrocarbons (PAHs). In 
other words, the principle of chemical similarity pos- 

tulates a specific physical nature of surface active 
sites (as opposed to typically considered generic ac- 
tive sites [11-15]). 

Faced with many uncertainties, the initial reaction 
set proposed by Frenklach and Wang [5] for the sur- 
face growth of soot particle surface was a minimal 
mechanism capturing the bare essence of the H-ab- 
straction-C2H2-addition (HACA) growth for the 
armchair edge of PAHs, 

Cs-H + H -» C/ + H2 

C- + H -> Cs-H 

Cs» + C2H2 —¥ cyclization + H 

where Cs denotes a carbon atom on an edge of the 
soot surface. Mauss, Schäfer, and Bockhorn [8,9] 
adopted this approach but argued that the last re- 
action, the acetylene addition step, should be rep- 
resented by 

Cs« + C2H2 ** CS-CH = CH- f± cyclization + H 

that is, with the inclusion of reaction reversibility (al- 
though in order to match the experimental results, 
the authors had to use the low-pressure limit for the 
addition of acetylene while from physical consider- 
ations such reaction should be in its high-pressure 
limit). These authors asserted that the reaction re- 
versibility substitutes for the need to use a steric 
multiplier to the surface rates, a, introduced earlier 
by Frenklach and Wang [5]. A similar suggestion was 
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FIG. 1. A schematic diagram of the initial surface model 
(bottom) and identification of reaction sites. 

made by Colket and Hall [7], who compared several 
reaction schemes. 

While reversibility of HACA reaction steps is in- 
deed a distinctive feature of aromatic growth [16], 
analysis of more complete reaction schemes requires 
consideration of not only the reactive site itself but 
also its surface neighbors. The present study reports 
a kinetic Monte Carlo (KMC) model, in which the 
outcome of a specific elementary chemical reaction 
depends not only on the collision frequency and 
nominal reaction probability, both being consistent 
with the standard kinetic approach, but also' on the 
environment of the aromatic reactive site deter- 
mined by the nature of the surrounding sites. The 
developed model is applied to a set of conditions 
testing the effects of temperature and species con- 
centrations on the growth rate and dominant reac- 
tion channels. A comparison between the growth of 
a surface and a similar gaseous aromatic revealed an 
inconsistency, which is resolved by a new proposal 
invoking the formation of five-member rings. 

Model 

Surface Model 

The initial surface was modeled by a one-dimen- 
sional armchair substrate, shown on the bottom of 
Fig. 1. Periodic boundary conditions were applied 
throughout the calculations on the left and right 
sides of the substrate. The present calculations em- 
ployed substrates 100 carbon atoms long. For sim- 
ulations of gaseous PAH growth, pyrene was as- 
sumed to be the initial structure with no limitations 
imposed on growth in any direction. 

Gas-Phase Composition 

The gas contacting the substrate was assumed to 
have the same temperature as the surface and to be 

composed of H, H2, and C2H2—the principal gas- 
eous species of the HACA mechanism. The gas- 
phase species concentrations and temperature were 
maintained unchanged during an individual simula- 
tion, however, they differ from run to run. For the 
"base" case, the pressure was chosen to be 1 atm and 
the mole fractions of the respective species xH = 
0.01, %H2 = 0.1, andxC2H2 = 0.1, typical of laminar 
premixed flame simulations of past studies [5,6]. 

Stochastic Procedures 

The process of growth is modeled as a Markovian 
sequence of reaction events [17]. There are two 
types of reaction events that comprise the present 
model: bimolecular reactions between gaseous spe- 
cies and surface sites, and unimolecular decompo- 
sitions of some surface species. 

The bimolecular reactions were modeled follow- 
ing collisions of gas-phase species—H, H2, and 
C2H2—with the growing surface. The outcome of 
an individual collision between a given gaseous spe- 
cies, j, with a given surface site, i, is determined by 
the product of the conditional probability of reaction 
to occur upon this collision and the probability of 
the (i,j) collision to occur. 

Let v- be the frequency of collisions of gaseous 
species j with the model surface, defined in the pres- 
ent study as 

C, 

where fcB is the Boltzmann constant, T the temper- 
ature, Mj the molecular weight, Cj the molar con- 
centration of species j, Zj the molecular flux of spe- 
cies j toward the substrate surface, S the total surface 
area of the substrate, N the total number of surface 
sites, and s the area of one surface site. The value of 
s was assumed equal to 1.42 X 3.5 Ä2, where 1.42 
Ä is the length of an aromatic C-C bond and 3.5 Ä 
the interplanar distance in soot [18]. 

Given that t„ is the instant of a current collision, 
the next collision occurs at t„ + 1 = tn — (In x)/v, 
where v is the total frequency of collisions, v = % 
+ vH, + vCoH„ and x is a random number distrib- 
uted uniformly from 0 to 1. Which gaseous species 
arrives at the surface (i.e., H, H2, or C2H2) is chosen 
at random, according to pf = v/v, that is, the prob- 
ability that the colliding gaseous species is j. The 
surface site of collision is also determined randomly, 
assuming all substrate sites to be equiprobable. A 
possible reaction outcome for the chosen pair of a 
gaseous species and a surface site is determined on 
the basis of the specific reaction probability assigned 
to each such combination and the status of the 
neighboring surface sites (see below). For example, 
a collision between H2 and a hydrogenated carbon 
site, Cs-H, does not lead to any reaction; and reac- 



SURFACE GROWTH MECHANISM OF SOOT PARTICLES 2287 

H 

C    H 

"CH 

Ht   H 

V* 

^ 

FIG. 2. A diagram illustrating the 
system of reactions 4, 5, 7, and 8. 

tion between an incoming C2H2 and a surface radi- 
cal, Cs*, depends on whether aromatic cyclization is 
at all possible. 

If a reaction does occur the states of all affected 
sites are adjusted accordingly. Irrespective, however, 
of whether reaction took place or not, the stochastic 
process moves to the next collision event, and so on, 
unless it is "interrupted" by a unimolecular event. 
When a surface species, formed at time t, can un- 
dergo a unimolecular decomposition, the instant of 
such an event is determined by tcj = t — (In x)/kj, 
where kcj is the corresponding rate coefficient. At 
time t„ satisfying the condition t„ < tc\ < f„ + i, the 
stochastic process first executes the unimolecular re- 
action (at time tj) before moving to the next collision 
event at tn + i. 

Reaction Mechanism 

The gas-surface reaction set employed in the pres- 
ent simulations is given in Table 1; the nomenclature 
used for identification of the surface sites is illus- 
trated in Fig. 1. The reaction probabilities of bimo- 
lecular gas-surface reactions were calculated by y = 
k„/(sZj) [21], where k„ is the rate coefficient of the 
corresponding gas-phase reaction, or guessed oth- 
erwise. For instance, in the case of H combination 
with a surface radical, reaction 3 in Table 1, the value 
of y in access of unity is obtained using the given 
equation; therefore, this value was limited to unity. 

Many steps of the assumed reaction mechanism 
proceed through formation of relatively unstable in- 
termediate species, whose decomposition rates are 
orders of magnitude faster than the gas-surface col- 
lision rates. Inclusion of such short-lived interme- 
diates would substantially increase the computa- 
tional time, to the extent that stochastic simulations 
may become impractical. As common to this situa- 
tion, the small reaction time scales were removed by 
assuming the short-lived intermediates to be in the 
steady state. The overall expressions resulted from 
this assumption were then used as ka in the calcu- 
lations of reaction probabilities. Computer tests fully 
confirmed the validity of this approximation. 

Figure 2 illustrates a reaction set that involves 
short-lived intermediates, and the bottom group of 
reactions in Table 1 summarizes the corresponding 
elementary reactions. The rate coefficients of these 
elementary surface reactions were taken from anal- 
ogous reactions of one-, two-, and three-ring aro- 
matics [19], in their respective high-pressure limits 
whenever appropriate. 

The first three reactions in Table 1 are those be- 
tween surface sites and gaseous hydrogen, with the 
rate coefficient of reaction 1 taken from Kiefer et al. 
[20] and that of reaction 2 calculated via detailed 
balancing. Reactions 4-10 describe the formation of 
an aromatic ring over the "boat" site of the armchair 
surface and reactions 11-13 over the "chair" site. 
The cyclization step for the former reaction set was 
assumed irreversible on the basis of recent data [19], 
while the latter reaction sequence is highly reversi- 
ble and hence slow—it could be safely eliminated 
from the calculations of surface growth but played a 
critical role in the simulations of gaseous PAH 
growth. It should also be noted that some surface 
reactions are differentiated between the boat and 
chair sites, because the two have different rate co- 
efficients [19] and the latter cannot in principal lead 
to the immediate formation of an aromatic ring ac- 
cording to the HACA mechanism. 

Computational Details and Initial Tests 

The computations were carried out on an IBM 
RISC 6000-550 computer. To collect sufficient sta- 
tistics, a typical run took about 1-2 h, with up to 108 

gas-surface collisions and 103-104 carbon atoms de- 
posited. 

A series of initial test runs were performed using 
only a small subset of the mechanism, namely re- 
actions 1, 3, 7, and 9. The results of these compu- 
tations were compared to those obtained with the 
same reaction mechanism but using the standard 
(i.e., nonstochastic) kinetic calculations. The results 
of the two methods compared favorably with each 
other, thus confirming the stochastic algorithm. The 
scatter in the computed growth rates, as determined 
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TABLE 1 
Reaction set 

Number 

5' 

6 

7 

10 

11 

12 

13 

— a 

b 

V 

-b 

-V 

c 

d 

Reaction0 

Cs-H + H -» Cs- + H2 

Cs- + H2 -» Cs-H + H 

C- + H -» C.-H 

_C- + C2H 2n2 ■ X-C2H + H 

-O + C2H2 ->   C-C2H + H 

_C-C2H + H -> _C- + C2H2 

-C-C2H + H -> -O + C2H2 

•C_C-C2H -> HC-O 

HC_C- + C2H2 -* HC-CH + H 

HC_C-C2H + H -» HC-CH + H 

•C_J> + C2H2 -> HC-CH 

•C_C-C2H + H -» HC-CH 

•C-C-C2H + C2H2 -> HC/~\C« 

HC/-\C- -> -C-C-CaH + C2H2 

HC2-C-0-C2H + H -> «C/_\CH 

_C- + C2H2 -4 _C-CH = CH> 

-C« + C2H2 -> -C^CH = CH- 

_C-CH = CH--> _C» + C2H2 

~C~CH = CH--> -C» + C2H2 

_C-CH = CH-^ _C-C2H + H 

"C-CH = CH'-> -C^C2H + H 

„C-C2H + H _C-CH = CH« 

-C-C2H + H -> -C-CH = CH» 

HC_C-CH = CH--> HC-CH + H 

HC2-C-C-CH = CH- -> 'C/ ~ \CH 

Rate Coefficient* 

(2.5 X 1014/6) e- 

3.4 X 109 T088 e- 

p = 1.0 

k. -a  +  h  + 

ka,kb, 

K 

k_a, + ky 

k-Jc-b 
k. -a  + h  + 

k-a'k-h' 

K 

k_a. + kb, 

p = 1.0 

KK 
k_ -a+h   + 

k-bK 

K 

k. -a+h  + 

p = 0.5 

p = 0.5 

ka,kd 

K 

k. ■„■ + h. + 

k~„k-d 

K, 

k_ .„. + kh, + 

k-hkd 

kd 

k_a. + kb. + kd 

4.6 X 106 T1-97 e-30'5/RT 

1.1 X i0
7T1-71e-I63/ra' 

1.5 X 1015 e-1716/Iir 

1.3 X 1014 e-174-8/BT 

1.2 X 1014 e~16i2JRT 

4.8 X 1012 e-
14a3/Hr 

6.7 X 107 T1-67 e-38/RT 

1.5 X 1010 T°-85 e-50/nT 

2.6 X l09r°-64e-63(3/RT 

2.5 X 1012 T-°13 e-65™r 

Comments 

"The nomenclature of the surface sites is as follows: C, denotes a surface carbon atom, C„C the boat site and _C one 
of its carbon atoms, C~C the chair site and "C one of its carbon atoms when it is not part of the neighboring boat site, 
and C/"\C the top carbon atoms of a lone aromatic ring (see Fig. 1). . 

6In the units of mol/cm3, s, K, kj/mol. 
"Based on the high-pressure limit of the analogous reactions of one-, two-, and three-ring aromatics [19,20]. 
dAn assumed reaction probability. 
"Assuming the steady state for the short-lived intermediate. 



SURFACE GROWTH MECHANISM OF SOOT PARTICLES 2289 

10' 

10; 

<1> 10" > 
CD 
c 
o 103 

o 
CO 
(I) 10^ 
o: 

10' 

Reaction number 

10 

FIG. 3. Reaction events computed for surface growth at 
T = 2000 K, P = 1 atm, xC2H2 = 0.1, xil2 = 0.1, andxH 

= 0.01. 
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FIG. 4. Comparison of per-site rates computed for the 
surface (open symbols and solid lines) and PAH (the + 
symbols and dotted line) at P = 1 atm, xC2H2 = 0.1, x[l2 

= 0.1, and xH = 0.01. The symbols represent the results 
of actual calculations, and the lines are least-squares fits to 
them. 

in identical runs but with different random seed 
numbers, was typically between 1 and 10%. 

Results and Discussion 

Surface Growth 

A representative diagram of the numerical results 
is shown in Fig. 3. Reactions 1 and 3 are the fastest 
and the balance of their rates (or, equivalently, the 
ratio of their rate coefficients) in essence determines 
the fraction of dehydrogenated surface sites, that is, 
the number density of surface radicals. Deactivation 
of these surface radicals by molecular hydrogen, re- 
action 2—the reverse of reaction 1—is a relatively 
slow process (and in fact can be neglected). This can 

be contrasted with the growth of the first few aro- 
matic rings whose rate is controlled at high temper- 
atures (and low pressures) by the balance of reac- 
tions 1 and 2 [22]. This gas-phase regime of control 
by reactions 1 and 2 is switching to the solid-growth 
regime of control by reactions 1 and 3 with the in- 
crease in the PAH size (and pressure), that is, with 
the value of k3 approaching its high-pressure limit. 

The growth of the substrate surface (i.e., forma- 
tion of the next-layer aromatic rings) is initiated by 
chemisorption of arriving acetylene molecules at 
surface radical sites. The fastest among them are re- 
actions 4, 4', and 7 (Fig. 3). Reactions 4 and 4' do 
not lead directly to cyclization but produce a chem- 
isorbed C2H group. This adspecies may cyclize to an 
aromatic ring in subsequent reactions—6, 8,10, and 
11—or "desorb" by the reverse of 4 and 4' (i.e., by 
reactions 5 and 5'). The "desorption" dominates un- 
der all conditions tested. In fact, reactions 4 and 5, 
as well as 4' and 5', nearly balance each other. This 
is not unexpected, however, because high reversi- 
bility of reactions A;* + C2H2 ** A;C2H + H, where 
A; denotes an i-ring aromatic, was identified to be a 
distinctive feature of PAH growth kinetics from the 
very beginning [16]. As a sensitivity test, a run with 
k_a = 0 resulted in about threefold increase in the 
computed surface growth rate. 

Among the aromatic cyclization steps, reactions 6- 
11 and 13, only channels 7 and 8 contribute in a 
meaningful way. Adsorption of acetylene at double 
radical sites, reaction 9, is significant but does not 
contribute more than 15% to the surface growth at 
even the highest temperature tested, 2500 K. Re- 
action 7 dominates the growth at lower tempera- 
tures. However, its rate begins to level off at about 
2000 K, while reaction 8 keeps accelerating and 
eventually catches up with reaction 7 (Fig. 4). As a 
result of the increasing rate of reaction 8, the net 
surface growth rate increases with temperature, as 
shown in Fig. 4. This is significant: It means that 
reversibility of the HACA mechanism cannot explain 
the decay in surface reactivity of soot particles, as 
was suggested by Mauss et al. [8,9] and Colket and 
Hall [7]. Indeed, reaction 7 decelerates with tem- 
perature because of the reaction-net reversibility; 
however, the contribution of reaction 8, predicted 
by the sterically resolved KMC calculations, more 
than compensates for this deceleration. 

Figure 5 presents the results of calculations testing 
the effect of hydrogen atom concentration on the 
computed surface growth rate. The numerical re- 
sults indicate (as perhaps expected from the previous 
discussion on the competition between reactions 2 
and 3) that at low concentrations of hydrogen atoms, 
the rate of surface growth is proportional to H but 
becomes independent of H with the increase in the 
H concentration. The decline of the growth rate with 
the decrease in H concentration concurs with the 
previous analysis [5], identifying the decreasing H 
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FIG. 5. Surface growth rate versus H atom mole fraction 
computed at T = 2000 K, P = 1 atm, xC2H2 = 0.1, and 
xH„ = 0.1. The symbols represent the results of calcula- 
tions; the solid line demonstrates the first-order kinetics in 
hydrogen-atom concentration. 

concentration as one of the primary causes for the 
decay in the surface reactivity of soot particles. Also 
tested was the effect of C2H2 concentration on the 
surface growth rate, which produced an expected 
result [5], first-order concentration dependence. 

PAH Growth 

Using the same reaction mechanism, gas-phase 
composition, and KMC method, a series of calcula- 
tions was performed with a gaseous PAH, a pyrene 
molecule, as the initial substrate. The computed 
rates of growth are shown in Fig. 4, and typical spe- 
cies through which the growth propagates are de- 
picted in Fig. 6. Analysis of the computational results 
indicated that the growth is controlled by the for- 
mation of aromatic rings at the corners of PAH struc- 
tures via reactions 11-13, followed by a rapid se- 
quence of boat site cyclizations, reaction 7. Because 
of the high reversibility of reactions 11-13, the 
growth rate decays with temperature (Fig. 4). The 
zipper-type filling of the boat sites, created following 
the formation of a corner aromatic ring, results in 
zigzag PAH edges, as illustrated in Fig. 6. 

Five-Member Ring Growth 

The zigzag edges produced in the KMC simulated 
growth of PAH and the armchair boundary assumed 
for the growth of soot particle surface are inconsis- 
tent with one another. Indeed, within the present 
nucleation model [5,23], a solid particle emerges 
from coalescence of gaseous PAHs, and if the PAH 
edges are zigzag so should then be the particle 
edges, in conflict with the armchair substrate as- 
sumed for the particle surface growth. 

One possibility of addressing this inconsistency 

\ / 

FIG. 6. Dominant reaction pathways of PAH growth. 

may be provided by the nucleation model advocated 
recently by D'Alessio and co-workers [24] and Dob- 
bins and Subramaniasivam [25]—nucleation 
through formation of aromatic-aliphatic-linked hy- 
drocarbons (AALH) that graphitize afterwards. 

Another possibility is the formation of a five-mem- 
ber ring, in a reaction between a zigzag surface rad- 
ical site and an acetylene molecule. Once formed, 
such a five-member ring serves as a nucleus for the 
next layer growth initiated via 

H, C2H2 

The subsequent growth of the zigzag row continues 
through the same zipper mechanism as discussed for 
the armchair surface. In support of this proposal, 
quantum-chemical calculations at the AMI level 
[26] showed that the energetics calculated for the 
elementary reactions of the shown sequence are 
comparable to (and even slightly more favorable 
than) those reported for similar reactions of six- 
member-ring compounds [19], such as reactions a 
and c in Fig. 2; hence, the rates of these two reaction 
systems should be close to each other. This implies 
that the overall growth rates of zigzag surfaces 
should be similar to those of armchair substrates 
considered in the present study. 

The mechanism suggested here has additional 
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mechanistic consequences. The formation of five- 
member rings should produce a curvature of the top 
aromatic layers of soot particles, as was indeed hy- 
pothesized recently [27]. Also, some of the cyclo- 
penta CH sites, those formed at the surface edges 
(and marked so on the right-hand structure of the 
preceding reaction), are sufficiently stable but can- 
not propagate growth. Accumulation of such sites 
should lead to a decline in the surface reactivity. 

Finally, it is pertinent to mention that the two nu- 
cleation models, AALH graphitization and PAH con- 
densation, are not inconsistent with one another. On 
the contrary, they probably represent two possible 
extremes. For example, it was found in applying a 
HACA-based reaction model to a set of astrophysical 
environments [28] that the model predicts formation 
of only small-size "compact" aromatics while the 
same model at another set of astrophysical condi- 
tions [29] points to a large-size AALH growth. 

Conclusions 

Sterically resolved kinetic Monte Carlo simula- 
tions indicate that the HACA-based reaction model 
predicts for the growth rate of soot particle surface 
to increase and not decrease with temperature, even 
when the reaction reversibility is fully accounted for. 
This implies that the decreasing thermal stability of 
surface intermediates is unlikely to be responsible 
for the decline in surface reactivity of soot particles. 
In contrast, the growth of gaseous PAHs by the 
HACA mechanism is impeded by the reversibility of 
cyclization reactions and is shown to result in zigzag 
edges, inconsistent with the armchair substrate as- 
sumed for the particle surface growth. This incon- 
sistency is resolved by invoking the formation of five- 
member rings that serve as surface nuclei for the 
subsequent HACA growth. 

The computational results also show that the sur- 
face growth rate is proportional to the C2H2 con- 
centration and independent of H at high H concen- 
trations but declines with the decrease in the 
abundance of hydrogen atoms. This concurs with the 
previous analysis [5] identifying the decreasing H 
concentration as one of the primary causes for the 
decay in the surface reactivity of soot particles. 
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COMMENTS 

D. G. Vlachos, Universtiy of Massachusetts, USA. The 
sticking coefficients of gaseous species for surface growth 
may depend on cell temperature, soot particle size, and 
gaseous precursor adsorbed on the particle. How do you 
take into account this possible dynamic change of sticking 
coefficients during growth of particles as a function at 
time? 

Author's Reply. The present model is formulated not in 
terms of over all sticking coefficients but in terms of ele- 
mentary reaction probabilities. The latter are derived from 
elementary reaction rate coefficients and thus carry their 
temperature dependence and, being defined for individual 
combinations of gas-phase species and surface sites, are 
surface site specific. 

Prof. Antonio D'Alessio, Universitä di Napoli, Italy. Your 
model assumes that the bonding between carbon atoms is 
sp2; i.e., aromatic structures prevail. Experimentally it has 
been found that soot particles, like other carbonaceous 
structures, are mixtures of sp2 and sp3 bondings. Would 
you comment about it? 

Author's Reply. Analysis of reaction chemistry and as- 
sociated thermocheinical data and kinetic results points to 
predominantly aromatic character of soot for high-temper- 
ature growth environments. At lower temperatures (and 
fuel-rich mixtures) our model suggests a possibility of sp3 

links between aromatic structures [1]. One of the advan- 
tages of the kinetic Monte Carlo technique introduced in 
the present study is the ability to examine this type of ques- 
tion, and we plan to do so in the future. 

REFERENCE 

1. Morgan, W. A., Feigelson, E. D., Wang, H., and Frenk- 
lach, M., Science 252:109-112 (1991). 

/. B. Howard, MIT, USA. Your focus on acetylene as the 
only reactant in soot growth is probably too limited, and 
your not taking five-membered rings into account in the 
Monte Carlo treatment of the kinetics limits the extent to 
which the results represent actual soot-growth species. Be- 
sides acetylene, other compounds deserving consideration 
are small aliphatic radicals and PAH including diose with 
five-membered rings, such as methylene and ethylene 
bridges which are prevalent in flame-generated PAH, and 
probably also in surface structures of growing soot. The 
polycyclic edge structures mentioned in your paper would 
be expected to be more reactive with radicals of PAH and 
small aliphatics than with acetylene, and these other re- 
actants are too abundant in sooting flames to be neglected. 
Is there a technical basis for focusing only on acetylene as 
reactant, and for not including five-membered ring struc- 
tures in the Monte Carlo analysis? 

Author's Reply. While the present work focuses on sur- 
face reactions of acetylene, our view of surface growth is 
not limited to acetylene only. For instance, we were the 
first to introduce PAHs as surface deposition species in 
detailed kinetic modeling of soot formation [1]. Our ap- 
proach to "choosing" surface growth species is founded, as 
stated in the paper, on systematic and consistent applica- 
tion of the principal of chemical similarity. Detailed nu- 
merical simulations performed on this basis by us and oth- 
ers for a series of laminar premixed flames identified 
acetylene as the dominant contributor to the surface 
growth. It is certainly possible that in combustion environ- 
ments other than laboratory laminar premixed flames, to 
which the attention has been drawn thus far, species other 
than acetylene will contribute to surface growth, similar to 
the case argued by us for the growth of PAHs [2]. 

As for the five-membered rings, there has been no prior 
information on their importance in surface growth. One of 
the key results of the present numerical study is the sug- 
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gested necessity for the five-membered ring surface struc- 
tures. This finding is a consequence of the sterically-re- 
solved kinetic Monte-Carlo approach to surface growth in- 
troduced in the present study. We certainly plan to extend 
this approach to include other growth species and different 
surface structures. 
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The two principal soot surface growth agents are believed to be acetylene (C2H2) and polycyclic aromatic 
hydrocarbons (PAH). However, their relative contributions to soot growth under various conditions is not 
well understood. To address this issue, soot was produced in a jet-stirred plugflow reactor (JS/PFR) under 
acetylene-lean and acetylene-rich conditions. The JS/PFR is a premixed ethylene-flred combustor con- 
sisting of a well-stirred reactor (JSR) in series with a plugflow reactor (PFR). Acetylene-lean conditions 
were attained by injecting benzene into the PFR while operating the JSR at a fuel equivalence ratio (<f>) 
of 1.3. Acetylene-rich conditions were met by operating the JSR at a <f> of 2.1 without any secondary 
injection. The PFR temperature was set to 1580 K and two benzene injection rates were chosen. In the 
acetylene-lean cases, the dominant soot growth agent was found to be PAH. Collision efficiencies between 
soot particles and PAH molecules were calculated using gas collision theory. With the assumption that all 
the observed soot growth occurred by PAH addition, collision efficiencies were found to lie between 0.11 
and 0.03 for the two acetylene-lean cases and between 0.51 and 0.27 for the acetylene-rich case. The high 
values of the latter case suggest that the observed soot growth cannot be accounted for by PAH addition 
alone. This indicates that, under our acetylene-rich conditions {tj> = 2.1), acetylene appears to dominate 
soot growth. Calculated soot-acetylene collision efficiencies lay between 5.4 X 10-4 and 3.1 X 10~4. The 
observed decrease in collision efficiencies with residence time was related to a decreasing H/H2 ratio with 
time. 

Introduction The soot nucleation process is believed to be con- 
trolled by the reactive coagulation of large PAH mol- 

To improve our ability to model and ultimately ecules as opposed to molecular weight growth of 
predict the formation of soot in both premixed and PAH by acetylene addition [7], A popular model of 
diffusion flames, a clear understanding of the path- postnucleation soot growth postulates that this pro- 
ways controlling postnucleation soot surface growth cess is governed by the addition of acetylene via hy- 
is required. This step of the overall soot formation drogen abstraction [8]. Since acetylene occurs in 
process is of particular importance since it is where such abundance in the postflame zones of fuel-rich 
the bulk of soot mass growth takes place [1]. From premixed flames, it has been identified as the con- 
an experimental point of view, it is advantageous to trolling soot growth agent [9], Although acetylene 
study the formation of soot under homogeneous concentrations are usually relatively constant with 
conditions because this allows one to neglect mixing residence time, surface growth rates decrease at 
phenomena. For that reason, numerous investiga- higher residence times. This phenomenon, which is 
tions have been carried out using premixed laminar most evident at higher temperatures, has been at- 
flat flames [2-6] rather than diffusion flames. These tributed to a decreasing soot surface reactivity with 
studies have revealed that the onset of sooting is as- time. PAH molecules are not consumed completely 
sociated with the presence of polycyclic aromatic hy- in the nucleation process and their formation con- 
drocarbons (PAHs). Under the conditions of these tinues well into the soot surface growth zone. With 
experiments, soot was found to appear near the peak this in mind, it has been proposed that they may 
PAH concentration and continued to grow at a rate participate in the soot surface growth process along 
that decreased with time. with acetylene [10,11]. The implication of this is that 
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FIG. 1. Schematic of jet-stirred plugflow reactor (JS/ 
PFR). 

a comprehensive soot-formation model should in- 
clude an accurate PAH formation mechanism in its 
surface growth stage to account for their participa- 
tion in the soot mass growth process. 

Although there is little doubt that both PAH and 
acetylene are important soot surface growth agents, 
their relative contributions to soot surface growth 
under various conditions have not yet been ascer- 
tained by experimental means. This paper presents 
the results of a study in which the roles of these two 
species were determined for the cases of premixed 
ethylene/air flames with and without benzene injec- 
tion. 

Experimental Apparatus 

Experiments were carried out in the jet-stirred 
plugflow reactor (JS/PFR) [12]. This reactor is an 
enclosed premixed flame combustor fired with eth- 
ylene (C2H4) and run at atmospheric pressure. A 
schematic of the apparatus appears in Fig. 1. The 
jet-stirred reactor (JSR) is a toroidal-shaped cham- 
ber cast out of alumina ceramic. Ethylene, which is 
used as the primary fuel, is premixed with air and 
diluent nitrogen before being fed to the JSR through 
32 jets located around the periphery of the chamber. 
These jets are oriented at an angle so as to promote 
a swirling, well-mixed flow field inside the reactor. 
Under normal conditions, the JSR residence time is 
6 ms. Upon leaving the JSR, the combustion gases 
pass through a flow straightener and enter a cylin- 
drical alumina plugflow reactor (PFR). The reactor 
configuration allows for the injection of an additive 
into the system at a point upstream of the flow 
straightener. With a sufficiently fuel-rich JSR feed 
(fuel equivalence ratio >1.8) or with the addition of 
an aromatic additive, significant PAH and soot for- 

mation takes place in the PFR, where the residence 
time is 30 ms. Samples drawn from various axial po- 
sitions along the PFR centerline, all of which cor- 
respond to specific residence times, allow us to mon- 
itor the growth of both PAH and soot with time. The 
inherent advantages of the PFR lie in its near-iso- 
thermal and plugflowlike characteristics. The span 
of operating conditions includes a temperature 
range of 1400-1700 K and a fuel equivalence ratio 
range of 0.5-2.6. Samples are withdrawn from the 
PFR through a water-cooled stainless steel probe 
and analyzed for soot, PAH, and light hydrocarbons. 
Soot concentrations are determined by collecting 
soot on filters (Pallflex T60A20) and measuring the 
weights of the deposited material. Before weighing, 
the soots are rinsed with dichloromethane (CH2C12) 
to extract PAHs since, for our purposes, soot is de- 
fined as all dichloromethane-insoluable material. 
PAHs are collected by passing the sample gas 
through dichloromethane traps. The individual PAH 
concentrations are quantified by analyzing the con- 
centrated extracts by GC-FID or HPLC. Com- 
pounds that can be identified range from naphtha- 
lene (C10H8) to coronene (C24H12). Light 
hydrocarbons, which include the Cl to C4 com- 
pounds, are analyzed by GC-FID. 

The experimental strategy involved generating 
soot under two distinctly different conditions. These 
two conditions were chosen to ensure that the two 
PAH:C2H2 ratios differed significantly from each 
other. Acetylene concentrations in the PFR are 
strongly dependent on the JSR fuel equivalence ratio 
((f)) and increase significantly with increasing <f>. In 
the acetylene-rich case, the JSR was operated at a 
relatively high <f> of 2.1 without any secondary injec- 
tion. In the acetylene-lean cases, the JSR was run at 
a relatively low </> of 1.3, but benzene was injected 
to promote PAH and soot formation without intro- 
ducing large quantities of acetylene. Several ben- 
zene injection rates were chosen. In the acetylene- 
lean experiments, the PAH:C2H2 ratios were 
expected to be relatively high, thus ensuring that the 
PAH addition mechanism played a dominant role in 
soot surface growth. The JSR temperature was cho- 
sen to be 1600 K, which led to a PFR temperature 
of 1580 K. The relevant experimental parameters 
appear in Table 1. A comparison of the data obtained 
from the acetylene-rich experiment (case 1) and an 
appropriate acetylene-lean experiment (case 2) al- 
lowed us to ascertain the roles of PAH and acetylene 
addition in the two experiments. 

Results and Discussion 

To verify that the PFR acetylene levels in cases 1 
and 2 of Table 1 did indeed differ significantly from 
each other, acetylene concentrations were measured 
along the PFR axis for these experiments. The data, 
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TABLE 1 
Jet-stirred plugflow reactor experimental parameters 

Case Fuel Equivalence Ratio" PFR Temperature Benzene Injection Rate 

2.1 
1.3 
1.3 
1.6 

1580 K 
1580 K 
1580 K 
1580 K 

0 
4.2 g/min (15% of C)* 
6.4 g/min (21% of C^ 
4.2 g/min (13% of C)fc 

"Fuel equivalence ratio in the jet-stirred reactor (before secondary injection). The JSR feed was an ethylene/air/nitrogen 
premixed stream. 

^Benzene injection rate expressed as the percentage of carbon fed to the reactor originating from benzene. 

Residence Time, ms 

FIG. 2. Acetylene concentrations in PFR for case 1 (</> 
= 2.1) and case 2 (4> = 1.3, benzene = 4.2 g/min). 

10 IS 20 25 

PFR Residence Time, ms 

FIG. 3. Soot concentrations in PFR for case 1 (cj> = 2.1), 
case 2 (tf> — 1.3, benzene = 4.2 g/min), and case 3 (<f> = 
1.3, benzene = 6.4 g/min). Lines are smooth fits through 
data. 
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FIG. 4. Total PAH concentrations in PFR for case 1 (cf> 
= 2.1), case 2 (<t> = 1.3, benzene = 4.2 g/min), and case 
3 (</> = 1.3, benzene = 6.4 g/min). Total PAH includes all 
detectable polycyclic aromatic compounds from naphtha- 
lene through cyclopenta[c,d]pyrene. Lines are smooth fits 
through data. 

which appear in Fig. 2, indicate that the acetylene 
concentrations of case 1 exceed those of case 2 by a 
factor of between 15 and 30. This large difference 
supports the idea that, in case 2, acetylene must have 
played a minor role in the observed soot growth. If 
this were not true and acetylene had played an im- 
portant role in this case, the observed soot growth 
rate would have been significantly lower than that of 
case 1. Figure 3, which contains the soot concentra- 
tion data pertaining to cases 1, 2, and 3, indicates 
that the average soot growth rates were roughly 
equal for cases 1 and 2. The concentrations of total 
PAH, which includes PAH compounds from naph- 
thalene through cyclopenta[c,d]pyrene, appear in 
Fig. 4. Table 2 contains concentrations of all the 
identifiable PAH for the three cases. From the Fig. 
4 values, it is evident that significantly more PAH 
was formed in case 2 than in case 1. Since the av- 
erage soot-growth rates of cases 1 and 2 are roughly 
equal and since it was concluded that in case 2, PAH 
must have dominated soot growth, the relatively low 



2298 SOOT FORMATION AND DESTRUCTION 

TABLE 2 
Concentrations (in mg/m3) of identifiable PAH at a PFR residence time of 20 ms 

for cases 1, 2, and 3 

Compound Case 1 Case 2 Case 3 

3.53 
33.5 

4.85 
50.4 

0.99 
2.29 
6.54 
0.82 
2.31 
0.14 
7.23 
2.74 
1.47 
6.07 
2.07 
8.16 

5.99 
13.76 
3.03 

Phenyl-1,3-Butadyene 
Naphthalene 
2-Ethynylnaphthalene 
Acenaphthylene 
Fluorene 
Ethynylacenaphthylene 
Phenanthrene 
Anthracene 
Phenylnaphthalene 
4H-Cyclopenta[def]phenanthrene 
Fluoranthene 
Acephenanthrylene 
Pyrene 
Phenylacenaphthylene 
Cyclopenta[cd]fluoranthene 
Benzo[ghi]fluoranthene 
Cyclopentaacephenanthrylene 
(CPAP) 
Cyclopenta[cd]pyrene 
Chiysene 

0.05 
2.27 
0.16 
3.96 
0.06 

b.d.l.l 
0.18 
0.02 
0.05 
0.13 
0.20 
0.6 

0.37 
b.d.l.j 
0.26 
0.07 

0.41 
1.20 
0.02 

2.03 
22.9 

2.01 
30.3 
0.30 
1.30 
2.35 
0.37 
0.64 
0.91 
3.26 
1.11 
1.16 
1.38 
1.36 
2.88 

3.09 
7.77 
0.56 

{below detection limit 

Residence Time (ms) 

FIG. 5. Apparent soot-PAH collision efficiencies for case 
1 (4> = 2.1), case 2 (<f> = 1.3, benzene = 4.2 g/min), and 
case 3 (<£ = 1.3, benzene = 6.4 g/min). Lines are smooth 
fits through data. 

PAH levels in case 1 imply that a major portion of 
the soot mass growth in that case must have come 
from species other than PAH. Since this is our acet- 
ylene-rich experiment, the most abundant soot 
growth agent other than PAH is acetylene. There- 
fore, in case 1 (4> — 2.1 with no injection), the most 
dominant soot-growth agent appears to be acetylene. 

To more accurately determine the relative contri- 

butions of acetylene and PAH to soot growth in case 
1, collision rates between the soot particles and the 
various hydrocarbon molecules need to be calcu- 
lated. Equating the observed soot growth rate to the 
product of a collision frequency and a collision effi- 
ciency allowed us to back calculate collision efficien- 
cies as a function of PFR residence time. The pro- 
cess was assumed to be governed by a version of the 
general gas collision equation, Eq. (1). According to 
this particular equation, all observed soot growth is 
assumed to occur by PAH addition alone, and oxi- 
dation is neglected. 

dfsoot] 

dt —   7soot,PAH ' 

<W (8nRT\05 

4    V  M  / 
Nsoot [PAH] 

(1) 

where ysootipAH is the soot-PAH collision efficiency, 
<7soot is the soot-PAH collision diameter, M is the 
average PAH molecular weight, and Nsoot is the soot 
number density [13]. Since the expected number of 
collisions between soot particles during the PFR res- 
idence time is only 5% of the final number of par- 
ticles, soot agglomeration was ignored. This allowed 
us to assume a constant soot-number density with 
residence time. The soot-number density was based 
on soot particle-size measurements by transmission 
electron   microscopy  (TEM).   Particle  diameters 
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FIG. 6. Soot-acetylene collision efficiencies for case 1 (</> 
= 2.1). Line is smooth fit through data. 

0.05 

[PAH radicals]: [PAH] ratio 
(calculated) 

Apparent Soot-PAH 
Collision Efficiency 

Case 2 

H:H2 ratio, values x50 
(calculated) 

10 15 20 

ResidenceTime, ms 

30 

FIG. 7. Soot-PAH collision efficiencies and calculated 
values of the H:H2 and [PAH radicals]:[PAH] ratios for 
case 2 (cj> = 1-3, benzene = 4.2 g/min). Lines indicate 
trends. 

were averaged by weighting the cross-sectional areas 
(0.25 no2) with collision velocity. By applying Eq. (1) 
to the experimental data, the apparent soot-PAH 
collision efficiencies were calculated at various PFR 
residence times for the different experimental cases. 
From Fig. 5, which contains the results pertaining 
to cases 1, 2, and 3, it is evident that the apparent 
collision efficiencies for cases 2 and 3 (where ben- 
zene was injected) are substantially lower than those 
of case 1. Since it was concluded that PAH dominate 
soot growth in the benzene injection experiments, 
the apparent collision efficiencies calculated for 
these cases probably do not differ significantly from 
the true PAH-soot collision efficiencies. The values 
for case 1, on the other hand, are higher than those 
of cases 2 and 3 by a factor of 5-7. These relatively 
high values indicate that Eq. (1) cannot account for 
the soot growth in case 1 since it assumes that all 
growth is due to PAH addition. To match the PAH- 
soot collision efficiencies of case 1 with those of case 

2, it would be necessary to presume that approxi- 
mately 20% of the soot growth in case 1 occurred by 
PAH addition and the remaining 80% by acetylene 
addition. This is further evidence that acetylene 
dominated the soot surface growth that occurred un- 
der the 4> = 2.1 conditions of case 1. The effect of 
increasing the benzene injection rate from 4.2 g/min 
(case 2) to 6.4 g/min (case 3) was to increase soot 
and PAH concentrations by factors of 4 and 2, re- 
spectively (as indicated by Figs. 3 and 4). However, 
the collision efficiencies differ from each other by 
only 20-25%. This suggests that, in the case of ben- 
zene injection, the mechanism by which available 
PAH molecules add to available soot particles is not 
strongly dependent on the absolute PAH and soot 
concentrations. 

Since it is apparent that acetylene dominated soot 
growth in case 1, the soot-acetylene collision effi- 
ciencies were calculated for that case by applying 
Eq. (1) to soot-acetylene interactions and assuming 
that 80% of the observed soot growth occurred by 
acetylene addition. The results of this calculation ap- 
pear in Fig. 6. Like the soot-PAH collision efficien- 
cies, these values showed a decline with increasing 
PFR residence time, a trend seen in other sooting 
flames [9], In the case of soot-PAH collisions, the 
probability of a PAH adding to the soot particle is 
significantly higher if the PAH is a radical rather than 
a parent molecule. If it is assumed that the collision 
efficiency between a PAH radical and a soot particle 
is unity, the measured soot-PAH collision efficien- 
cies may be correlated with the fraction of PAH spe- 
cies present as radicals. Since we lack the capability 
of measuring radicals directly in the PFR, we have 
to resort to estimating radical species by assuming 
partial equilibrium. The abstraction process is rep- 
resented by reaction 1. 

PAH + H- <^> PAH- + H2 (reaction 1) 

PAH and H2 concentrations are available for each 
experimental case. H concentrations were estimated 
using a Chemkin package [14]. The equilibrium con- 
stant for the reaction involving each significant PAH 
was estimated using a Therm package [15]. Equilib- 
rium constants were calculated for primary aryl, sec- 
ondary aryl, and vinyl radicals [16]. H/H2 ratios and 
total PAH radical concentrations (the latter ex- 
pressed as fractions of the total PAH concentrations) 
are plotted in Fig. 7, along with the case 2 soot-PAH 
collision efficiencies. The PAH radical fractions ap- 
pear to approximate the soot-PAH collision effi- 
ciency values and display the same downward trend 
with increasing residence time. 

In the case of soot-acetylene interactions, which 
are particularly relevant to case 1, the probability of 
a collision resulting in a reaction is strongly depen- 
dent on the soot surface properties. The property of 
most interest is the density of active sites on the soot 
surface [17]. These active sites may be considered 
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10 15 20 

Residence Time, ms 

FIG. 8. Soot and PAH concentrations for case 4 (<f> = 
1.6, benzene = 4.2 g/min). Lines are smooth fits through 
data. 

TABLE 3 
Contributions of PAH and acetylene to soot growth for 

case 4 

PFR 
Residence 

Time 
Contribution 

from PAH 
Contribution 
from C2H2 

7.9 ms 79% 21% 
13.8 ms 78% 22% 
19.6 ms 18% 82% 

to be in equilibrium with H and H2 in much the 
same way as PAH radicals are. With this in mind, 
any observed change in soot surface reactivity may 
be attributed to the depletion of gaseous radicals 
[18], although other factors such as annealing of the 
surface may also be responsible [9]. The soot-acet- 
ylene collision efficiencies calculated for case 1 were 
observed to decrease by a factor of approximately 2 
along the PFR. The H/H2 ratio plotted in Fig. 7 also 
decreased by a factor of approximately 2. Therefore, 
changes in the concentrations of gaseous species sur- 
rounding the growing soot particles can, in case 1, 
account for the observed change in surface reactivity. 
This does not rule out the possibility of annealing 
playing some role. Under our experimental condi- 
tions, annealing does not appear to play a major role 
but may become more significant at higher temper- 
atures. 

In case 4, the experimental parameters were cho- 
sen to allow the contributions of both soot growth 
mechanisms to be significant. The feed to the JSR 
was set at a moderately high but nonsooting fuel 
equivalence ratio of 1.6. This supplied the PFR with 
relatively large quantities of acetylene while benzene 
was injected into the PFR to promote PAH forma- 

tion. The soot and PAH concentrations measured in 
case 4 appear in Fig. 8. From this plot, it is evident 
that substantially more soot was formed than in case 
2, where the benzene injection rate was equal. The 
concentration of PAH, unlike case 2, increased ini- 
tially, peaked, and then decreased at higher resi- 
dence times. This was attributed to the increased 
role of soot as a PAH sink because of the higher soot 
levels. To estimate the relative contributions of acet- 
ylene and PAH to soot growth in case 4, collision 
efficiency information is required for either the soot- 
acetylene or soot-PAH interactions. Since this is un- 
available for case 4, soot-acetylene collision effi- 
ciency values calculated for case 1 were used. Eq. 
(1) was then used to calculate the portion of the ob- 
served soot growth originating from acetylene ad- 
dition. Table 3 contains the results of this analysis. 

These results illustrate how the role of PAH in soot 
surface growth decreases in importance once PAH 
concentrations decline. Since acetylene levels are 
more constant with residence time, acetylene be- 
comes more dominant at later stages of the growth 
process. This idea of PAH controlling soot growth in 
the early stages and acetylene controlling growth in 
the later stages has been proposed by others [19]. 

Conclusions 

In the cases of benzene injection with a baseline 
4> of 1.3, the dominant soot surface growth pathway 
was found to be the PAH addition route. Soot-PAH 
collision efficiencies were calculated to lie between 
0.11 and 0.03, depending on PFR residence time. 
These values did not vary significantly with benzene 
injection rate. With a JSR <f> of 2.1, where no ben- 
zene was injected, soot surface growth route ap- 
peared to be dominated by acetylene addition. The 
soot-acetylene collision efficiencies lay between 5.4 
X 10"4 and 3.1 X 104. The trend of decreasing 
soot-PAH collision efficiency values with residence 
time was related to changes in radical PAH concen- 
trations with time. PAH radical concentrations were 
calculated using thermodynamic data, assuming that 
radical PAHs were formed by the abstraction of H 
atoms from parent PAH molecules and that partial 
equilibrium existed. It was found that these values 
are sensitive to the H/H2 ratio, which was deter- 
mined to decline with residence time. The observed 
drop in soot-acetylene collision efficiency with time 
was also attributed to the decreasing H/H2 ratio. 
This was ascribed to the fact that, in the case of soot 
surface growth by acetylene addition, the process is 
dependent on the density of active sites on the soot 
surface and that these active sites are formed by hy- 
drogen abstraction. For the case of benzene injec- 
tion into a moderately fuel-rich {<j> — 1.6) baseline, 
PAH was found to contribute approximately 80% of 
the soot growth at lower residence times (<15 ms) 
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but only 20% at higher times (>15 ms). This was 
attributed to declining PAH concentrations after 15 
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COMMENTS 

Antonio D' Alessio, Universita di Napoli, Italy. What is 
the percentage of PAHs in the total material extracted from 
the sampled particulates? 

Author's Reply. Our HPLC analyses indicate that ap- 
proximately 50% of our dichloromethane soluble material 
(also known as "total tar") consists of PAH. 

P. R. Westmoreland, University of Massachusetts, USA. 
Does your "total PAH" concentration include PAH species 
containing five-membered rings? 

Author's Reply. Our total PAH concentrations comprise 
all PAH species detectable by GC-FID and HPLC, which 
includes compounds containing five-membered rings. 

M. Frenklach, University of California at Berkeley, USA. 
How do you differentiate the contribution of PAH and 
C2H2 to particle surface growth from that to particle nu- 
cleation? I may argue, based on our analysis of laminar 
premixed flames [1], that the increase in PAH concentra- 
tion increases particle nucleation, and hence increases the 
initial surface area, which in turn increases the surface 
growth rate you observe in your experiments. 

REFERENCE 

1. Kazakov, A., Wang, H, and Frenklach, M., 
Flame 100:111-120 (1995). 

Combust. 



2302 SOOT FORMATION AND DESTRUCTION 

Author's Reply. The fact that our PFR residence time 
(30 ms) exceeds the typical time required for soot nuclea- 
tion leads us to believe that nucleation occurred in the JSR 
and in the low residence time zone of the PFR. Also, TEM 
analyses show that the bulk of our soot particles lie in the 
20-30 nm size range. Since soot nuclei diameters are less 
than 10 nm, this indicates that most of their mass growth 
was due to post-nucleation surface growth. 

M. Toqan, ABB, USA. What will happen at higher tem- 
peratures? Would the same conclusions apply at 1800- 
1900 K? Don't you think that acetylene might dominate 
the process at the SE temperatures! 

Author's Reply. Since PAH radicals are more stable at 
higher temperatures, we would expect soot-PAH collision 
efficiencies to be higher at 1800-1900 K. This would imply 
that the role of PAH in soot surface growth increases with 
temperature. 
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SOOT FORMATION IN THE PYROLYSIS OF BENZENE/ACETYLENE 
AND ACETYLENE/HYDROGEN MIXTURES AT HIGH 

CARBON CONCENTRATIONS 

V. G. KNORRE,1 D. TANKE,2 TH. THIENEL2 AND H. Gg. WAGNER2 

lMoscow State Technical University 
Leningrad Prospect 64, 125829 Moscow 

2Georg-August-Universität Göttingen 
Institut für Physikalische Chemie 

Tammannstraße 6 
37077 Göttingen, Germany 

The soot formation in the pyrolysis of benzene/acetylene mixtures and acetylene/hydrogen mixtures 
diluted in argon was measured behind reflected shock waves using a light absorption technique. For this 
process, the induction period r, the soot growth rate constant kj, and the soot yield SY were determined. 
The experiments were performed in the temperature range between 1560 and 2580 K at pressures of 6 
and 60 bar, for different carbon concentrations (1-16 X 10~6 mol/cm3) and different ratios of the com- 
ponents. 

For the benzene/acetylene mixtures, the induction times did not show a significant effect related to 
pressure or mixture ratio and were placed between the induction times for the pure substances. Increasing 
the benzene/acetylene ratio considerably increases the soot growth rate constant kf at high temperatures. 
The previously observed bell shape of the soot yield curves as a function of temperature could be confirmed 
for all mixtures, with maximum soot yields at a temperature of about 1800 K. The soot yield data obtained 
for benzene/acetylene mixtures show a remarkable synergistic effect. Increasing the pressure or the ben- 
zene/acetylene ratio in benzene-rich mixtures decreases the soot yield. In the case of acetylene/hydrogen 
mixtures, a considerable suppressive influence of the hydrogen additive on the soot yield was observed. 

Soot particle diameters were determined by transmission electron microscopy and can be described by 
a narrow, log-normal size distribution function. The average particle diameters are in the range of 20 ± 
5 nm for all conditions of temperature and pressure employed in this study and they show a tendency to 
increase with increasing carbon concentration. Assuming spherical particles, final particle number densities 
in the range of 10"-1013/cm3 were obtained. 

Introduction yield decreased. These experiments were performed 
at pressures between 1 and 3 bar. In Ref. 10 it was 

The process of soot formation has been investi- concluded that in a flow reactor at near atmospheric 
gated for quite some time [1-4]. There are, however, pressure and a temperature of 1473 K during pyrol- 
some phenomenological aspects that still need fur- ysis of benzene/acetylene mixtures, the soot particle 
ther  consideration.   Here,  results  obtained from nuclei were formed only from acetylene. A nuclea- 
shock tube pyrolysis experiments are of particular tion of soot particles from benzene is assumed to be 
interest. For many hydrocarbons except benzene, completely inhibited and its molecules are con- 
the rate of soot formation passes through a maxi- sumed only by the growth of particles formed from 
mum around 2000 K [5,6]. In order to obtain further acetylene. 
information about the soot formation kinetics in py- It was shown recently that many features of the 
rolysis processes at higher temperatures, experi- soot formation processes change considerably fo- 
ments in binary mixtures have been performed. ward higher pressures, especially for pressures above 

There are several papers on soot formation in bi- 10 bar [6,13,14]. In order to cover a large range of 
nary mixtures [7-12]. It was found in shock tube conditions, the work reported here was devoted to 
experiments that the addition of acetylene to 1,3- soot formation in shock tube pyrolysis of benzene/ 
butadiene and to allene increases both the soot yield acetylene and acetylene/hydrogen mixtures behind 
and the amount of soot [12]. When acetylene is reflected shock waves. Experiments were conducted 
added to benzene, the opposite effects were found. in the temperature interval between 1560 and 2580 
The amount of soot formed increased but the soot K, and for two different pressures, namely, 6 and 60 

2303 
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TABLE 1 
Experimental conditions 

Series T(K) P (MPa) C6H6:C2H2 [C] (mol/cm3/106) 

1 1670-2150 6.2 1:3 1.2 

2 1670-2210 6.2 1:3 5 

3 1860-1980 6.1 1:2.5 8.4 

4 1560-2580 6.3 1:1 5 

5 1850 6.1 1:1 16 

6 1650-2250 5.8 2.5:1 12 

7 1680-2500 6.0 10:1 9 

8 1700-2400 0.64 1:2.5 6 

9 1570-2400 0.64 1:1 5 

10 1460-2170 0.66 2.5:1 9 

11 1600-2400 0.5-11 1:0 0.4-4 

12 1600-2400 2.5-5.5 0:1 1-4 

Series r(K) P (MPa) C2H2:H2 [C] (mol/cm3/106) 

13 1630-2360 6.0 1:1 2 

14 1680-2420 6.0 1:1 4 

bar. Carbon concentrations were varied from 1 to 16 
X 10 ~6 mol/cm3. The main goal of this investigation 
was to obtain data about mutual influence of the mix- 
ture ratios in benzene/acetylene and acetylene/hy- 
drogen mixtures at high carbon concentrations, and 
various pressures and temperatures. Investigated 
were the induction time of soot formation T, the for- 
mal soot growth rate constant kt, the soot yield SY, 
and the final particle diameter a. 

Experimental 

The experimental set-up has been described else- 
where [6,15], therefore, only the main details are 
given. The experiments were conducted behind re- 
flected shock waves in a 70 mm i.d. steel shock tube 
with a 4.5 m-long driven section, a 3.5 m-long driver 
section, and a 28 mm-thick tube wall. Shock speed 
and the pressure time profile were measured with 
Kistler piezo-electric pressure transducers. Shock 
parameters were computed following the standard 
procedure [16,17] using the measured incident 
shock speed. The difference between the calculated 
and the measured pressure was less than 2%, and 
the estimated accuracy of the temperature calcula- 
tion is ±30 K. 

The conversion of hydrocarbon to soot was mea- 
sured via the attenuation of the light beam from a 
15 mW He-Ne laser operated at X = 632.8 nm, and 
a 50 mW In-Ga-As laser operated at X = 1064 nm. 
The optical observation plane was positioned 28 mm 
from the end-plate of the shock tube. The light ex- 
tinction profiles I(t) were converted into soot yield 
profiles SY(t) using Beer's law (see, e.g., Ref. 18), a 
refractive index of m = 1.57 — 0.56i, a soot density 
of 1.86 g/cm3, and the molar mass of carbon Mc. 

The test gas mixtures were prepared manometri- 
cally and mixed by convection in stainless steel cyl- 
inders at least 48 h before use. The gases acetylene 
(> 99.6% Linde), hydrogen (> 99.9% Messer- 
Griesheim), and argon (> 99.998% Messer-Gries- 
heim) were used without further purification. Ben- 
zene (> 99.9% Riedel-De Haen) was purified by 
distillation. 

Soot particles were collected on carbon-film- 
coated copper grids (mesh size 400) and their di- 
ameters were determined by transmission electron 
microscopy (TEM). For several experiments, espe- 
cially with a high soot volume fraction, the soot 
formed was collected to determine the specific soot 
surface area and the final soot yield by the gravi- 
metric method. 

Experimental Results 

Fourteen series of experiments with various car- 
bon concentrations, acetylene/hydrogen ratios, ben- 
zene/acetylene ratios, and two different pressures 
were performed. The conditions of the experiments 
are summarized in Table 1. 

Time History of Soot Formation 

In Fig. 1, one can see time histories of soot 
formation for a (1:3) benzene/acetylene mixture at 
60 bar and a constant carbon concentration of 
1.2 X 10"6 mol/cm3. The soot yield profiles were 
obtained by extinction measurements at a wave- 
length of 1064 nm. All profiles have a typical induc- 
tion period and S-shape form. The induction period 
decreases with temperature. The temperature de- 
pendence of the maximum slope of the profiles and 
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0.5 1 
time / ms 

FIG. 1. Six time histories of soot formation measured at 
a pressure of 60 bar for a (3:1) benzene/acetylene mixture, 
[C] = 1.2 X 10"6 mol/cm3 and for X = 1064 nm. The 
related temperature is indicated at each curve. 

the final soot yields pass through a maximum. In 
comparison to extinction measurements performed 
at 633 nm, the induction periods measured were al- 
ways longer, but the maximum slopes and soot yields 
after the inflection point did not change with the 
wavelength. 

5 6 
10000i<"/T 

FIG. 2. Arrhenius type plot of the normalized induction 
time (T• [C]073) for mixtures with various benzene/acety- 
lene ratios (B:A) and carbon concentrations for 60 bar; El, 
(B:A) = (1:3), [C] = 1.2-5 X 10"6 mol/cm3; <•>, (B:A) = 
(1:2.5), [C] = 8.4 X 10"6 mol/cm3; O, (B:A) = (1:1), [C] 
= 5-16 X 10"6 mol/cm3; A, (B:A) = (2.5:1), [C] = 12 
X 10-6 mol/cm3; •. (B:A) = (10:1), [C] = 9 X lO"6 

mol/cm3; solid lines, best fits for acetylene (upper), ben- 
zene/acetylene (middle) and benzene (lower); +, benzene, 
[C] = 3.9 X 10"6 mol/cm3 [10]; X, acetylene, [C] = 1.3 
X 10~6 mol/cm3 [10]; °, benzene/acetylene, [C] = 5.2 X 
10-6 mol/cm3 [10]; dashed line, acetylene, [C] = 2 X lO"6 

mol/cm3 [24], 

Induction Time 

In the present work, the induction time is defined 
using the intersection of the tangent at the inflection 
point of the soot yield curve with the time axis [6,19]. 
The value of the induction time depends, as men- 
tioned, somewhat on the experimental technique 
used. However, the order of magnitude and the de- 
pendence on parameters such as pressure, temper- 
ature, and carbon concentration are similar for dif- 
ferent experimental techniques. To fit the induction 
times, the following expression is used: 

T = AInd-exp(£Ind/RT)/[C]" (1) 

Figure 2 shows the normalized induction times for 
benzene, acetylene, and their mixtures at 60 bar in 
an Arrhenius plot. According to Fig. 2, the following 
parameters are obtained for all mixtures at X = 633 
nimAgg = 4.36 X 10"15 sec (mol/cm3)075, EInd = 
228 kj/mol, and n = 0.75. The activation energy for 
the mixtures coincides with that for pure benzene 
and acetylene [19]. The logarithm of the preexpo- 
nential factors lg(Aj§|) are in the middle between 
those for the pure hydrocarbons. Induction times of 

the mixtures at 6 bar are close to that for pure acet- 
ylene, and therefore, these data are not indicated 
separately in Fig. 2. Using different wavelengths, the 
induction time is usually longer in the case of the 
longer wavelength. For X = 1064 nm, we obtained 
a slightly higher preexponential factor (A}0§4/Af^ «* 
1.3) and practically the same apparent activation en- 
ergy. 

For a (1:1) acetylene/hydrogen mixture at 60 bar 
and a carbon concentration of 4 X 10 ~6 mol/cm3, 
the induction times coincide with those of ethylene 
[6], containing the same carbon and hydrogen con- 
centration, and are 25% longer than for pure acet- 
ylene. 

Soot Growth Rate 

The soot volume fraction profiles after the inflec- 
tion point are approximated by an empirically 
obtained first order rate law, where kf is the soot 
growth rate and/v is the soot volume fraction 

dt 
kf (fv»  - /v) (2) 
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FIG. 3. Temperature dependence of die normalized first 
order rate constant (kj/[C]) for benzene, acetylene, ben- 
zene/acetylene, and acetylene/hydrogen mixtures at 6 bar 
(lower part) and 60 bar (upper part). For 60 bar: G, (B:A) 
= (1:1), [C] = 5 X 10-6 mol/cm3; A, (B:A) = (2.5:1), 
[C] = 12 X 10-6 mol/cm3; •, (B:A) = (10:1), [C] = 9 
X 10-6 mol/cm3; \ (C2H2:H2) = (1:1), [C] = 2-4 X 10"6 

mol/cm3; solid lines, best fits, benzene (upper), acetylene 
and acetylene/hydrogen (lower) [22]. For 6 bar: ©, (B:A) 
= (1:2.5), [C] = 6 X lO"8 mol/cm3; O, (B:A) = (1:1), 
[C] = 5 X 10-6 mol/cm3; A, (B:A) = (2.5:1), [C] = 9 X 
10"6 mol/cm3; solid lines, best fits, benzene (upper) and 
acetylene (lower). 

SY„ 
[C] total 

Aioot (3) 

Equations 2 and 3 give a convenient way to cal- 
culate kf and the final soot yield SY„. For near at- 
mospheric pressure flames, kt has been interpreted 
as an effective measure of the "active lifetime" of 
soot particles, assuming that they are loosing their 
reactivity [5,13,14,20,21]. 

Figure 3 shows the temperature dependence of 
the normalized rate constant (/</[C]) for several ben- 
zene/acetylene mixtures at 6 and 60 bar, acetylene/ 
hydrogen mixtures at 60 bar, and for different carbon 
concentrations in an Arrhenius diagram. In the up- 
per part of Fig. 3, rate constants at 60 bar for three 
benzene/acetylene mixtures, namely, (B:A) = (1:1), 
(2.5:1), (10:1), two (1:1) acetylene/hydrogen 
mixtures, pure acetylene, and pure benzene are 
shown. Carbon concentrations are given in Table 1 
(series 4, 6, 7, 11-14). For temperatures below 1950 
K, all curves, except those for the pure acetylene and 
acetylene/hydrogen mixture, have an apparent acti- 
vation energy of 205 kj/mol and a preexponential 
factor of about 1.2   X   101S cm3/mol/s. The soot 

-2-   10 

(B:A)=    (1:1) 

J 
(2.5:1) 

1 
(10:1)» 
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\A  - 
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acetylene 
0.5 

(B:A) 
1 + (B:A) 
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FIG. 4. The benzene mixture fraction dependence of the 
normalized first order rate constant (k/[C]} (•) and the 
final soot yield (SYJ (A) f°r benzene, acetylene, and their 
mixtures at 60 bar and 2400 K. The related mixture com- 
position is indicated at each point. 

growth rate constants in the pyrolysis of acetylene 
and acetylene/hydrogen mixtures coincide [22], and 
their apparent activation energy is lower than for 
other hydrocarbons within the temperature range 
used. 

While decreasing the benzene/acetylene ratio, the 
apparent activation energy on the high-temperature 
side decreases toward a negative value. This effect 
is shown more explicitly in Fig. 4 at 2400 K. Here, 
the normalized rate constants are given for five ben- 
zene mixture fractions (B:A)/[(B:A) + 1]. Increasing 
the benzene mixture fraction from zero to one in- 
creases the rate constant more than two orders of 
magnitude. A small addition of acetylene to benzene 
leads to a strong decrease of kj. 

In the lower part of Fig. 3, rate constants deter- 
mined at 6 bar for five benzene/acetylene mixtures, 
namely (B:A) = (1:2.5), (1:1), (2.5:1), pure acety- 
lene, and pure benzene (series 8, 9, 10, 11, and 12) 
are shown. Again, the apparent rate constant for 
temperatures below 1950 K is similar to that for ben- 
zene, and for higher temperatures it depends on the 
fuel composition. All rate constants for the mixtures 
seem to be slightly higher than for 60 bar. The dif- 
ferences in kj for the mixtures investigated are 
smaller than the scattering of the data. 

Soot Yield 

The final soot yield is defined as carbon finally 
present as soot referred to the total carbon content 
of the mixture. The soot yield curves show the bell 
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FIG. 5. Temperature dependence of the soot yield in the 
pyrolysis of benzene, acetylene, and their mixtures at pres- 
sures of 6 bar (lower part) and 60 bar (upper part). For 60 
bar: O, (B:A) = (1:1), [C] = 5 X lO"6 mol/cm3; A, (B:A) 
= (2.5:1), [C] = 12 X 10-6 mol/cm3; •, (B:A) = (10:1), 
[C] = 9 X 10-6 mol/cm3; for 6 bar: ©, (B:A) = (1:2.5), 
[C] = 6 X 10~6 mol/cm3; 0, (B:A) = (1:1), [C] = 5 X 
10-6 mol/cm3; A, (B:A) = (2.5:1), [C] = 9 X 10"6 mol/ 
cm3; dashed lines, best fits for acetylene and benzene, [C] 
= 4 X 10"6 mol/cm3 [19]. 

shape observed in previous papers for near atmos- 
pheric pressure [18,23] and for higher pressures 
[15]. Soot yields for benzene/acetylene mixtures 
from the same sets of experiments that were used to 
describe L-are shown in Fig. 5 for pressures of 6 and 
60 bar. All soot yield curves shown there exhibit a 
pronounced maximum at about 1800 K (see also Fig. 
1). For comparison, data for pure acetylene and pure 
benzene [19] are included ([C] = 4 X lO"6 mol/ 
cm3). The soot yields for the (1:1) mixture are higher 
than for the pure hydrocarbons. For a temperature 
of T = 2400 K, the soot yield increases two to four 
times compared with that for benzene. The highest 
soot yields determined here are related to the small- 
est investigated benzene/acetylene ratio (1:1) and 
the lowest carbon concentration (5 X 10~6 mol/ 
cm3). This effect is shown more explicitly in Fig. 4 
for five benzene mixture fractions (B:A)/[(B:A) + 1]. 
Practically all soot yields at high temperature are 
higher than for the pure compounds at equal carbon 
concentration. 

Figure 6 presents the results for the soot yield 
from two (1:1) acetylene/hydrogen mixtures with dif- 
ferent carbon concentrations of 2 and 4 X 10 ~6 mol/ 
cm3, respectively. Soot yield data for ethylene (with 
the same C:H ratio as the mixtures) and for acety- 
lene are shown for comparison ([C]  = 4 X  10~6 

FIG. 6. Temperature dependence of the soot yield in the 
pyrolysis of acetylene/hydrogen mixtures at a pressure of 
60 bar for two different carbon concentrations and an acet- 
ylene/hydrogen ratio equal unity. •. [C] = 4 X 10-6 mol/ 
cm3; O, [C] = 2 X 10"6 mol/cm3; solid lines, best fits; 
dashed lines, best fits for ethylene (lower) and for acetylene 
(upper), [C] = 4 X lO"6 mol/cm3 [19]. 

mol/cm3) [19]. Again, the soot yield maxima are near 
1800 K. The addition of hydrogen reduces the soot 
yield from acetylene approximately to the data for 
ethylene with the same C and H atom concentration. 
The slope of the soot yield curve for the acetylene/ 
hydrogen mixture is, however, distinctly different 
from that for ethylene, showing much higher soot 
yields at high temperatures. A reduction of the car- 
bon concentration for the acetylene/hydrogen mix- 
ture by a factor of 2 reduces the soot yield by a factor 
of approximately 0.7. 

Particle Size 

Soot particles were deposited on grids under all 
conditions given in Table 1. The samples were ex- 
amined by means of TEM. The visual impression of 
all micrographs obtained from different experiments 
is very similar. The micrographs show spherical pri- 
mary particles which are mainly agglomerated in 
long chains. The diameters of the primary spherical 
particles can be described by a log-normal size dis- 
tribution function with a geometric standard devia- 
tion of <Tg = 0.15 ± 0.05. The average soot particle 
diameters are in the range of 15-25 nm for all 
experimental conditions employed and they show a 
tendency to increase with increasing carbon concen- 
tration. Furthermore, the specific surface was deter- 
mined by the method of nitrogen adsorption at the 
temperature of liquid nitrogen. Therefore, 20-200 
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mg soot (depending on the final amount of soot) was 
sampled mechanically, corresponding to 90% of the 
optically determined soot yield. A specific surface of 
120 m2/g ± 10% was found, independent of the 
experimental conditions employed. This holds for a 
typical final soot volume fraction of 5 X 10 ~5 in a 
final soot particle surface of 110 cm2 in 1 cm3 gas 
volume. The specific surfaces obtained may be influ- 
enced by the physical and chemical properties of the 
soot particle surface and may not depend only on 
the geometric surface of the particles. 

Discussion 

Soot formation experiments in the pyrolysis of 
benzene/acetylene and acetylene/hydrogen mixtures 
behind reflected shock waves were performed in or- 
der to check the influence of the ratio of the mixture 
components on the soot formation process. 

The induction times in the benzene/acetylene py- 
rolysis are between those for the pure hydrocarbons 
at 60 bar. It should be noted, however, that a small 
carbon fraction coming from acetylene leads to a 
strong increase of the induction period. In the case 
of 3.3% "acetylene-carbon" of the total carbon con- 
centration, two times longer induction times than for 
pure benzene under otherwise equal conditions 
were measured (see the filled circles in Fig. 2). 
Therefore, an acetylene addition to benzene defi- 
nitely increases the delay for the start of the soot 
formation. 

In the work of Tesner et al. [10], induction times 
at 1473 K were measured in a flow reactor with high 
concentrations of pure benzene, acetylene, and a 
(1:1) benzene/acetylene mixture. The normalized in- 
duction times for both pure fuels were placed on the 
extrapolated benzene fit in Fig. 2. The normalized 
induction time for their mixture is three times 
shorter. This is different from the results reported 
here and may be due to the different technique ap- 
plied. Induction times were obtained from Fussey 
et al. [24] using the shock tube technique for 2% 
acetylene in argon at 10 bar ([C] = 2 X 10 ~6 mol/ 
cm3). Normalizing this data using equation 1 shows 
that their data are in the same range as our data but 
with a somewhat lower apparent energy of activa- 
tion. 

The preexponential factor of kt depends somewhat 
on the fuel structure and pressure. Decreasing the 
pressure from 60 to 6 bar increases the preexponen- 
tial factor for the mixtures slightly. The temperature 
dependence of the formal rate constant kr is similar 
for several hydrocarbons at temperatures below 
1950 K. Toward higher temperatures, kf for many 
hydrocarbons passes through a maximum at a tem- 
perature of (1950 ± 50) K and decreases with fur- 
ther increasing temperature [5,6,19], One exception 
is benzene, where the kt grows continuously toward 

higher temperatures [6,19], The benzene/acetylene 
mixtures studied show the same temperature depen- 
dence on kj as aliphatic and aromatic hydrocarbons 
below the maximum temperature at 60 bar. For 
higher temperatures and with increasing acetylene 
content in the mixture, the slope of the kf curve 
changes from that for pure benzene toward zero, 
and finally to negative values, as for acetylene. The 
rate constants of the (1:1) benzene/acetylene mix- 
ture are similar to those of aromatic hydrocarbons 
with one short side chain such as phenylacetylene, 
toluene, and styrene at 60 bar [19,22]. This effect is 
clearly demonstrated for 2400 K in Fig. 4 and has to 
be seen in connection with the induction periods and 
especially with the soot yields. 

Below 1800 K, the influence of the mixing ratio 
on the soot yield is relatively small. Above 2000 K, 
the influence of the mixture composition becomes 
quite strong, and high soot yields are reached (see 
Figs. 4 and 5). In fact, the soot yields for all benzene/ 
acetylene mixtures investigated in that temperature 
range are higher than those for the pure fuels. Ob- 
viously, a marked synergistic effect takes place for 
benzene/acetylene mixtures. Frenklach et al. [12] 
performed shock tube pyrolysis experiments at 2-3 
bar and carbon concentrations between 0.5 and 1 X 
10 "6 mol/cm3. They reported that addition of allene 
and 1,3-butadiene to acetylene increases soot yields. 
Decreasing soot yields were found for benzene/acet- 
ylene mixtures. This differs from the results reported 
here for high carbon concentrations and pressures. 

For the acetylene/hydrogen mixtures investigated, 
a strong soot suppression effect was observed. In- 
duction times are longer and soot yields are lower 
than for pure acetylene. Decreasing the carbon con- 
centration by a factor of two in the mixture decreases 
the soot yield less than a factor 2. This is similar to 
the behavior of pure acetylene [19]. Soot yield re- 
duction by the addition of hydrogen to acetylene was 
also reported in Ref. 12 at the conditions mentioned 
above. Their soot yield maximum at a temperature 
of 2150 K was reduced from 3% to 1%. No soot was 
found at 1800 K, where the soot yield maximum ap- 
pears for the conditions applied here. That differ- 
ence is probably due to the different experimental 
conditions and especially the different carbon con- 
centrations used. High carbon concentrations 
broaden the soot yield curves toward higher tem- 
peratures, shown in Fig. 6. These experiments with 
acetylene/hydrogen mixtures show clearly that the 
beginning of the pyrolysis process has a pronounced 
influence on the formation of soot precursors. 

The particle number densities have not been mea- 
sured by optical methods in these experiments. 
From the TEM pictures and the known soot yields, 
one may, however, estimate the number density of 
soot particles. For an experiment at 60 bar and a 
carbon concentration of 10 "5 mol/cm3, a final soot 
volume fraction offv=0 «* 5 X 10~5 was found. The 
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average final particle diameter was determined by 
TEM to be 20 nm. This leads to a mean particle 
volume of v„ 4 X 10~18 cm3. The number density 
is described by N = fjv. This results in a final num- 
ber density of approximately 1013/cm3. For the other 
experiments, similar results can be calculated. These 
high particle number densities indicate that the co- 
agulation must come to an end quite early in the soot 
formation process. From the Smoluchowski equa- 
tion for coagulation 

dN 

dt 
-k      -N2 (4) 

one can estimate a characteristic half time of coag- 
ulation Tcoag = (fccoag-N)_1. For the shocked gas, a 
Knudsen number in the order of 1 was calculated. 
This value is usually ascribed to the so-called tran- 
sition regime from the slip flow to continuum regime 
[25]. For an approximate calculation, this value can 
be used in the case of the free-molecular regime 
[26]. A calculation on the basis of the theoretical 
expression gives characteristic times for coagulation 
under the conditions applied in the range of 10-100 
/is. Therefore, especially for high temperatures, the 
coagulation of particles must play its essential role 
at the beginning of the soot formation process. The 
particles loose their ability to stick together very 
early, otherwise N„ would be much lower. 

The formation of high soot yields in the mixtures 
of benzene/acetylene at high temperatures comes 
together with a drop of the formal rate constant kß 
which is a measure for the active life time (TJ = 
fc^1) for soot formation. Its value may be influenced 

by properties of the particles as well as by properties 
of the reacting gas mixture. This decrease of ty could 
explain the right part of the soot yield curve in Fig. 
4. Apparently, it does not hold for acetylene itself. 
That might be taken as a hint for the influence of 
the gas-phase composition during soot formation. 
After long times, the gas-phase composition will be 
nearly the same for both pure fuels in Fig. 4. A quan- 
titative description of the effects reported here re- 
quires fairly detailed information, especially about 
the behavior of the particles, and is too lengthy to 
be given here. 

For rich, premixed ethylene/air flames burning at 
70 bar and a surplus carbon concentration of 

[CLurplus = 10~5 mol/cm3, a particle diameter of 20 
nm, a number density of 1013/cm3, and a final soot 
particle surface of 100 cm2/cm3 were found [27,28]. 
These three important parameters for the soot for- 
mation process coincide with our pyrolysis data. This 
indicates that the different chemical environment in 
high-pressure flames, especially the oxygen-contain- 
ing species, seem to have little influence on the later 
part of the soot formation process. 

Conclusion 

The shock tube pyrolysis experiments with ben- 
zene/acetylene and acetylene/hydrogen mixtures at 
high carbon concentrations (1-16 X 10~6 mol/cm3) 
and pressures showed the following: 

• Mean TEM particle diameters are obtained in the 
range of 20 nm. They can be described by a narrow 
log-normal size distribution function. The average 
specific surface of the soot particles is 120 m2/g. 
At the high carbon concentrations applied, the 
particle coagulation stops early, and high final par- 
ticle number densities could be calculated. 

• In the case of benzene/acetylene mixtures, the in- 
duction times are placed between those for pure 
benzene and acetylene. 

• For temperatures below 1800 K, the soot growth 
rate constants are nearly the same for the pure 
fuels and the mixtures applied. For temperatures 
above 2000 K, the soot growth rate constant for 
the mixtures drop from the values for pure ben- 
zene to pure acetylene (at 2400 K for two orders 
of magnitude). 

• For temperatures higher than 2000 K, soot yields 
are definitely higher for the (1:1) benzene/acety- 
lene mixture than for the pure fuels. 

• In the case of acetylene/hydrogen mixtures, a con- 
siderable suppression influence of hydrogen re- 
garding induction time and soot yield was found. 
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COMMENTS 

Pavel A. Tesner, VNIIGAS, Russia. What is your opinion 
about your experimental result that the induction time for 
acetylene-benzene mixture falls between that of acetylene 
and benzene? 

Author's Reply. The behavior of the induction periods 
for the benzene/acetylene mixtures compare well with the 
behavior of benzene or acetylene with other hydrocarbons 
like n-hexane, ethylene etc. 

the reaction temperature of 2400 K valid? Your result is 
that the soot yields of C6H6 and C2H2 are approximately 
equal at 2400 K. However, pure C6H6 at 2400 K is mostly 
a mixture of its products. Is this the reason that the soot 
yields of C6H6 and C2H2 are approximately the same value 
at 2400 K? 

REFERENCE 

1. Kiefer et al.J. Phys. Chem. 89:2013-2019 (1985). 

R. D. Kern, University of New Orleans, USA. Shock tube 
experiments on benzene pyrolysis show considerable de- 
composition at 2400 K [1]. The products of the decom- 
position are mostly C2H2, C4H2 and H2. The decomposi- 
tion of benzene is strongly endothermic («= 136 kcal/mol), 
while the formation of soot particles is exothermic. What 
are the magnitudes of the temperature fluctuations in the 
reflected shock zone for the benzene mixture due to de- 
composition and soot formation at 2400 K? Is comparison 
of the soot yields of pure benzene and pure acetylene at 

Author's Reply. The reaction enthalpies of the benzene 
and acetylene pyrolysis do indeed influence the tempera- 
ture behind the shock wave. This was one of the reasons, 
why we performed the experiments at high carrier gas den- 
sities. Under the conditions in the paper the temperature 
variation due to the pyrolysis reaction was, based on the 
analysis of the products in the pyrolysed gases, generally 
below 50 K. The soot yields at 2400 K are given in the 
paper (for acetylene about 30% and for benzene about 
13%). The remaining carbon is mostly present as acetylene. 
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A SIMPLIFIED PHENOMENOLOGICAL MODEL FOR SOOT GROWTH 
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The advantages of well-defined experimental conditions as provided by a plug flow reactor (PFR) are 
used to make an approach toward a phenomenological and quantitative description of soot mass growth 
in flames and combustion systems. On the basis of gravimetrically determined residence time-resolved 
soot concentration profiles, a quantitative correlation is proposed including the effects of temperature, 
stoichiometry, and residence time as the main parameters of influence. Gaseous hydrocarbon fuels, such 
as methane, propane, and acetylene, have been investigated concerning their differences and parallels in 
soot formation. It was shown that a simple autocatalytical approach and an assumed superposed deacti- 
vation process of the soot surface is sufficient to interpret experimental results in a wide range of temper- 
ature, fuel, residence time, and stoichiometry conditions. Under approximately isothermal conditions, as 
realized in the PFR, soot growth rate increases with time up to a maximum value after a certain reaction 
time that is dependent exclusively on temperature. With increasing residence times beyond that maximum, 
soot growth decreases and finally ceases. The influence of temperature on these profiles, in particular the 
reaction time at which the maximum growth rate appears, is given in terms of an Arrhenius expression, 
independent of fuel specification. The activation energy was evaluated at 192 kj/mol. Stoichiometry was 
found relevant for the final soot concentration after long residence times. An expression using the C/O 
ratio as a correlating parameter is proposed in accordance with recent literature. The remaining influence 
of temperature on the "final" soot concentration is discussed more qualitatively, with respect to an addi- 
tional influence of a subdivided stoichiometry as realizable in the plug flow reactor, to try to distinguish 
premixed and turbulent diffusive combustion. A final soot yield decrease was observed when increasing 
the temperature from about 1200 to 1650°C. 

Introduction rates. The growth rate correlation can be incorpo- 
rated into more extensive numerical flame modeling, 

The prediction of soot concentration fields in tech- which, in combination with related transport phe- 
nical combustion systems (e.g., boilers, furnaces, and n0mena, will provide the soot concentration. The 
gas turbine combustors) is still a field of intensive implementation of a similar but even more simpli- 
research. A reliable and industrially applicable soot fied growth rate correlation into a flame code for 
formation chemistry scheme—without experimental turbu]ent diffusion flames was presented as a first 
approval in any particular case-is not yet available. afte        ^ a    evious publication [3]. 
Only a few results are reported where flames of a g.nce ^ wQrk ^ focused Qn       dictions under 

laboratory type are being weII described by a de- conditionsof close.to_      licationturbmentdiffusion 

tailed soot chemistry 11,21. the motivation tor the n          .      , . ,    , t .,L\  , .      r   . , ,        , 
,      ',. ,           , r        ,.           i , c flames in which detailed data of stable and, espe- 

attempts toward a reliable soot formation model tor ...             ...             ...          .       _._.         L ,, 
,    !   L    ,       n              .iT      rn ■    . .    l   ■    i cially, unstable intermediates such as rAH or small 
hydrocarbon flames, with sufficient technical accu- ,-",                    ,                       ..         .         . 
racy is related to the importance of radiative heat ™dicfls are df™lt to predict this study seeks to 
transfer prediction for those systems. Heat transfer develop a model correlation that is formulated in 
rates and therefore efficiency of the related pro- terms of temperature, residence time and stoichi- 
cesses are enhanced by the presence of soot. On the ometric ratio as the independent field variables, 
other hand, emission of soot into the atmosphere These parameters are readily accessible in both lab- 
must be prevented. These contrary aspects have to oratory-scale and technical flames. Similar efforts on 
be kept in mind when dealing with the problem of simplified, global soot growth kinetics are reported 
controlling soot formation and destruction. in recent literature [4,5]. Taking into account that 

This work presents a model correlation capable of the bulk of soot mass is being formed during the 
calculating soot concentrations or soot mass growth process of soot surface growth, it is assumed for 

2311 



2312 SOOT FORMATION AND DESTRUCTION 

cooling f 
water 

natural __} 
gas 

air L 

probes: 
- temperature 
- concentrations 
- particle size 

chimney 

insulation 

refractory tube 
(0 100 mm) 

injection nozzle 

centering rods 

injector tube 

precombustion 
chamber 

cooling rods 

natural gas burner 

air preheater 

soot forming hydrocarbon 

FIG. 1. Plug flow reactor. 

simplicity that it is justifiable to neglect the nuclea- 
tion step in the model calculation. 

The model presented is calibrated empirically by 
reliable sets of data from a plug flow reactor. The 
experiments in this reactor were carried out under 
well-defined conditions of temperature, stoichiom- 
etry, and residence time, and therefore are a reliable 
basis for the model formulation in terms of these 
parameters. 

The fuels investigated here are the gaseous hydro- 
carbons methane, propane, and acetylene. They are 
relevant to the commonly used technical fuels nat- 
ural gas (—»methane) and LPG (—»propane) and to 
the suspected most important soot growth species, 
acetylene. 

well-defined but variable conditions. Hot flue gas 
produced from natural gas in a precombustion 
chamber enters the actual reactor tube at tempera- 
tures between 1100 and 1600°C. The precombustor 
flue gas temperature is controlled by air preheaters 
and cooling rods and therefore, can, be varied in- 
dependently of the chosen combustion stoichiome- 
try in a certain range. The primary burner is able to 
operate in an air equivalence ratio {X{) range be- 
tween 2 and 0.5. Through a multihole injection noz- 
zle (15 holes, 0.7-mm diameter) placed in the lower 
part of the actual reactor tube, soot-forming hydro- 
carbons were injected perpendicularly into the main 
flow. Injector lance and nozzle are water cooled to 
prevent fuel cracking before the injection. The initial 
molar fraction of the injected hydrocarbons in the 
reactor tube was varied up to 6% for methane, 3% 
for propane, and 4% for acetylene. The correspond- 
ing overall stoichiometry after injection covered a 
range of air equivalence ratios from 0.4 to 0.9. Tem- 
peratures in the range of 1000-1700°C could be gen- 
erated and maintained fairly constantly along the re- 
actor tube. 

The mixing zone downstream of the injection noz- 
zle, with a residence time less than 10 ms, is followed 
by the starting soot mass growth combined with 
characteristic gas-phase reactions. Using various suc- 
tion probes at different distances downstream of the 
injection nozzle, residence time-resolved measure- 
ments of soot and gas species concentrations, soot 
particle size distributions (as described previously 
[6,7]), and gas temperatures have been performed. 
The probes are water cooled, thus quenching any 
reaction in the sample flow at their tips, but insulated 
at their surfaces to minimize heat losses from the 
reactor. The range of residence time in the reactor 
tube covered by those measurements was 10-50 ms. 
Soot mass concentrations were calculated by weigh- 
ing the soot deposit on a sintered bronze filter 
mounted directly inside the tip of the suction probe 
as shown in Fig. 2. The soot mass capacity of the 
bronze filter could be extended by adding a glass 
fiber filter. Thus, an early abandonment of soot sam- 
pling due to a blockage of the bronze filter was 
avoided. The soot concentration measurements 
could be reproduced with an accuracy of ± 5%, in- 
cluding, for example, the uncertainty in the weighed 
soot mass in a range of ±0.05% to ±0.5%. 

Gas temperature was determined by suction py- 
rometry, with an estimated accuracy of about ± 5 K. 
Gas species concentrations were measured either 
continuously (C02, CO, H2, 02) or discontinuously 
(light hydrocarbons, especially CH4, C2H2, and 
C2H4) by conventional techniques. 

Experimental 

A plug flow reactor system (Fig. 1) was used for 
experimental investigations on soot growth under 

Results 

The results from the plug flow reactor suggest that 
temperature dominates the observable shape of soot 
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FIG. 2. Suction probe for gravimetrical soot sampling. 

concentration/residence time curves. Based on time 
intervals of 10-50 ms, the soot growth rates show an 
increasing, constant, or decreasing tendency with 
time, depending on the applied reaction tempera- 
ture. The temperature was controlled to be approx- 
imately constant during this range of time, that is, 
along the reactor tube (maximum variation <30 K). 
Soot concentration profiles show a steadily increas- 
ing growth rate with time at low temperatures (up 
to 1350°C), a fairly constant growth rate at moderate 
temperature (close to 1350°C), and a strong decline 
or even zero growth rate at temperatures higher than 
1350°C. This observation was made independent of 
the investigated fuel. A few examples for this behav- 
ior chosen from a large number of experimental data 
are given in Figs. 3-5. 

The effect of decreasing soot growth at high tem- 
peratures and residence times was also investigated 
and reported by other authors [8-11] and correlated 
by a first-order law for soot growth [11]. Their results 
were taken from premixed laminar flat flames, where 
isothermal conditions did not exist at all during the 
observed decay of soot growth. There could be four 
reasons for this decrease of soot growth: (a) lack of 
growth species after they are consumed by either 
soot surface growth or gas-phase oxidation reactions, 
(b) decline of temperature in the postreaction zone, 
(c) time-progressive deactivation of the soot surface, 
or (d) changes in the gas-phase composition exclud- 
ing the growth species concentration (e.g., H-atom 
decay) [1,2]. Because the plug flow reactor provides 
the advantage of approximately isothermal condi- 
tions, reason b can be eliminated. The detailed soot 
formation chemistry given by Mauss et al. [2] iden- 

tifies reasons a and especially b, related to d, as the 
predominating effects for the decay of soot growth 
in the postreaction zone of premixed laminar flames. 
They stated that no additional deactivation effect, as 
mentioned by Woods et al. [12], has to be taken into 
account, because it—to some extent—was already 
included in the structure of their reaction scheme. 

The deviation from constant growth rates for low 
residence times and temperatures has not been re- 
ported clearly in the literature. In global descriptions 
and models of soot formation in the past [11], the 
initial soot growth was mostly characterized by an 
induction period for soot inception and a subsequent 
constant finite growth rate up to high residence 
times, before the onset of decay. The results of the 
present work suggest that induction time and con- 
stant growth rate should be replaced by a continu- 
ously increasing growth rate from zero or a small 
finite value up to a temporarily constant maximum 
rate before the decay. A comparatively small induc- 
tion period might exist, but from the present results, 
this seems to be negligible over a wide range of tem- 
perature and stoichiometry. A schematic diagram 
that illustrates the suggested three phases of soot 
growth is shown in Fig. 6. Soot concentration, nor- 
malized by the constant value (csJ, which is reached 
asymptotically after long residence times, is plotted 
versus residence time normalized by a characteristic 
value of time (tIP), chosen to be the one where 
growth rate passes its maximum, equal to the point 
of inflection of the related concentration curve. 

A quantitative formulation of the observed effect 
of temperature on the phenomenological behavior 
of soot growth in a given span of time can be 
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FIG. 5. Soot concentration versus residence time—ex- 
ample for acetylene (solid lines are correlations). 

proposed: The temporal position of the maximum 
growth rate, that is, the point of inflection of the 
measured curves, shifts toward smaller values of res- 
idence time with increasing temperature. To develop 
an adequate correlation for this effect, a simple ap- 
proach for the apparent soot growth rate, compara- 
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0- 

I   . 
 ». 
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FIG. 6. Schematic diagram for temporal soot growth pro- 
files; tlP is the characteristic time at the point of inflection. 

ble to the one from Haynes and Wagner but closer 
to the experimental data from this work, was per- 
formed. Soot mass growth was assumed to be a kind 
of autocatalytic reaction: 

A( + S)^S (1) 

Hence, the soot growth rate depends on the con- 
centration of growth species (cA), convertible to soot, 
and the concentration of reactive sites on the soot 
surface—that is, indirectly on the concentration of 
soot (cs). When deactivation and agglomeration are 
first neglected for this simplified approach and a rate 
constant k only depending on temperature is used, 
then the following is obtained: 

dcs 

dt 
k-cA-cs (2) 

Because an integration of Eq. (2) leads to an ex- 
pression for the increase of soot concentration, Eq. 
(3), that in principle provides a fair description of 
the three phases of soot growth discussed previously, 
Eq. (3) was taken as a basis for correlating the mea- 
sured profiles of soot concentration and evaluating 
the dependences of the interesting parameters. The 
subscript 0 represents initial values (t = 0); °° rep- 
resents t —> °°. 

cs        cSo 
cAa eg' + q 

for cs„ <C cs; with g = k-cSr and q 
cAo 

cSo 
(3) 

cSo can be interpreted as the comparatively small 
amount of initial soot nuclei and related active sites 
on the surface. The initial concentration of growth 
species cAo is assumed to be converted into soot 
(csJ eventually. Therefore, cAu and cs_ are equiva- 
lent. The parameter g in the exponent parts should 
be a function of temperature, because of the in- 
cluded rate constant k, and a function of stoichi- 
ometry. Calibrating this equation by the measured 
growth profiles, it turns to an expression in which a 
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preexponential factor represents the final soot con- 
centration cs„ that depends on the stoichiometry due 
to the pure autocatalytic aspect (i.e., the lack of 
growth species after some time) and on temperature 
due to the deactivation processes. Deactivation 
could be essential, referring to some plug flow re- 
actor results that show zero growth rates at high tem- 
peratures although acetylene, as a major growth spe- 
cies, remained in finite concentrations. With respect 
to the autocatalytic approach, the parameter q of Eq. 
(3) should refer to the initial ratio of growth species 
concentration to the concentration of active sites on 
soot nuclei. The value of this relation can be sug- 
gested to be relatively high (>1). In reality, q was 
found to be about 20 and fit the experimental data 
best. If the results for parameter g from fitting this 
correlation to the experiments, with q kept constant 
at 20, are plotted versus the reciprocal absolute tem- 
perature such as an Arrhenius plot (Fig. 7), it can be 
seen that an Arrhenius-like correlation (Eq. [4]) 
seems to be adequate to express the temperature 
dependence: 

perature is the only essential parameter for the shape 
of soot growth profiles, is being verified. Now it is 
possible to calculate the dependence on residence 
time for three different fuels by the same apparent 
activation energy E = 192 kj/mol and frequency fac- 
tor/ = 2.041 X 105 ms-1. 

Focusing on the influence of stoichiometry on the 
final soot concentration, the attempt was made to fit 
this by an expression (Eq. [5]) proposed in several 
previous publications (e.g., Boehm et al. [14] and 
Huth et al. [7,15]), wherein CIO represents the over- 
all C/O ratio, not distinguishing between primary 
and secondary fuel for the staged stoichiometry in 
the plug flow reactor. C/Ocrit is its critical value for 
the start of soot formation. 

cS» (C/O - C/Oc (5) 

g = /' exP' R-T, 
(4) 

A surprising effect is that neither stoichiometry 
nor fuel specification influences the value of the pa- 
rameter g. Thus, the preceding statement, that tem- 

To do so, experimental soot concentration/time 
curves, smooth fitted by the correlation of Eq. (3) 
and shown as solid lines in Figs. 3-5, were composed 
in isothermal data sets by interpolation. Plotting the 
final soot concentrations versus an adequate param- 
eter of stoichiometry (i.e., the C/O ratio correspond- 
ing to references mentioned [7,14,15]) at constant 
temperature, characteristic profiles can be obtained 
that could be fitted by correlation (5) (e.g., Fig. 8, 
fuel: propane). The exponent n in Eq. (5) was re- 
ported to be dependent mainly on the fuel. A minor 
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C/O 

influence of temperature has been discussed else- 
where [7] but has not been specified definitely. In 
this work, the values of n are quite close to those 
from premixed flame measurements. A very small 
variation with temperature might also exist. 

The definite values for parameters n and C/Ocrit 

of Eq. (5) could be determined for the fuels propane 
(n = 2.2 ± 0.2, C/Ocnt = 0.305 ± 0.02) and acet- 
ylene (n = 2.4 ± 0.2, C/Oerft. = 0.325 ± 0.02). 
Values for methane are of the same order but are 
not cited here since they are not as accurate because 
soot formation from methane was somewhat poor, 
depending on the particular conditions. 

The critical C/O ratio for the soot formation has 
been determined to be far lower in plug flow reactor 
experiments than in premixed flames [8]. This might 
be due to the less important role of competitive ox- 
idation reactions in case of the plug flow reactor, 
where oxidation occurs mainly in the precombustion 
stage and, therefore, partially or fully separated from 
the soot-forming reactions. Thus, a suppression of 
soot formation at comparatively low C/O ratios due 
to early oxidation of soot and precursors by oxygen 
or oxygen-related radicals, as in premixed flames, is 

avoided. From that perspective, results from the 
plug flow reactor have more significance for condi- 
tions in wide fuel-rich ranges of turbulent diffusion 
flames, where soot formation occurs partially sepa- 
rated from the oxidation reactions as well—that is, 
at low concentrations of oxygen and oxygen-related 
radicals. In this context, it must be taken in consid- 
eration that there is a tendency toward enhanced 
soot formation at moderately elevated oxygen con- 
centrations, as will be reported elsewhere [13]. 

To complete the correlation for the soot growth 
proposed previously, the coefficients of proportion- 
ality of Eq. (5) have to be formulated in terms of 
temperature and, probably, of the primary stage stoi- 
chiometry. If the influence of primary stoichiometry 
is neglected for simplification, a diagram such as Fig. 
9 (for propane) can be plotted. It shows the influ- 
ence of temperature on the finally formed soot con- 
centration from propane. Soot concentration values 
have been reduced by dividing them through the 
expression accounting for the influence of the overall 
C/O ratio as provided in Eq. (5). The result shows 
that there is a certain scattering of the data, some of 
which may be due to the neglected influence of pri- 
mary stoichiometry. 

It can be stated that' there is a clear tendency of 
increasing soot yields with decreasing temperature. 
At temperatures of about 1650°C, soot formation is 
nearly ceasing. On the left-hand side of the graph, a 
stagnating soot yield in the range of the lowest tem- 
peratures of 1100-1300°C is observable. The occur- 
rence of a maximum for the final soot concentration 
in a certain range of temperature, as discussed by 
Boehm et al. [14] and more quantitatively by Huth 
[7,15], could not be confirmed. There might be a 
maximum at temperatures exceeding the resolvable 
range to lower values (<1200°C). It must be taken 
into account that the final soot concentrations re- 
sulting from the low temperature runs are extrapo- 
lated values from the residence time correlation in 
Eq. (3) and therefore not as accurate. 

Conclusions 

Soot growth phenomenology can be described sat- 
isfactorily by means of a correlation based on the 
strongly simplifying assumption of an autocatalytic 
reaction superposed by a deactivation process that 
is dominated by the reaction temperature. Similar 
expressions can be used for the fuels methane, 
propane, and acetylene, which have been investi- 
gated. 
Under approximately isothermal conditions, as re- 
alized in the plug flow reactor experiments, soot 
growth rates increase with residence time, reach a 
maximum value, and decrease to zero for higher 
residence times. For increasing temperature, the 
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maximum  is  shifting toward shorter residence 
time. 

• The influence of temperature on the residence 
time-resolved soot concentration profiles can be 
formulated in terms of an Arrhenius expression. 
The activation energy was determined to be 192 
kj/mol independent of the type of soot-forming 
fuel (methane, propane, acetylene). 

• Stoichiometry exclusively influences the amount of 
soot that may be formed theoretically when resi- 
dence time approaches infinity. A quantitative ex- 
pression can be achieved in terms of the C/O ratio, 
its critical value at the soot formation limit, and an 
additional parameter, weakly influenced by fuel 
specification. 

• The plug flow reactor provided the possibility to 
shift from nearly premixed flame conditions to 
conditions of turbulent diffusive combustion by 
staging the fuel/oxygen stoichiometry. The oxygen 
distribution variations show only minor effects on 
the value of final soot concentration but, in com- 
parison with results from premixed flames, a 
stronger influence on the critical C/O ratio. 

• Deactivation of the soot surface is expressed by a 
decreasing of the "final" soot concentration with 
temperature increasing from about 1200 to 
1650°C for propane. A maximum of this soot yield 
at a certain temperature, as reported in previous 
publications, could not be observed within the in- 
vestigated parameter variations of the present 
work. 
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C2H2 AND PAH AS SOOT GROWTH REACTANTS IN PREMIXED 
C2H4-AIR FLAMES 
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Massachusetts Institute of Technology, Cambridge, MA 02139 

The assumption that all of the soot mass growth in flames occurs by C2H2 reaction with the soot particles 
is widely used in soot modeling, thereby taking no explicit account of published evidence that polycyclic 
aromatic hydrocarbons (PAHs) are important contributors to soot growth. In one of the most influential 
flame studies leading to the simple C2H2-soot mechanism, PAH concentrations were not measured but 
were assumed to be too low for these species to be significant in soot growth. The original basis for the 
C2H2-soot mechanism has been reassessed in the present study by measuring PAH concentrations in 
premixed C2H4-air flat flames used in the original study and by using the data to evaluate the contributions 
of both PAH-soot and C2H2-soot reactions in these flames. Polycyclic aromatic hydrocarbons were found 
in sufficient concentrations for their contribution to soot growth to be important. The observed mass growth 
rates of the total PAHs and soot are consistent with a simple mechanism in which both C2H2 and PAHs 
react with soot and C2H2 reacts with PAHs. The PAH-soot reaction occurs with a collision efficiency of 
order 5000 times larger than that of the C2H2-soot reaction and contributes 95% or more of the soot mass 
growth. With fundamentally reasonable rate coefficients, this mechanism gives a faster route for conveying 
carbon from C2H2 to soot than could be achieved with a direct C2H2-soot reaction. The relatively high 
PAH-soot reactivity presumably reflects the radical character of the reaction. PAHs with five-member rings 
in their periphery, which are expected to contribute to the high reactivity, constitute an estimated 70% by 
mass of the identified PAHs. 

Introduction 

Soot formation in combustion continues to be of 
practical and scientific interest. The formation in- 
cludes an inception and nucleation stage thought to 
involve reactions of heavy polycyclic aromatic hydro- 
carbon (PAH) molecules leading to particulate spe- 
cies [1], The next stage involves growth by coagula- 
tion of the particles along with mass addition from 
molecular reactants, whose identity is an open ques- 
tion and the main focus of this paper. 

Though PAHs have been widely accepted as the 
soot inception reactants, they are neglected in many 
growth models in response to the belief that acety- 
lene alone dominates mass growth (e.g., see many of 
the papers and discussions of a recent workshop [2]). 
Soot growth by C2H2 was promoted by Harris and 
Weiner [3] after studying several C2H4-air flat 
flames. They concluded that only acetylene satisfies 
the requirements for a soot growth reactant and pro- 
posed a simple model in which soot mass growth rate 
is proportional to soot surface area and C2H2 con- 
centration. PAHs were not measured and were be- 
lieved to be in insufficiently high concentrations to 
be counted as possible soot growth reactants. 

In contrast to the simple C2H2 model described, 
PAHs have been found to be important soot growth 
reactants in ethylene combustion in a plug flow re- 

actor [4,5], in the same system with naphthalene in- 
jection [6,7], and in C6H6/02 flames [1]. Smedley et 
al. [8] reached a similar conclusion based on mea- 
surements in two ethylene-air flames studied by 
Harris and Weiner [9]. Furthermore, rate coeffi- 
cients deduced by fitting the simple C2H2-soot 
mechanism to data [10] are larger than would be 
expected for C2H2 addition chemistry, consistent 
with the possibility of a significant contribution of 
PAHs within the C2H2 rate coefficient [11]. In view 
of these observations, reassessment of the original 
basis for the simple C2H2-soot growth mechanism is 
warranted. To that end, the present study was de- 
signed to measure PAH concentrations in the par- 
ticular flames [3] from which Harris and Weiner first 
formulated their acetylene model and to evaluate the 
contributions of both PAHs and C2H2 to soot mass 
growth in these flames. 

Experimental 

Premixed C2H4-air flat flames at 1 atm, shielded 
by an annular N2 stream, were stabilized on a 5-cm- 
diameter porous plug burner. A water-cooled plate 
—35 mm above the burner surface helped stabilize 
the flame and protect the sampling apparatus. Feed 
rate   to   the   burner   was   8.65   L/min   standard 
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FIG. 2. HPLC chromatogram of soot extract at 368 nm 
wavelength (C/O = 0.70, 10 mm). 

temperature and pressure (STP) with C/O = 0.70 
and 0.79 (<f> = 2.1 and 2.4). The flame conditions 
were the same as those used by Harris and Weiner 
[3], though the burner diameter was 1 cm smaller. 

The flames were sampled isokmetically at a rate of 
—0.60 L/min STP by a water-cooled quartz probe 
with a 1 mm orifice diameter. Flame products at 10, 
17, and 25 mm above the burner were collected on 
cartridge filters (Baiston DFU 9933-05), which have 
been shown to collect the majority of soot and PAHs 
[12]. After sampling for 45 min, the filter, probe in- 
terior, and connecting lines were washed with di- 
chloromethane (DCM) and the resulting solutions 
were filtered though a 0.2 mm syringe filter to re- 
move insolubles. The mass of material extracted 
from the soot and soluble in DCM, denoted SPAH, 

was measured by weighing a portion of each solution 
and allowing the DCM to evaporate. 

To verify that the extractable material was com- 
posed primarily of PAHs, each sample was concen- 
trated under nitrogen, exchanged into DMSO, and 
injected into an HPLC-DAD with a C18 Reverse 
Phase Vydac Column. Peak areas were converted to 
concentrations for select PAHs by calibration with a 
16-PAH standard. By observing species that had 
similar UV spectra, the calibrations were extended 
to approximate concentrations of most of the re- 
maining identified PAHs. 

Soot samples were collected from the flames using 
the same sampling apparatus, but with the massive 
cartridge filter replaced by a lighter 0.22 mm flat 
Teflon filter to permit accurate weighing of the col- 
lected soot. The filter, probe, and connecting lines 
were washed with DCM to remove all soot, and each 
solution was filtered through a second 0.22 mm fil- 
ter. The material on the filter was dried in a dessi- 
cator and weighed, and the result was used to cal- 
culate the soot concentration in the flame. Soot 
particle sizes were measured with a TUPCON 002B 
high-resolution electron microscope, operated at 
200 keV. Soot from the filter was dispersed in tolu- 
ene using intense ultrasonic agitation, and a drop of 
the suspension was evaporated on holey carbon film 
supported on a 200-mesh copper grid. 

Results 

Soot concentration profiles for the C/O = 0.79 
flame are compared in Fig. 1 to the previous results 
[3], which were obtained by light absorption mea- 
surements and found to be three times higher than 
the present measurements throughout the postflame 
region. Choi et al. [13] recently reported optically 
measured soot concentrations that exceeded gravi- 
metric measurements by a factor of 2. However, the 
present results are in excellent agreement with in- 
terpolated values from optical measurements of Fei- 
telberg [14] in similar C2H4 flames at C/O = 0.77 
and 0.80 and therefore are employed in this study. 
The amount of soot retrieved from the C/O = 0.70 
flames was insufficient to make accurate weighings, 
so the previous soot concentration measurements 
[3], reduced by a factor of 3 as for the C/O = 0.79 
case, are used here. 

Twenty-six PAHs were identified individually by 
HPLC from the extracted solutions (Fig. 2) and are 
shown in Table 1. These species account for 49% of 
the SPAH mass. Whether the discrepancy is due 
solely to high-molecular-weight PAHs not seen by 
HPLC or in part to inaccuracies in the calibration 
assumptions is not known. Fourteen of the identified 
PAHs, accounting for an estimated 70% by mass of 
the identified species, contain in their periphery five- 
member rings, of special interest here because of 
their relatively high reactivity. 
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TABLE 1 
Identified flame compounds and their estimated mass fractions of total PAHs 

Mass % 
Structure    Formula Mass Name      ofSPAH 

1 Jy\     C13H8°    180     Pherialenone     NA 

2 (0^      C10H8    128     Naphthalene      2.9 

3 r^V^*i      ci2H8     152  Acenaphthylene   12.5 

C   H       176        Ethynyl- 4Qa 
L14M8     1/0   acenaphthylene    ^ 

5 Yy^i ci4Hio 178 Phenanthrene 1.2 

,   u    LY „   H 1Q0 Cyclopenta[def] 0-b 
6 S*^^, L15H10 iyu phenanthrene U-5 

7 ^v^ C16H10 202       A^ 05c 

8 ^Y^VS  
ci6HlO    202     Fluoranthene      2.8 

9   ^rrS    C16H10   202 Pyrene 41 

20 f*WS|| C   H   O  254    6H-Benz°tcd]     NA ^A-AJ L-19H10U  z:*      pyren-6-one      1NA 

77 <-   u       ttf.   Cyclopentaace-    „ .d 
*-18n10   ZZD   phenanthrylene    u* 

12 AAA   C   H       226   cycloPentaIcd]    94
c 

VkX)     18M10   ZZ6 pyrene y'4 

r^^rr^i     p   H       _„,     Dicyclopenta      , ,c 
13 <^VVS    20Hio   Z3U    [cd,mn]pyrene     xl 

74 C   H       250     Dicyclopenta      04c 
l-20MlO    /3U     [cd,fg]pyrene     u'4 

7« 

Mass % 
Structure      Formula  Mass Name       ofSPAH 

r   u       9=;n     Dicyclopenta      , ,c 
C20H10     Z3U       [cdjk]pyrene        1-1 

r   H      264 Benzo[a]pyrene    ofie 
L21H12     264    W/CH2 bridge      U-O 

77    (i 

7« 

7J>    (T 

20 

»     <*"»    ™      B-tei]        " 

C22H12    276    <«^     o.4 

Benzofghi] f 
C23H12    288        perylene 0.21 

w/CH2 bridge 

11   -k   C22H12    276    Anthanthrene     0.68 

ji  "i Cyclopenta[fg] f 
21     rT^VS^S     C24H12    300       benzo[ghi]        1.2 

perylene 

22   (f 

23 

24 

\   \\ Cyclopenta[cd] 
f    C24H12    300       benzo[ghi]        0.8 

perylene 

J'W^     C24H12    30°       Coronene        0.8 

C^H,,    324     Cyclopenta-       1 gh 0,:   " coronene 

ClnHu    374   Naphtho[8,l,2-    afif 
3tr 14 acbjcoronene 

MO X jrj C32H14    398        Ovalene        0.05 

Quantitation done using calibration for 
"Acenaphthylene 
bPhenanthrene 
cFluoranthene 
dPyrene 
eBenzo[a]pyrene 
fBenzo[ghi]peiylene 
slndeno[l,2,3-cd]pyrene 
hDibenzo[ah]anthracene 
NA = identified but not quantified. 

Additional measurements and properties obtained 
from other studies are given in Table 2. Flame tem- 
peratures and C2H2 concentrations for the C/O = 
0.79 flame were obtained by interpolation of Feitel- 
berg's measurements in similar C/O = 0.77 and 0.80 
flames [14]. An average temperature and C2H2 con- 

centration for the C/O = 0.70 flame were obtained 
from data of Bönig et al. [15]. In both flames, the 
total number of moles in the region studied was as- 
sumed to be 50% larger than the feed value. 

2PAH was taken to have an average molecular 
weight of 200 g/mol, on the basis of the molecular 



2322 SOOT FORMATION AND DESTRUCTION 

TABLE 2 
Additional measurements and calculated values 

C/O = 0.79 
Temperature (K) 
Soot particle diameter (nm) 
Soot number density (cm-3) 
C2H2 mole fraction 

10 mm 

1750 
9.2 

1 X 10n 

0.032 

17 mm 25 mm 

1700 
13 

1 X 1011 

0.028 

1660 
25 

2 X 1010 

0.026 

C/O = 0.70 
Temperature (K) 
Soot particle diameter (nm) 
Soot number density (cm-3) 
C2H2 mole fraction 

1700 
4.8 

1 X 1011 

0.013 

1700 
7.4 

1 X 1011 

0.013 

1700 
14 

2 X 1010 

0.013 

100% 
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FIG. 3. Effect of the relative reactivity of soot andZPAH. 
C/O = 0.79. (D) 10 mm, (A) 17 mm, (•) 25 mm. 

weights and mass fractions of the identified com- 
pounds, and an average collision diameter of 0.74 
nm [16]. Soot particles were approximated as 
spheres of density 1.8 g/cm3. Soot number densities 
for the C/O = 0.79 flame were calculated from the 
total mass collected and the average diameter of soot 
particles from electron micrographs (Table 2). The 
same number densities were assumed to apply also 
to the C/O = 0.70 flame in accordance with the 
observed invariance of number density with C/O ra- 
tio [17]. 

For each measured point in the postflame region, 
soot and 2PAH concentrations were plotted (Fig. 1) 
and the mass growth rates were found by approxi- 
mating derivatives at each point. Soot and ZPAH bal- 
ances were then calculated as follows, assuming (see 
reaction mechanism in Fig. 3) PAH growth is the 
net of C2H2 addition to PAHs and PAH addition to 
soot, and soot growth results from addition of C2H2 

and PAHs, ignoring oxidation in view of the fuel-rich 
postflame conditions: 

K 
+  ZpAn.sootypAH-sootmPAH        (1) 

^flPAH   —  Z.lcot.pAH>'acet-PAHmacet 

~~ ZpAH.sootypAH.sootmPAH     (2) 

where R = mass growth rate (g crrr3 s_1), Z = 
collision rate calculated from kinetic theory, y = col- 
lision efficiency, and m = molecular mass. Eqs. (1) 
and (2) permit two of the three collision efficiencies 
to be computed from the data and known properties. 
Solving for yPAH-soot and yacel-SOot in terms of ß = 
^cot-PAH/yacet-soot. and then computing the fraction of 
the soot mass growth contributed by PAH addition, 

in other words, (Rsoot)pAH/fi
Soot gives 

yPAH-sc 

7acet-.< 

= fiGS - r2r3)/(ß + r3) 

= r4(l + r2)/(ß + r3) 

(^soot)pAIl/^soot 

'acet-soot'Aicet-PAH: and r4 

1 - rzr3)/(ß + r3) 

r2   =   KjrPAH^soot' 

(3) 

(4) 

(5) 

r3 

ioot'-^acct-PAH- 

Although yacet_pAH and yacet-SOot are not well- 
known, their ratio can be approximated closely 
enough, as follows, to permit solution of the preced- 
ing equations. On the basis of observed reaction 
rates and the various C—H bond energies involved, 
the reactions involve radicals and the predominant 
radical centers or active sites are edge carbons of 
PAH gaseous molecules or condensed layers [11]. 
The collision efficiency is approximately propor- 
tional to the fraction of radical carbons within PAHs 
or soot. For a given temperature and gas composi- 
tion, this fraction depends on the H/C ratio, in other 
words, the fraction of carbons that can become ac- 
tive by loss of an H atom, and the types of C—H 
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Height above Burner (mm) 

FIG. 4. Collision efficiencies at different distances from 
burner. ^ettjlene^ot X 10*. (D) C/O = 0.70, (O) C/O = 
0.79. >mH.S00t: (■) C/O = 0.70, (•) C/O = 0.79. 

bonds present. The H/C ratio decreases from near 
unity for the smallest PAHs to 0.4 for the largest 
PAHs identified here (Table 1), and from ca. 0.3 to 
0.5 for young soot to ca. 0.1 for older soot having 
undergone annealing accompanied by dehydroge- 
nation during longer residence times in the flame. 
Also, the distribution of C—H bond types, which 
include those of carbon atoms in five- and six-mem- 
ber rings, tends toward smaller fractions of the more 
reactive types as the H/C ratio decreases. Therefore, 
the progression to larger PAHs and to soot of in- 
creasing particle size and age in the flame is accom- 
panied by a decreasing reactivity for carbon addition 
to the material. 

The decrease in reactivity is well-known in the 
case of soot growth [3,18-20]. The trend for soot 
meets the trend for PAHs at the transition from soot 
precursors to nascent soot particles, the material at 
the transition being incipient soot. An overall de- 
crease in reactivity during the transition can be ex- 
pected to result initially from radical recombination 
and addition and, then, in the incipient soot, from 
intramolecular condensation involving dehydroge- 
nation, cross-linking, and ring formation. Accord- 
ingly, the reactivity of the soot precursors presum- 
ably exceeds that of the nascent soot particles. 
Furthermore, yacet-PAH exceeds the value for soot 
precursors because the former represents all PAHs, 
among which the soot precursors make up the least 
reactive fraction. Also, once soot growth is under 
way, yaCet-soot is always smaller than the value for nas- 
cent soot particles. Therefore, the overall reactivities 
represented by )Vet-PAH and 7acct-soot will differ more 
than those of the soot precursors and the nascent 
soot particles. Thus, yacet--pAi-i/7tu be 
sumed to be considerably larger than unity during 
soot growth, and from Fig. 3, we conclude that most 
of the soot growth occurs by PAH addition. 

To calculate representative collision efficiencies 

yacet-PAH^acet-soot was set to L which is an underes- 
timation given the previous discussion. The collision 
efficiencies obtained, shown in Fig. 4, are within the 
range of values found previously [1,4,7,11] when the 
contributions of both C2H2 and PAHs are taken into 
account (yacet.soot = 1 X 10"5 to 7 X lO"4; yPAH. 
soot = 0.1-0.5). The collision efficiency for PAHs 
with soot is of the order of 5000 times that for acet- 
ylene with soot, presumably reflecting the radical 
character of many PAHs under flame conditions. 
Noteworthy in this regard is the prevalence of spe- 
cies (Table 1) containing, in their periphery, five- 
member rings and, hence, relatively easily removed 
H atoms. The relatively high reactivity, as well as the 
substantial concentration of PAHs in the present 
flames, is reflected by the —95% or higher contri- 
bution of SPAH to soot growth in both flames. If the 
soot concentrations reported by Harris and Weiner 
[3] for the C/O = 0.70 flame were used without the 
factor of 3 reduction described earlier, both collision 
efficiencies for this case would roughly double and 
the soot growth contribution by PAHs would de- 
crease —5%. 

Both yacet-SOot and yPAH-Soot drop -90% through 
the region studied. This is not inconsistent with the 
hypothesis that reactivity is controlled by the num- 
ber of radical sites on PAHs and soot, which is ex- 
pected to decrease significantly as temperature, con- 
centrations of H-abstracting radicals such as H 
atoms, and H/C ratio of the soot all decrease in the 
postflame region [11,21]. Current experimental 
work is focusing on this issue. 

Discussion 
The present results support the earlier plug flow 

reactor findings [4-7] regarding the important role 
of PAHs in soot growth and, at the same time, extend 
the range of conditions under which this behavior 
has been observed. The following evidence indicates 
the behavior may also be important under other, 
quite different, flame conditions. 

Extensive recent studies of soot formation in pre- 
mixed C2H2-air flat flames at pressure up to 100 bar 
[22] exhibit features that combined with the present 
results are consistent with an even stronger domi- 
nance of PAHs over C2H2 as a sootgrowth reactant 
than is seen at atmospheric pressure. Data shown in 
Fig. 5 reveal that, as pointed out by Böhm et al. [22], 
the fraction of the carbon fed that is found as C2H2 

in the flame decreases with increasing pressure, 
whereas the fraction found as ZPAH changes rela- 
tively little. The SPAH/C2H2 mass ratio is 100 times 
larger at 70 bar than at 1 bar where, according to 
the present study, ZPAH is already dominant over 
C2H2 as the soot growth reactant. Therefore, essen- 
tially all of the soot growth at the higher pressures 
would be expected to occur by PAH addition. 

Soot mass growth in diffusion flames has recently 
been modeled along with the gas-phase chemistry, 
assuming the growth reaction to be first order in 
acetylene    concentration    (C2H2)    [23].    Several 
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different assumptions about the dependence of 
growth rate on soot surface area were tested by com- 
paring model predictions against experimental data. 
The best fit was obtained when the growth rate rs 

was assumed to be independent of soot surface area 
[23], consistent with other observations from pre- 
mixed flames [24] and diffusion flames [25], and pro- 
portional to the soot particle number concentration 
ns. The growth rate coefficient, defined ask — rj 
ns(C2H2), was found to be 10 ~12 m3 s_1 

exp( - 12,100/(T/K)). 
From simple kinetic theory, k can be shown to 

correspond to a collision efficiency of yacet-soot = 

k(2ß/nRT)1/2/a2, where a and/i are the collision di- 
ameter and reduced mass for C2H2-soot collisions. 
At 1700 K, th: 1^ 7acet-soot decreases from 2 to 10 3 as 
the effective soot particle diameter increases from 1 
nm, for the smallest particle included in the model 
fitting [23], to 20 nm, typical of the end of growth. 
The collision efficiency in principle cannot exceed 
unity and should be some factors of 10 less than 
unity for C2H2 addition to a radical site in the pos- 
sible structures of a 1-nm soot particle. Therefore, 
the assumed growth of soot by C2H2 alone is clearly 
an empirical representation of a growth process 
whose true rate exceeds the fundamental limit of the 
assumed mechanism. If C2H2 is the carbon source 
for soot growth, a mechanism is required that gives 
a faster rate of removal of carbon from C2H2 than 
can be achieved with C2H2-soot collisions. Such a 
mechanism is C2H2 addition to PAHs, followed by 
PAH addition to soot (Fig. 4). Agreement of this 
mechanism with the data represented by the previ- 
ously mentioned k can also be seen from the strong 
increase in yacet-Soot with decreasing particle size, 

consistent with the reasoning that yacet-PAH exceeds 
7aeet-soot ar>d, hence, from Fig. 3, consistent with 
most of the soot mass growth actually coming from 
PAH addition. 

Conclusions 

PAHs have been measured in the ethylene-air 
flames studied by Harris and Weiner [2] when they 
concluded that acetylene is the only significant re- 
actant in soot growth. PAHs were found in suffi- 
ciently high concentrations that their contribution to 
soot growth appears to be important. Therefore, 
PAHs should be considered reactants in soot growth 
models. 

The observed mass growth rates of the total PAHs 
and soot are consistent with a simple mechanism in 
which both C2H2 and PAHs react with soot and 
C2H2 reacts with PAHs. The PAH-soot reaction oc- 
curs with a collision efficiency of order 5000 times 
larger than that of the C2H2-soot reaction and con- 
tributes 95% or more of the soot mass growth. 

The relatively high PAH-soot reactivity presum- 
ably reflects the radical character of the reaction. 
PAHs with five-member rings in their periphery, 
which are expected to contribute to the high reac- 
tivity, constitute an estimated 70% by mass of the 
identified PAHs. 
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COMMENTS 

M. Frenklach, University of California—Berkeley, USA. 
The presented experimental results do not contradict the 
model of soot formation based on acetylene as the domi- 
nant surface growth species. The opposite conclusion 
reached in your study originates [1] from the assumption 
of equality for the collision efficiencies of acetylene with 
PAH and of acetylene with soot, whereas the former should 
be much smaller than the latter due to the stronger reac- 
tion reversibility [2]. 
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Author's Reply. Consideration of reversibility without 
taking PAH structure into account can be misleading. It is 
true that the net forward rate of acetylene addition to a 
given type of radical site in the periphery of a PAH in- 

creases with increasing molecular weight of the PAH, ac- 
cording to chemical activation calculations assuming all vi- 
brational modes in the PAH contribute to the stabilization 
of the adduct and hence to the decrease of the reverse 
reaction rate [12]. However, these calculations show that 
reversibility slows the net acetylene addition by less than a 
factor of 3 for even the smallest PAH considered here, 
which alone would not dismiss the importance of PAH in 
soot growth (Fig. 3). In addition, the smaller PAH are less 
pericondensed, have higher H/C ratios, and have a larger 
fraction of peripheral carbon atoms in more reactive five- 
membered rings. These properties tend to offset the effect 
of decreased adduct stabilization and reversibility. 

Antonio D'Alessio, Universita di Napoli, Italy. PAH con- 
sidered as soot growth reactants are not easily analyzable. 
You considered a molecular weight of about 200 n for 
them. Why this law value for not chomatographable spe- 
cies? 

Author's Reply. This value was used for the average mo- 
lecular weight of SPAH because we have no additional in- 
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formation on the PAH inventory other than the species 
identified by chromatography, and we can not speculate on 
the composition of the remaining dichloromethane-soluble 
material. The results from the kinetic model are not highly 
sensitive to the molecular weight of SPAH nor to the re- 
placement of ZPAH with the set of identified species. 
Methods for identifying larger PAH are currently under 
investigation. 

M. Frenklach, University of California—Berkeley, USA. 
In response to the comment made by Professor D Alessio, 
I would like to mention that we were the first to introduce 
PAH as surface growth species in detailed modeling of soot 

in flames [1]. Thus, the issue is not whether we believe or 
not in PAH being a possible surface growth species but is 
that the results reported in the present work do not provide 
indisputable evidence [2] for PAH being the dominant 
growth species in the Harris and Weiner flame [3]. 
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THE EFFECT OF TEMPERATURE ON SOOT INCEPTION IN PREMIXED 
ETHYLENE FLAMES 

A. CIAJOLO, A. DANNA, R. BARBELLA, A. TREGROSSI AND A. VIOLI 

Istituto Ricerche Combustions, CNR 
Napoli, Italy 

The temperature dependence of soot and related hydrocarbon formation was studied in fuel-rich, pre- 
mixed C2H4/02 flames by changing the flame temperature but keeping a constant C/O ratio. Three flames 
with temperature levels between the low- and high-temperature soot threshold of the bell-shaped domain 
of soot formation were analyzed. 

In addition to the formation of pyrolytic species such as acetylene, benzene, polycyclic aromatic com- 
pounds (PAHs), and soot, the large formation of a tarlike material was revealed in the soot preinception 
region of the flames. The chemical analysis and spectroscopic characterization of these species showed 
that tar is made up of high-molecular-weight compounds in which aliphatic and aromatic functionalities 
coexist. The decrease in the concentration and the aromatic character of tar was found to correspond with 
soot inception, indicating that it could be responsible for soot nucleation. PAH molecules indirectly par- 
ticipate in soot inception, providing the building blocks of tar and/or participating in further soot surface 
growth. 

The influence of temperature on soot formation was found to be different at the extremes of the bell- 
shaped domain of soot. In the flame near the low-temperature soot threshold, benzene, PAHs and pyrolytic 
species are formed in larger amounts, but low temperatures hinder the reactive coagulation of PAH mol- 
ecules and aliphatic radicals into tarlike material, hindering, in turn, soot production. The buildup of tarlike 
material and the process of aromatization occur too slowly to allow the massive soot inception if the flame 
temperature is not high enough. At higher temperatures, oxidation is very active in the secondary oxidation 
zone of the flame, thus destroying PAHs that are not then available for formation of tarlike species. 
Consequently, soot inception is reduced. In the intermediate-temperature flame, where maximum soot 
formation was found, the temperature level is ideal for the formation of both PAHs and tar and their 
transformation to soot particles. 

Introduction 

The influence of mixture composition (C/O ratio) 
and temperature on soot formation in rich combus- 
tion has usually been studied by following the com- 
positional changes of the burned gases related to C/ 
O and temperature changes in laminar, premixed 
flames. Generally, it has been found that an increase 
in the C/O ratio causes an increase in the soot vol- 
ume fraction, whereas at a constant C/O ratio, a tem- 
perature exists characteristic for the C/O ratio where 
soot volume fraction exhibits a maximum value. At 
higher and lower temperatures, soot volume fraction 
strongly decreases and a low- and high-temperature 
threshold for soot formation can be identified [1], 

In previous work [2], the influence of C/O on the 
distribution of light hydrocarbons, soot, polycyclic 
aromatic hydrocarbons (PAHs), and high-molecular- 
weight species condensed along rich, premixed 
C2H4/02 flames has been studied. The results indi- 
cate that by increasing the C/O ratio, the larger 
depletion of total aromatic carbon, which corre- 
sponded with soot formation, had to be attributed 

more to the participation of these species to soot 
inception than to their oxidation. 

In this work, the effect of flame temperature on 
the formation of soot and aromatic species is ana- 
lyzed by following the distribution of carbon and hy- 
drocarbon species along rich, premixed C2H4/02 

flames at a constant mixture composition (C/O = 
0.8) and different cold-gas flow velocities, namely, 
different flame temperatures. An evaluation of the 
spectroscopic characteristics of the species con- 
densed along the flame and their dependence on 
flame temperature is also reported as an alternate 
diagnostic tool to follow the compositional changes 
of high-mass aromatic species not otherwise analyz- 
able by Chromatographie techniques. 

Experimental 

Soot and condensable species (CS) and gaseous 
combustion products were sampled by means of a 
stainless steel, water-cooled probe (i.d. = 2 mm) in 
atmospheric-pressure,    rich,    premixed   C2H4/02 
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FIG. 1. (a) Temperature, and (b) ethylene and acetylene 
concentration profiles in flames with different cold-gas flow 
velocities (v = 2, 4, and 6 cm/s). 

flames. Three flames were produced at a constant 
mixture composition (C/O = 0.8) and different 
cold-gas flow velocities (2,4, and 6 cm/s). The flames 
were stabilized on a water-cooled, sintered-bronze 
burner (d = 60 mm) surrounded by a shroud of 
nitrogen. 

Temperatures were measured by a fast-response, 
silica-coated, 25-^m Pt/Pt-13%Rh thermocouple 
with a bead size of ca. 50 /nil. A fast insertion pro- 
cedure was used to prevent massive soot deposition 
on the thermocouple bead. Temperature data were 
corrected for radiation losses. 

On-line gas chromatography with thermal con- 
ductivity and flame ionization detectors was used for 
the analysis of light hydrocarbons. Soot and con- 
densable species were collected on a teflon filter and 
in a cold trap placed before the filter and extracted 
by dichloromethane (DCM) to separate the con- 
densed species that are soluble in DCM from the 
insoluble carbonaceous material, defined as soot. 
The amounts of CS and soot were determined grav- 
imetrically. Polycyclic aromatic hydrocarbons in the 
condensed species with molecular masses up to 300 
u were analyzed by gas chromatography-mass spec- 
trometry (GC-MS) on an HP5890 gas Chromato- 
graph coupled with an HP5970 mass spectrometer. 

Mass spectrometry of the CS in the range of 200- 
1000 u was done by direct injection of the samples 
into a mass spectrometer through a particle beam 
HP 59980B generator used as an interface between 
the pumping system of the liquid Chromatograph 
HP1050 and the mass spectrometric system HP 
5989A. Methanol was used as a mobile phase, and 
the pumping system was connected to the particle 
beam (PB) generator through a Rheodyne loop 
valve. The PB generator nebulizes and vaporizes the 
flow, separating the volatile mobile phase from the 
sample particles, which are introduced into the mass 
spectrometer source. In the vaporization phase, the 
more volatile components of the sample are lost to- 
gether with the mobile phase, hindering the detec- 
tion of components with molecular mass below 200 
u. This technique was tested with a mixture of stan- 
dard PAHs and the response of PAHs was almost 
similar for PAHs up to 400 u. 

Ultraviolet-visible absorption of the condensed 
species dissolved in DCM was measured on an HP 
8452A spectrophotometer using standard 1-cm 
path-length quartz cells. The specific absorptivity of 
standard PAHs was measured to evaluate the con- 
tribution of identified PAHs to CS absorptivity. Fou- 
rier transform-infrared (FT-IR) spectra of the sam- 
ples dissolved in DCM and dried onto KBr disks 
were obtained using a Perkin-Elmer 1600 FT-IR 
spectrometer. 

Results 

The axial profiles of the flame temperature mea- 
sured in rich, premixed ethylene/oxygen flames at 2, 
4, and 6 cm/s of cold-gas flow velocity are reported 
in Fig. la, where the rise of the maximum flame 
temperature, from 1520 to 1820 K, with increasing 
cold-gas flow velocity can be observed. The maxi- 
mum temperature is located around the flame front. 
Thereafter, the temperature decreases in all the 
flames and more rapidly in the flame with the inter- 
mediate temperature level. The rise in flame tem- 
perature, in turn, increases the burning velocity, 
which shortens the main reaction zone. This is dem- 
onstrated by the more rapid fuel consumption at 
higher flame temperatures as shown in Fig. lb 
where the axial profiles of C2H4 concentration are 
reported for the three cold-gas flow velocities. 

The concentration profiles of acetylene (C2H2), 
the most abundant hydrocarbon species produced in 
the rich combustion of C2H4, are also reported in 
Fig. lb. Acetylene is already present at the begin- 
ning of the flame and reaches peak concentration at 
the end of the main oxidation zone, where the fuel 
concentration attains its minimum value. Beyond the 
main oxidation zone, C2H2 slightly decreases, level- 
ing off to an almost constant value that does not de- 
pend on the flame temperature. 
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FIG. 2. Concentration profiles of soot, benzene, poly- 
cyclic aromatic hydrocarbons (PAHs), and condensed spe- 
cies (CS) in flames with different cold-gas flow velocities: 
(a) 2 cm/s, (b) 4 cm/s, and (c) 6 cm/s. 

Benzene, soot, PAHs, and CS concentrations are 
about one order of magnitude lower than acetylene 
concentration as shown in Fig. 2, where their con- 
centration profiles are reported for the three exam- 
ined flames. Benzene is formed in the main oxida- 
tion zone and reaches peak concentration at the 
beginning of the postoxidation region in all the 
flames. Formation of C6H6 is greater in the lower 

temperature flame (Fig. 2a), where its concentration 
after the maximum value slowly decreases, rapidly 
attaining an almost constant value. In the hotter 
flame (Fig. 2c), benzene concentration is very low 
and rapidly decreases downstream from its maxi- 
mum. In the flame at intermediate temperature 
(Fig. 2b), benzene concentration shows the same 
rise-decay profile exhibited by the hotter flame but 
is observed to increase again downstream from the 
reaction zone. This behavior is usually observed in 
sooting flames of aliphatic fuels [2-6]. 

In as much as benzene is the most abundant aro- 
matic species produced at the beginning of the 
flame, soot and CS are the most abundant high-mo- 
lecular-weight products at the end of the flame, at 
least in the hotter flames. Soot formation occurs just 
at the end of the main oxidation region and steeply 
rises, attaining an almost constant value in the post- 
oxidation zone of the flame. The higher the flame 
temperature, the earlier soot inception occurs (Fig. 
2c), but the maximum soot concentration is found 
in the intermediate-temperature flame (Fig. 2b). 

Polycyclic aromatic hydrocarbons from naphtha- 
lene (128 u) to coronene (300 u), usually found in 
sooting flames [2-6], were quantified by GC-MS in 
the condensed species. Polycyclic aromatic hydro- 
carbons with molecular weight within the range 
300-400 u were detected by PB-MS, but their con- 
tribution to the total PAHs is almost negligible. The 
profiles of the sum of their concentrations show that 
PAHs are formed in larger amounts in the low-tem- 
perature flame (Fig. 2a) than in the higher-temper- 
ature one (Fig. 2c), and their maximum concentra- 
tions occur in all the flames slightly after the 
maximum in benzene concentration. Polycyclic ar- 
omatic hydrocarbons follow a trend similar to that of 
C6H6 in the higher-temperature flames: a rise-decay 
profile at the end of the main reaction zone with the 
complete destruction of the species in the hotter 
flame. A secondary increase in PAHs is seen only in 
the intermediate-temperature conditions (Figs. 2b 
and 2c). In the cooler flame (Fig. 2a), PAH concen- 
tration follows the initial increasing trend exhibited 
by benzene, but, downstream of the flame, PAH 
concentration sharply decreases whereas benzene 
remains almost constant. 

The sum of PAHs partially contributes to the spe- 
cies condensed along the flames, as can be seen by 
comparing PAH concentration with the concentra- 
tion of CS (Fig. 2). Condensed species are detected 
early within the main oxidation zone, and their con- 
centration rapidly increases, reaching a maximum 
downstream of the flame front where soot begins to 
appear. Thereafter, CS concentration diminishes as 
the soot concentration increases. Similarly to the be- 
havior of benzene and PAHs, CS concentration de- 
creases in the post oxidation zone of the hotter flame 
(Fig. 2c), whereas in the cooler flames, it decreases 
and then increases again (Figs. 2a and b). 
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FIG. 3. Weight percentage of PAHs in the CS in flames 
with different cold-gas flow velocities. 

The weight percentage of PAHs in the CS, re- 
ported in Fig. 3, shows that the PAH contribution is 
higher as the flame temperature is lowered and that 
in all the flames, it increases, reaching a maximum 
value at or just after the maximum of CS concentra- 
tion (Figs. 2 and 3). Thereafter, PAH contribution 
decreases, becoming very low, particularly in the 
hotter flame. 

It is evident that a significant part of the CS is not 
analyzable by conventional gas and liquid Chromato- 
graphie techniques, but its chemical nature can be 
inferred by means of ultraviolet-visible absorption 
measurements. Condensable species showed broad 
absorption spectra, mainly peaking in the ultraviolet 
region and extending into the visible region. Evalu- 
ating the molar extinction coefficient of CS from the 
absorption measurements is impossible because 
their composition is unknown. Consequently, the ab- 
sorptivity EU)cs °f the CS has been expressed, re- 
ferring to a weight unity E(X)CS = A{X)/ch (cm_1/g 
1_1), where A(X) is the measured absorbance at a 
fixed wavelength, c is the concentration of the CS 
expressed in grams per liter of solution, and b is the 
path length expressed in centimeters (1 cm). 

The contribution of PAH absorptivity E(A)PAH to 
CS absorptivity was calculated by multiplying the 
specific absorptivity of each of the identified PAHs 
gPAH (these quantities were measured experimen- 
tally) by their respective contribution to the CS 
(yfAH = PAH,-weight/CS weight). 

The absorptivities of CS (Ecs) and PAHs (EPAH) 
at X = 300 nm are reported in Fig. 4 for the three 
flames. In the cooler flames (Figs. 4a and 4b), the 
absorptivity of CS is very low at the flame front, in- 
creases to a maximum value, and then decreases in 
the post oxidation zone of the flame. In the hotter 
flame (Fig. 4c), the absorptivity profile does not 

0 5 10 15 20 

height above burner, mm 

FIG. 4. Absorptivity profiles of CS, PAHs, and tarlike 
species at I = 300 nm in flames with different cold-gas 
flow velocities: (a) v = 2 cm/s, (b) v = 4 cm/s and (c) v 
= 6 cm/s. 

show a peak but decreases monotonically along the 
whole flame. The maximum absorptivity value is 
roughly the same for the three examined flames and 
occurs near the onset of soot inception, whereas the 
final value of absorptivity is higher as the flame, tem- 
perature is lowered. 

Polycyclic aromatic hydrocarbon absorptivity pro- 
files follow the CS profiles, but as already found for 
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FIG. 5. Axial profiles of specific absorptivity of (a) tarlike 
species £blr and (b) PAHs ePAH in flames with different cold- 
gas flow velocities. 

the gravimetric balance, PAH presence does not ex- 
plain the CS absorptivity. Other unidentified species 
with a large absorptivity must contribute to CS ab- 
sorptivity. 

The absorptivity of the unidentified species, 
named tarlike species, was calculated by subtracting 
the total PAH absorptivity EFAn from the CS ab- 
sorptivity £cs, and is denoted in Fig. 4 by a dashed 
line. The specific absorptivity of tar can be obtained 
by dividing its absorptivity by the weight contribu- 
tion to the CS (j/tar = weight tar/weight CS): 

!/tar 

The axial profile of £tar, reported in Fig. 5a, follows 
the same trend as that of CS absorptivity, showing a 
peak value at the same point as that of soot inception 
(Fig. 2). Downstream from the peak value, the spe- 
cific absorptivity decreases toward a value that in- 
creases as the flame temperature decreases. The 
specific absorptivity of the PAH mixture (EPAH 

= 

EPAH/j/PAH) immediately rises at the beginning of the 

flame (Fig. 5b) to a value that remains constant along 
the flame axis, and does not significantly change by 
varying the flame temperature. 

Discussion 

The existence of a temperature domain in which 
soot concentration shows a bell-shaped profile has 
been demonstrated in both premixed flames and 
shock tube pyrolysis experiments [1,7,8]. In this 
work, the flame temperature of premixed C2H4/02 

flames was influenced by changing the cold-gas flow 
velocity covering the maximum temperature range 
between 1520 and 1820 K. In this range, soot con- 
centration passes through a maximum at 1720 K, 
which is in agreement with the results obtained by 
Wagner et al. [1] in premixed flames and by Graham 
[7] and Frenklach et al. [8] in shock tube experi- 
ments. Conversely, PAH formation is favored at the 
lower flame temperature (1520 K) and steeply de- 
creases in the temperature range investigated. 

The ultimate C2H2 loading is not dependent on 
the flame temperature even though some differ- 
ences exist in the shape of the profiles along the 
flame axis of the three flames. These differences can 
also be observed in the concentration profiles of 
other species (benzene, soot, and PAHs) and are due 
mainly to the strong effect of flame temperature on 
the burning velocity and, in turn, on the flame struc- 
ture. In particular, in the higher-flame-temperature 
regime, the most important compositional changes 
occur near the burner. Here, pyrolytic and oxidative 
regions overlap, favoring C2H4 pyrolysis, which leads 
to a large production of C2H2 within the primary 
oxidation zone of the flame (Fig. lb). Conversely, the 
formation of benzene, PAHs, and condensed species 
is depressed in high-temperature conditions: ben- 
zene and PAHs disappear almost completely down- 
stream in the flame (Fig. 2c). 

At the intermediate flame temperature level, the 
yield of C2H2 in the primary oxidation zone is slightly 
lower (Fig. lb), whereas benzene and PAH forma- 
tion is enhanced (Fig. 2b) with respect to the hotter 
flame (Fig. 2c). Their further oxidation seems to be 
less active than in the higher temperature condi- 
tions, as shown by the slower decrease of concentra- 
tions of C2H2, benzene, and PAHs at the end of the 
primary oxidation zone (Figs, lb and 2b). Later, ben- 
zene and PAH concentrations show a second in- 
crease, as usually observed in aliphatic fuel flames 
[2-6]. 

In the lower-flame-temperature conditions, C2H4 

dehydrogenation leading to C2H2 formation is de- 
pressed, whereas the net production of benzene and 
PAHs is increased. Acetylene and benzene concen- 
trations attain an almost constant value downstream 
of the flame front because the temperature is too 
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FIG. 6. (a) Infrared aromatic to aliphatic C—H stretch 
and ultraviolet absorptivity and (b) soot, PAHs, and tar con- 
centration profiles for the flame at o = 4 cm/s. 

low to favor their further oxidation. In spite of the 
lower oxidative effectiveness, PAH and CS profiles 
exhibit a significant decrease downstream in the 
flame, which cannot be attributed merely to oxida- 
tion. 

As already discussed, the maximum formation of 
PAHs occurs at a lower temperature than with the 
maximum formation of soot, even though the tem- 
perature range covered in this work was not ex- 
tended enough to embrace the bell-shaped profile 
for PAHs. This indicates that a relationship exists 
between PAH formation and soot formation, but the 
same behavior can be observed in the trends of more 
abundant species such as benzene and CS (Fig. 2). 
Moreover, it is worth emphasizing that as previously 
reported [2,9], PAHs constitute only a fraction of the 
condensable species formed in rich combustion 
(Figs. 2 and 3), the remainder being species of aro- 
matic character but of unknown chemical composi- 
tion [2,10]. The presence of these tarlike species has 
also been revealed by Howard and co-workers [11- 
13] in the postoxidation zone of aliphatic and aro- 
matic hydrocarbon flames and by Dobbins and co- 
workers [14,15] in the fuel-rich side of diffusion 
flames. 

Because tarlike material is soluble in DCM, its 
molecular weight should be lower than that of soot 

particles but higher than 300 u because it is not an- 
alyzable by GC and liquid chromatography (LC) 
techniques, whose mass limits are ca. 300 u. The 
mass spectrometric analysis of these species directly 
injected by a particle beam generator into the mass 
spectrometer has shown the presence of condensed 
PAHs with molecular mass between 300 and 500 u, 
but these species constitute only a negligible portion 
of the tarlike material. 

Evaluation of the spectroscopic characteristics of 
CS in the ultraviolet region has shown that the 
chemical nature of the tar species changes along the 
flame, as shown by the change of the ultraviolet-visi- 
ble absorption (Fig. 4). Conversely, the class of iden- 
tified PAHs shows an almost constant absorptivity 
along the flame because PAH distribution inside the 
CS was almost the same in every flame condition. 

The specific absorptivity of tar is lower than that 
of PAHs within the main oxidation zone of the flame 
(Fig. 5), showing that these compounds at the be- 
ginning of the flame are structures in which aromatic 
and aliphatic functionalities coexist. By increasing 
the residence time, the specific absorptivity of tar 
increases, exceeding that of PAHs (Fig. 5). This may 
be due to the cleavage of alkyl radicals and the loss 
of aliphatic character or to a dehydrogenation pro- 
cess, with the consequent increase of the aromatic 
character of tar up to a maximum in correspondence 
to soot inception. 

This can be seen more clearly in Fig. 6, where the 
spectroscopic characteristics (ultraviolet absorptivity 
and the ratio of infrared aromatic to aliphatic C—H 
stretch signals) of the tarlike species are reported for 
the intermediate temperature flame, along with the 
concentrations of soot, PAHs, and tar. Both the spe- 
cific absorptivity and the infrared aromaticity of tar 
increase up to a maximum value that corresponds to 
the peak value of tar concentration. Thereafter, the 
concentration of tar and its aromatic character drop, 
occurring at the same time as soot nucleation. This 
indicates that the more-aromatic fraction of the tar 
participates in soot inception. The residual part of 
the tar has a low-aromatic character (low absorptivity 
and infrared aromatic to aliphatic C—H ratio) for 
further inception of soot nuclei. The tarlike species 
are newly formed at the end of the flame but with a 
rate lower than before because of the lower tem- 
perature, which also does not allow tar to undergo 
the aromatization process as shown by the low ab- 
sorptivity and infrared aromaticity measured in the 
postinception region of the flame. 

Polycyclic aromatic hydrocarbon molecules con- 
tribute indirectly to the soot-inception process, be- 
ing the building blocks of tar species and participat- 
ing with C2H2 to the following surface growth 
process. It is worth noting that the second increase 
in PAH concentration occurs only when soot parti- 
cles are no longer active for surface growth and, 
hence, when soot concentration reaches its final 
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value, whereas the second increase in the tarlike spe- 
cies is always observed to occur just after the soot 
nucleation zone. 

Conclusions 

The effect of flame temperature on the soot in- 
ception process in a range in which soot concentra- 
tion exhibits the bell-shaped curve has been followed 
by measuring the concentration and spectroscopic 
characterization of PAHs and tar species. At a high 
flame temperature, oxidation is very active in the 
secondary zone of the flame, thus consuming PAHs, 
which in turn are not able to form the tarlike species 
postulated to be soot precursors on the basis of their 
concentration profiles and spectroscopic character- 
istics. As a consequence, soot inception and growth 
are reduced. The concentration of PAHs and tarlike 
species cannot increase again in the postoxidation 
zone of the flame because of the high temperature 
conditions. 

In the lower-temperature flames, the secondary 
oxidation process is less effective and the net pro- 
duction of PAHs is larger compared to those of the 
intermediate-temperature flames. Nevertheless, the 
temperature is too low to favor PAH coagulation into 
tar and the subsequent transformation of tar into 
soot nuclei. In the intermediate-temperature flame, 
where maximum soot formation was found, the tem- 
perature level is ideal for the formation of both 
PAHs and tar and their transformation to soot par- 
ticles. 
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The microstructures of atmospheric-pressure, laminar, premixed flames of CH3C1/CH4 and CH4 have 
been studied under similar fuel-rich {<j> = 2.5) and carbon density (1.9 X 10~5 mole/cm3) conditions using 
both heated microprobe and cold-trap sampling, followed by analysis by gas chromatography/mass spec- 
trometry (GC/MS). The mole fraction profiles of a large number of species, including aromatic and polycy- 
clic aromatic hydrocarbons (PAHs) have been determined. In addition, the temperature and relative soot 
profiles were obtained using thermocouples and He-Ne laser light extinction measurements, respectively. 
These experiments indicated that although the CH3C1/CH4 flame was more sooting, the levels of all the 
aromatics and PAHs were significantly lower, some by as much as a factor of 10, than the CH4 flame in 
the postflame zones. This is a surprising result that contradicts the generally held belief that increased soot 
formation is associated with higher PAH levels. These measurements also provide new information on 
flame chemistry and suggest that the major effect of chlorine is the rapid incorporation of PAHs into soot. 

Introduction 

Polycyclic aromatic hydrocarbons (PAHs), which 
are formed at trace levels in combustion and incin- 
eration processes, are of considerable practical in- 
terest because of the potential toxicities of some 
PAH isomers [1,2]. In addition, PAHs are believed 
to play a major role in soot formation and growth 
[1,3-5]. The effects of chlorine on PAHs and soot 
formation in flames is also of practical importance 
because chlorinated hydrocarbons (CHCs) are ma- 
jor components of many industrial wastes that are 
treated by combustion/incineration for their ulti- 
mate disposal. 

It is well known that chlorine or chlorinated hy- 
drocarbons promote soot formation in flames [6]. 
Since PAHs are believed to be soot precursors, the 
promotion of soot by chlorine has been attributed to 
increased PAH formation [7]. 

Previously, the oxidation and pyrolysis of CH3C1 
was studied in premixed laminar flames in the pres- 
ence of CH4 by Karra and Senkan [8], and more 
recently by Wang et al. [9], where the emphasis was 
on the formation of CO, C02, and C2 products. Re- 
lated studies in flow reactors were also conducted 
[10-14]. Probably the most relevant prior work is the 
jet-stirred tank/plug flow reactor study of Marr et al. 
[15], where the effects of postflame additions of 
CH3CI on PAH formation in ethylene combustion 
was studied. These investigators used a water-cooled 
probe to withdraw samples from the plug-flow sec- 
tion of the reactor, and determined the amounts of 
PAHs formed by analyzing the solvent extracts. The 

levels of most PAHs formed in the presence of 
CH3CI were generally higher within the conditions 
investigated, with the exception of cyclo- 
penta[c<i]pyrene whose mole fractions were lower. 

In this paper, we compare the microstructures of 
atmospheric-pressure, laminar, premixed, flat flames 
of CH3CI/CH4 and CH4 under similar, fuel-rich con- 
ditions, with particular emphasis on aromatics and 
PAHs. 

Experimental 

The atmospheric-pressure, premixed, laminar, flat 
flames studied were stabilized over a 50-mm-diam- 
eter porous bronze burner with an argon shroud 
[16]. Gases were introduced using high-accuracy 
mass flow meters (MKS, Burlington, MA). Flame 
sampling was accomplished using an air-heated mi- 
croprobe that had a 0.150-mm orifice at its tapered 
tip [16]. A quartz wool filter was also used to remove 
soot particles. The sampling system, which includes 
the probe, the soot filter, transfer lines, and GC 
valves, was maintained at about 300°C and at subam- 
bient pressures to minimize the condensation and/ 
or adsorption of PAHs on surfaces. 

The samples withdrawn from within the flame 
were then directly analyzed using a gas chromato- 
graph/mass spectrometer (Hewlett-Packard 5890/ 
5972A, GC/MS) without preconcentration [16]. 

Identification of species was accomplished by 
matching the GC retention times to pure compo- 
nents as well as the mass spectral fragmentation pat- 
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TABLE 1 
Precombustion conditions of the flames studied 

Parameters flame CH3CVCH4 CH4 

Equivalence ratio 2.5 2.5 
C/O ratio 0.71 0.63 
Cold gas velocity (cm/s) 4.46 5.17 
Carbon density 

(mole/cm3 at 298 K) 1.9 X 10-5 1.9 X IO-5 

Ar(%) 19 14.7 
CH3C1(%) 23.8 - 
CH4(%) 23.8 47.4 

02(%) 33.4 37.9 

terns to MS libraries. Species mole fractions were 
then determined using multilevel calibration 
mixtures with an estimated accuracy of about ± 15% 
for major species and ± 20% for the remaining ones. 
For species for which calibration standards were not 
available, the relative ionization cross section 
method was used [17]. This method has been shown 
to be accurate to within a factor of 2 in our prior 
experiments [16]. Species profiles were generated by 
moving the burner relative to the stationary quartz 
probe with the aid of a vertical translator having a 
precision of about 0.01 mm. 

Temperature profiles were measured by using a 
0.075-mm Pt-Pt/13%-Rh thermocouple with a bead 
diameter of about 0.15 mm. It was freshly coated 
with silica and vitrified to minimize catalysis, and was 
kept in the flame for as short time as possible to 
minimize soot accumulation. The clean thermocou- 
ple was inserted into the flame at a predetermined 
location and the temperature reading was recorded 
promptly. Following the temperature measurement, 
the thermocouple was withdrawn and the accumu- 
lated soot was burned off using a small propane 
torch. The cleaned thermocouple was then rein- 
serted into the flame for the measurement of the 
temperature at another position. The temperature 
profiles reported here were also corrected for radi- 
ation losses by assuming an emissivity of 0.2 for the 
bare and 0.5 for the soot-coated thermocouple [18]. 
Thermocouple measurements were used to ascer- 
tain the absence of radial variations in flame prop- 
erties. 

Early in the experiments, we discovered that some 
of the two- and four-ring PAH species had been sub- 
ject to surface-catalyzed chlorinations at sampling 
line temperatures of around 300°C. This problem 
was addressed by developing and using additional 
sampling procedures that minimize surface reactions 
and by modifying the results from the direct, on-line 
sampling procedure described above. In the first 
procedure, the temperature of the entire sampling 
system was reduced to about 120°C. Although these 

experiments did not allow for the direct determi- 
nation of PAHs, as they readily adsorb on surfaces 
at 120°C, we were able to confirm that the concen- 
trations of major species and one-ring aromatics 
were not affected by surface reactions at 300°C sam- 
pling temperatures. 

In the second procedure, a cold-trap system was 
developed to determine the levels of heavier PAHs. 
In this case, the microprobe was cooled by circulat- 
ing room-temperature air through it (about 25°C). 
The probe was also connected to a 600 cm3 steel 
tank. Flame sampling was accomplished by evacu- 
ating the tank to about 10 ~3 torr using a mechanical 
vacuum pump, and by filling it with samples with- 
drawn from within the flame through the probe until 
the pressure in the tank reached 80 torr. This en- 
sured the acquisition of the same amount of sample 
each time. The sampling time varied between 12 and 
15 s, depending on the flame and the distance above 
the burner. After the experiment, the probe and 
quartz wool filter (where most of the high molecular 
weight PAHs were retained) were washed with 
methylene chloride. The liquid extracts were then 
concentrated to 2.5 cm3, and 5-//1 samples were in- 
jected to the GC/MS for analysis. This process was 
repeated both for the CH3Cl/CH4 and CH4 flames. 
Since there are no complicating surface reactions in 
sampling CH4 flames [16], PAHs determined by di- 
rect gas analysis of this flame were used to calibrate 
the results of the cold-trap experiments. 

A helium-neon gas laser (Model 1508-O, Uni- 
phase) was used to determine the relative soot vol- 
ume fraction profiles in the flames. For this, the laser 
beam was passed through the center of the flame 
parallel to the burner surface, and the intensity was 
monitored by a power meter to determine the trans- 
mitted light. The burner was then moved up and 
down to generate light transmission profiles, which 
are related to soot volume fraction profiles [4,19], 

Results and Discussion 

The precombustion compositions and other pa- 
rameters of the CH3Cl/CH4/02/Ar and the CH4/02/ 
Ar flames studied are listed in Table 1. As can be 
seen from this table, the two flames had the same 
equivalence ratio (2.5 by considering H20, C02, and 
HC1 as the preferred combustion products) and car- 
bon density (1.9 X 10~5 mole/cm3 at 1 atm and 298 
K). We also tested these flames at the same equiv- 
alence ratio and argon dilutions, leading to closer 
peak temperatures and burning velocities, with simi- 
lar results and conclusions described later. 

In each flame, we were able to quantify over 50 
species, including CO, C02, H20, H2, HC1, and 
Cr-C18 hydrocarbons and their chlorinated analogs, 
including a large number of aromatics and PAHs. 
These measurements covered a mole fraction range 
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FIG. 1. Relative transmittance and temperature profiles 
along the flames. Dashed lines are temperature profiles 
corrected for radiation. 
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FIG. 2. Comparison of mole fraction profiles for major 
products. 

of 0.25-1 X 10~7. Space limitations prevent us from 
presenting all the measurements, thus we will em- 
phasize comparisons of major and trace aromatic and 
polyaromatic species. However, it is significant to 
note that regular (i.e., nonchlorinated) polycyclic ar- 
omatic hydrocarbons dominated the PAH abun- 
dance in the CH3C1/CH4 flame. Although some 
chlorinated hydrocarbon byproducts were formed, 
the levels of these CHCs were below 500 ppm [20]. 
Species mole fraction profiles not reported here due 
to length restrictions can be obtained upon request 
from the authors. 

A number of practical difficulties exist in the ac- 
quisition  of accurate  flame  structure  data from 

atmospheric-pressure, premixed flames. These dif- 
ficulties include probe-induced distortions in the 
concentration profiles due to flame attachment and 
spatial averaging, especially in regions of steep con- 
centration gradients, and the possible continuation 
of reactions in the sampling probe and transfer lines. 
We have expended considerable time and effort in 
the past to develop optimal flame sampling tech- 
niques, and these are discussed in our earlier pub- 
lications [16,20]. 

In Fig. 1, the temperature and laser beam trans- 
mission profiles for the two flames are presented. 
Although we did not quantify the actual soot volume 
fractions, it is very clear from these data that the 
CH3CI/CH4 flame was more sooting than the CH4 

flame, and that soot formation began at about 4 mm 
from the burner surface. In addition, the CH4 flame 
was hotter than the CH3C1/CH4 flame and peaked 
slightly earlier. Lower temperatures in the CH3C1/ 
CH4 flame can be attributed to more soot formation 
in this mixture. 

In Fig. 2, the mole fraction profiles for the major 
products, which include CO, C02, HC1, H2, H20, 
and C2H2 for the CH3Cl/CH4 flame (filled symbols), 
are compared to the CH4 flame (open symbols). In 
this and subsequent figures, lines have been drawn 
through the data points to indicate trends. It should 
be noted that data points within 1-2 mm from the 
burner should be considered unreliable because of 
probe-burner interactions. The growth rate of soot 
has been suggested to be directly proportional to 
C2H2 concentration and surface area [21]. As can be 
seen from Fig. 2, the levels of C2H2 were only 
slightly higher in the CH3C1/CH4 postflame zone. 
The fact that these two flames had similar C2H2 con- 
centrations, yet different soot levels, raises questions 
regarding the role acetylene plays in soot and PAH 
formation. 

It is also evident from Fig. 2 that the levels of H2 

and H20 were substantially higher in the CH4 flame 
than the CH3Cl/CH4 flame. This, however, is not 
surprising, as the formation of HC1 (ca. 18% in the 
postflame zone) ties up substantial amounts of hy- 
drogen because it is the preferred combustion prod- 
uct for chlorine. 

In Figs. 3 and 4, the mole fraction profiles are pre- 
sented for C3-C6 hydrocarbon intermediates which 
include C3H4(CH2CCH2 and CH3CCH), C4H2, 
C4H4, C4H6(CH3CCCH), C5H6(cyclopentadiene), 
C6H2(CHCCCCCH), and C6H4(3-hexen-l,5-di- 
ene). As can be seen from these figures, the concen- 
trations of species with C/H ratios less than 1 (C3H4, 
C4H6, and C5H6) were higher in the CH4 flame, and 
concentrations of all the species with a C/H ratio 
larger than or equal to 1(C4H2, C4H4, C6H2, and 
C6H4) were higher in the CH3Cl/CH4 flame. These 
results are consistent with the availability of more 
hydrogen atoms in the CH4 flame. C4H2 and C3H4 

were the most abundant species in this group for 
both flames. As seen in Fig. 4, C4H4 mole fractions 
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were a factor of 10 lower than those of C4H2> and 
those for C4H6 were lower by another factor of 
about 6. 

In Fig. 5, the mole fraction profiles of one-ring 
aromatic hydrocarbons formed are presented. Ben- 
zene was the most abundant in this group reaching 
levels as high as 200-800 ppm, followed by phenyl- 
acetylene (20-50 ppm), toluene (3-8 ppm), and sty- 
rene (1-5 ppm). The most significant aspect of the 
results presented in Fig. 5 is that above 4 mm from 
the burner surface, where soot formation also sets 
in (Fig. 1), the concentrations of all of these aro- 

10"4 

10-6 

CO: 

coo 

0 2 4 6 8 10 12 14 

Distance Above Burner Surface (mm) 

FIG. 6. Comparison of mole fraction profiles for two- 
ring aromatic species. Dashed line is the acenaphtylene 
profile determined by the cold-trap sampling procedure. 

matics in the CH3C1/CH4 flame were significantly 
lower than those in the CH4 flame, by at least a fac- 
tor of 2. This is a surprising result because higher 
levels of aromatics are generally associated with 
more sooting flames [1,3,4]. 

The mole fraction profiles of PAHs also exhibited 
trends similar to the one-ring aromatics described 
above, and the PAH levels in the CH3Cl/CH4 flame 
were substantially lower than the CH4 flame. In Fig. 
6, the concentration profiles of two-ring PAHs are 
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FIG. 7. Comparison of mole fraction profiles for two- 
ring aromatic species. Dashed line is the pyrene profile 
determined by the cold-trap sampling procedure. 

presented. Naphthalene (C10HS) was the most abun- 
dant species in this group with mole fractions in the 
CH4 flame being nearly a factor of 4 higher than in 
the CH3CI/CH4 flame. Naphthalene is followed by 
acenaphthylene (C12H8), methyl naphthalene 
(CIIHJO), methyl indene (C10H10), and fluorene 
(C13H10), with similar postflame ratios between the 
two flames. It should be noted that for the case of 
acenaphthylene, its mole fraction profile in the 
CH3CI/CH4 flame was determined both by direct 
sampling and analysis (filled triangles) and by the 
cold-trap sampling and solvent extraction procedure 
(dashed lines). The latter was necessitated by the 
chlorination of acenaphthylene in the heated sam- 
pling probe and transfer lines. 

In Fig. 7, the mole fraction profiles of three- and 
four-ring PAHs are presented. These PAHs include 
phenanthrene (C14H10), pyrene (C16H10), fluoran- 
thene (C16H10), cyclopenta[c<i]pyrene (C18H10), and 
benzo[g/ii]fluoranthene (C18H10). As evident from 
this figure, concentration profiles of these PAHs also 
followed the same pattern, with mole fractions in the 
CH3CI/CH4 flame being significantly lower than in 
the CH4 flame. In fact, the differences in mole frac- 
tions between the two flames were as high as a factor 
of 10 for the case of phenanthrene. When CH3C1 
flame samples were first directly analyzed, neither 
pyrene nor cyclopenta[cd]pyrene were detected. In- 
stead, fluoranthene was the only C16H10 isomer ob- 
served. In addition, significant levels of chlorinated 
pyrenes were also noted in samples analyzed directly 
[20]. The analysis of cold-trap samples, however, in- 
dicated the presence of significantly higher levels of 
pyrene than fluoranthene, with fluoranthene levels 
virtually identical to those determined using the 

heated sampling probe. These results indicate that 
the heated sampling probe and/or transfer lines must 
have selectively chlorinated pyrene, but not fluor- 
anthene. The reasons for these intriguing results are 
not clear and are being investigated. The mole frac- 
tion profile of pyrene determined by the cold-trap 
technique is indicated by the dashed line in Fig. 7. 
Chlorine also suppressed the formation of cyclo- 
penta[«flpyrene to undetectable levels, a result 
which is consistent with previous studies [15]. 

Although we are not in a position to predict quan- 
titatively the surprising result that chlorine reduces 
PAH levels while promoting soot formation, several 
explanations can be offered. The first and most likely 
scenario is that chlorine accelerates PAH conversion 
to soot. Second, chlorine may inhibit PAH formation 
in the first place and promote soot formation via re- 
actions that do not involve PAHs. 

In the first case, it is has been recognized that H 
radicals play a crucial role in activating PAHs and 
soot [3-5] in flames. The basic reactions can be rep- 
resented by 

PAH + H = PAH" + H2 (1) 

soot + H = soot0 + H2 (2) 

where * indicates an activated, (i.e., radical) entity. 
In flames containing chlorine, additional reactions 
involving Cl radicals must also be considered as de- 
scribed by 

PAH + Cl = PAH" + HC1 (3) 

soot + Cl = soot" + HC1 (4) 

The reactions 1-4 have equilibrium constants (Kp) 
in the range 1-10 at flame temperatures, thus the 
partial pressures of H2 (Pm) and HC1 (PHCI) would 
have a considerable effect on the fraction of PAH 
and soot that will be activated. Heterogeneous re- 
actions 2 and 4 require special attention; in addition 
to reaction thermochemistry and kinetics, the rates 
of diffusion of species to soot surfaces, both external 
and internal [5], and sticking probabilities [22] must 
be considered in assessing their importance. Reac- 
tion 2 should remain dominant even in the CH3Cl/ 
CH4 flame because of the higher diffusivities of H 
and H2 relative to Cl and HC1. On the other hand, 
Cl and HC1 would be favored species based on stick- 
ing potentials. 

Once PAH° and soot" are generated, PAHs can 
be converted to soot via reactions such as 

PAH" + soot* = sootf+PAH (6) 

PAH + sootf = sootf+PAH (7) 

PAH" + soot,? = soot,+PAH (8) 

As can be seen in Fig. 2, postflame PH2 in the 
CH3C1/CH4 and CH4 flames were 0.28 and 0.12 
atm, respectively. Consequently, reactions 1 and 2 
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should proceed to the right more in the CH3C1/CH4 

flame than in the CH4 flame. In this regard, it is 
important to note that chlorine only minimally alters 
the levels of H radicals in the postflame zone, be- 
cause the following thermoneutral reaction 

Cl + Ho = HC1 + H (9) 

whose Kp = 1, is rapidly equilibrated. In addition, 
reactions 3 and 4 would also be major contributors 
to PAH and soot activation in the CH3Cl/CH4 flame 

m. 
Chlorinated hydrocarbons also decompose at tem- 

peratures lower than the analogous hydrocarbons 
because of the relatively weak C-Cl bond [6]. Con- 
sequently, they can form a larger number of soot 
nuclei early in the flame, leading to higher surface 
area soot aerosols which can more efficiently scav- 
enge the PAHs. All of these considerations suggest 
that PAHs are rapidly incorporated into soot in the 
CH3C1/CH4 flame. 

In the second case, CHCs may also suppress PAH 
formation because they are excellent H radical scav- 
engers [6,23], For example, the reaction 

CH,C1 + H = CH3 + HC1 (10) 

can effectively compete with reaction 1 or PAH pre- 
cursors in the cooler (i.e., earlier) parts of the flame, 
thereby decreasing the rate of formation of PAHs. 
However, if this mechanism is true, then soot growth 
must occur via reactions that do not involve PAH. 
The direct addition of smaller hydrocarbons, such as 
C2H2, has been proposed to be such a soot growth 
species [3-5]. However, as noted before (see Fig. 2), 
C2H2 levels in the CH3Cl/CH4 flame were nearly the 
same in the postflame zone. Finally, oxidation cannot 
account for the lower PAH levels observed in the 
CH3C1/CH4 flame because of the well-known flame 
inhibition characteristics of CHCs [23]. 

In summary, the microstructures of fuel-rich 
CH3C1/CH4 and CH4 flames, determined under 
similar equivalence ratio, carbon density, and argon 
dilution, indicate the formation of significantly lower 
concentrations of PAHs in the CH3C1/CH4 flame 
than in the CH4 flame, although the former was 
more sooting. These results are both surprising and 
significant because they invalidate the generally held 
belief that increased soot formation is associated 
with higher PAH levels. The measurements provide 
valuable new data for the development and verifi- 
cation of detailed reaction mechanisms, and suggest 
that the major effect of chlorine is the rapid incor- 
poration of PAHs into soot. 
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COMMENTS 

Kermit C. Smyth, NIST, USA. We have recently made 
measurements in propane and ethylene diffusion flames 
which also suggest that higher soot levels do not necessarily 
lead to higher PAH concentrations [1], For both steady and 
flickering conditions, the peak soot concentrations in the 
ethylene flames are twice as high as in the propane flames, 
yet the PAH fluorescence is approximately twice as 
stronger for the propane flames. 

REFERENCE 

1. Smyth, K. C, Shaddix, C. R., and Everest, D. A., sub- 
mitted to Combust. Flame. 

Author's Reply. We are pleased to learn that our find- 
ings are corroborated by the measurements made in dif- 

fusion flames of propane and ethylene as well. We should 
point out that the lack of correlation between soot forma- 
tion and PAH was first noted in our laboratories when com- 
paring the chemical structures of fuel-rich (sooting) pre- 
mixed flames of methane, ethane, and propane at the 
similar equivalence ratio of 2.5 and argon dilution [1]. This 
study led to the determination that, although the methane 
flame produced less soot than the ethane flame, the levels 
of PAH in the methane flame were higher than the ethane 
flame. On the other hand, the propane flame produced 
more soot than the ethane flame and slightly higher PAH 
levels than the methane flame. 

1. Senkan, S. M 
press (1996). 
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In order to contribute to the discussion of the active-site approach for surface growth reactions versus 
recovery of radicalic surface sites by reactions with species from the gas phase, experiments in counterflow, 
premixed flames have been performed. Soot particles are generated in premixed, fuel-rich ethyne/argon/ 
oxygen flames counterflowing against nonsooting flames of the same components or lean carbon monoxide/ 
argon/oxygen flames. The nonsooting flames produce a high level of hydrogen atoms combined with a 
variation of the concentration of other gaseous species so that surface growth by H abstraction from C— 
H sites at the surface of soot particles may be reinitiated in the stagnation region of the sooting flame. 
These flames are compared with single, premixed, sooting flat flames in which the soot volume fraction 
attains a final plateau/^ due to the decay of surface growth. The experimental results clearly demonstrate 
that depending on the flow conditions in the counterflow flames, a second onset of soot formation is 
detected. This second onset of soot formation can be traced back to surface growth. The experimental 
findings are discussed by referring to results from modeling of these flames using the hydrogen-abstraction- 
hydrocarbon-addition (HACA) mechanism for surface growth. From this, a shift of the competing effects 
of surface growth and oxidation is identified to be responsible for the reinitiation of surface growth. 

Introduction Surface growth of soot particles in premixed hy- 

Knowledge of soot formation in hydrocarbon drocarbon flames is dominated by reactions of 
flames has been considerably improved during re- ^^ ^ the n

surface of spot particles. Other pro- 
cent years. The progress that has been achieved is cesses such as depiction of polycyc ic aromatic hy- 
documented in a number of experimental investi- drocarbons PAHs) from the gas phase contribute 
gations of laboratory flames, experiments in shock comparably little to surface growth. One approach 
tubes, and numerical modeling of sooting flames. toward the understanding of surface growth of soot 
Several reviews (e.g., [1-7]) provide a comprehen- particles on the basis of a detailed reaction mecha- 
sive view of the subject. Particularly, the growth of nism has been introduced in Refs. [15 and 16] The 
soot particles in laminar, premixed flames has been basic principle of the mechanism, which has been 
studied extensively [8-141 adopted and extended by a number of authors [17- 

It is well accepted that in premixed flames, the 19L is the extension of the planar growth of PAHs 
main processes of soot formation are particle incep- according to a radicalic HACA sequence to surface 
tion, surface growth, and coagulation of soot parti- growth oi soot particles. 
cles. Particle inception and surface growth deter- The sequence of reactions extended by the oxi- 
mine  the   total   mass   of soot,  whereas  particle dation of soot particles with OH and 02, reactions 
coagulation only affects the size and the number (5) and (4a and b) [20], is given in Table 1. Radicalic 
density of the soot particles. It has been shown sites at the soot particle surface are formed by ab- 
[9,11,12] that particle inception contributes only to straction of H atoms from arylic C—H bonds by H 
a small fraction of the final soot mass, whereas the and to a minor extent by OH radicals from the sur- 
larger part of soot is formed by surface growth of rounding gas phase according to reactions (la) and 
the soot particles in later stages of soot formation. (lb) (see Table 1). The generated soot radicals are 
Therefore, numerous investigations and modeling supposed to grow by the addition of ethyne. This is 
have addressed surface growth of soot particles. followed by a cyclization step and the cleavage of a 

2343 
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la 

lb 

2 

3a 

3b 

4a 

4b 

5 

TABLE 1 
HACA mechanism for surface growth of soot" 

fa« 
CSOOt,l'H + H <-> Cs*00y + H2 

hi, 
CsooWH + OH « C»ooM + H20 

fa 
Cs°oot,i   +   H —> CsooyH 

fa« 
Csootj + C2H2 *+ C*ooU C2H2 

C°oouC2H2 *-> Csooli+1H + H 
fa„ 

Cs'oot.i + 02 <-*• G°oot,_j + 2 CO 

C°oot,iC2H2 + 02 <-> C 

Csoot,iH + OH - 
fa 

I»ooU. + 2 CHO 

C*oot,_i + CH + CHO 

1.2-1014 21.8 

1 ■ 1012 54.2 

1 • 1013 

1 ■ 1013 

MO10 

2.5-1012 

2.5 -1012 

7-1013 

«See refs. 15-17. 
Rate coefficients are given for forward reactions. 
Units for k0: cm3, mol, s; Units for EA: kj mol"1 

C—H bond at the surface of the growing soot par- 
ticle. The soot radicals either can add ethyne (reac- 
tion 3a) or are deactivated by the reverse reactions 
(— la) or (— lb) by molecular hydrogen and water 
molecules, thereby being prevented from growing. 
Depending on the structure of the intermediate, 
ethynyl-soot radical, a further addition of ethyne 
may follow. The reaction route (3b) provides cycli- 
zation of the intermediate adducts to aromatic rings 
containing six carbon atoms that are stabilized by the 
cleavage of a C—H bond and incorporated into the 
growing soot particles. Similar reasoning may be ap- 
plied to the formation of five-member rings or other 
cyclic structures. 

Thermal cleavage of aryl C—H bonds according 
to the reverse reaction (—2) contributes negligibly 
to the formation of soot radicals, whereas the reverse 
reaction (2), namely, the deactivation of soot radicals 
by recombination with H atoms, may be important 
under certain conditions. Surface growth of soot by 
reactions with PAHs, compare Ref. 14, can be added 
easily to the reaction scheme. 

Another approach to surface growth of soot par- 
ticles employs the concept of active sites at the sur- 
face of the soot particles; compare, for example, 
Refs. 8-10. According to this, surface growth is dom- 
inated by the number of active sites accessible for 
heterogeneous decomposition of gaseous growths 
species (compare ethyne) that cover the surface and 
are not supposed to be affected by coagulation and 
surface growth of the soot particles. The loss of reac- 
tivity against surface growth is explained by a "tem- 
pering process" of the soot particles decreasing the 
number of active sites. In Ref. 21, experiments on 
sooting ethylene/air flames are reported where no 

correlations have been found between local condi- 
tions, especially concentrations of hydrogen atoms 
or the local temperature, and the number of active 
sites for surface growth. Other experiments [22,23] 
in premixed co-flowing acetylene/oxygen and hydro- 
gen/oxygen flames under sooting and nonsooting 
conditions reveal that hydrogen atoms when diffus- 
ing into the soot-forming region may inhibit the sur- 
face growth. 

To contribute to the discussion of the active site 
approach for surface growth reactions versus recov- 
ery of radicalic surface sites by reactions with species 
from the gas phase, experiments in counterflow, pre- 
mixed twin flames are reported in the following. Soot 
particles are generated in a premixed, fuel-rich 
ethyne/argon/oxygen flame counterflowing against 
nonsooting flames of the same components or car- 
bon monoxide/argon/oxygen flame. The nonsooting 
flames produce a high level of hydrogen atoms so 
that surface growth, according to reaction (la), may 
be reinitiated in the stagnation region. 

Experimental 

A premixed, sooting ethyne/argon/oxygen flame, 
stabilized on a flat-flame burner, is counterflowing 
against a premixed, nonsooting flame of the same 
fuel or a carbon monoxide/argon/oxygen flame, sta- 
bilized on a second burner (compare Fig. 1). The 
experimental conditions of the flames are given in 
Table 2. Each of the two burners consists of a water- 
cooled brass plate with ca. 800 holes of 1-mm di- 
ameter uniformly distributed over a circular area of 
80-mm diameter at the center of each burner. The 
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burner 

ethyne/oxygen/argon 
carbon monoxide/oxygen/argon 

|;S 

■Hi NflMf 

premixed non-sooting flame 

secondary reaction zone 

premixed sooting flame 

ethyne/oxygen/argon 

FIG. 1. Schematic of the counterflow, premixed flames. 

distance between the opposite burners is 40 mm. 
For more details of the experimental setup, see Ref. 
24. 

The flames are investigated at low pressure (12 
kPa) to obtain a better spatial resolution of the soot- 
formation zone. The burner system is equipped with 
all facilities for optical access. The measurements re- 
ported in this paper comprise soot volume fractions, 
mean particle radii, and number densities. 

Extinction and Scattering Measurements 

For extinction measurements, an argon-ion laser 
operating at a wavelength of 488 nm with a maxi- 

mum power of 1.3 W was used as a light source. The 
optical path through the investigated flames was de- 
termined by shielding tubes purged with nitrogen. 

Two-dimensional planar scattering measurements 
were performed with a vertically polarized laser light 
sheet, obtained by expanding the laser beam using 
two cylindrical lenses. The light scattered at 90° was 
analyzed with an intensified CCD camera (384 X 
576 Pixel, 14-bit) with respect to its intensity, polar- 
ization, and wavelength. The scattering area of 40 
mm in the radial direction and 27 mm in the axial 
direction was defined by a zoom objective in front 
of the camera. The scattering data are corrected with 
respect to thermal radiation of the flames. The ex- 
perimental setup was calibrated with pure argon. 

The extinction coefficients kext are evaluated with 
Lambert-Beer's law according to Eq. (1), where /0 

and / are the intensities of the incident and attenu- 
ated light, respectively, and d is the length of the 
optical path: 

In fcextd (1) 

The soot volume fraction fv can be derived from 
Eq. (2), where m is the complex refractive index of 
the soot particles, X the wavelength, and/(r) the par- 
ticle size distribution: 

f° Qn 
■ 1m 

V- 1 
i2 + 2, 

4 

3      L rj(r) dr     (2) 

TABLE 2 
Experimental conditions of the investigated flames 

Flame no." Symbol 

Sooting flame 

Ar* O, CoHo CO ratio 

200.0 59.2 74.1 

Counterflow flame fuel C2H, 

1.25 

Flame i Symbol Ar o2 C0H9 CO ratio Stagnation plane0 

200.6 
120.0 

95.2 
57.1 

38.1 
22.9 

0.40 
0.40 

h = 20 mm 
h = 25 mm 

Counterflow flame fuel CO 

Flame no. Symbol Ar                   02                 CO CO ratio Stagnation planec 

c A 120.0              34.3              45.7 0.40 h = 25 mm 

"Flames are referenced in the text by numbers; for example, flame 1 means sooting flame No. 1 without counterflow 
flame; flame lc means sooting flame No. 1 with counterflow flame c (carbon monoxide), etc. 

'Flow rates are given in lN/h, pressure 12 kPa. 
The position of the stagnation plane is given relative to the lower burner. 
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Scattering from a laser light sheet gives a two-di- 
mensional picture of the scattering coefficient Qvc, 
which depends on local number density NT and par- 
ticle size according to Eq. (3), of the soot particles 
in the counterflow, premixed twin flames: 

<2»0 = 
16n4 1 

m2 + 2 
NT      rj(r) dr     (3) 

The scattering and extinction data are evaluated 
with respect to the median particle radius and the 
number density by the combination of Eqs. (2) and 
(3), assuming a complex refractive index of the soot 
particles of m = 1.57 — 0.59? [25], a spherical shape 
of the soot particles, and a logarithmic normal-size 
distribution with a standard deviation of 0.34 [11]. 
The systematic errors arising from the assumptions 
are discussed in Ref. 11. 

Modeling 

Modeling of the investigated flames was per- 
formed by solving the one-dimensional convective- 
diffusive flame equations for flat flames or the con- 
vective-diffusive flame equations for counterflow 
flames as given in Ref. 17. All transport properties 
are calculated according to Ref. 26. 

The gas-phase kinetics up to the formation of the 
first aromatic ring consisting of ca. 250 elementary 
reactions among 52 chemical species is taken from 
Ref. 27. The first aromatic ring (compare benzene) 
is supposed to be formed via the reaction C3H3 + 
C3H3 ^ c — C6H6. The further growth of benzene 
to small PAHs follows the mechanism suggested by 
Frenklach [15,16], assuming the growth of the PAHs 
being a fast polymerization process where quasi-sta- 
tionarity can be applied to the single components. 

The model encompasses two pathways to soot 
from PAHs (compare particle inception and depo- 
sition of PAHs at the surface of the soot particles). 
Both pathways are formulated by the coagulation 
equations with coagulation coefficients calculated 
using the free molecular regime approximations. 
The equations are also used to simulate coagulation 
of soot particles. 

Heterogeneous surface growth and oxidation of 
soot particles follow the mechanism given in Table 
1, which contains the following modifications, com- 
pared with the mechanism in Refs. 15 and 16. The 
reverse of reaction (lb) accounts for the radical site 
consuming influence of H20. The growth step con- 
sists of two reactions—carbon addition and ring clo- 
sure—and the reverse of reactions (3a) accounts for 
the limitation of surface growth at high tempera- 
tures. More details of the model are given in Refs. 

• 17 and 19. 
The modeling leads to a finite number of differ- 

ential equations for the mass fractions of each chem- 
ical species and an infinite number of differential 

E 

7 12 17 22 

Height above burner h / mm 

FIG. 2. Measured soot volume fractions/y, mean particle 
radii r,„, and particle number densities NT along the cen- 
terline of flames 1 (D), la ( + ), and lb (o). 

equations for the number density of soot particles of 
each size class. The latter system of equations is re- 
duced to a limited number by using the method of 
moments [16]. The energy equation is solved, in- 
cluding radiative heat losses, in the limit of the thin- 
gas approximation. 

Results and Discussion 

Profiles of soot volume fractions, mean particle ra- 
dii of soot particles, and particle number densities 
along the centerline of flames 1, la, and lb as eval- 
uated from extinction and two-dimensional scatter- 
ing are given in Fig. 2. Soot volume fractions in- 
crease continuously in flame 1 (without counterflow 
flame) and attain a final value/" of about 6 • 10~8 in 
the burned gas region of the flame. Particle number 
densities decrease according to coagulation of soot 
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FIG. 3. Calculated soot volume fractions and contributions of particle inception, PAH condensation, surface growth, 
oxidation by OH, and oxidation by 02 to the appearance rates of soot for flames 1 (upper left), la (upper right), lb (lower 
left), and lc (lower right). 

particles, and consequently, the mean particle radii 
increase mainly because of coagulation. 

In flame la (with counterflow flame), soot volume 
fractions increase similarly to those of flame 1 in the 
soot-forming region. Toward the stagnation plane of 
the counterflowing flame, the soot volume fractions 
decrease sharply due to oxidation of soot. In the re- 
gion of the stagnation plane, particle number den- 
sities decrease faster, compared to flame 1. This is 
due to the beginning of oxidation of soot by which 
smallest particles are consumed completely. Conse- 
quently, the mean particle radii increase faster, com- 
pared to flame 1. Near the stagnation plane of the 
flames, particle number densities strongly increase 
and the mean radii strongly decrease. The increase 
of particle number density correlates with the burn- 
out of the soot particles. This result agrees well with 
that of Neoh et al. [28] and may be explained with 
the internal burning of soot particles that leads to a 
breakup of the porous soot particles into smaller 
units. 

Figure 3 (upper part) displays the calculated soot 
volume fractions at the centerline of flames 1 and la 
as well as the contributions of particle inception, sur- 
face growth, PAH condensation, and oxidation by 
OH and Oa to the appearance rate of soot (oxidation 
by OH and 02 are negative contributions). On the 

basis of the employed model, the major part of soot 
is formed by surface growth of soot particles. Figure 
3 reveals that oxidation of soot by OH via reaction 
(5) from Table 1 competes with particle inception 
and surface growth as well at low heights above the 
burner. Other processes such as condensation of 
PAHs contribute little to the appearance rates under 
the prevailing experimental conditions. 

At low heights above the burner, the profiles of 
the different contributions to the appearance rate 
are similar for both flames. However, near the stag- 
nation plane of flame la, the oxidation rate via re- 
action (5) increases again so that the soot is con- 
sumed by oxidation. The oxidation by molecular 
oxygen in that region is negligible. Surface growth 
rates in flame la remain at relatively low values in 
the stagnation plane region because for the applied 
flow velocities and C/O ratios, the concentration pro- 
files of OH and H level in such a way that initiation 
of surface growth via reaction (la) and (lb) is over- 
ruled by oxidation by OH. It should be noted that 
the differences between surface growth rates and 
oxidation rates in the stagnation region are small 
when plotted versus the height above the burner. 
Because of the low flow velocities, reaction times 
are, however, very large. The calculated and mea- 
sured soot volume fractions agree reasonably. 
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FIG. 4. Measured soot volume fractions/v, mean particle 
radii rm, and particle number densities NT along the cen- 
terline of flames 1 (D) and lc (A). 

To distort the balance between oxidation via the 
reaction 

fc> 
CsooyH + OH -> C^y.i + CH + CHO 

and initiation of surface growth via the reactions 
k In 

...... + H2 
kit 

CsooUH + OH ** C°ooU + H20 

in the stagnation plane region of the counterflowing 
flames on account of oxidation, the flow velocities of 
the flames are changed so that the stagnation plane 
moves toward the upper burner (flame lb). 

Figure 2 contains, as well, the profiles of soot vol- 
ume fractions, mean particle radii of soot particles, 
and particle number densities along the centerline 
of flame lb. Soot volume fractions increase much 
stronger shortly below the stagnation region of flame 
lb than in the same region of flame la. In flame la, 
soot volume fractions are scarcely affected by the 

counterflow in the region shortly below the stagna- 
tion plane, whereas the counterflow in flame lb 
causes a considerable increase in the soot volume 
fraction. The increase is clearly due to an increase 
of the surface growth both because particle number 
densities decrease sharply in the region of the sec- 
ond onset of soot formation and because mean par- 
ticle sizes increase. This can also be seen from Fig. 
3 (lower left part) where the calculated soot volume 
fractions and the different contributions to the ap- 
pearance rate of soot are given for flame lb. The 
increase in soot volume fraction in the vicinity of the 
stagnation plane for flame lb, which is somewhat 
overestimated by the model, is caused by surface 
growth of soot, whereas particle inception as mod- 
eled contributes negligibly to the second onset of 
soot formation. The net production of soot can be 
traced back to a relative shift of surface growth and 
oxidation rates because of oxidation effecting larger 
net production of soot by surface growth near the 
stagnation region. 

Another means to increase the level of H atoms in 
the stagnation region of the counterflowing flames is 
to generate them by chemical reactions. One appro- 
priate reaction for the chemical generation of H at- 
oms is the reaction CO + OH —> COa + H, which 
consumes OH radicals and generates H atoms. To 
achieve this, the fuel of the upper flame of the coun- 
terflow flames has been changed to carbon monoxide 
so that the reaction occurs at the oxygen-rich side of 
the stagnation plane (flame lc). 

Figure 4 gives profiles of soot volume fractions, 
mean particle radii of soot particles, and particle 
number densities along the centerline of flames 1 
and lc. The figure clearly exhibits that the second 
onset of soot formation leads to higher soot volume 
fractions in flame lc than in flame lb (see Fig. 2). 
Again, this effect is due to the reinitiation of surface 
growth because number densities decrease and 
mean particle sizes increase in the region of the sec- 
ond onset of soot formation before soot is oxidized. 
Another source for the decrease of number densities 
in the region of the second onset of soot formation 
could be the influence of the restarting surface re- 
actions on the coagulation efficiencies of the soot 
particles. In Ref. 13, coagulation has been observed 
to cease in the absence of species reacting in surface 
growth reactions. 

Figure 3 (lower right part) contains the calculated 
soot volume fractions and the calculated contribu- 
tions of the different soot-generating and soot-con- 
suming processes to the appearance rate of soot for 
flame lc. In flame lc, the differences between sur- 
face growth rates and oxidation rates remain larger 
so that more soot is accumulated before it is con- 
sumed by oxidation. It should be noted that only a 
small relative shift of the profiles of surface growth 
rates and oxidation rates generates the second onset 
of soot formation in flames lb and lc. 
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The complete interaction of surface growth with 
the different gas-phase species becomes obvious 
when deriving a rate expression for the appearance 
rate of soot from the mechanism in Table 1. If the 
number density per unit surface area of the "soot 
radicals" is replaced by the assumption of quasista- 
tionarity, the appearance rate can be written as 

§ +[C^])^TT ^b 

k4b[02 

-Wic^) - \k^b[n] 

^3b 

ksb + k_3a + fc4fc[0. 

fc5[OH] MCsooy)   -S (4) 

where x means the surface number density and S 
the surface area. If the ring closure via reaction 3b 
is fast compared to the fragmentation and oxidation 
reactions, then the factor a = k3i,/(k3], + k_3a + k^ 
[O2]) *=* 1 and there is mainly a competition between 
surface growth via reactions (3a) and (3b) and oxi- 
dation via reaction (5). If the fragmentation and ox- 
idation reactions are fast, then a »» 0 and H atoms 
contribute also to the destruction of soot. This may 
also be the case for k3a [C2H2] being small compared 
to the other term in the preceding equation. This 
could be the prevailing condition in the flames from 
Refs. 22 and 23 where H atoms (and hydrogen mol- 
ecules) as well as OH diffuse into the formation zone 
of soot. For other flame conditions, both terms may 
vary in the same way by changing the flame condi- 
tions so that there is scarcely a net effect on the 
appearance rates [21]. In the counterflow flames in- 
vestigated in this work, the situation changes very 
quickly from one limit to the other when crossing 
the stagnation region and the reinitiation of soot for- 
mation via surface growth is very sensitive to small 
changes of the local conditions. The changes in local 
conditions include changes in the species concentra- 
tion gradients, the local chemistry induced by dif- 
ferent fuels, and the temperatures. 

Conclusions 

Experiments in counterflow, premixed twin flames 
were conducted. Soot particles were generated in a 
premixed, fuel-rich ethyne/oxygen flame counter- 
flowing against a nonsooting flame of the same com- 
ponents or of carbon monoxide. 

The experimental results clearly demonstrate that 
depending on the flow conditions in the counterflow 
flames, a second onset of soot formation is detected. 
This second onset of soot formation can be traced 
back to surface growth because number densities 
decrease and mean particle radii increase. 

The nonsooting flames produce hydrogen atoms 
combined with a variation of the concentration of 

other gaseous species, so that surface growth by H 
abstraction from C-H sites at the surface of soot 
particles is reinitiated in the burned-gas region of 
the sooting flame before soot particles are oxidized 
in the stagnation region of the counterflowing 
flames. 

The experimental findings are interpreted by com- 
paring with results from modeling of these flames 
using the HACA mechanism for surface growth. On 
that basis, a shift of the competing effects of surface 
growth and oxidation is identified to be responsible 
for the reinitiation of surface growth. Some appar- 
ently conflicting results from other experiments un- 
der different conditions can be explained by this ap- 
proach. 
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COMMENTS 

Peter Lindstedt, Imperial College, UK In your presen- 
tation the topic of internal burning of soot particles was 
discussed, thus is the "surface area" a relevant parameter 
to consider? 

Author's Reply. Indeed, the "surface area" of the soot 
particles is a relevant parameter to consider in soot surface 
growth as well as in soot particle oxidation. 

The controversy that has been discussed frequently is 
how "surface area" has to be counted, see e.g. [1-4]: Is it 
the inner surface of a porous soot particle rather than the 
outer surface of a complex structured soot particle? The 
present results indicate that oxidation occurs more likely 
at the inner surface of porous soot particles. 
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INFLUENCE OF HYDROGEN ADDITION TO FUEL ON TEMPERATURE 
FIELD AND SOOT FORMATION IN DIFFUSION FLAMES 

Ö. L. GÜLDER, D. R. SNELLING AND R. A. SAWCHUK 

National Research Council of Canada 
Combustion Research Lab., M-9, Montreal Road 

Ottawa, Ontario K1A 0R6, Canada 

Overventilated, coflowing axisymmetric laminar diffusion flames of ethylene, propane, and butane were 
used to study the influence on soot of hydrogen addition to the fuel. The flame temperatures were measured 
by CARS along the flame axis as well as at off-axis radial locations. CARS spectra taken in heavily sooting 
regions exhibited poor fits due to C2 absorbtion of part of the fundamental band of the nitrogen spectrum. 

fined to frequencies greater than 2313 cm-1. We, therefore, ion was con It was found that C2 absorbt: 
implemented a strategy that fitted only the CARS spectra in the frequency range smaller than 2313 cm-1. 
Measured soot concentrations and the flame temperature data with and without hydrogen and helium 
dilution were evaluated and the relative influences of dilution and direct chemical interaction on soot 
formation, as a result of hydrogen addition, are presented. It is shown that when hydrogen or helium is 
added to the fuel as a diluent in moderate quantities, the changes in the temperature field of the coflow 
diffusion flames are negligible. When allowance is made for the influence of dilution, addition of hydrogen 
to the fuel side of an ethylene diffusion flame reduces the soot formation. For propane and butane flames, 
hydrogen addition does not show any influence on soot formation apart from the dilution effect. 

Introduction 

The influence of H atom concentration on soot 
formation in flames was noted by Arthur [1]. He ob- 
served that suppression of H atom concentration in 
flames is accompanied by suppression of flame lu- 
minosity (due to carbon) [1]. Frenklach argued that 
the addition of hydrogen to the fuel side of a diffu- 
sion flame may promote soot formation in the flame 
due to increased chain branching, leading to higher 
concentrations of H atom [2]. 

Gaseous fuel mixtures such as petroleum gas and 
coke-oven (coker) gas contain some amount of hy- 
drogen in addition to methane, ethane, propane, 
ethylene, and other low carbon number gaseous hy- 
drocarbons. For this reason, the effect of hydrogen 
addition to fuel on soot formation in diffusion flames 
has some practical implications. 

Very few studies exist in the literature on the in- 
fluence of hydrogen addition on soot formation. In 
premixed flames of benzene and kerosene, addition 
of hydrogen caused a slight increase in yellow lu- 
minosity [3], Addition of hydrogen to premixed eth- 
ylene flames reduced the critical C/O ratio; but the 
actual soot yield was not significantly affected by ad- 
dition of up to 3% hydrogen to the unburned gases 
[4]. 

During the thermal decomposition of natural gas, 
dilution by hydrogen slowed down the formation of 
carbon black particles [5]. Johnson and Anderson 
found that addition of hydrogen drastically reduced 

the carbon formation in the pyrolysis of acetylene 
[6]. In coflow methane-air diffusion flames, addition 
of hydrogen to the fuel increased soot number den- 
sity, although soot yield decreased with increasing 
hydrogen fraction in methane [7], Deardon and 
Long [8] observed some reduction in sooting rates 
when hydrogen was added to ethylene and propane 
diffusion flames on a Wolfhard-Parker burner. Re- 
ductions in sooting rates were almost the same as 
those achieved by adding equal molar volumes of 
nitrogen. Jones and Rosenfield [9] showed that a 
mixture of ethylene and hydrogen, to give a C/H 
ratio equivalent to that of propane, yielded the same 
amount of soot as propane in a coflow laminar dif- 
fusion flame. In a similar study, Schug et al. [10] 
added hydrogen to acetylene diffusion flames to 
study the influence of C/H ratio on sooting tendency 
of fuels. They demonstrated that an equal molar mix- 
ture of acetylene and hydrogen did not have the 
same sooting characteristics as ethylene. Du et al. 
[11] observed a substantial decrease in the soot in- 
ception limit (i.e., a decrease in the soot particle in- 
ception rate) with hydrogen addition to the fuel in a 
counterflow propane-air diffusion flame. It was ar- 
gued that [11], while the observed influence of hy- 
drogen could be due to chemistry, it could also be 
explained on purely physical grounds. 

It seems that work done to date does not provide 
a clear picture on the influence of hydrogen on soot 
formation in diffusion flames. The only consensus is 
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that adding hydrogen to the fuel in diffusion flames 
has an overall effect of reducing soot. 

In the present work, the influence of hydrogen 
addition to the fuel on the temperature field of the 
flame and soot formation in overventilated, coflow 
laminar diffusion flames of ethylene, propane, and 
butane was investigated. The flame temperatures 
were measured by CARS along the flame axis as well 
as at off-axis radial locations. The line-of-sight av- 
erage soot volume fractions as a function of axial lo- 
cation along the centerlines of diffusion flames were 
measured by laser light extinction. Experimental 
data with and without hydrogen and helium dilution 
were evaluated using the techniques employed pre- 
viously [12,13], and the relative influences of dilution 
and direct chemical interaction on soot formation, 
as a result of hydrogen addition, are presented. 

Methodology 

When a gaseous diluent or additive is added to the 
fuel side of a diffusion flame, one can expect the 
influence of three potential effects on soot formation 
[13,14]: (1) a dilution effect resulting from the 
change in the amount of carbon per unit mass of the 
fuel gas mixture, (2) a thermal effect due to a change 
in flame temperature field upon diluent addition, 
and (3) a direct chemical interaction (excluding the 
changes in chemical reaction rates as a result of a 
change in temperature) due to changes in the spe- 
cies concentrations. 

In the present study, hydrogen was added (up to 
30%) to the fuel in ethylene, propane, and butane 
diffusion flames. The same experiments were re- 
peated by replacing the hydrogen with helium, 
which has similar molecular diffusion characteristics 
but is an inert diluent. The effect of adding 30% of 
hydrogen (or helium) is to increase (or decrease) the 
adiabatic flame temperature by less than 4 K, and it 
is expected that the temperature field of the flame 
would not be altered significantly by hydrogen or 
helium addition. We carried out extensive CARS 
temperature measurements in these flames to test 
this conjecture. 

Burner and Soot Measurements 

In ethylene flames, the ethylene flow rate was set 
to 194 ml/min (at room temperature and atmos- 
pheric pressure) which gives a flame burning near 
to its smoke point height, i.e., no soot escapes from 
the visible tip of the flame. Propane and butane flow 
rates were set to 119 and 81 ml/min, respectively, to 
have visible flame heights similar to ethylene. Pro- 
pane and butane flames, at these flow rates, burn 
well below their respective smoke point heights. 

The fuel nozzle of the burner is a stainless-steel 
pipe of 12.7-mm inner diameter. Air is supplied from 

a concentric converging nozzle of 100-mm inner di- 
ameter. The fuel and the diluent flow rates were 
monitored by calibrated rotameters. The air, before 
exiting from the converging nozzle, passed through 
a bed of glass beads and a set of wire-mesh screens 
to prevent flame instabilities. A flame enclosure 
made of flexible steel mesh with appropriate holes 
protected the flame from air movements in the room 
while providing optical access. The burner assembly 
sits on a positioning platform with accurate vertical 
and horizontal movement capability. 

The line-of-sight average soot volume fractions 
along the centerline of the flames were measured by 
the transmission of an Ar-ion (514.5 nm) laser beam. 
The visible flame diameter was measured by a read- 
ing telescope with an eyepiece. Typical flame di- 
ameters over the lower half of the flames were 
around 8-12 mm. Each division of the scale on the 
eyepiece corresponds to 0.125 mm. The repeatabil- 
ity and the reproducibility of the flame diameter 
measurements were within ± 1 scale division. The 
soot volume fraction F can then be calculated assum- 
ing Rayleigh extinction [12]. The complex refractive 
index of the soot particles was taken as m = 1.89 - 
0.48i [15] to be consistent with our previous soot 
work. A schematic of the experimental rig was re- 
ported previously [16]. 

The line-of-sight average light extinction and the 
flame diameter were measured, as a function of the 
axial position, along the centerlines of ethylene, pro- 
pane, and butane diffusion flames with and without 
hydrogen or helium dilution. 

CARS Temperature Measurements 

The basic CARS system has been described pre- 
viously [17]; for the present temperature measure- 
ments the pump and Stokes lasers used were a single 
mode Nd:YAG and a modeless dye laser [18], re- 
spectively. In a CARS experiment, two laser beams 
of frequency wp and ws are brought to a common 
focus, and if the frequency difference wp — tvs cor- 
responds to a Raman active transition, then a third 
laser beam (CARS beam) at frequency w = 2wp - 
ws is produced. Temperature measurements in air- 
fed combustion are most commonly performed us- 
ing the shapes of CARS spectra of nitrogen, which 
is present in large concentrations. 

The CARS beam is generated through the third- 
order nonlinear susceptibility which consists of a res- 
onant and a nonresonant part. The nonresonant 
component is real and typically arises from spectrally 
distant electronic or vibrational transitions of the 
various constituents present. For most contributing 
species, the nonresonant component is effectively 
constant over the typical spectral range of interest. 
In premixed combustion, nitrogen is everywhere the 
dominant species, and the total nonresonant suscep- 
tibility varies little from reactants to products. How- 
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FIG. 2. CARS spectrum in the sooting region of an eth- 
ylene flame showing the C2 absorption. Fit region is con- 
fined to 2268-2313 cm-1. 

ever, in diffusion flames, both the nitrogen mole 
fraction and the total nonresonant susceptibility vary 
greatly. 

It thus proved necessary to fit an additional param- 
eter, C, as well as the temperature, frequency shift, 
and scaling parameter when fitting the experimental 
CARS spectra to a library of theoretical CARS spec- 
tra. C is the ratio of the nitrogen mole fraction to 
the total third-order nonlinear susceptibility, and the 
CARS spectra can be stored in a form that allows 
spectra of varying C to be recovered [19]. 

Fitting C accounted for the effect of varying com- 
position on the CARS spectra of nitrogen, but in the 
most heavily sooting region of the flame, an addi- 
tional problem  was  encountered.  CARS  spectra 

taken in these heavily sooting regions exhibited poor 
fits, and the temperatures were anomalously high 
when the spectra were fitted over a Raman shift fre- 
quency range of 2268 to 2348 cm-1. This problem, 
which has been encountered by others [20,21] who 
have performed similar CARS temperature mea- 
surements in heavily sooting flames, is attributed to 
C2 absorbtion of part of the fundamental band of the 
nitrogen CARS spectrum. The C2 radicals are prob- 
ably formed by laser heating of the soot. We found 
the C2 absorbtion to be confined to frequencies 
greater than 2313 cm'1, as observed by Rengston et 
al. [21]. We therefore implemented a strategy that 
fitted only the CARS spectra in the range w < 2313 
cm-1. 

A best fit to an experimental CARS spectrum 
taken in a fuel rich region of an ethylene diffusion 
flame diluted by COz is shown in Fig. 1. The effect 
of the large nonresonant background is evident and 
a reliable fit to experiment can be obtained when 
the additional parameter C is varied. 

The results of fitting a CARS spectrum taken in a 
sooting region of the laminar diffusion flame is 
shown in Fig. 2. A strong C2 absorbtion band be- 
tween 2313 and 2348 cm-1 is clearly evident. For 
this spectrum, the fitting range was confined to a 
Raman shift frequency range of 2268 to 2313 cm-1. 

. Neglecting the C2 absorbtion and fitting the full 
CARS spectrum results in a temperature that is 470 
K higher than the reduced range fit temperature. In 
nonsooting flames, where there is no C2 absorbtion, 
partial range fits produced almost identical temper- 
atures to those obtained from the full spectrum fits, 
although the precision was somewhat lower. 

Results and Discussion 

Temperature Field 

The results of CARS temperature measurements 
in propane flames with and without hydrogen or he- 
lium dilution are shown in Figs. 3 and 4. The radial 
temperature profiles of pure propane, 84% propane/ 
16% hydrogen, and 84% propane/16% helium 
flames are almost identical at both axial heights of 
10 and 20 mm (Fig. 3). The local temperatures that 
are most relevant to soot formation and growth for 
these three fueling conditions are within the exper- 
imental error margins for CARS temperature mea- 
surements. The peak temperature reached is about 
225 K lower than the adiabatic flame temperature. 

The temperature profiles measured along the cen- 
terline of the flames are shown in Fig. 4. The effect 
of added hydrogen and helium on centerline tem- 
peratures is negligible. Also shown in Fig. 4 is the 
profiles of the flame shapes that did not change with 
hydrogen or helium addition to the fuel side. 

Temperature profiles measured by CARS in eth- 
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FIG. 4. Measured centerline temperature profiles as a 
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pane flames with and without hydrogen or helium dilution. 
Also shown are the visible flame diameter profiles. 

ylene and hydrogen- or helium-diluted ethylene 
flames are plotted in Fig. 5. The effect of hydrogen 
or helium dilution on temperature is not large 
enough to be measured. The centerline temperature 
profiles in these flames are again in agreement for 
the lower part of the flame where soot inception and 
growth take place (Fig. 6). At the higher axial loca- 
tions, there are differences in temperatures. These 
differences are due mainly to higher soot concentra- 
tions in this region. In the upper portion of the eth- 
ylene flames, the CARS spectra showed significant 
C2 absorption which made the prediction of the gas 
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temperatures less accurate. It should be remem- 
bered that the soot concentrations in ethylene flames 
are several times higher than those in propane 
flames [22,23]. Although the differences in soot con- 
centrations of diluted and undiluted flames are small 
(see Figs. 7 and 8), increased radiative heat loss from 
the flames due to higher soot concentrations is ex- 
pected to reduce the gas temperatures. In spite of 
the noisy data, the general trend of the temperature 
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profiles in the upper portion of the ethylene and di- 
luted ethylene flames agree with this prediction. 

Temperature measurements (uncorrected) by fine 
wire thermocouples in coflow pure ethylene and eth- 
ylene/helium flames found that helium dilution re- 
duces the maximum flame temperature (i.e., maxi- 
mum temperatures in Figs. 3 and 5) and results in a 
broader flame shape, but the centerline temperature 
profile remains unaffected [ 10]. Our temperature re- 

sults in helium-diluted flames of ethylene and pro- 
pane disagree with the former two conclusions of 
Schug et al. [10]. The differences between our mea- 
sured maximum flame temperatures were within the 
precision of the CARS technique. Further, in Ref. 
10, ethylene and helium were in equal molar 
amounts, whereas in Fig. 5 the dilution is limited to 
25% helium. It should be noted that the thermocou- 
ple measurements introduce a disturbance to the 
measurement location and its vicinity, and require 
radiation correction. For these reasons, Schug et al. 
[10] classify their measurements as approximate. 

Du et al. [11,24] observed a considerable increase 
in maximum flame temperature (measured by ther- 
mocouples) with the addition of hydrogen in coun- 
terflow diffusion flames of propane and ethylene. As 
a consequence of this observation, they concluded 
that hydrogen addition to propane suppresses soot 
significantly, because in spite of measured increase 
in temperature, soot inception rates were lower with 
hydrogen addition. Since the flames studied by Du 
et al. [24] were highly strained, the preferential dif- 
fusion of the hydrogen was responsible for the in- 
creased flame temperature and the high mobility of 
hydrogen played an important role in the observed 
suppression of soot formation. The laminar coflow 
flames were not subject to similar strain rates, and 
the moderate quantities of dilution by either hydro- 
gen or helium did not change the temperature field 
of the flames. 

To assess the relative influences of the thermal, 
concentration, and chemical effects of gaseous dil- 
uents on soot formation, the following parameters in 
the diluted and the undiluted flames should be taken 
into consideration: the characteristic flame temper- 
atures, residence times, the flame diameters, and 
fuel and oxidant mole fractions. Since the tempera- 
tures are not significantly affected by either hydro- 
gen or helium addition, the observed effects, if any, 
will be due to dilution, direct chemical interaction, 
and the residence time. 

Soot Measurements 

The visible flame heights and the flame diameter 
profiles did not change noticeably by hydrogen or 
helium addition to the fuel (Figs. 4 and 6). It seems 
that the flame residence time and visible flame struc- 
ture are not influenced by the hydrogen or helium 
addition. Thus, any changes in sooting characteris- 
tics when hydrogen or helium is added to the fuel 
can be attributed to dilution and direct chemical in- 
teraction effects. 

The line-of-sight average soot volume fraction 
profiles, as a function of axial position, of hydrogen 
and helium diluted ethylene flames are shown in Fig. 
7. For clarity, 14 and 24% hydrogen in ethylene, and 
30% helium in ethylene are plotted. Even for the 
highest fraction of hydrogen in ethylene, the ob- 
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FIG. 9. The influence of adding hydrogen and helium on 
soot formation in propane flames. The data are normalized 
with respect to maximum soot volume fraction obtained 
without any dilution. 
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FIG. 10. The influence of adding hydrogen and helium 
on soot formation in butane flames. The data are normal- 
ized with respect to maximum soot volume fraction ob- 
tained without any dilution. 

served reduction in soot volume fraction is not sub- 
stantial. The effect of helium is weaker: 30% helium 
and 14% hydrogen have almost the same overall sup- 
pressive effects. Data points in Fig. 7 represent av- 
erages of several repeat measurements, and the typ- 
ical standard deviation is about 0.1 ppm. 

Axelbaum et al. [25], Axelbaum and Law [26], and 

our previous work [12,13] showed that soot forma- 
tion rate in diffusion flames is first order in fuel mole 
fraction in the fuel gas mixture when the remainder 
of the fuel gas is an inert diluent like nitrogen that 
has comparable diffusion coefficient to that of the 
fuel gas and the oxidant. For diluents like helium 
and hydrogen, which have significantly higher dif- 
fusion coefficients than the fuel and the oxidant, the 
dependence on fuel mole fraction can be different 
than first order. It was demonstrated [12,13] that 
maximum soot volume fraction in coflow diffusion 
flames scales as follows: 

Fm~[XFt0]«-r-exp(-EJRTJ (1) 

where XF 0 
is the mole fraction of fuel in the fuel 

gas mixture, a is the order of dependence of soot 
formation rate on fuel mole fraction, x is the char- 
acteristic residence time, Ea is the activation energy, 
and Ta is the adiabatic flame temperature. The ac- 
tivation energy inferred from the experimental data 
was 200 kj/mole [12,13]. For equivalent residence 
times (i.e., flames with same visible height), equation 
1 can be expressed as 

dF/dt ~ [XFt0]" exp (-EJRTJ (2) 

For flames with equivalent temperature fields, soot 
formation rate is proportional to the initial fuel con- 
centration raised to the power a. 

When hydrogen is added to the fuels used in this 
study there is a dilution effect due to the reduced 
concentration of carbon per unit volume of fuel gas 
mixture. When this dilution effect is subtracted, the 
remainder of the change observed in soot would be 
due to the direct chemical interaction induced by 
the hydrogen added. 

The change in the maximum soot volume fraction 
with hydrogen and helium content in ethylene is 
shown in Fig. 8. The magnitude of the error bars 
corresponds to twice the sample standard deviation 
obtained from multiple measurements. If hydrogen 
did not have any chemical influence on soot, then 
the data points for hydrogen and helium dilution 
would coincide, as per equation 1. The difference 
between the measured values with hydrogen and 
with helium dilution is due to the overall chemical 
suppressive effect of hydrogen when added to eth- 
ylene. 

The results for propane and butane are shown in 
Figs. 9 and 10, respectively. For both fuels, hydrogen 
and helium addition result in comparable reduc- 
tions. Hydrogen addition to propane and butane 
does not influence soot formation apart from a di- 
lution effect identical to helium. This suggests that 
the influence of hydrogen on soot formation may not 
be the same in diffusion flames of alkenes and al- 
kanes. This is possibly due to the amount of molec- 
ular hydrogen, [H2], and hydrogen atom, [H], pro- 
duced upon pyrolysis of ethylene and propane (or 
butane). In the former, the added hydrogen could 
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influence the ratio [H]/[H2], which was proposed as 
the controlling parameter in PAH growth (leading to 
the first soot nuclei) [27]. In propane and butane, on 
the other hand, there might be an abundance of [H2] 
and [H] as a result of pyrolysis, and the effect of 
added hydrogen becomes negligible. 

The data in Figs. 8-10 suggest that, for helium 
dilution, the value of exponent a in equation 1 is 
about 0.3. This value of a is different than a ~ 1 in 
flames where nitrogen or similar inerts are used as 
diluents. It seems that the transport effects must be 
considered to assess the nature of low molecular 
mass diluents. Schug et al. [10] proposed that the 
high thermal diffusivity of helium makes it less ef- 
fective at suppressing soot than argon. Axelbaum et 
al. [28] suggested that the high molecular diffusivity 
of helium is responsible for this behavior. 

Concluding Remarks 

In this work, the influence of hydrogen addition 
to the fuel on soot formation in overventilated, axi- 
symmetric laminar diffusion flames of efhylene, pro- 
pane, and butane was investigated. The flame tem- 
peratures were measured by CARS along the flame 
axis as well as at off-axis radial locations. The line- 
of-sight average soot volume fractions as a function 
of axial location along the centerlines of diffusion 
flames were measured by laser light extinction. Ex- 
perimental data with and without hydrogen and he- 
lium dilution were evaluated using the techniques 
employed previously, and the relative influences of 
dilution and direct chemical interaction on soot for- 
mation as a result of hydrogen addition were pre- 
sented. 

It was shown that when hydrogen or helium is 
added to the fuel as a diluent in moderate quantities, 
the changes in the temperature field of the coflow 
diffusion flames are negligible. 

When allowance is made for the influence of di- 
lution, addition of hydrogen to the fuel side of an 
ethylene diffusion flame reduces the soot formation. 
For propane and butane flames, hydrogen addition 
does not show any influence on soot formation apart 
from the dilution effect. 
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COMMENTS 

M. A. Delichatsios, RMRC, USA. It is not purely the fuel 
dilution that affects soot formation: more precisely it is the 
stoichiometric ratio. This value is different for helium and 
hydrogen for the same degree of fuel dilution because hy- 
drogen needs oxygen for consumption but helium does not. 
Thus, the location of maximum reaction rate would change. 
This phenomenon, however, may compensate for the dif- 
ference in molecular diffusivity between hydrogen and he- 

lium so that the visible flame envelope does not change as 
the experiments suggest. 

Author's Reply. Contrary to Delichatsios' expectations, 
our CARS measurements did not show any significant 
changes in the location of the maximum temperature con- 
tours of the flames upon addition of hydrogen or helium. 
It should be noted that 30% hydrogen by volume in butane 
corresponds to a hydrogen mass fraction of about 1.5%. 
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EXPERIMENTS AND NUMERICAL SIMULATION ON SOOT FORMATION IN 
OPPOSED-JET ETHYLENE DIFFUSION FLAMES 

H. WANG, D. X. DU,' C. J. SUNG AND C. K. LAW 

Department of Mechanical and Aerospace Engineering 
Princeton University 

Princeton, NJ 08544, USA 

An experimental and computational study is presented for soot formation in counterflow diffusion flames 
of ethylene and air. Experimentally, the soot extinction and scattering profiles are determined for four 
well-controlled flames subjected to different straining rates. Computationally, the experimental situations 
are simulated by combining the numerical formulation of the counterflow flame with a model of soot 
particle inception, coagulation, and growth, with the moment description of particle size distribution func- 
tion. Numerical simulation yields satisfactory results when compared to the experimentally determined 
soot profiles. It is shown that the surface addition of acetylene is the dominant process of soot mass growth 
for the present counterflow diffusion flames, and that in order to predict the experimental soot growth, 
the soot surface radical sites must be conserved upon its reaction with acetylene. While the comparison 
between numerical calculation and experimental data is satisfactory, we have also identified uncertainties 
on which further work is needed within the framework of the soot model, particularly surface radical 

dynamics. 

Introduction 

With the significant advance in the understanding 
of soot formation, it is now possible to describe soot 
formation in laminar premixed flames from funda- 
mental chemical reaction mechanisms and detailed 
soot particle dynamics [1]. Predictions using detailed 
soot models yield fairly satisfactory results [2-5]. Al- 
though these models differ in the detailed treatment 
of the soot formation and growth processes, their 
underlying concept is the same. That is, the soot for- 
mation process is described by particle inception via 
the coalescence of aromatic soot precursors, namely 
the polycyclic aromatic hydrocarbons (PAHs), fol- 
lowed by coagulation of the particles and surface 
growth through PAH condensation and acetylene 
surface reaction [2,(3-8]. 

For diffusion flames, while detailed simulations of 
soot formation in the counterflow have been re- 
ported [5,9,10], none has been extensively verified 
against experimental data. This, in part, is due to the 
lack of detailed soot measurements in diffusion 
flames which are suitable for rigorous comparison 
with numerical simulation, such as those in the coun- 
terflow configuration. The need for such data is even 
more crucial in light of the recent modeling study 
by Hall et al. [10], who suggested that the surface 
reaction model of Refs. 2 and 3 cannot account for 
soot growth in counterflow methane-air diffusion 

•Permanent Address: Department of Energy Engineer- 
ing, Zhejiang University, Harqzhou, China. 

flames. In their study, the computed soot profiles 
were qualitatively compared to the measured data of 
Zhang et al. [11]. To further examine the predicta- 
bility of the soot surface growth model for diffusion 
flame situations, it is important to compare the nu- 
merical results with experimental data on a quanti- 
tative basis, so the aspects of the soot growth model 
that may require modification can be identified. 

In response, we have conducted a series of system- 
atic experimental and numerical simulation studies 
on nonsooting ethylene-air and acetylene-air coun- 
terflow diffusion flames, which has been previously 
reported [12], and on sooting counterflow ethylene- 
air flames, which is the subject of this paper. The 
specific purposes of the present study are (1) to ob- 
tain experimental velocity and soot extinction and 
scattering profiles for ethylene-air counterflow dif- 
fusion flames under various strain rates, and (2) to 
simulate soot formation using a detailed model of 
soot inception and growth. The detailed sooting 
structure is then discussed, and the need for further 
work identified. 

Experimental Methodology 

The experimental methodology is similar to that 
reported previously [13,14]. The visual structure of 
the counterflow diffusion flame is schematically 
shown in Fig. 1. The flame is established at 1 atm 
by opposing jets of ethylene and air from two iden- 
tical aerodynamically shaped high-contraction-ratio 
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Stagnation 
surface 

Laser beam 

FIG. 1. Schematic diagram of 
flame and sooting structure of the 
present counterflow diffusion flames 
burning ethylene (fuel) and air (oxi- 
.dizer). 

nozzles with a 1-cm exit diameter. The nozzle sep- 
aration distance is also 1 cm. Outer shroud nitrogen 
flow is used to isolate and stabilize the flame such 
that entrainment and flame flickering are minimized. 
For all flames examined in this study, the blue dif- 
fusion flame is seen on the oxidizer side of the stag- 
nation plane, with the yellow soot layer situated be- 
tween the stagnation plane and the blue flame. 

Soot scattering and extinction measurements are 
made simultaneously with an argon-ion laser oper- 
ating at 514.5 nm. The laser beam is modulated by 
a mechanical chopper and then focused with a 26.4- 
mm focal length lens. The detection of the scattered 
light is accomplished with a photomultiplier whose 
output is processed by a lock-in amplifier interfaced 
to a microcomputer. 

The line-of-sight transmittance, I/I0, is measured 
in a two-dimensional space defined by the y and z 
axes in Fig. 1. A measurement at a radial distance y 
from the centerline yields the integrated value of the 
extinction coefficient along the optical path [15], 

-ln[7(i/)/I0] = 2 f\,f(r)- 
Jy 

: dr     (1) 
  >Af_ — y 

where (r/Jrz — y2)dr = djrz — y2 is the optical 
length. The local extinction coefficient, kext(r), is ob- 
tained with two deconvolution techniques, namely, 
a discrete "onion-peeling" technique and the inver- 
sion of the Abel integral [9], which yield essentially 
the same results. The soot volume fraction, FD, is 
then obtained from [16], 

Qn      \m2 — ll 
(2) 

where X is the wavelength of the incident laser beam, 
and m = 1.58 — 0.57« [17], the complex refractive 
index. To avoid ambiguous assumptions regarding 
the particle size distribution function, no further 
derivation of the particle diameter and number den- 

sity is made. The numerical simulation is directly 
compared to the soot volume fraction and scattering 
coefficient, Qvv. The velocity profile along the for- 
ward stagnation streamline was determined using 
standard single-component, laser-Doppler veloci- 
metry (LDV) with aluminum-oxide seed particles of 
nominal 0.3-(im diameter. 

Computational Methodology 

Soot formation in counterflow diffusion flames is 
simulated by combining the numerical formulation 
of the counterflow problem [18,19] with a soot 
model. The general formulation of the soot model is 
the same as that in Ref. 3. The rth moment of the 
particle size distribution function is defined as Mr = 
S,-f ~Nt, where Nt is the number density of particles, 
and i denotes the number of C atoms in a soot par- 
ticle. As noted in Ref. 5, a total of 3 moments, in- 
cluding the zeroth moment, is sufficient for reliable 
soot calculations. 

Soot particle transport via diffusion, thermopho- 
resis, and convection is considered. In the large 
Knudsen number limit, the governing equation of 
the rth moment is 

d_ 

dz 
D, 

dM(r (r-2/3) 

dz 
vTMr pv 

d(M,Jp) 

dz 

+ Mr = 0, r = 0, . . . , °o     (3) 

where Dio is the diffusion coefficient of the smallest 
soot particle i0, p the mass density of the gas mixture, 
v the axial gas velocity, and vT the thermophoretic 
velocity, 

vT -      1 + 
nar 

ll±ldT 

p T dz = -r        (4) 

In the above equation, p is the gas viscosity, T the 
temperature, and aT the thermal accommodation 
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coefficient (aT = 1) [20]. The soot source term, Mr, 
includes contributions from inception, coagulation, 
PAH surface condensation, and surface reactions. 
Assuming that the soot cloud is optically thin, soot 
radiation is taken into account by including an ad- 
ditional term in the energy conservation equation, as 
given by 

qr = 2hcz 2 Kl(nc2y(^j +   Mm(l + 1)! 

• ]£H'+2>, to I = 3,5, 6, 7, and 8     (5) 
i-i 

where h is the Planck's constant, c the speed of light, 
kB the Boltzmann constant, and Ki are functions of 
the complex refractive index of soot material [21]. 

The gas-phase reaction chemistry is taken primar- 
ily from an updated reaction mechanism of acetylene 
and ethylene oxidation and PAH formation in flames 
[22]. Details of the reaction mechanism can be 
found in Refs. 12 and 22 and are available upon re- 
quest. In this mechanism, benzene is produced 
through the reactions of C4RX + C2H2 [23-25] and 
the recombination of C3H3 (k = 2 X 1013 

cm3mol~1s_1) [26]. The aromatics growth follows 
mainly the H-abstraction—C2H2-addition mecha- 
nism [23]. It is noted that the reaction kinetics of 
PAH formation is still quite uncertain. During the 
course of this study, it was found that reactions of 
the aromatic radicals with ethylene and ring-ring 
condensation reactions (e.g., phenyl + benzene —» 
biphenyl + H) are also important and must be in- 
cluded in order to produce PAHs in quantities sig- 
nificant enough for soot inception. 

It is assumed that particle inception is initiated by 
the coalescence of two pyrene molecules. The spe- 
cific gas-surface reactions include (1) surface acti- 
vation and deactivation via S,-H + H = S;- + H2 

(Rl), S,-H + OH = Sr + H20 (R2), and Sf- + H 
-> Sj-H (R3), (2) oxidation via S,- + 02 -» Si4- + 
products (R4), S;-H + OH -> Sj^-H + products 
(R5), and S-H + O -> Sj_1-H + products (R6), 
and (3) surface growth via two alternate reactions, 
Sj- + C2H2 -» Sj+2-H + products (R7a) or Sf- + 
C2H2 —> Sj+2

- + products (R7b). The last two re- 
actions differ in the assumption whether the radical 
site on the soot surface is preserved after the reac- 
tion. Reaction model R7a has been used in predict- 
ing soot growth in premixed flames [2,3]. The rate 
coefficients of the surface reactions (Rl-4 and R7) 
are assumed to be equal to those of the analogous 
reactions of benzene and phenyl [3]. The reaction 
probabilities for OH (R5) and O (R6) are 0.13 and 
0.5 [27], respectively. 

The fraction of soot surface sites available for re- 
action [2] is assigned with a value of 1. This is rea- 
sonable considering that soot growth occurs pre- 
dominantly at temperatures below 1500 K in the 
present diffusion flame situation, and that a was 

found to approach unity at about the same temper- 
ature [28]. Lastly, gaseous species production and 
consumption due to soot surface reactions are rig- 
orously accounted for in the species conservation 
equations. 

Calculations were performed in the axisymmetric 
configuration with 1 atm pressure and 300 K up- 
stream temperature. To reconcile the difference in 
the potential flow adopted in the calculation and the 
mixed flow in the actual flames, the mass fluxes at 
nozzle exits were chosen such that the calculated 
velocity profile just ahead of the thermal mixing layer 
visually align well with the measured ones in both 
the absolute value and gradient. Such an alignment 
then yields the relevant local strain rate and tem- 
perature profile. It is noted that such a procedure is 
reliable, as a previous study [29] demonstrated that 
calculations performed in this manner yielded tem- 
perature profiles in excellent agreement with exper- 
iment. We further note that the computed velocity 
and temperature profiles within the thermal mixing 
layer is independent of the assumption of the bound- 
ary conditions chosen in the calculation [30]. 

Results 

Table 1 summarizes the conditions of the four 
counterflow ethylene-air diffusion flames examined 
in the present study. The four flames differ in the 
volumetric flow rates of the reactant streams, and 
thus the strain rate, K, defined as the negative of the 
measured velocity profile ahead of the thermal mix- 
ing layer on the oxidizer side of the stagnation sur- 
face. The experimental strain rates vary from 117 s-1 

for flame 1 to 58 s_1 for flame 4. As shown in Table 
1, the computed strain rate for each flame is larger 
than the corresponding experimental result because 
of the specific potential flow boundary condition em- 
ployed in the calculation. This discrepancy is unim- 
portant, since the computation reproduces the en- 
tire velocity profile within the thermal mixing layer, 
which forms the best basis for comparison between 
experiment and numerical simulation. 

Figures 2 and 3 present the velocity, soot volume 
fraction, and scattering coefficient profiles for flames 
1 and 3, respectively. Also shown in the upper panels 
of these figures are the computed temperature pro- 
files. It is seen that in the thermal mixing layer the 
calculated velocity profiles (dotted lines) deviate 
from the LDV measurements. This is a reasonable 
outcome because the LDV seed particles experience 
the thermophoretic force within the thermal mixing 
layer. The measured velocity therefore deviates from 
the actual gas velocity. To verify this result, we have 
calculated the LDV seed particle velocity using the 
computed temperature profile by following the pro- 
cedure of Refs. 31 and 32. The results shown by the 
solid lines in Figs. 2a and 3a agree reasonably well 
with the experimental measurements. 



2362 SOOT FORMATION AND DESTRUCTION 

TABLE 1 
Flame conditions 

Flow rate ( 

C2H4 

;m3/s) 

Air 

Strain ratesa (s  J) y      b 
* max 

(K) 

1 u.max ^   ■Lv 

Qvo. 
(cm" 

maxXlO5 

2 ster-1) 

no. Expt Calc Expt Calcc Expt Calcc 

1 
2 
3 
4 

40.6 
33.1 
25.1 
21.8 

35.2 
28.5 
25.2 
18.5 

117 
95 
79 
58 

159 
147 
126 
99 

2068 
2073 
2081 
2094 

1.7 
2.4 
2.8 
3.3 

1.4 
1.6 
2.0 
2.9 

0.2 
0.7 
1.4 
2.9 

0.4 
0.6 
1.2 
3.6 
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FIG. 2. Experimental (symbols) 
and computed (lines) (a) velocity and 
temperature profiles, (b) soot vol- 
ume fraction, and (c) scattering co- 
efficient in flame 1. The solid and 
dotted lines in panel (a) are, respec- 
tively, obtained with and without 
considering the effect of thermopho- 
resis on LDV measurements. 

As expected, the measured maximum FD and Qvv 

increase with decreasing strain rate (Table 1). For 
the flames studied herein, soot formation and 
growth are roughly confined to the region between 
the two vertical, dotted lines shown in Figs. 2 and 3. 
One side of the soot window is located at the flame 
sheet (z = zmax) where PAH growth and particle 
inception occurs, while the other side corresponds 
to the stagnation surface. The F„max is attained near, 
but across the stagnation surface on the fuel side, 
where soot growth persists and the particle diameter 
continues to increase. Because Qvv is proportional to 
{d6}, and hence is more sensitive to large particles, 
the maximum Qm signal is always observed on the 
fuel side of the stagnation surface. 

Comparisons of the experimental soot profiles 
with the numerical results are presented in Figs. 2 
and 3 for flames 1 and 3, respectively. The compar- 
ison between experimental data and numerical re- 
sults is comparable for flames 2 and 4. It is seen that 
(1) the qualitative sooting structure of the flames is 
well predicted, and (2) the experimental soot profiles 
and the magnitude of increase in Fumax and QVVtTn!a 

due to reduced straining are well reproduced by the 
growth model based on reaction R7b (Table 1). Soot 
predictions with reaction R7a are less satisfactory 
than with reaction R7b, as the computed results are 
lower than the experimental data by about an order 
of magnitude in Fvmax and two orders of magnitude 
in Qvvmax. It is important to note, however, that even 
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FIG. 3. Experimental (symbols) 
and computed (lines) (a) velocity and 
temperature profiles, (b) soot vol- 
ume fraction, and (c) scattering co- 
efficient in flame 3. The solid and 
dotted lines in panel (a) are, respec- 
tively, obtained with and without 
considering the effect of thermopho- 
resis on LDV measurements. 

this level of agreement is encouraging, considering 
that many detailed processes involved in PAH for- 
mation and growth, and soot formation in such 
flames still remain uncertain [1]. 

It is seen in Figs. 2 and 3, that while the rise in 
the computed Fv profiles occurs downstream from 
the location of the maximum flame temperature, the 
experimental profiles rise earlier, with the Fc value 
typically on the order of 5 X 10~8. For the flame 
size employed in the present study, this Fv value 
would correspond to an attenuation of the incident 
laser beam by 0.7% or I/I0 ~ 0.997, which is well 
below the signal-to-noise ratio for accurate measure- 
ment. Therefore, the disagreement is most likely 
caused by the difficulty in obtaining reliable experi- 
mental data under this specific condition. 

Discussion 

Sooting Structure 

The present simulation results reveal the sooting 
structure consistent with previous understanding of 
soot formation in counterflow diffusion flames 
[10,11,13,14], Detailed flame and sooting structures 
computed for flame 3 are presented in Fig. 4. Unless 
otherwise indicated, the results shown in Fig. 4 are 
obtained with reaction R7b. It is seen that zmax co- 
incides with the location where molecular oxygen 
vanishes (Fig. 4a). Toward the fuel side of the axial 
location from zmax, soot nucleation starts. As seen in 
Fig. 4a,b, C2H2 and aromatics concentrations begin 

to increase beyond zmax, followed by the onset of soot 
inception as seen in Fig. 4c. Particles then grow in 
size toward the stagnation surface, with the C2H2 

surface reaction being the dominant mass growth 
process. Soot oxidation is dominated by reactions 
with OH. It is seen in Fig. 4d that the oxidation rates 
are significantly lower than the surface growth rates. 

The dynamics of soot particles are governed by 
contributions from convection, thermophoresis, and 
soot production and destruction, as depicted in Fig. 
4e for the particle number density, M0. It is seen 
that the production rate, M0, due to particle incep- 
tion peaks around z = 0.55 cm, which is balanced 
by convection and thermophoresis acting in the 
same direction and carrying the particles toward the 
stagnation surface. Further downstream near the 
stagnation surface, the particle production rate be- 
comes negative due to coagulation. To balance the 
negative particle production rate, the convection and 
thermophoresis terms change sign. Such a balance 
extends to the stagnation surface. As coagulation 
persists (M0 < 0), thermophoresis brings in particles 
to sustain the process, which also causes the "spill" 
of soot particles across the stagnation surface. Into 
the fuel side of the stagnation surface, convection 
and thermophoresis balance each other. Thermo- 
phoresis pushes particles toward the fuel nozzle, but 
convection brings them back. Because of the high 
strain rates employed in our study, the effect of soot 
radiation is small in all four flames, causing less than 
1 K decrease in temperature throughout the flame. 

Surface Growth Model 

As stated above, the reaction model R7a does not 
provide sufficient surface growth rate. It is seen in 
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FIG. 4. Detailed flame and soot 
structure of flame 3: (a and b) com- 
puted major species and aromatics 
mole fraction, and temperature pro- 
files, (c) soot mass growth rate, (d) 
soot surface growth/oxidation rates, 
(e) contribution of particle transport 
and production on soot dynamics, (f 
and g) comparisons of model predic- 
tions with experimental soot volume 
fraction and scattering coefficients 
(curve A, C2H2 reaction model R7a; 
curve B, reaction R7b; curve C, re- 
action R7a, including aromatics sur- 
face condensation with a sticking 
coefficient of 1, but without corre- 
sponding aromatics consumption; 
and curve D, reaction R7b, with ar- 
omatics surface condensation and 
corresponding consumption), and 
(h) average soot particle diameter 
and number density. 
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Fig. 4f that the FD profile (curve A) computed with 
reaction R7a is substantially lower than the experi- 
mental profile. More importantly, the computed 
profile is flat, contrary to the experimental result 
which shows a persistent soot mass growth toward 
and across the stagnation surface. As seen in Fig. 4d, 
the rate of surface growth computed with reaction 
R7a shuts off at the axial location (z * 0.60 cm), far 
from the stagnation surface (zstag « 0.66 cm). The 
reason is that both temperature and H atom con- 
centration decrease significantly away from zmax. 
Since the reaction model R7a assumes that each 
C2H2 reaction destroys a radical site, and such a rad- 
ical site cannot be easily regenerated because of the 
declining temperature and diminishing H atom con- 
centration, the surface growth process stops. 

Artificial increases in the inception rate or the rate 
coefficient of reaction R7 elevates the computed F„ 
and Qvc values, but they do not change the flatness 
of the Fv profile, and hence cannot explain why soot 
mass growth is retarded. Including C2H4 as a growth 
species shows minimal effect on the computed soot 
profiles. An additional test with reaction R7a was 
made by allowing all aromatics species to condense 
onto soot with a unity sticking probability, and ne- 
glecting their consumption. As shown by curves C 
in Fig. 4f,g, the resulting Fv and Qvv values are still 
substantially lower than the corresponding experi- 
mental data. 

The above results then point to the inadequacy of 
reaction R7a in describing the surface growth pro- 
cess in the present diffusion flame situation, al- 
though the same reaction was shown to be adequate 
for the prediction of soot formation in laminar pre- 
mixed flames [2,3]. The success for premixed flames 
can be attributed to the fact that such flames have 
high temperature and high H atom concentration in 
the soot-forming zone, and thus the surface radicals 
can be readily regenerated through the H-abstrac- 
tion reaction by the H atoms. The counterflow dif- 
fusion flame lacks such characteristics. For example, 
the H atom mole fraction at the stagnation surface 
is computed for flame 3 to be 10~7 (Fig. 4b), while 
the temperature is around 1000 K (Fig. 4a). Such 
conditions are extremely unfavorable for surface 
radical regeneration. 

Unlike reaction model R7a, reaction R7b assumes 
that the surface radical sites are preserved after re- 
action with C2H2. With this assumption, the surface 
growth is sustained to locations of lower tempera- 
tures and closer to the stagnation surface (Fig. 4d). 
Consequently, the maximum Fv and QVD are in closer 
agreement with the experimental data. The en- 
hanced surface growth rate increases the particle di- 
ameter by a factor of 2, as shown in Fig. 4h. How- 
ever, it is seen in Fig. 4g that the QDV signal 
calculated with reaction R7b is substantially larger 
than the experimental counterpart at locations im- 
mediately after particle inception (cf., curve B and 

experimental data at z = 0.6 cm), and hence cal- 
culations with reaction R7b overpredict the growth 
rate in the corresponding high temperature region. 
On the other hand, reaction R7a predicts better the 
Qvv signal at the same axial locations. It appears, 
then, that while reaction R7a is more adequate at 
the high-temperature, high H atom concentration 
region of the soot window, reaction R7b is needed 
in order to sustain surface growth toward the low- 
temperature, near stagnation-surface locations. 

The above findings are in fact consistent with the 
dynamics of gas-phase chemically activated reac- 
tions. At low temperatures, the dominant product of 
acetylene reaction with a large gaseous aromatic rad- 
ical is most likely to be an adduct (a radical) [25]. At 
high temperatures, however, the process of C2H2 ad- 
dition followed by H elimination becomes dominant 
with the resulting aromatic product being a nonrad- 
ical species. Obviously, while the former mechanism 
is consistent with the surface reaction R7b, the latter 
corresponds to R7a. The two reaction models actu- 
ally represent the two limiting cases. 

We note that the dynamics of surface radical sites 
has been a much-debated subject. It has been sug- 
gested [33] that surface growth does not show cor- 
relation with the reaction environment, e.g., H atom 
concentration and temperature, and the number of 
the surface active sites is determined by the number 
present on the soot particles as they are first formed. 
This is contrary to the suggestions that surface rad- 
ical sites are always produced and regenerated 
through reaction with the gaseous H atoms [2,7]. 
The results obtained in the present study suggest 
that the two surface growth concepts can be recon- 
ciled in that, while at high temperatures reaction 
R7a prevails, and hence, the further growth process 
can be sustained only if the surface radicals are re- 
generated through the surface H-abstraction reac- 
tion; at relatively low temperatures the surface rad- 
ical is conserved upon the addition of acetylene, such 
that further surface growth rate is independent of 
the H atom concentration, and shows only weak de- 
pendence on temperature. 

Comparing the prediction using reaction R7b with 
the experimental Fv profile (Fig. 4f), it is seen that 
the top of the computed profile is still flatter than 
the experimental counterpart, suggesting that addi- 
tional processes may be present for the growth pro- 
cess. A likely candidate for such processes is PAH- 
surface condensation. Since the temperature near 
the stagnation surface is quite low, aromatic species 
such as benzene and naphthalene may condense 
readily onto the soot surface. As previously dis- 
cussed, curves C in Fig. 4f,g are computed with re- 
action R7a and with aromatics condensation. It is 
seen that, although the magnitudes of Fv and Qvv are 
low, shapes of the profiles are in good agreement 
with experiment. This result provides evidence that 
PAH condensation may indeed be important. How- 
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ever, including PAH condensation with a tempera- 
ture-independent sticking probability of unity and 
the corresponding PAH consumption in the calcu- 
lation with reaction R7b shows adverse effects. As 
shown in Fig. 4f,g, curve D represents the result of 
such a computation, and the computed/„max and 
Qm max are now significantly lower than the base case 
(curves D). The reason is that the consumption of 
PAHs effectively reduces the inception rate, and 
hence, the soot surface area. Consequently, the sur- 
face growth rate is reduced. On the other hand, if a 
temperature-dependent PAH sticking probability is 
introduced, such that sticking is inefficient in the 
high-temperature inception zone but favored in the 
low temperature growth region, further improve- 
ments of the model can be made. However, no fur- 
ther attempt is justified at this time because such a 
temperature dependence is not yet well understood. 

Concluding Remarks 

There are two major contributions from the pres- 
ent study. First, we have experimentally determined 
the soot profiles in a series of counterflow ethylene 
diffusion flames with different extents of straining. 
Second, through numerical simulation using a fun- 
damental model of soot formation, we show that the 
current understanding on the detailed physical and 
chemical processes of soot formation can well ac- 
count for the experimentally observed soot produc- 
tion rate. It is shown through experiment that soot 
growth persists into the low-temperature region 
near and at the stagnation surface. It is also dem- 
onstrated that the surface addition of acetylene is the 
dominant process of soot mass growth, and that in 
order to predict the experimentally determined soot 
volume fraction and scattering coefficient, soot sur- 
face radical sites must be conserved upon its reaction 
with acetylene toward the low-temperature region 
of the soot growth window. Further work is required 
to better understand the dynamics of surface radical 
sites and the sticking probabilities of PAH with soot 
particles. 
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COMMENTS 

Peter Lindstedt, Imperial College, UK In the experi- 
ments of Tsuji and co-workers (e.g., [1]) it was noted that 
flames turn blue at high rates of strain. Furthermore, it has 
been shown [2] that benzene formation in diffusion flames 
is strongly sensitive to the rate of strain. This issue is im- 
portant as it reflects on the dynamics of soot/PAH forma- 
tion in diffusion flames. Did you investigate this effect ex- 
perimentally or computationally? 
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2. Leung, K. M. and Lindstedt, R. P., Combust. Flame 

102:129 (1995). 

Author's Reply. The effects of strain rates on PAH and 
soot formation and flame extinction have been examined 
experimentally by our group previously [1,2]. Specifically, 
the critical strain rates of flame extinction, KE, PAH fluo- 
rescence, KF, and soot-particle light-scattering, KP, were 
systematically determined for counterflow diffusion flames 
burning methane, ethane, propane and butane [1], It was 
shown that for every fuel the critical strain rates follow the 
order of KE > KF > KP. Indeed this experimental finding 
is important as it reflects the effect of hydrodynamic time 
on reaction processes in the flame. A computational study 
is being performed which will further delineate the pro- 
cesses governing the observed responses of PAH and soot 
formation on strain rates. 
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J. B. Howard, MIT, USA. Could you please indicate the 
accuracy with which your calculations predicted the con- 
centration profiles of acetylene, pyrene, and other PAH? 

Author's Reply. The accuracy of the acetylene concen- 
trations was indirectly verified in our previous study [1] of 
near sooting ethylene and acetylene counterflow diffusion 
flames. We did not measure the concentration profiles of 
PAH species in the present study due to difficulties in ob- 
taining such data reliably in these flames. There are, there- 
fore, uncertainties in the inception rate as predicted by the 
model. We note, however, that the major conclusion of the 
present study regarding soot particle growth, and particu- 
larly the important issue of preserved surface radical sites 
in the low-temperature region of the flame, is unaffected 
by the particle inception rate and hence the accuracy of 
the PAH concentration prediction. 
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the Structure of Nonsooting Counterflow Ethylene and 
Acetylene Diffusion Flames," Combust. Flame, in press. 

Dr. Arvind Atreya, University of Michigan, USA. I have 
two questions: 

1. In our previous work [1] we found that the velocity pro- 
file calculated by using the measured temperature pro- 
file and multi-component mixture transport properties 
(also a function of temperature) is very sensitive to the 
temperature profile. This is particularly true for the lo- 
cation of the gas stagnation plane. We expect the reverse 
to be also true. Since temperature is an important pa- 
rameter, I am curious to find out what are the errors in 
your velocity profile measurements and consequently 
what are the errors in your predicted temperature. 

2. Our measured C2H2 concentrations [2] in counterflow 
diffusion flames are significantly lower that those pre- 
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dieted by GRI-Mech 2.1.1. What mechanism are you 
using to test your predicted C2H2 concentrations? 
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Author's Reply. For nonsooting and near-sooting flames, 
our previous studies [1-4] have demonstrated that if ve- 
locity (temperature) profiles can be accurately measured 
and hence used as a reference of computational alignment, 
the corresponding flame structure including temperature 
(velocity) as well as species profiles can be simulated quite 
well with detailed chemistry and transport properties. Such 
a procedure is also expected to be reliable for the studies 
of sooting flames. When using velocity profile as a refer- 
ence, it is noted that significant error associated with LDV 
measurement in flame can result from thermophoretic ef- 
fects on the seeding particles. Furthermore, it is seen from 
Figs. 2a and 3a that the computed particle velocity profiles 
(considering the thermophoretic force) within the thermal 
mixing layer agree well with the LDV measurements. This 
indicates that the computed temperature profile is reason- 
ably reliable since thermophoretic force is highly sensitive 
to the temperature profile. More importantly, we have 
found that the minor temperature uncertainty does not af- 
fect the major conclusion of the paper regarding the pre- 

dictability of the soot model comparing reaction models 
R7a and R7b. 

The gas-phase reaction mechanism employed in this 
study was based on GRI-Mech 1.2 for small species pyrol- 
ysis and oxidation, modified to predict the laminar flame 
speeds of acetylene and ethylene [1]. For large species for- 
mation and growth, the reaction set was based on a detailed 
reaction mechanism of PAH formation and growth devel- 
oped for laminar premixed ethylene and acetylene flames 
[6], In our previous study [1], it is shown that the reaction 
mechanism employed in this study predicts very well the 
acetylene concentration profiles measured in a number of 
nonsooting and near-sooting counterflow ethylene and 
acetylene diffusion flames, hence providing a partial veri- 
fication of the mechanism with regard to acetylene con- 
centration predictions. 
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Formation, surface growth, and oxidation of soot in an axisymmetric laminar diffusion flame have been 
calculated using a detailed chemical model for soot formation and oxidation. The laminar flamelet concept 
has been employed to couple chemical reactions in the gas phase with the flow field. The flow field of the 
flame is calculated by solving the Navier-Stokes equations in axisymmetric formulation using the 
SIMPLER algorithm for pressure correction. In addition to the momentum conservation equations, a 
conservation equation for the mixture fraction and a transport equation for the soot volume fraction are 
solved in the CFD code. The required source terms for the transport equation for the soot volume fraction 
are calculated in the mixture fraction/scalar dissipation rate space for laminar flamelets and tabulated in a 
library. Surface growth and oxidation rates are weighted with the locally calculated soot volume fractions, 
whereas the source term for particle inception is taken directly from the flamelet calculations. 

Radiative heat losses from the gas-phase products have been taken into account in the limit of optically 
thin gases. The soot formation rates are influenced by the heat losses at low scalar dissipation rates. 

The calculated soot volume fractions agree well with the experimental data from Gomez et al. The 
sensitivity of the calculated soot volume fractions with respect to the different contributions to the ap- 
pearance rates has been analyzed. 

Introduction 

Under ideal conditions, the combustion of hydro- 
carbons leads to carbon dioxide and water; also, the 
combustible mixture may be specified by stoichio- 
metric composition. Then a maximum of heat is re- 
leased and a maximum of chemical energy is avail- 
able for mechanical work. 

The local conditions in practical combustion de- 
vices such as industrial furnaces, gas turbines, or in- 
ternal combustion engines deviate far from ideal 
conditions. If the local concentration of oxygen is not 
sufficient to convert the fuel into water and carbon 
dioxide, other products of incomplete combustion 
and pollutants appear. The "chemical time" for the 
formation and destruction of these products and the 
time available for mixing the fuel-rich fluid parcels 
and oxidizer determine the amount of pollutants in 
the exhaust of the combustion device. 

One class of pollutants is particulates and soot. 
Large progress has been achieved in recent years in 
understanding and modeling soot formation during 
incomplete combustion of hydrocarbons [1-3,23], 

One type of model for soot formation is based on 
detailed reaction mechanisms for the gas-phase 
chemistry and the formation, growth, and oxidation 

of soot particles. Particularly, Frenklach has intro- 
duced a surface growth mechanism similar to the 
planar growth of PAH [4-6]. This approach has been 
adopted and modified by several groups [7-10]. The 
result for modeling sooting flames is a large system 
of equations containing the respective conservation 
equations for the mass fractions of the gas-phase 
chemical species, the enthalpy, and a limited num- 
ber of transport equations for some moments of the 
soot particle size distribution. 

This large set of differential equations presently 
can be solved within acceptable computer time for 
one-dimensional systems only. To overcome this de- 
ficiency, different approaches to model soot forma- 
tion have been developed, describing the gas-phase 
chemistry by reduced mechanisms [11,12] or relat- 
ing the soot formation to a quasi fuel [13-15] or 
quasi-intermediate species [16], The latter models 
have to be calibrated for specific fuels. Predicting of 
soot formation in turbulent flames using these mod- 
els leads to some closure problems. 

Other approaches to calculate the formation of 
soot in diffusion flames are based on the laminar 
flamelet concept. In laminar diffusion flamelets, sca- 
lar quantities (e.g., species mass fractions, tempera- 
ture, and density) are related to mixture fraction and 
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scalar dissipation rate. The species mass fractions, 
temperature, and so forth are unique functions in 
the mixture fraction/scalar dissipation rate space that 
can be gathered in flamelet libraries. In contrast to 
this, soot mass fractions are not uniquely correlated 
with mixture fraction/scalar dissipation rate [13,17]. 
Therefore, the flamelet concept cannot be adopted 
to sooting flames without modifications. It could be 
shown that the rates of soot formation can be cor- 
related with local conditions (i.e., mixture fraction/ 
scalar dissipation rates) in diffusion flames [13,17] or 
in partially premixed counterflow twin flames [18]. 
This finding can be used to modify the flamelet con- 
cept in modeling sooting diffusion flames by ex- 
panding the flamelet libraries with correlations of 
soot formation (and oxidation) rates versus mixture 
fraction/scalar dissipation rates. 

Modeling of sooting diffusion flames then is per- 
formed by solving the transport equations for the 
flow field and the mixture fraction and calculating 
the scalar dissipation rates. The chemistry is coupled 
to the flow field via correlations of the mass fractions 
and temperature versus mixture fraction/scalar dis- 
sipation rates from flamelet libraries. An additional 
transport equation has to be solved for the mass frac- 
tion of soot. The appearance rates of soot (rate of 
particle inception, surface growth, and oxidation) 
that enter into the source term of that transport 
equation are gathered from laminar flamelets as 
well. With this concept, the closure problem for the 
turbulent reaction rates can be handled much more 
easily. 

The necessary appearance rates can be calculated 
from calibrated models [13,14]. They are also pre- 
dictable on the basis of a detailed chemical soot 
model [19]. The aim of the present paper is to dem- 
onstrate modeling of sooting diffusion flames on a 
flamelet approach as mentioned previously. This is 
exemplified for a laminar ethyne/air diffusion flame 
that has been investigated in Ref. 20. The validation 
of the concept for laminar flames is the first step in 
the application of this concept to turbulent diffusion 
flames. 

It should be emphasized that detailed models of 
the kind used in this study essentially depend on the 
quality of kinetic parameters and the knowledge of 
the reaction channels of the species involved. These 
models only reproduce phenomena observed in the 
formation of the bulk of soot. The formation of high 
molecular tarry structures in an early stage of soot 
formation or the fine structure of soot are not cov- 
ered by these models. 

Modeling 

Reference Flame 

The experimental data are taken from investiga- 
tions of soot formation in laminar ethyne/air diffu- 

sion flames performed by Gomez et al. [20]. The 
soot volume fraction was measured on the centerline 
of axisymmetric ethyne/air diffusion flames by laser 
light scattering/extinction at several levels of dilution 
with nitrogen. The fuel stream of the chosen flame 
consists of 68.25 mol % N2 and 31.75 mol % ethyne; 
the oxidizer is air. The experiments were conducted 
with a burner consisting of two concentric tubes at 
atmospheric pressure. Fuel was emitted through the 
inner tube (i.d. 10 mm), the oxidizer through the 
outer one (i.d. 10 cm). 

Flow Field 

The numerical simulation of the laminar flow field 
includes the solution of the overall continuity equa- 
tion, the Navier-Stokes equations in low Mach num- 
ber formulation, and a transport equation for the 
mixture fraction Z, representing the normalized ele- 
ment mass fraction. The generalized conservation 
equation in cylindrical coordinates for a dependent 
variable <f> f°r stationary axisymmetric problems can 
be written as 

d{pu4>) 

dx 

1  d  ,        .s + - — (rpv<j>) 
r or 

d 

dx 

1 d \r    3*1 -\  
r d) [r*rTr\ + s. (1) 

The source term S^ contains all parts of the conser- 
vation equation, which cannot be included in the 
convection or diffusion terms. For the flame under 
consideration, the system of equations is set up by 
the following: 

Continuity: </> = 1; S^ = /^ = 0 

Axial momentum: (f> = u; F^ = r; 

dp       8 I   du 

dx       dx\   dx 

ld_        du 

r dr\     dx 

2d_ 

3dx 

du       1 d(rv) 
n\ 1  

dx       r   dr + Pg 

In the preceding equation, pg represents buoyancy 
effects. 

Radial momentum: <f> = v; F^ 

dp        d j    du 

dx \    dr dr 

1 d 
H \rt] 

r dr \     dr. 

dv 2_a_ 

3dr 

m 

, du      1 d(rv) 
n\ 1  

dx      r   or 

Mixture fraction: <f> = Z; F~  =  tj/ff^; o$ —  0.7; 
S^ = 0 

The resulting equations are solved with a two-di- 
mensional solver for elliptic flow problems employ- 
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ing the method of finite volumes. To suppress nu- 
merical diffusion, the higher-order discretization 
scheme QUICK [21] is used. The system of nonlin- 
ear equations with a block-pentadiagonal system ma- 
trix has been solved after resolving the block struc- 
ture with an ADI method combined with the 
Thomas algorithm. The pressure correction has 
been obtained by the SIMPLER algorithm [22]. 

Coupling of Flow Field and Chemical Reactions 

In the flamelet regime of combustion, the com- 
position of the flame gases can be gathered from 
flamelets. In laminar flamelets, all scalars are unique 
functions in the mixture fraction/scalar dissipation 
rate space [24], Consequently, their balance equa- 
tions are transformed into this space: 

sideration. Diffusion and thermophoresis are taken 
into account. 

2dZ2 -\c„ 

X S%   ,    .        „ 
y 2 5Z2 

where the scalar dissipation rate x is defined by 

\2 /a-7\21 

X = 2D 
8ZY       dZ 

dx)        \dr 

(2) 

(3) 

(4) 

Here Yt are the species mass fractions, T is the tem- 
perature, and Z is the mixture fraction. qR refers to 
radiative heat losses of gas-phase compounds, which 
are taken into account in this work in the limit of 
optically thin gases, ibj is the chemical production 
rate of species i, h{ the species enthalpy, cp the con- 
stant pressure specific heat capacity, and p the mass 
density. 

For the investigated ethyne/air flame, a library of 
flamelets has been calculated. To achieve greater 
precision in the calculations, a flamelet code with an 
adaptive grid was used. The chemical model con- 
sisted of 581 chemical reactions and 71 chemical 
species for the ethyne/oxygen/nitrogen flames. The 
rate coefficients where taken from Refs. 25 and 26. 
The stationary solutions were stored in a library con- 
taining profiles of temperature, mass density, and 
mass fractions of all chemical species in dependence 
on mixture fraction and scalar dissipation rate. The 
coupling of chemistry and flow field was performed 
via the mixture fraction and the scalar dissipation 
rate, which were provided by the flow field calcula- 
tions. For every grid point of the flow field, the mass 
fractions of the gaseous species and temperature and 
the mass density are interpolated from the flamelet 
libraries. 

Modeling of Soot Formation 

The mass fraction of soot Ys is postprocessed, solv- 
ing its transport equation for the flow field in con- 

B(puY.) ^ 1 3 
+ 

dx          r dr 
(rpoY,) = 

8 

dx 
pD — 

dx _ 

1 a 
+  

r ör 
pDr — 

or _ 

d 
+ — 

dx 
0 

„     1 32 
^T^x ■y, 

1 d 
+ — 

r dr 

1     r)T 
0.54>/r- — Ys 

T dr 

dt 
(psfo) (5) 

Here, r/ is the dynamic viscosity, ps = 1860 kgm~3 

the density of soot, and/„ the soot volume fraction 
proportional to the first moment of the soot particle 
size distribution [29]. 

The source terms in Eq. (5), that is, the different 
contributions to the soot appearance rates, are 
stored as well in the flamelet libraries. The different 
contributions are calculated with the detailed chem- 
istry soot model, the basic concept of which is given 
in Ref. 4. Modifications concerning the treatment of 
the different classes of PAH are described exten- 
sively in Ref. 7. The mechanism and rate coefficients 
are taken from Ref. 4. Changes of the rate coeffi- 
cients are documented in Ref. 30. The main features 
of this model are as follows: 

The chemical reactions in the gas phase up to 
small PAH are taken from a detailed kinetic mech- 
anism provided by Chevalier et al. [25], expanded 
and revised by new kinetic rate data from Bauich et 
al. [26]. The formation of soot precursors up to ben- 
zene and the further growth of small PAH follows a 
compilation, which is basically taken from Frenklach 
et al. [4] and Miller et al. [27]. The same mechanism 
as for flamelet calculation of the gas-phase reactions 
has been used. 

The further growth of PAH is assumed to be a fast 
polymerization process, which leads to steady-state 
assumptions for the PAH concentrations. This re- 
sults in a system of algebraic equations for the mass 
fraction of each PAH. 

The formation and further growth of soot particles 
includes all possible coagulation processes of parti- 
cles and PAH, which are assumed to follow Smolu- 
chowskis equations in the free molecular regime. 
Also, the heterogeneous surface reactions are taken 
into consideration. Particle inception is considered 
as a coalescence of two PAH species to a three-di- 
mensional particle. Surface growth of soot particles 
is described by a mechanism [8,28,30] that is based 
on the HACA mechanism introduced by Frenklach 
[4]. Oxidation of soot particles is assumed to occur 
via the attack of OH radicals and oxygen. Details of 
the mechanism are given in Ref. 30. 
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FIG. 2. Two-dimensional profiles of the mixture fraction 
Z. The isoline of Zsi describes the contour of the flame (Zs, 
= 0.2). 

Because the source term in Eq. (5) for the first 
moment of the particle size distribution contains 
some other (broken) moments [29], two equations 
for two moments are solved in the flamelet space. 
The broken moments are derived by interpolation. 
Relating the Lewis numbers of the different size 
classes Le, to the Lewis number of the smallest par- 
ticle Lei by 

Lej = f3Lei (6) 

the following equation for the moment Mr in terms 
of the mixture fraction is used: 

Lei dZ 

X     PMjr-usyfp 

2Le, 3Z2 
Al- Ob     (7) 

The first moment (r = 1) is directly proportional to 
the soot volume fraction [29], The source term Mr 

contains the previously mentioned processes for soot 
formation. 

Profiles of the source terms for particle inception 
(dfv/dt)pi and heterogeneous surface reactions 1/ 
/„(dfv/df )sg,ox related to the local soot volume fraction 
are obtained by solving the transport equation, Eq. 
(6), simultaneously with the flamelet equations for 
the scalar quantities. Because experimental investi- 
gations show that the soot appearance rate is pro- 
portional to the soot volume fraction [23], the source 
terms for surface growth and soot oxidation are nor- 
malized with the soot volume fraction. The different 
contributions to the appearance rate of soot are 
stored in the flamelet libraries as a function of mix- 
ture fraction and scalar dissipation rate. The cou- 
pling of the flow field and the rates of soot formation 
is performed in the same way as for the composition 
and temperature of the gas phase via the mixture 
fraction and the scalar dissipation rate that are pro- 
vided by the flow field calculations. The soot volume 
fraction and the different parts of its appearance rate 
are interpolated from the libraries at every grid point 
of the two-dimensional flow field. 

Results and Discussion 

Soot formation in a nitrogen-diluted axisymmetric 
ethyne/air-diffusion flame experimentally investi- 
gated by Gomez et al. [20] has been calculated. The 
two-dimensional profiles of axial velocities and mix- 
ture fraction predicted with the CFD calculations 
are given in Figs. 1 and 2. The acceleration of axial 
velocity is caused by the increase of temperature by 
a factor of 7 and the corresponding buoyancy effects. 
The diameter of the inlet tube is 10 mm. The fuel 
volumetric flow rate is 1.79 cm3/s. For the current 
dilution of the fuel, the stoichiometric mixture frac- 
tion is calculated to be Z = 0.2. This value of Z, 
which is also shown in Fig. 2, represents the contour 
of the flame. The calculated flame height ofh = 38 
mm corresponds reasonably well with the measured 
one of h = 42.2 mm. 

Figure 3 shows the isotherms resulting from the 
chemical reactions in the gas phase that are coupled 
to the flow field via flamelet libraries. The peak value 
of the calculated temperature is 2180 K. The adia- 
batic flame temperature has not been attained be- 
cause radiation heat losses are taken into account in 
the flamelet calculations. 

The different contributions to the source term of 
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soot volume fraction for a scalar dissipation rate of 
X = 10s-1 related to the mixture fraction are plotted 
in Figs. 4A-4C. This scalar dissipation rate refers to 
a height of 7 mm above the burner, as can be seen 
from Fig. 4D. Soot is formed mainly by heteroge- 
neous surface growth reactions occurring at values 
of Z between 0.6 and 0.23. The maximum surface 
growth rate is found close to the stoichiometric mix- 
ture fraction at Z = 0.267, where the concentration 
of H radicals is high and the temperature is about 
1800 K. For lower values of Z, the temperature in- 
creases and the reverse reactions of the carbon ad- 
dition prevent a further surface growth so that sur- 
face growth becomes slightly negative. The 
contribution of particle inception to the source term 
of the soot volume fraction equation is minor. The 
soot is oxidized in the fuel-lean area of the flamelet 
between Z = 0.1 and 0.2. 

The profiles of rates of the different soot-forming 
processes have been calculated for several scalar dis- 
sipation rates, exemplified by the normalized surface 
growth rate in Fig. 5. At high scalar dissipation rates 
and large mixture fractions (small heights above the 
burner), the maximum surface growth rates decrease 
with decreasing dissipation rate. This is caused by 
the increasing temperature, resulting in higher rates 
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of the reverse reactions of carbon addition. At x = 
1.5 s_I and small mixture fractions (increasing 
height above the burner), the maximum surface 
growth rates increase again with decreasing dissi- 
pation rate since the maximum temperature of the 
flamelet decreases because of radiative heat losses. 

The resulting profiles of particle inception rate 
and nonnormalized surface growth rate and oxida- 
tion rate at the centerline of the investigated flame 
are shown in Fig. 6. Particle inception starts at 10 
mm and has a maximum value of 1.4 X 10~5 s"1 at 
18 mm height. Surface growth appears after the first 
particles are formed. The slope of surface growth 
rate profile first increases up to a height of 20 mm, 
then decreases again between 20 and 25 mm. At 25 
mm, the scalar dissipation rate reaches the value of 
1.5 s_1 (compare Fig. 5 with 4D). Below this axial 
position, the slope of surface growth rate profile in- 
creases again up to its maximum of 32 mm. At this 
height, the local mixture fraction is higher than 0.22 
(see Fig. 2) and surface growth reactions suddenly 

stop. Beyond this distance, soot is oxidized by fast 
heterogeneous reactions mainly with OH. 

The calculated soot volume fraction on the cen- 
terline is compared with the experimental data from 
Ref. 20 in Fig. 7. The agreement between calcula- 
tions and experiment are reasonable considering the 
scatter in the experimental results. However, it is 
found that an increase of surface growth rates by 
20% leads to an increase by a factor of 2 in the cal- 
culated soot volume fractions. The sensitivity of the 
soot volume fraction with respect to particle incep- 
tion rates is low. An increase of the oxidation rates 
does not influence the maximum amount of soot 
formed but results in a steeper decrease of soot vol- 
ume fractions between 30 and 40 mm. 

The high sensitivity of the predicted soot volume 
fractions with respect to the surface growth rates de- 
mands a further evaluation of the influence of dif- 
ferent flamelet boundary conditions (e.g., heat 
losses, different initial temperatures) on the calcu- 
lated soot volume fractions. Therefore, the previ- 
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ously presented concept of flamelet modeling of soot 
formation is limited to flames in which formation of 
soot has only little effect on the flame structure as 
shown in Refs. 6 and 9. This is the case for slightly 
sooting flames such as the one investigated. 

A two-dimensional contour plot of the soot volume 
fraction is shown in Fig. 8. Soot appears first at a 
radial distance of 4 mm, and the maximum soot vol- 
ume fraction is found on the centerline. 

Conclusions 

Numerical modeling of soot formation in an axi- 
symmetric laminar diffusion flame has been per- 
formed using a detailed chemical soot model. The 
flow field was coupled with the gas phase by the 

laminar flamelet concept providing two-dimensional 
profiles of all scalar quantities involved. 

An additional transport equation for the soot vol- 
ume fraction was solved. The source term of these 
equations containing the rates for particle inception, 
surface growth, and oxidation were obtained from 
the flamelets and tabulated in libraries. Because of 
the dependence of surface growth and oxidation on 
the local soot volume fraction, these terms have been 
normalized with soot volume fractions. 

This approach is limited to flames in which soot 
formation has only little effect on flame structure. 
As shown previously, this assumption is valid for the 
majority of slightly sooting flames [6,9]. 

Radiative heat losses have been taken into account 
in the limit of thin gases. An influence of the radia- 
tive heat losses on the rates of surface growth at low 
scalar dissipation rates was found. 

The calculated soot volume fractions on the cen- 
terline agree well with the experimental measure- 
ments. The sensitivity of soot volume fraction with 
respect to the different soot-forming processes was 
investigated. Changes of surface growth rate affect 
the calculated soot volume fraction essentially, 
whereas variations in particle inception rate show no 
remarkable effect on soot volume fractions. 
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COMMENTS 

M. A. Delichatsios, FMRC, USA. Your paper shows that 
the global soot formation rate (df/dt) depends on mixture 
fraction (i.e. only on gaseous phase) but not on surface area 
of soot particles. We think that this result is consistent with 
our model [1] for soot formation. This global model does 
not contradict the importance of soot forming by growth 
on particle surface. It seems, however, that one of your co- 
authors (F. Mauß) thinks that your global model shows that 
l/fv df/dt is a function of mixture fraction, and not df/dt. 
Please, you should clarify. If F. Mauß's claim is correct, then 
one can easily argue [1] that such a model (i.e. l/fv df/dt 

= function of mixture fraction) is inconsistent with laminal 
flame diffusion smoke-point data. 
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Formation," CST, 1994. 

Author's Reply. Our statement was that soot formation 
rate is indeed dependent on "surface area." However, the 
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inner surface of a porous soot particle rather than the outer 
surface of a complex structured soot particle is the relevant 
quantity. This could be demonstrated by experiments 
where the outer surface area has been changed by sup- 
pressing coagulation of soot particles leaving the other 
burning conditions unchanged [1]. In the present ap- 
proach, all quantities determining the soot formation 
rates—including the "surface area"—can be expressed by 
means of the mixture fraction. The soot surface growth 
rates have been stored in the flamelet libraries for numer- 
ical reason in the form l/fv df/dt. 

REFERENCE 

1. Bockhorn H. and Schäfer, Th., "Growth of Soot Parti- 
cles in Premixed Flames by Surface Reactions," in (H. 
Bockhorn, Ed.), Soot Formation in Combustion— 
Mechanisms and Models, Springer Verlag, Berlin, Hei- 
delberg, 1994, p. 253. 
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CFD PREDICTION OF COUPLED RADIATION HEAT TRANSFER AND SOOT 
PRODUCTION IN TURRULENT FLAMES 

N. W. BRESSLOFF, J. B. MOSS AND P. A. RUBINI 

School of Mechanical Engineering 
Cranfield University, Cranfield 

Bedfordshire, MK43 OAL, England 

A novel coupled strategy is presented for predicting soot and gas species concentrations, and radiative 
exchange in turbulent combustion. The relatively slow processes governing soot formation are described 
by a model that accounts for radiative loss. In contrast to past studies, it is coupled here to the discrete 
transfer radiation model (DTRM), incorporating a weighted sum of gray gases (WSGG) solution to the 
radiative transfer equation, in an elliptic computational simulation. Incorporation of the WSGG solution 
in the DTRM provides a better representation of the nongray radiative properties of combustion media 
than that offered by other more straightforward strategies, and without excessive computational expense. 
Combustion is modelled by an eddy breakup concept and the k-s turbulence model, with temperature 
evaluated from the solved enthalpy field. This complete strategy—the first reported of its kind—is applied 
to a confined, turbulent, jet diffusion flame burning methane in air. Confinement of the flame demands 
that account should be taken of the conjugate heat transfer at the boundaries. Numerical results are 
compared to experimental measurements of mixture fraction, temperature, and soot volume fraction, and 
generally good agreement is achieved. Additionally, the computation of radiative exchange is considered 
in detail. 

Introduction 

Progress in the representation of increasingly 
complex combustion chemistry in CFD predictions 
of turbulent burning in engines, stationary power- 
plants, and building fires has exposed significant 
shortcomings in the accompanying models of sooting 
processes and radiative heat transfer. While labora- 
tory-scale flames burning hydrocarbon fuels with 
high H/C ratios at atmospheric pressure are weakly 
sooting and optically thin, most nonpremixed burn- 
ing in practical systems does not exhibit these char- 
acteristics. Uncertainties in computed gas tempera- 
tures of > 100 K associated with radiative exchange 
may then undermine much of the investment in ex- 
tended reaction schemes, for example, for improved 
emissions prediction. The three-dimensional nature 
of most practical combustion geometries may im- 
pose additional constraints on the modeling ap- 
proaches that may be usefully implemented in re- 
lation to the attainable resolution consistent with 
computational economy. The present study, there- 
fore, develops a methodology that combines a lam- 
inar flamelet-based description of soot formation, an 
eddy breakup combustion model, and radiative en- 
ergy exchange by the discrete transfer method 
within the CFD framework of an elliptic flow-field 
calculation. The methodology is evaluated through 
detailed comparisons between CFD prediction and 
experimental measurement in a confined, methane 
jet flame. 

While coupled radiation and soot kinetics com- 
putations of laminar flames have been reported re- 
cently [1,2], mean closure problems have led most 
turbulent flame calculations to focus more narrowly 
on one aspect or the other. Perturbed state relation- 
ships, incorporated in fast chemistry/conserved sca- 
lar combustion models, have supplanted radiative 
heat loss in some predictions [3,4], for example, 
while in others, approximate descriptions of radia- 
tive flux in the optically thin limit, in the absence of 
detailed soot prediction, have been introduced into 
balance equations for mean mixture enthalpy [5,6]. 

The comparatively slow chemistry of soot forma- 
tion requires that additional balance equations be 
solved for soot properties, while their strong tem- 
perature dependence insists that the influence of 
turbulent fluctuations also be accommodated in 
their averaged forms. The processes of soot forma- 
tion and associated radiative heat loss are therefore 
closely coupled. A multiple flamelet approach in 
which families of soot source terms, expressed as 
functions of mixture fraction, are distinguished by 
the degree of radiative loss experienced and aver- 
aged over the mixture fraction pdf [7], is here linked 
to an eddy breakup model of combustion heat re- 
lease [8]. Thermal radiation is modeled using the 
discrete transfer radiation model [9] incorporating a 
weighted sum of gray gases solution to the radiative 
transfer equation [10]. This entails separate equa- 
tions for each gray gas component, with coefficients 
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derived for mixtures of soot, C02, and H20 [11]. 
Additionally, the formulation includes treatment of 
gray boundaries [12]. 

The complete strategy is evaluated by detailed 
comparison with measurements of mean mixture 
fraction, soot volume fraction, and temperature in a 
confined, turbulent, methane jet flame. While the 
present paper focuses on the integration of the sev- 
eral distinctive but interacting model elements that 
make up the fully coupled calculation, a compara- 
tively simple flame configuration has been adopted 
in order to provide a comprehensive data set for 
evaluation purposes. 

Experimental Measurement 

Detailed scalar measurements are reported by 
Brookes [13] for a coflowing, turbulent, methane jet 
flame confined within a cylindrical liner. This con- 
fined flame configuration has also been employed in 
earlier sooting studies of prevaporized kerosine 
flames [14], to which reference should be made for 
general detail. 

In the present application, methane issues from a 
cylindrical tube, 4.07 mm in diameter, at a flow rate 
of 10.3 g/min. The jet flame is rim stabilized by an 
annular premixed pilot flame. A coflowing air stream 
occupies the remainder of the inlet contained within 
a pyrex cylindrical liner of 155 mm internal diameter. 
The overall equivalence ratio is 0.25. 

Radial profiles of time-averaged mixture fraction, 
measured by microprobe sampling and mass spec- 
trometric analysis, temperature by exposed bead, 
fine-wire thermocouple, and soot volume fraction by 
integrated laser absorption and tomographic inver- 
sion are reported at discrete flame heights of 150, 
300, 350, and 425 mm. 

Numerical Simulation 

Computational simulation is performed using a fi- 
nite volume, general curvilinear CFD code called 
SOFIE (Simulation of Fires In Enclosures) cur- 
rently being developed at Cranfield. A SIMPLEC 
pressure correction algorithm [15] for colocated ve- 
locities and pressure is used to evaluate the flow field 
[16]. Momentum interpolation [17] and a second- 
order TVD discretization scheme [18] are employed 
to ensure a numerically stable solution without non- 
physical oscillations and false diffusion. The discre- 
tized equations are solved using a line-by-line, tri- 
diagonal matrix algorithm. Further details of these 
techniques are available in the literature cited. 

An important demand of numerical accuracy con- 
cerns the extent to which a converged solution is 
independent of the underlying grid. In the present 
study, 3600 internal flowing nodes are used in a pris- 
matic sector of the axisymmetric geometry with mir- 

ror symmetry boundary conditions imposed on the 
two longitudinal faces thus produced. Finer resolu- 
tions yielded less than a 1% change in velocities and 
temperatures across radii at five distinct heights. 

In common with previous studies of axisymmetric 
jet flames, a top-hat inlet profile is assumed with 
velocities of 20.16 and 0.61 m s~: for methane and 
air, respectively. Although the flame is confined 
within a pyrex casing, which is itself contained inside 
a pressure vessel, only the inner flow field is mod- 
eled. However, the internal face of the pyrex casing 
is treated as a conjugate heat transfer boundary con- 
dition. Additionally, the pyrex is assumed to be emit- 
ting as a gray surface (s = 0.8), but no account is 
taken of the transmission properties of the material. 
Flowing boundaries are assumed to radiate as black- 
bodies at the temperature of the adjacent gas. 

Combustion Model 

Combustion is modeled by an eddy breakup con- 
cept such that fuel consumption is governed by the 
rate of mixing. Fast chemistry is assumed along with 
unity Lewis number and equal diffusivities of heat 
and mass. Chemical reaction occurs by a one-step 
mechanism in which fuel and oxidant react to gen- 
erate a mixture of simple products. Separate balance 
equations are solved for mixture fraction and mass 
fraction of fuel. The mixing rate is predicted by a 
high Reynolds number k-e turbulence model [19] 
with modifications to the constants as recommended 
for confined, round turbulent jets [20]. 

Mass fractions of oxidant, diluent, and products 
are determined directly from their respective state 
relationships. Combustion is coupled to all trans- 
ported properties via the effect of heat release on 
temperature, and hence on radiative loss and den- 
sity. 

Energy conservation is represented by a balance 
equation for total enthalpy, which, in Cartesian co- 
ordinates using tensor notation, is 

dXj 
(paß) d   (ßeCfdff 

ÖX: \ Ot    dXj 
+   S„ 

Total enthalpy is defined by 

H = 2 Uh% + Ä) 

(1) 

(2) 

where h^(, Ahh and % are the enthalpy of formation, 
the sensible enthalpy, and the mass fraction of spe- 
cies i. Mean specific heat, cp, is calculated from 

cß) 2 WTO/Sw (3) 

where the individual molecular specific heats for 
CH4, C02, H20, 02, and N2 are expressed as tem- 
perature polynomials [21]. The mean temperature, 
T, is given by 
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H - 2Y,($ - U;,(T0)) lc (4) 

where Tc°.(J) represents the integrated polynomials. 
Calculation of the radiative sink/source term, SR, is 
described below. Radiative loss is manifested as a 
sink of energy, and thus reduces the energy available 
to increase sensible enthalpy (and temperature). 
This intimately linked equation set is closed by the 
calculation of density, which, for ideal gases is 

p = P/RJ^/W, (5) 

Soot Prediction 

As described in the introduction, an important fea- 
ture of this work is the elliptic representation of ra- 
diation, and the coupling between radiative ex- 
change and the concentrations of combustion 
products, especially soot. The kinetic processes gov- 
erning soot formation (nucleation, surface growth, 
and coagulation) are strongly dependent on temper- 
ature and density. Consequently, the prediction of 
soot volume fraction is very sensitive to radiative 
loss. The soot model is based upon solution of bal- 
ance equations for soot number density, n, and soot 
mass concentration,^ [22,23]. To facilitate the rep- 
resentation of these quantities in Favre-averaged 
balance equations, n and/v are replaced by 4>n = nl 
(pN0) and <fy = (pjp) fv, respectively; N0 denotes 
Avogadro's number (6 X 1025) and ps signifies soot 
density (assumed to be 1800 kg m-3). The equations 
are of the same form as equation 1, with total en- 
thalpy replaced by either of <\>n or <fy, and source 
terms given by [13] 

and 

sn = ä - ?ßfäa4f: 

Sf=ö + py^jf3 

(6) 

(7) 

Here, a and ö represent the influence of nucleation 
on the number density and soot volume fraction, 
while ß and y characterize the processes of coagu- 
lation and surface growth, respectively. These soot 
formation parameters, described in Ref. 23, are 
modeled in terms of properties describable by state 
relationships. Consequently, mean values of the re- 
spective source terms are evaluated by integration 
over the local pdf of mixture fraction. Acetylene is 
used as the soot precursor, and the state relationship 
for the mass fraction of acetylene is considered in- 
variant with radiative loss. 

A scheme has now been established to couple 
these source terms to the level of radiative loss [7], 
The methodology is an extension of the laminar 
flamelet concept, which in its standard form is un- 
able to adequately represent finite rate chemistry by 
unique state relationships [6]. Thus, a library of fia- 

melets for enthalpy, temperature, and density, are 
generated, with each flamelet accounting for a dif- 
ferent level of radiative loss. Then, by comparing the 
total enthalpy derived from solution of its balance 
equation with the statistically integrated values ob- 
tained from the flamelet library, it is possible to de- 
termine which temperature and density flamelets 
are required to evaluate the parameters in the soot 
model. Statistical integration is performed with a ß- 
function pdf determined from the Favre-averaged 
values of mixture fraction and its variance. Soot ox- 
idation has not been included in the present work 
since uncertainties still attach to the representation 
of the mean source term in circumstances where the 
soot and oxidizing species concentrations are highly 
correlated [7]. 

Radiation Model 

Thermal radiation is modeled using the discrete 
transfer radiation model (DTRM). The DTRM em- 
ploys a ray tracing procedure whereby the radiative 
transfer equation (RTE) is solved along paths rep- 
resentative of the angular discretization of boundaiy 
cell faces. Consequently, radiative loss (or gain) of 
an individual control volume is evaluated as a bal- 
ance between emission and absorption for all rays 
traversing that control volume. Summation of the 
final intensity at the end of a line of sight in all di- 
rections then yields the incident flux. For gray 
boundaries, the radiosity is represented by a com- 
bination of the emitted intensity and the reflected 
component of the incident intensity [9]. 

In typical engineering problems, the DTRM is 
weakened by the "ray effect" resulting from the fi- 
nite angular discretization of the solid angle hemi- 
sphere. The "ray effect" is exacerbated in axisym- 
metric geometries due to the failure of most rays to 
traverse regions close to the centerline. Unfortu- 
nately, a severe computational penalty is incurred by 
using a very large number of rays in an attempt to 
overcome this. Alternative methods of discretization 
are available that produce a more even distribution 
of rays [24]. In the present case, it is necessary to 
communicate information to and from the centerline 
of the axisymmetric geometry without dramatically 
increasing the number of rays; thus, the original 
method of discretization is modified so that a ray is 
always launched perpendicular to boundary faces. 
We used 129 rays in a compromise between accuracy 
and computational storage and speed. 

One of the key attractions of the DTRM is the 
physically tractable representation of solution to the 
RTE. This feature of the method has been investi- 
gated elsewhere [12,25], and good performance has 
been demonstrated for a weighted sum of gray gases 
solution to the RTE using coefficients to represent 
the radiative properties of C02-H20-soot mixtures. 
In this approach, the coefficients amnn,{T), k„, and 
kn. [11], normally employed to evaluate the total 
emissivity, 
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FIG.  1. Radial variation of mean mixture fraction at 
heights of 150, 300, and 425 mm above the inlet. 

£ = 2 <Vn,,r(T)U - exp[-/c„[ph + pc] 
n,n' 

- k,rPsfv]L} (8) 

are used to solve a separate transfer equation for 
each gray gas. Here, p^ and pc denote the partial 
pressures of H20 and C02, respectively. The sub- 
scripts n and n' signify individual soot and gaseous 
components such that equation 8 reduces to the 
soot-free and soot-dominant limits. In the present 
paper, each pair of these values is represented by a 
single value, j, and the subscript m, denoting a mix- 
ture of soot and gas, is dropped. Solution of the RTE 
yields the intensity 

N h 

II hr +   2 ßb,j,r£j,r n l.r' (9) 

for the /h gas having traversed N elemental path 
lengths. Transmissivities, Zj_n emissivities, e,r, and 
the blackbody intensity, if,,,-, are evaluated using 
mean properties across individual paths, assumed 
constant for each control volume. For black bound- 
aries, the emitted radiation, i0,-, is given by the black- 
body intensity multiplied by the a-j coefficient, both 

evaluated at the boundary temperature [10]. When 
boundaries are gray, the inclusion of reflection de- 
mands a more detailed analysis. Separate expressions 
are required for the incident radiation of each gray 
gas, so that the reflected radiation in the individual 
transfer equations results solely from irradiation due 
to the same component. Therefore, at every bound- 
ary surface, for each gray gas, the incident intensity 
must be summed across all rays [12]. So, for gray 
boundaries, the initial intensity (denoted by sub- 
script 0) of the jth gray gas is 

l0j ap:0)e0aTl + [1 - £0] 2 (10) 

where a signifies the Stefan-Boltzman constant. The 
summation represents the total incident flux due to 
M rays for thej''1 gas, with weightings, w, determined 
by the method of discretizing the solid angle hemi: 

sphere [24]. This strategy is in contrast to the ap- 
proach that solves a single RTE using total emissiv- 
ities evaluated from equation 8 [26]. When gaseous 
radiation is significant, as in the case of methane, it 
is expected that the simpler approach underesti- 
mates absorption, due to averaging of strong absorp- 
tion in certain wavebands across the whole spec- 
trum. 

Results and Discussion 

Predicted radial variations of mixture fraction and 
temperature are compared against experiment at 
heights of 150, 300, and 425 mm in Figs. 1 and 2, 
respectively. The agreement for mixture fraction is 
generally good (cf. Fig. 1). There is some uncertainty 
relating to mixture fraction measurements by probe 
sampling in leaner regions at the edges of sooting 
flames due to carbon retained in the sampling lines. 
Nonetheless, mixing is comparatively poorly mod- 
eled there, and this is reflected in both the computed 
mixture fraction profiles and in the slower spreading 
of the temperature predictions shown in Fig. 2. 
Again, at heights of 150 and 300 mm, temperature 
is well predicted, particularly in terms of the nega- 
tive gradient. Differences of less than 10% are ob- 
served along the axis, and the maxima are captured 
with similar accuracy. Close agreement also prevails 
near to the centerline at a height of 425 mm, but 
spreading of the flame is less well represented, with 
temperature predictions falling significantly below 
the measured values. Weaknesses in the k-e turbu- 
lence model and neglect of turbulent fluctuations 
are believed to be largely responsible for this poor 
performance. 

Due to the weakly sooting nature of methane-air 
flames at atmospheric pressure, combined with the 
difficulty of accurately recording low levels of soot 
concentration, measurements of soot volume frac- 
tion were performed only at heights of 300, 350, and 
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FIG. 2. Radial variation of mean temperature at heights 
of 150, 300, and 425 mm above the inlet. 
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FIG. 3. Radial variation of mean soot volume fraction at 
heights of 300, 350, and 425 mm above the inlet. 

425 mm above the inlet. Radial variations at these 
heights are compared in Fig. 3. The numerical pre- 
dictions are expected to be somewhat greater than 
the measured values due to the exclusion of oxida- 
tion from the soot model. Nonetheless, the key 
trends in the evolution with downstream distance 
are captured by the computed profiles. Even in the 
absence of oxidation, the rate of increase of center- 
line soot concentration is reduced as the mixture 
fraction (and fuel concentration) falls. 

The coupling between radiation and soot forma- 
tion in the present configuration can be expected to 
demonstrate discernible interaction only close to the 
centerline in regions where there are significant lev- 
els of soot. Even there, the presence of relatively 
high concentrations of C02 and H20 will tend to 
dominate the radiative effects of the gas-soot mix- 
ture [25]. These characteristics are clearly repre- 
sented in Fig. 4 which shows the radiative exchange 
at heights of 150 and 300 mm. A comparison is made 
between the output from the predicted gas-soot mix- 
ture, and the output when soot is neglected. In both 
cases, maximum radiative loss occurs at a height of 
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FlG. 4. Comparison between radiative exchange due to 
soot-C02-H20 and C02-H20 mixtures at heights of 150 
and 300 mm. 
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approximately 300 mm and at a radius of almost 20 
mm. Although it is physically unrealistic to view net 
radiative exchange as a linear combination of that 
due to individual components, the adjustment for 
overlap is relatively small. Consequently, it is rea- 
sonable to describe the loss from the mixture at 150 
mm as being only slightly greater than for gases 
alone. By 300 mm, the soot contribution has become 
more significant as concentrations approach 0.1 
ppm. The molar fractions of C02 and H20 at this 
height are approximately 0.08 and 0.16, respectively. 

Paradoxically, both soot and gas species concen- 
trations, and temperature are maximized further 
downstream than the 300-mm height. It must be 
emphasized, however, that radiative exchange is a 
balance between emission and absorption. Although 
higher concentrations and temperature may produce 
greater emission at one location rather than another, 
increased absorption in neighboring regions can re- 
sult in lower net radiative loss. 

The oscillating nature of radiative exchange pres- 
ent in Fig. 4 is a feature of the "ray effect." Within 
the constraints imposed by computational memory 
and speed, these oscillations are damped to an ac- 
ceptable level by using 129 rays per boundary face. 
It is also to be noted that the balance between ra- 
diative loss and the total radiative flux at boundaries 
for this number of rays differed by approximately 
10%. When 65 rays were used in the same calcula- 
tion, an almost identical balance was obtained. How- 
ever, unacceptably large oscillations were produced 
in the radiative source term distribution. 

With respect to the overall energy balance, an er- 
ror of less than 3% exists on this 3600-node grid 
using 129 rays. Within the computational domain, 
over a third of the available chemical energy is ra- 
diated to the boundaries. The radiative loss from 
methane-air flames is normally about 20% [27], but 
this factor is augmented in the present case due to 
higher temperatures accompanying confinement of 
the flame. 

Finally, an important feature affecting conver- 
gence rates concerns the frequency at which the ra- 
diation algorithm is called relative to the main CFD 
routine. Early in the calculation, a low frequency is 
acceptable, but eventually this has a deleterious ef- 
fect on convergence as a large perturbation is in- 
flicted on the enthalpy equation. It is not necessary, 
however, to recalculate the radiative field with every 
CFD iteration; indeed, such an approach is exhaus- 
tive. A compromise adopted in this analysis is to call 
the radiation algorithm after 20 CFD iterations. On 
a DEC Alpha 200 4/100 workstation, the CFD and 
radiation algorithms require 3.3 and 103.2 seconds 
of cpu time per iteration, respectively. 

Conclusions 

A general strategy has been described for the pre- 
diction   of  turbulent,   nonpremixed  hydrocarbon 

combustion that combines modeling of finite rate 
soot formation, sensitive to the influence of turbu- 
lent scalar fluctuations, with a simplified represen- 
tation of combustion heat release and detailed so- 
lution of the accompanying coupled equation of 
radiative exchange. 

The effect of radiative loss on the temperature- 
dependent chemistry of soot nucleation and surface 
growth is accommodated through an extended 
flamelet approach. Radiative exchange is computed 
using the discrete transfer radiation model with 
properties established from the local mean concen- 
trations of C02, H20, and soot. A weighted sum of 
gray gases solution to the radiative transfer equation 
is employed, including interaction with gray bound- 
aries. The coupled solution for radiative exchange, 
even for this comparatively weakly sooting fuel, re- 
veals the importance of both absorption and emis- 
sion within the turbulent flame zone. 

Radiation properties, emissivities, and intensities 
have been computed from local mean values of state 
variables. The influence of turbulent fluctuations on 
these properties (turbulence/radiation interaction) is 
not included in the computation of radiative ex- 
change. Their implications in confined flames burn- 
ing more heavily sooting fuels remains to be estab- 
lished. 

Detailed comparisons between prediction and ex- 
periment in a confined, methane jet flame for the 
critical properties mixture fraction, soot volume frac- 
tion, and temperature demonstrate the effectiveness 
of the approach within an elliptic flow-field calcula- 
tion. Therefore, extension to more complex geom- 
etries of the finite volume CFD approach and the 
accompanying submodels as described herein, is 
now envisaged. With the aid of embedded grids, it 
will be possible to accurately resolve the character- 
istics of a combustion source, without demanding 
unfeasible computer resources, as would be re- 
quired if the same grid resolution were employed 
throughout the computational domain. 
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COMMENTS 

Werner Krebs, Siemens KWU, Germany. In your pre- 
sentation you use the weighted sum of gray gases (WSGG) 
model for representing the radiant properties of soot and 
gases. Have you compared your predictions with detailed 
spectral calculations? 

Author's Reply. With respect to WSGG solution com- 
parison to detailed spectral calculations: comparisons have 
been performed in Ref. [1] which show that the WSGG 
solution agrees very closely with a narrow band solution in 
predictions of line of sight intensities and volumetric flux 
across typical diffusion flame profiles of temperature, gas- 
eous species concentrations and soot volume fraction. 

REFERENCE 

1. Bressloff, N. W, Moss, J. B., and Rubini, "The Differ- 
ential Total Absorptivity Solution to the Radiative Trans- 
fer Equation for Mixtures of Gases and Soot," Numer- 
ical Heat Trans. (1996), accepted. 

Ahmed F. Ghoniem, Massachusetts Institute of Technol- 
ogy, USA. Did you perform the simulations without the 
radiation model and compare its results with those ob- 
tained with the radiation model? This would be very in- 
structive in determining the impact of radiation on these 
flows, when it should be included, and how much is the 
accuracy compromised by leaving it out. 

Author's Reply. A number of issues are important here. 
First, the inclusion of radiative loss is necessary even for 
the relatively lightly sooting flame analyzed above. If the 
flame is assumed adiabatic, temperature over-prediction of 
a few hundred Kelvin yields over an order of magnitude 
higher soot concentration. Second, earlier simplifications 
of the complete model have attempted to include the effect 
of radiation by assuming a fixed level of loss and perturbing 
the associated flamelets [1], Moreover, such an approach 
produces a poor representation of soot distribution since 
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losses are significantly under-predicted in some regions and 
over-predicted in others. A better compromise between 
accuracy and computational cost is facilitated by employing 
only one of the bracketing flamelets in the evaluation of 
soot source terms, instead of applying a full interpolation 
procedure from the accompanying enthalpy flamelets and 
shared enthalpy field. The final point concerns the degree 
of accuracy employed in the calculation of radiative loss. 
Since the weighted sum of gray gases solution described 
above provides some representation of the non-gray char- 
acter of thermal radiation, it is to be preferred to more 
approximate methods which do not, and which fail to cap- 

ture the path length variation of radiative intensity. How- 
ever, these differences tend to decrease as the soot loading 
increases [2]. 
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For the validation of detailed chemical models for soot formation, and for their application to turbulent 
flames, 2-D measuring techniques are necessary to derive locally resolved soot volume fractions, particle 
sizes, and number densities. In one-dimensional laminar flames, these particle properties are derived from 
Rayleigh-scattering/extinction techniques. The extinction technique, as a line-of-sight method, is not ap- 
propriate for investigation of three-dimensional, nonstationary, turbulent systems. Therefore, for turbulent 
flames, other measuring techniques have to be developed that can be employed in combination with, for 
example, Rayleigh scattering. 

One technique that has been applied to obtain soot volume fractions in laminar flames is Laser-Induced 
Incandescence (LII) [1]. The major task in applying this technique is to clarify in which way the relative 
LII signals should be calibrated to yield absolute soot volume fractions. In this work, the LII technique is 
investigated systematically in laminar, premixed, ethyne/argon/oxygen flames using a pulsed, high-power 
Nd:YAG laser. Therefore, the LII signals are compared with soot volume fractions obtained using extinc- 

tion. 
The systematic investigation of the LII technique under different detection conditions (camera gate 

width and gate delay times) shows that there are inconsistencies between calibrated LII signals and soot 
volume fractions from extinction. The aim of this work is to explain these inconsistencies by a numerical 
simulation of the LII signal, based on mass and energy balance equations of the heated soot particles for 
different flame conditions. Additionally, a sensitivity analysis with respect to different parameters of the 
balance equation is performed. The results indicate that geometric irregularities of the soot particles 
probably have to be taken into account for correct prediction of soot volume fractions using LII. 

Introduction soot volume fractions, particle sizes, and number 
densities locally resolved in turbulent systems is the 

The formation of soot, that is, the conversion of a simultaneous application of LII and Rayleigh scat- 
hydrocarbon fuel molecule containing a few carbon tering. 
atoms into a carbonaceous agglomerate of some mil- Numerous works on the LII technique have dem- 
lions of carbon atoms is an extremely complicated onstrated its applicability for obtaining spatially re- 
process. To control the emission of soot from real solved soot volume fractions [1-4]. In this technique, 
(turbulent) combustion systems, the understanding the soot particles are exposed to high laser fluxes. As 
of the formation and oxidation of soot is necessary. a consequence, they partially evaporate and emit 
On the basis of this understanding, detailed models thermal radiation. The soot volume fractions in lam- 
may be developed that can be used to predict and inar flames are obtained by calibrating the LII sig- 
control soot formation. For the development and nals against the soot volume fractions obtained by 
validation of models for soot formation and oxidation other methods, for example, extinction. Published 
soot volume fractions, particle number densities and experimental results also show that with LII, the soot 
particle sizes must be known. To measure these volume fractions are sometimes underestimated 
quantities in turbulent systems, a locally resolving 2- compared with soot volume fractions obtained using 
D measuring technique is necessary. From extinc- extinction. 
tion, only line-of-sight averaged soot volume frac- The aim of this work was to investigate the influ- 
tions can be obtained. One possibility for measuring ence of particle properties on the LII signals. There- 

2387 
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TABLE 1 
Flow rates of the flames 

Flame Ar o2 C2H2 C/O 

1 200 60.6 72.7 1.2 
2 •      200 59.2 74.1 1.25 
3 200 57.9 75.4 1.3 

fore, the experimental LII signals from laminar, pre- 
mixed, sooting flames for different detection 
conditions such as gate width and gate delay time of 
the intensified CCD camera were compared with 
theoretical calculations. 

Experimental Setup 

Three laminar, premixed, moderately sooting, flat, 
ethyne/argon/oxygen flames were investigated. In 
order to increase the spatial resolution of the flame 
zones, the flames burned at a pressure of 12 kPa. 
The flames were stabilized on a flat flame burner 
with a diameter of 80 mm. The flames data is listed 
in Table 1 (flow rates are given in LN/h). 

The absolute soot volume fractions of these flames 
were obtained by extinction measurements with a 
continuous wave Ar+ laser at 488 nm. A photomul- 
tiplier was used for the determination of the extinc- 
tion. Absorption by molecular absorbers contributes 
very little at that wavelength and under these exper- 
imental conditions. Soot volume fractions are ob- 
tained from extinction using 

- /cPvf * d (i) 

where I0 and I are the intensities of the incident and 
attenuated light, respectively, and d is the length of 
the optical path. For small particles (r<^.X), the soot 
volume fraction^y can be derived from equation 2. 
Herein, m is the complex refractive index of the soot 
particles, X the wavelength, NT the particle number 
density, and P(r) the particle size distribution [5] as 
given by 

/v 6n 
■Im 

+ 2, 
■N- ■i r*-P(r)-dr     (2) 

In addition to extinction, Rayleigh-scattering also 
was measured to obtain mean particle radii neces- 
sary for the calculation of the spectral response 
function. The technique used and the evaluation of 
the scattering measurements are described in detail 
in Ref. 14. 

For the LII measurements, a pulsed, frequency- 

doubled Nd:YAG laser (Xexc = 532 nm, FWHM = 
10 ns) was used. The laser beam diameter is limited 
by an aperture of 1.5 mm, and the laser flux is varied 
by changing the amplifier capacitor voltage and/or 
inserting a meshed grid. The laser intensity normally 
used was 5 • 107 W/cm2, where the LII signal is very 
insensitive to fluctuations in the laser power [1]. The 
incandescence signal was collected at 90° to the di- 
rection of the laser beam and imaged onto the en- 
trance slit of a spectrograph. The resulting spectrum 
was detected by an image-intensified CCD camera. 
The camera was used in a one-dimensional mode by 
binning all sensor elements of the chip perpendic- 
ular to the wavelength axis. Different gate delays 
with respect to the laser pulse and gate widths can 
be adjusted at the camera. By setting a delay of ap- 
proximately 90 ns, interferences from PAH fluores- 
cence and laser-induced fluorescence of C2 and Ray- 
leigh scattering are avoided, because of the long 
lifetime of LII in comparison with the other laser- 
induced signals. For each height above the burner, 
300 single spectra were obtained and averaged. The 
averaged spectra of the flame luminosity were ob- 
tained in the same way without illuminating the 
flame with the laser beam. The raw LII spectra were 
corrected with the spectra from thermal radiation. 

Theoretical Basis of Laser-Induced 
Incandescence 

When soot particles are exposed to high laser 
fluxes («*107 W/cm2), their temperatures rise rapidly 
as a consequence of absorbed laser energy. A first 
mathematical description of this process, based on 
energy and mass balances has been provided by Eck- 
breth [6]. Melton [7] has summarized the results of 
this theory for a single particle such that 

Kabs(r)q 
a(T - T0)      4AHV 

Gl W„ 
pvuv 

4 dT\     . 
- <7rad - 3 PsCp,sr — I TTH = 0     (3) 

The individual terms of the equation are the ab- 
sorbed laser power, the energy loss by heat transfer 
to the medium, the energy consumed by vaporiza- 
tion of soot, the energy emitted by thermal radiation, 
and the internal temperature rise. The meaning of 
each symbol is described in the Nomenclature sec- 
tion. 

As proposed by Tien et al. [13], the complex re- 
fractive index m = 1.9 — 0.55i is appropriate for 
the emitted wavelength of the frequency-doubled 
Nd:YAG laser. For small particles, Kaj,s can be 
calculated from K^s = C&Jnr2 «* C^nr2 = — 8n/ 
Aexc r ■ Im ((m2 — l)/(m2 + 2)}. To obtain T(t), equa- 
tion 3 is numerically integrated using a Runge-Kutta 
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FIG. 1. LII signals from soot particles in a premixed, 
acetylene/argon/oxygen flames (C/O ratio 1.25) at 11 mm 
above the burner, as a function of gate delay (gate width, 
40 ns). 

method for a particular choice of the excitation 
wavelength Xexc,q and T0. 

Similarly to Melton [7], for small particles (iCabs «= 
Kext) a spectral response function R(r, t, q, T, T0, Ta, 
Xem) is derived with the help of the Planck-radiation 
formula with an emission wavelength Xem and the 
ambient temperature 'a. Considering a log-normal 
particle size distribution of the soot particles [14], 
P(r), with a mean particle radius rm and a standard 
deviation a = 0.34, the temporal evolution of the 
spectral response function for a particle size distri- 
bution is given by 

]{t, q, Xem) f JVT-P(r) 

■R(r,t,q,T,T0,Ta,Xem)-dr     (4) 

(4m, t) 
NT-(2-7i3)0*-c2-h 

X j[  KabsUem,r)-r 

[In r — In rm]2 

X exp 
2-<72 

exp 
h- 

Xem-k-T(t) 

exp 
h- 

^•pm * & ' * !\ 

(5) 

In the calculation, a change in the particle radius 
during the exposure to the laser pulse is not consid- 
ered because the effected changes are small. Finally, 
the detected LII signal lLII is obtained by 

Iui = ^ ](t, q, Xem)dt (6) 

where t\ is the gate delay of the camera with respect 
to the laser pulse, and t2 — t\ is the gate width of 
the camera. 

Results and Discussion 

Temporal Shape of the LII Signal 

In Fig. 1, the LII signal for flame 2 at 11 mm 
above the burner is plotted as a function of the gate 
delay for different detection wavelengths (Xem = 
400, 450, 500, 550, and 600 nm). The gate width of 
the camera was 40 ns. The delay was varied in steps 
of 10, 20, and 50 ns, respectively, up to 500 ns. An 
approximately exponential decay of the LII signal 
with increasing gate delay can be observed, which is 
typical for the cooling of soot particles. 

LII Spectra for Different Detection Gates 

LII spectra of flame 1 for different heights above 
the burner are shown in Fig. 2 and Fig. 3, respec- 
tively, for two different gate widths: 80 and 500 ns. 
In both cases, a gate delay of 110 ns was chosen. The 
decrease of the LII signal at larger wavelengths 
(2em > 570 nm) is an artifact caused by the decreas- 
ing spectral sensitivity of the detection system. For 
a gate width of 80 ns, Swan band emissions of C2 

radicals at 472 and 516 nm [15] are detected for 
nearly all heights above the burner. With increasing 
gate width, the signals from the Swan band emis- 
sions, in comparison to the LII signal, are weaker, 
and at a gate width of 500 ns the signals from the 
emission of the radicals nearly vanish, according to 
the shorter lifetime of C2 radicals in comparison to 
the LII signal. The profiles of the spectrally resolved 
LII signals are similar for all heights above the 
burner, although the mean particle radii increase 
from about 1.9 nm at 5 mm above the burner to 
about 15.9 nm at 60 mm above the burner. 

LII Signals as a Function of Height 
above the Burner 

In Fig. 4, the soot volume fractions of flames 1, 2, 
and 3 are given as a function of the height above the 
burner for different detection wavelengths. The LII 
signals were detected with a gate delay of 90 ns and 
a gate width of 250 ns. The LII signals for each flame 
differing in the C/O ratio are converted to absolute 
soot volume fractions by single-point calibration, 
with the soot volume fractions obtained from extinc- 
tion measurements at 11 mm above the burner. 

For flame 1, agreement between soot volume frac- 
tions obtained from calibrated LII and extinction 
measurements can be found accidentally, whereas 
for flame 2, the soot volume fractions are underes- 
timated using calibrated LII measurements at 
greater heights above the burner. In flame 3, the LII 
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FIG. 2. LII spectrum of flame 1 at 
different heights above the burner, 
gate delay 110 ns, gate width 80 ns. 
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FIG. 3. LII spectrum of flame 1 at 

different heights above the burner, 
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ent C/O ratios (1.2, 1.25, 1.3), gate 
width 250 ns, gate delay 90 ns, cali- 
bration point 11 mm above the 
burner. 
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FIG. 5. Comparison of soot volume fractions obtained 
from measured and calculated LII signals for flames 1, 2, 
and 3 at 500 nm detection wavelength. 
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FIG. 6. Soot volume fractions from extinction, measured, 
and calculated LII signals, evaluated with constant and 
variable refractive index for the flame 1 at 500 nm detec- 
tion wavelength. 

measurements lead to even larger soot volume frac- 
tions between 15 and 40 mm above the burner, com- 
pared with the extinction measurements. For other 
gate delays and/or gate widths, similar discrepancies 
between the LII-estimated soot volume fractions 
and those obtained by extinction measurements also 
occur for flame 1. Because the extinction of the laser 
light is only a few percent, these discrepancies can- 
not be explained by absorption of the LII signal in 
the sooting flame. 

Clearly, different detection wavelengths do not 
significantly influence the profiles of the LII signal's 
dependence on height above the burner. Even an 
evaluation of the soot volume fraction from the LII 
spectra at Xem = 516 nm (including C2 fluorescence 
emission) does not change the profiles. The deter- 
mination of soot volume fractions from calibrated 
LII signals detected with other gate delays and gate 
widths does not produce a better agreement be- 
tween both techniques. Calibration of the LII signals 
with soot volume fractions derived using extinction 
at other heights would shift the soot volume fractions 

in their relative position, however, would not elimi- 
nate the systematic discrepancies. The calibration 
point was chosen because the soot particles in the 
investigated flame at this height meet the assump- 
tions inherent in the calculations of the LII signal 
reasonably, as described later. 

Comparison between Calculated and Experimental 
LII Signals 

In order to compare theoretical with experimental 
LII signals, equation 6 has to be integrated using the 
chosen detection conditions and particle properties. 
In Fig. 5, a comparison between soot volume frac- 
tions obtained from measured and calculated LII 
signals at Aem = 500 nm is given. The measured 
(open symbols) and the calculated (filled symbols) 
values are calibrated with the corresponding soot 
volume fractions obtained from extinction measure- 
ments at 11 mm above the burner. The final soot 
volume fractions obtained from the calculations are 
approximately a factor of 2 larger than the values 
obtained from experiments. Even the slopes of the 
calculated and measured profiles are different. 

Influence of a Variable Refractive Index on the 
Calculated LII Profile 

The differences between calculated and measured 
LII signals could possibly be attributed to a change 
in the refractive index m with increasing particle size 
(increasing "age" of the particles) [13,14,16]. Con- 
sequently, equations 3 and 5 have been solved for 
flame 1 considering a variable refractive index. Mean 
radii of fm = 3.0 nm and fnl = 15.9 nm were de- 
termined by Rayleigh scattering experiments in the 
investigated flame at 7 mm and 60 mm above the 
burner, respectively. The refractive index m for the 
different particle diameters has been assumed to 
vary from m = 1.37 - 0.41i to m = 1.79 - 0.74i. 
The extinction measurements were also evaluated 
using a variable refractive index. 

In Fig. 6, soot volume fractions obtained using ex- 
tinction, from calculated LII signals at Xem = 500 
nm and from LII measurements (gate delay, 110 ns; 
gate width, 250 ns) at 2em = 500 nm are shown. The 
profiles of the soot volume fraction from the calcu- 
lated LII signals is not significantly affected when 
using a constant (o) index of refraction or a variable 
(•) one. Changing the refractive index influences the 
absorption efficiency Kahs, the mean particle radius 
fm, and the number density NT in a way that the 
effects were approximately compensated for in 
equations 3-5. 

Influence of Nonspherical Varticles on the 
Calculated LII Profile 

In order to evaluate the influence of nonspherical 
particles on the LII signal profile, a change in the 
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FIG. 7. TEM images of soot par- 
ticles from flame 1 at different 
heights above the burner. 
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FIG. 8. Comparison of soot volume fractions obtained 
using extinction, measured, and calculated LII signals with 
emphasis on spheres and ellipsoids for flame 1 at 500 nm 
detection wavelength. 
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FIG. 9. Resulting changes in the soot volume fraction/v 

when varying the terms of equation 3 for flame 1 at 11 mm 
above the burner and 500 nm detection wavelength. 

structure of the soot particles from spheres to ellip- 
soids with increasing height above the burner was 
taken into account [17] when solving the equations 
3-5. From transmission electron microscopy (TEM) 
images, it is clear that coagulation and surface 
growth reactions of soot particles may lead to a 
change in particle shape from spheres to ellipsoids 
[14]. Fig. 7 shows TEM images of soot particles from 
flame 1 at different heights above the burner, where 
this change of the particle shape (dark area) is clear. 

In Fig. 8, the soot volume fractions obtained from 
extinction, measured and calculated LII signals are 
shown. The calculation of the LII signals are carried 
out for spheres and ellipsoides with an increasing 
axis ratio, which is deduced from the TEM images.. 

The axis ratio affects all terms in equation 3, for 
example, the aspect ratio for absorption, the absorp- 
tion efficiency as given by the Mie theory, and the 
heat transfer and the heat accumulation term; the 
latter term depends on the volume of the particle 
and, therefore, to a higher power on the aspect ratio 
(see later). The change in the axis ratio in Fig. 8 is 
indicated by the solid line. A variation in the shape 
of the particle has a strong influence on the temper- 
ature T(t) and the spectral response function J(t). 
Therefore, the LII signal and the soot volume frac- 
tion profile are seriously affected. The calculated LII 
profiles for ellipsoids with varying axis ratios are in 
better agreement with the LII measurements than 
the profiles for spheres. All parameters entering 
equations 3-5 are estimated on the basis of the best 
available data, that is, the composition of the gas 
phase, flame temperature, and experimental results 
for the particle properties in the investigated flames. 

For the ellipsoides, the corresponding K^ has 
been calculated in the following way: on condition 
that the volume of a spherical particle is identical 
with that of the rotational ellipsoid, the projection 
area of the ellipsoid is calculated for a statistical ori- 
entation of the nonspherical particle with respect to 
the propagation of the laser beam [17]. By this, a 
projection averaged radius for a spherical particle 
equivalent to the ellipsoid can then be calculated. 
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Simulation of Changes in the Particle Properties 

During the heating of the particles by the laser 
pulse, partial evaporation and subsequent cooling 
may alter the particle properties, for example, the 
refractive index and density. To simulate changes in 
these properties affecting the energy and mass bal- 
ance of the heated particles, the individual terms of 
equation 3 (thermal radiation, vaporization, heat 
transfer, and internal temperature rise) were de- 
creased and increased by 20 and 10%, respectively. 
Figure 9 indicates the relative change of the soot 
volume fraction at 11 mm above the burner for flame 
1, when reducing or increasing each term of equa- 
tion 3. The maximum relative change is caused by 
varying the term of enthalpy accumulation (internal 
temperature rise). All terms in the heat balance 
equation 3 except the internal temperature rise in- 
clude the surface area of the particle. These terms 
are affected by the aspect ratio of statistically ori- 
ented, nonregular particles (ellipsoids). The internal 
temperature rise term depends on the volume of the 
particle. When dividing the heat balance equation 
by the surface area, only the internal temperature 
rise term remains dependent on particle size or pa- 
rameters that describe the particle shape. Therefore, 
a change in the internal temperature rise term gives 
the largest relative change in the soot volume frac- 
tions when varying particle shape. A small variation 
in the particle shape as observed in the investigated 
flames may result in large deviations between the 
calculated and measured LII signals. 

Conclusions 

Laser-induced incandescence of soot particles in 
premixed, flat, laminar, ethyne/oxygen/argon flames 
has been investigated systematically by varying the 
detection conditions of the optical system. The LII 
signals were converted to soot volume fraction by 
single-point calibration using the data from extinc- 
tion measurements. 

The results exhibit some discrepancies between 
the profiles of soot volume fractions obtained by LII 
and those from extinction measurements. To under- 
stand these discrepancies, the LII signals were cal- 
culated based on mass and energy balances of the 
heated soot particles. 

The final soot volume fraction profiles obtained 
from the calculated LII signals are about a factor of 
2 larger than those obtained from extinction mea- 
surements. Changing the refractive index or the ra- 
diative properties for calculating the LII signals gives 
only small variations in the calculated LII signal. 
Taking a change of the particle shape from spheres 
to ellipsoids into account, a much better agreement 
between the profiles of the soot volume fractions 
from calculated LII signals and measured LII signals 
is achieved. 

A sensitivity analysis of the heat balance of the 
particles shows that the internal enthalpy accumu- 
lation is the most important term in the heat balance. 
This is most sensitive to changes in the particle 
shape. 

Nomenclature 

Kal)s Mie absorption efficiency 
r soot particle radius 
q laser intensity 
fca thermal conductivity [8] 
T particle temperature 
T0 ambient flame temperature 
X mean free path 
G geometry-dependent heat transfer factor [9] 
AHV vaporization heat of carbon [10] 
Wv molecular weight of carbon vapor 
pv density of carbon vapor [11] 
Uv vapor velocity 
qmA thermal radiation intensity 
ps density of solid carbon [12] 
Cps specific heat of carbon [10] 
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COMMENTS 

Kermit C. Smyth, NIST, USA. I have questions in three 
areas: First, the model calculations are confusing, in that 
you conclude that the internal enthalpy accumulation term 
is sensitive to particle shape. However, the internal tem- 
perature rise is due to volume absorption. In the small- 
particle Rayleigh limit, the particle shape is irrelevant. 

Second, the data presented in Fig. 4 were obtained with 
a detector delay of 90 ns, which strongly biases the mea- 
surements in favor of larger particles [1]. However, the 
differences between the extinction results and the LII mea- 
surements do not follow a consistent trend with increasing 
C/O ratio (and presumably increasing primary particle 
size). Can your analysis explain these results? A single cal- 
ibration between the LII and extinction data would give a 
more meaningful comparison between the measurements 
and would better establish relative trends. 

Finally, for your calibration point at H = 11 mm, the 
soot volume fraction is relatively low (2-A X 10 "8) for the 
three flames under investigation. Have you accounted for 
the contribution of molecular absorbers when using 488 
nm radiation for the extinction measurements? Many in- 
vestigators have observed PAH fluorescence in sooting pre- 
mixed flames at this excitation wavelength [2]. Did you 
cany out measurements to verify that the profile of the soot 
volume is flat at all heights in your low-pressure flames? 
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1. Ni, T, Pinson, J. A., Gupta, S., and Santoro, R. J„ Appl. 
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Author's Reply. Considering Eq. (3), all terms except the 
accumulation term, which depends on particle volume, de- 
pend on the surface or aspect ratio of the particle, respec- 
tively. Variations of the surface to volume ratio, e.g. caused 
by changes in the particle shape, affect the accumulation 
term most. 

The main result of the study is that the present theo- 
retical interpretation of the measured Lll-signals has some 
drawbacks that have to be eliminated in future applications 

of the LII technique. From that, one single calibration of 
the LII measurements would have elucidated the general 
trends better than a calibration within each flame at 11 mm 
high above the burner. The best calibration point in the 
single flames would be a similar "chemical" state of the soot 
particles in the different flames that depends on the burn- 
ing conditions. 

We measured depolarisation of the scattered light at 488 
nm and possible fluorescence at other wavelengths. Polar- 
isation was about 99.5% and fluorescence was negligible 
under the prevailing conditions. From that we can con- 
clude, that the concentration of PAH (most of the PAH 
show fluorescence) is in a range that the measurements are 
biased negligibly by absorption under the prevailing con- 
ditions. The profiles of soot volume fractions are flat in the 
investigated flames as could be demonstrated by two- 
dimensional scattering measurements. 

David A. Everest, NIST, USA. The detection scheme 
used, long delay and wide gate, yields a signal that is highly 
dependent on the effective primary particle radius (vol- 
ume/area) and will selectively detect particles with larger 
effective radii. What is the particle size that you are most 
efficiently detecting? Is there a detection scheme that 
would be independent of the particle radius? 

Figure 7 indicates possible changes in soot shapes for 
flame 1; however, the experimental data is in excellent 
agreement with your extinction measurements. Is it pos- 
sible that the effective primary particle radius (volume/ 
area) in flame 1 does not change much from the radius at 
the calibration height? What is the variation in particle size 
in each of the three flames? 

In flames 2 and 3, the calibration is made earlier in the 
particle development than in flame 1, which will result to 
larger changes of the primary particle size from the cali- 
bration point. Detection with a delayed gain gives an LII 
signal dependence upon particle diameter greater than cu- 
bic, thus overestimating the soot volume fraction at higher 
heights. Does this explain the results of flame 3? How 
would the modeling analysis for non-spherical particles af- 
fect the comparisons for flames 2 and 3? 

Author's Reply. Soot particles in premixed flames exhibit 
a particle size distribution which can be approximated best 
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by a log-normal size distribution. In calculating the LII- 
signals we used this kind of size distribution. It is right, that 
smaller particles are detected better with smaller delays. 
However, the principal deviations between measured and 
calculated LII-signals have been present for all the differ- 
ent detection conditions we applied. 

The particle radii at 5 mm height above the burner 
amount to approximately 2 nm. They increase to about 20 
nm at a large height above the burner. Conditions in the 
different flames differ not so much that the history of the 
primary particles would be such different. 

It is right that the best calibration point in the single 

flames would be a similar "chemical" state of the soot par- 
ticles in the different flames. Soot volume fraction profiles 
from extinction and LII clearly show that the two tech- 
niques give different slopes of the profiles at small heights 
above the burner and large heights, respectively. Thus 
agreement of the profiles can be forced by shifting the 
point of calibration. The main result of the study is, how- 
ever, that the measured LII-signals cannot be interpreted 
with the present approach for the heat balance of the par- 
ticles unless a change in the structure of the particles is 
accounted for. This affects the particles in all of the inves- 
tigated flames. 
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Normal-gravity soot volume fraction (fj) measurements performed for combustion of single toluene 
droplets under atmospheric and reduced pressures are presented. Because of the transient nature of the 
flame and the sooting region, a full-field light extinction/tomographic inversion technique was used. The 
reduction in sooting as a function of pressure was assessed by using the maximum soot volume fraction at 
various axial positions above the droplet. The maximum soot volume fraction was reduced by 70% when 
the pressure was reduced from 1 to 0.4 atm. The observed variation in sooting cannot be attributed solely 
to the changes in the adiabatic flame temperature (caused by reductions in pressure). The variations in 
residence time in the changing flow configurations caused by reductions in the system Grashof number 
also contribute to the reduction in sooting. 

The gravimetrically measured soot yield was also compared to the optical measurements of/„ to deter- 
mine the existence of a correlation between the two techniques. The total soot yield was proportional to 
the maximum/,, and displayed the same linear variation when the pressure was reduced. Therefore, the 
nonintrusive light extinction measurements can be calibrated (with the gravimetric measurements) to not 
only provide/ within the flame (which is important for radiation characterization and soot/flame structure 
analysis) but to simultaneously measure the total particulate emission through the open-tipped flames 
(which is important in assessing the environmental impact of hazardous droplet combustion). 

Introduction 

In many normal-gravity droplet combustion stud- 
ies, significant soot formation and emission have 
been encountered [1-9]. The degree of sooting was 
found to be influenced strongly by the fuel chemical 
structure [2,7,10]. Practical combustors that use 
sooty fuels require increased hardware maintenance 
and innovative strategies to reduce pollutant emis- 
sion to the environment. Many of the important 
characteristics of droplets burning under normal- 
gravity conditions are also sensitive to the soot con- 
centrations within the flame [2,7,10,11]. Therefore, 
to understand the process of soot formation and de- 
struction in droplet combustion, it is necessary to 
obtain accurate soot concentration measurements 
within the flame [7]. 

The most common diagnostic technique for soot 
measurement in normal gravity is direct bulk sam- 
pling in which soot is collected on fiber filters and 
then weighed to determine the mass. Using this 
technique, Kadota and co-workers [1] demonstrated 
that the mass of the emitted soot increases as a func- 
tion of pressure (for experiments performed from 
0.1 to 1 MPa) for various hydrocarbon fuel droplets. 
Similarly, Nakanishi and co-workers [2] demon- 
strated that there was a limiting level of forced con- 

vection (which was a function of the initial fuel struc- 
ture and ambient air temperature) that produced 
nearly soot-free burning conditions. Although direct 
sampling has proven to be a useful diagnostic tool, 
it becomes cumbersome to perform and requires re- 
peated experiments to produce enough mass for de- 
tection using conventional scales. Furthermore, 
droplet flames exhibit dynamic behavior (due to the 
changes in the droplet and flame dimensions as 
burning progresses), resulting in transient influences 
by the soot within the flame on the burning char- 
acteristics. These transient behaviors cannot be cap- 
tured by a bulk measurement technique such as di- 
rect sampling. Therefore, alternate methods that can 
provide temporal and spatial resolution of the soot 
structure bear consideration [7,12-14]. 

Kadota and Hiroyasu [3] first measured soot con- 
centrations in droplet flames using nonintrusive op- 
tical techniques under normal-gravity conditions. In 
their study, light scattering/extinction measurements 
were performed using porous spheres and sus- 
pended droplets. They assumed that the soot parti- 
cles exhibited constant optical and physical proper- 
ties and that therefore the resulting scattered light 
measurements were equated to the concentration of 
soot. However, it is likely that, depending on the 
time-temperature histories experienced by the soot 
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FIG. 1. Schematic of the full-field light extinction and gravimetric sampling apparatus. Displays the orientation of the 
suspending quartz filament. 

particles, differences in the physical and optical 
properties of the soot particles may occur as a func- 
tion of time and location within the flame. This can 
significantly compromise their assumptions. In ad- 
dition, light extinction measurements were per- 
formed at a fixed location below the droplet and the 
radial variation was deduced by assuming that the 
regressing flame maintained constant spherical 
structure. This approach will produce unrealistic re- 
sults in the region above the droplet (where most of 
the soot is present) where it displays both spatial and 
temporal variations. 

The transient nature of droplet flames requires di- 
agnostic techniques that can instantaneously survey 
the entire soot field for analysis. Recently, Vander 
Wal and co-workers [12,13] and Gupta and co-work- 
ers [14] performed two-dimensional laser-induced 
incandescence (LII) measurements to obtain tem- 
porally and spatially resolved soot volume fractions, 
/„, for isolated droplet flames. The advantage of us- 
ing this technique is that soot concentration is pro- 
portional to the intensity of the incandescence that 
results from the rapid heating of soot by a high- 
power, short-duration laser. However, obtaining 
quantitative values requires accurate calibration us- 
ing an independent technique such as gravimetric 
methods [15]. 

The motivation for the present work is to apply a 
nonintrusive full-field light extinction technique to 
measure the/„ distributions for single droplets that 
can provide insights regarding the structure of the 
transient sooting region [16]. (Greenberg, Griffin, 
and Ku first used this technique to measure soot 
concentrations in laminar gas-jet diffusion flames in 
microgravity [17-19].) Experiments were performed 
under normal and reduced pressure conditions to 
measure accurately the reductions that can be 
caused by modification of the flame structure and 
adiabatic flame temperature. Another aspect of this 
work is to combine the previously mentioned optical 
technique with the gravimetric sampling of the soot 
mass to determine the correlation between the soot 
volume fraction and soot yield measurements. Such 
a correlation can improve the usefulness of the light 
extinction technique for not only providing detailed 
information regarding the sooting region (within the 
flame) but also for simultaneously measuring the 
soot yield nonintrusively. 

Experimental Description 

Figure 1 displays the schematic of the experimen- 
tal apparatus. The 121 combustion chamber is made 
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FIG. 2. Photograph of a background and sooting image 
of toluene burning in 0.5-atm air. 

of stainless steel and provides three ports for optical 
access. Light from a 10-mW HeNe laser, operating 
at 632.8 nm, is first passed through a variable neutral 
density filter (to maximize the laser intensity without 
causing saturation) and expanded using a Newport 
LC-V expander/collimator to produce a 50-mm-di- 
ameter beam. The beam is directed through oppos- 
ing optical ports (each fitted with 51-mm-diameter 
quartz windows) of the chamber. The transmitted 
beam is then imaged through a second spatial filter 
using a high-resolution CCD camera. Image quality 
interference filter and a neutral density filter (o.d. 
3.0) are placed directly in front of the camera to 
discriminate against flame and stray emissions. The 
video output from the camera is saved directly onto 
an S-VHS recorder at 30 frames/s. 

For each experiment, 5.0 ßL of fuel was deposited 
on a bead that was formed at the end of the sus- 
pending quartz fiber (fiber diameter is approxi- 
mately 150 /im) using a hypodermic needle. The 
unique orientation of the fiber as shown in inset A 
in Fig. 1 was designed to minimize interactions with 
the flame. The droplet was ignited using two oppos- 
ing stationary electrodes that were positioned suffi- 

ciently far from the droplet to prevent interactions 
with the flame. 

The recorded image was then digitized frame by 
frame using a high-resolution (512 X 480 pixels) 
data acquisition board. Figure 2a displays the image 
of the expanded laser beam acquired by the camera 
before ignition. The two horizontal lines (at the bot- 
tom) are the ignition wires, and the diagonally ori- 
ented object is the quartz fiber. At each pixel location 
shown in Fig. 2a, the gray level was converted to 
intensity (the output of the detection system was cal- 
ibrated by using various neutral density filters). The 
use of a single background image (to obtain the in- 
cident laser intensity distribution) was sufficient for 
the entire duration of the experiment since the laser/ 
detection system was very stable with an rms fluc- 
tuation of the measured light intensity less than 0.5% 
of the total magnitude of the intensity. 

The gravimetric experiments were performed by 
sampling the soot emitted from the open-tip flame. 
The sampling probe consisted of a 25.4-cm-Iong, 13- 
mm-i.d. stainless steel tube fitted to a stainless steel 
47-mm Gelman filter assembly. Teflon filters with a 
collection efficiency greater than 99% for particles 
larger than 0.1 /im were used [20]. The flow through 
the filter assembly was regulated and held constant 
with a mass flow controller. Detailed descriptions of 
this technique can be found in Ref. 15. 

Light Extinction Soot Volume Fraction 
Measurements 

Figure 2b displays the photograph of a burning 
toluene droplet in reduced-pressure air at 0.5 atm 
at t = 1.0 s. The dark region showing axisymmetric 
characteristics corresponds to locations where soot 
particles are present. Figure 3a depicts the intensity 
ratio distribution (calculated by dividing the inten- 
sity at each pixel location in the region bounded with 
the white box in Fig. 2b by the intensities along the 
corresponding region in Fig. 2a). The background 
and soot-containing images were first filtered using 
a 3 X 3 pixel mean filter and then averaged using a 
moving 5-pt operator along the radial direction at 
each axial height. A third-order curve-fitting proce- 
dure was used to determine the center at each ver- 
tical position, and the intensity ratios calculated on 
either side of the center were then averaged [16]. 
The intensity ratio distribution (which corresponds 
to the line of sight transmittance) shown in Fig. 3a 
was used to determine the soot volume fraction 
along each vertical location by applying a 3-pt Abel 
inversion [16,21]. The soot extinction constant used 
in this study was determined from a light extinction/ 
gravimetric calibration technique [22]. A full-field 
deconvolution algorithm that can analyze the two- 
dimensional images (spatial resolution up to 480 X 
512 pixels) was used to calculate the entire/„ distri- 
bution simultaneously. 
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FIG. 3. (a) Two-dimensional intensity ratio distribution 
for toluene droplet burning in 0.5-atm air (1 s after igni- 
tion), (b) Two-dimensional soot volume fraction distribu- 
tion for toluene droplet burning in 0.5-atm air (1 s after 
ignition). 

FIG. 4. Two-dimensional soot volume fraction distribu- 
tions for toluene droplet burning in 0.4- and 1.0-atm air (1 
s after ignition). 

Figure 3a displays the intensity ratio plot for a tol- 
uene droplet burning in air at a reduced pressure of 
0.5 atm at 1.0 s after ignition. The deconvolved/,, 
distributions using the previously mentioned tech- 
nique are shown in Fig. 3b. The soot volume frac- 
tions at each axial location increase as a function of 

radial position (away from the centerline) until they 
reach a maximum value at the annular regions (cor- 
responding to the location of maximum/), which 
are just inside the luminous boundaries of the flame 
[14]. Along the annular region,/ also increases con- 
tinuously as a function of axial position. Because of 
the limited field of view (approximately 26 mm in 
our experiment), the extent of the sooting region was 
beyond the measurement volume (as shown in Fig. 
2a, significant concentrations of soot were emitted 
through the open-tipped flame). The region contain- 
ing the bulk of the soot concentrations (annular re- 
gion) within the region of analysis is, however, very 
narrow, which agrees with previous measurements 
of the structure of the sooting regions for both gas- 
eous and liquid buoyancy-dominated flames under 
normal gravity [12-14,23], Similar distributions 
measured at various times during the burning pro- 
cess indicate that the maximum soot volume frac- 
tion, /,max, increases slightly as a function of time 
until quasi-steady-state conditions are attained and 
then rapidly decreases because of the reductions in 
the droplet size with attendant decrease in the flame 
size. 

Pressure Reduction Effects 

The control of soot formation and emission during 
droplet combustion is important for many practical 
applications related to hardware maintenance and 
environmental concerns. The variation of the ambi- 
ent pressure as an effective parameter to reduce 
sooting in diffusion flames was first reported by 
Parker and Wolfhard [24]. Milberg [25] observed a 
linear dependence of the sooting rate as a function 
of pressure for acetylene/air diffusion flames. Using 
pressures of 1.0-2.5 atm, Flower and Bowman [26] 
reported that the soot yield increased approximately 
linearly as a function of pressure for laminar axisym- 
metric ethylene diffusion flames. Previous droplet 
combustion studies have also used pressure reduc- 
tion as an effective technique for producing quasi- 
spherical droplet flames and for controlling soot for- 
mation [7,10,27]. Randolph and Law [7] and Choi 
and co-workers [10] used the spatial extent of the 
luminous flame or the luminosity as an indication of 
the presence of soot to observe that the degree of 
sooting in droplet combustion was affected strongly 
by pressure reductions below 1 atm. However, the 
flame luminosity is most sensitive to the soot con- 
centrations and temperatures just within the enve- 
lope flame and therefore does not provide informa- 
tion regarding the structure of the entire sooting 
region. For these reasons, full-field light extinction 
experiments were performed to determine accu- 
rately the effects of pressure reduction on sooting in 
droplet combustion. 

Figures 4a and 4b display the / distributions 
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FIG. 5. Maximum soot volume fraction measured at spe- 
cific axial positions at various pressures. The gravimetrically 
determined mass of soot per droplet is also plotted. 

measured for toluene droplets burning under vari- 
ous ambient pressures of 1 and 0.4 atm. Using the 
transient measurements of soot volume fraction dis- 
tributions, the image producing the maximum soot 
volume fraction at a height of 28 mm above the 
droplet was chosen at each pressure and analyzed 
for comparison. As the ambient pressure is reduced, 
several changes in the soothing behavior become ob- 
vious. The pressure variation from 1 to 0.4 atm pro- 
duced a 70% reduction in the maximum soot volume 
fraction. It was also evident that the widths of the 
annular region and the luminous region of the flame 
(which were simultaneously measured using the sec- 
ond CCD camera) at each height were enlarged 
while the lengths of the luminous regions were re- 
duced. This variation in the flame structure is caused 
by reductions in the system Grashof number (ratio 
of buoyant to molecular transport) at the lower pres- 
sure [27]. 

Figure 5 shows the/omax at various vertical loca- 
tions above the droplet plotted as a function of the 
ambient pressure from 0.4 to 1.0 atm in 0.1-atm in- 
crements. The maximum soot volume fraction at 
each axial location decreases linearly with reductions 
in the ambient pressure. It is generally regarded that 
the variations in the sooting propensity caused by 
reduced pressure for diffusion flames are associated 
with the lower flame temperatures that lead to a 
slower rate of fuel pyrolysis in the fuel-rich region 
[28]. However, as suggested by the work of Flowers 
and Bowman [26], the variations in flame tempera- 
ture cannot completely account for the observed 
changes in the soot yield. In the present droplet 
study, the/„ max is reduced nearly 70% between 1.0 
and 0.4 atm. However, the difference in the adia- 
batic flame temperature is calculated to be only on 

the order of 30 K [29]. Recent work by Gülder and 
Snelling [30] using laminar diffusion flames predict 
only a 10-15% reduction in the soot volume frac- 
tions for a 30 K change in the adiabatic flame tem- 
perature. Therefore, the effect of temperature vari- 
ation only partially contributes to the reduction in 
the soot concentrations that are observed in this 
study. 

The reduction in ambient pressure can also mod- 
ify the flow configuration with the attendant changes 
in the residence time. The residence time of the fuel 
molecules in the region bounded by the droplet sur- 
face and the flame is proportional to (Ip/Apg)05, 
where I is the characteristic length, p is the density 
of the gas, and g is gravitational acceleration [31]. 
Since the ratio of the density divided by the density 
change is governed primarily by changes in the tem- 
perature (which is not significantly affected by pres- 
sure variations), the residence time formulation can 
be simplified to (l/g)0-5. As the pressure is reduced, 
the resulting smaller characteristic length, I (which 
is estimated in this case to be the luminous height 
of the flame) and increased importance of diffusion 
(caused by pressure reduction) can shorten the res- 
idence time of the fuel molecules within the high- 
temperature region during which pyrolysis and soot 
formation can occur. 

The total particulate mass measurements during 
burning of droplets are important for assessing the 
degree of environmental hazards. Using thefv dis- 
tributions shown in Figs. 4a through 4d, it is possible 
to calculate the mass of soot within the measurement 
volume [14,15]. For sooty fuels such as toluene, ben- 
zene, and chlorinated hydrocarbons, the extent of 
the sooting region is much larger than the optical 
measurement volumes conventionally used 
[12,13,15], as shown in Fig. 2b. Therefore, it is not 
possible to measure the entire extent of the sooting 
region and the corresponding soot contained within 
the measurement volume by using full-field light ex- 
tinction technique. Although the direct sampling 
technique is a viable option for measuring soot yield, 
it may not be suitable for situations in which the 
droplets are burning either in high-temperature and/ 
or corrosive environments (due to degradation of the 
collecting filters) or in space-limited applications 
(such as in microgravity droplet combustion experi- 
ments). Therefore, alternate methods that can be 
used for soot yield measurements are needed. 

Gravimetric Sampling Measurements 

Previously, Randolph and Law [7] observed an im- 
portant correlation between the soot index (mea- 
sured using a sampling probe) and the luminous re- 
gion of the flame for moderately sooting droplet 
flames producing mild soot emission. However, for 
the flames in the present study, large concentrations 
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of soot beyond the open-tip flame (which does not 
emit visible radiation) were apparent. The motiva- 
tion for this phase of the work is to perform gravi- 
metric sampling experiments for comparisons with 
the simultaneous optical measurements to deter- 
mine whether a correlation exists between the two 
measurements. Gravimetric sampling has been used 
extensively for the calibration of various optical tech- 
niques. Choi and co-workers [22,32] determined the 
dimensionless extinction constants for calibration of 
the light extinction technique for various premixed 
and diffusion flames, while Vander Wal and co-work- 
ers [15] calibrated the emission intensity of laser- 
induced incandescence to obtain quantitative soot 
volume fraction information. 

The simultaneous gravimetric sampling and light 
extinction comparison experiments were performed 
using the experimental apparatus shown in Fig. 1 for 
toluene droplets burning under various reduced 
pressures. The entrance of the gravimetric sampling 
probe was placed approximately 50 mm above the 
droplet to eliminate interferences with the burning 
process. Before the experiment, three teflon filters 
were weighed using an electronic scale with 0.01-mg 
accuracy. One of the filters was placed inside the 
sampling assembly, and the other two filters were 
used to scrape the soot collected on the inner walls 
of the probe using a glass plunger (therefore, all of 
the soot emitted from the flame was used for the 
soot yield calculations). Since the mass of soot col- 
lected per droplet can be a small value (at 0.4 atm, 
the collected mass per droplet was only 0.3 mg), the 
soot produced from 20 droplets at each reduced 
pressure was collected. All three filters were then 
placed in a dessicator for approximately 8 h to re- 
move water and other volatile contents before 
weighing. 

Figure 5 also displays the gravimetrically sampled 
soot mass per droplet at various reduced pressures 
for comparisons with the/omax measurements (the 
solid lines are shown only to denote the trends). The 
collected soot emitted through the open-tip flame 
displays a linear relationship with the ambient pres- 
sure and follows the trends observed for/D>max mea- 
surements at each axial position. The correlation 
may be due to the fact that during quasi-steady con- 
ditions that encompass a significant portion of the 
overall burning time, the maximum soot volume 
fraction measured at each time step (separated by 1/ 
30 s) varied by only approximately 10% at each pres- 
sure. Furthermore, the instantaneous mass of soot 
contained within the measurement volume (which 
was calculated by integrating the soot distribution at 
each height along the radius and multiplying by the 
density of soot) remained relatively constant during 
the quasi-steady burning phase. This relationship 
suggests that for a given fuel, the soot mass can be 
estimated by calibrating the light extinction mea- 
surement of/omax with the gravimetric soot mass 

measurements. For example, with the ratio of the 
soot mass and/omax measurements at 1 atm as the 
calibration factor, the soot yield at reduced pressures 
can be predicted using/D max measurements with an 
average deviation of less than 10%. Itis now possible 
to simultaneously measure both the detailed soot 
concentration distribution within the flame and the 
total emitted mass of soot using light extinction mea- 
surements. 

Conclusions 

A full-field light extinction/tomographic inversion 
technique was used to assess the degree of sooting 
in normal-gravity droplet combustion at various am- 
bient pressures. These measurements provided tem- 
porally and spatially resolved structure of the sooting 
region within the flame. The maximum soot volume 
fractions above the droplet displayed a linear varia- 
tion when pressure was reduced. However, these 
variations cannot be attributed solely to the changes 
in the adiabatic flame temperatures (caused by pres- 
sure reductions). The reductions are more likely 
caused by the changing flow configuration and 
shorter residence times for fuel pyrolysis and reac- 
tions leading to soot formation. 

Experiments performed using simultaneous gravi- 
metric sampling and full-field light extinction indi- 
cate a direct relationship between soot volume frac- 
tion and the total soot yield. Soot yield 
measurements performed under reduced pressure 
also displayed linear variation as the optically mea- 
sured soot volume fractions. The calibrated optical 
technique can be used for simultaneously measuring 
the detailed structure of the sooting region within 
the flame and for measuring the total soot emitted 
to the environment nonintrusively. 
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COMMENTS 

Norbert Peters, RWTH Aachen, Germany. Have you or 
do you intend to compare your experiments with kinetic 
calculations? 

Author's Reply. Currently, there is a lack of accurate de- 
scriptions of the effects of sooting and radiation on spher- 
ically-symmetric droplet burning behavior. Comparisons 
with numerical models (which exclude the sooting and ra- 
diation effects) indicate that the measured burning rate and 

flame location are significantly smaller than the predictions 

[1]. 
We intend to use our experimental measurements to cal- 

ibrate a new droplet combustion model [2] based on the 
work of Marchese and Dryer [3] which considered gas- 
phase radiation. In the new model, soot formation, growth 
and accumulation effects will be incorporated by using em- 
pirical formulations. 
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THE REACTION OF PHENOXY RADICALS WITH MONO-CHLOROBENZENE 
AND ITS MEANING FOR GAS-PHASE DIOXIN FORMATION IN 

INCINERATION 

HORST-HENNING GROTHEER AND ROBERT LOUW 

Center for Chemistry and the Environment 
Gorlaeus Laboratories, Leiden University 

P.O. Box 9502, 2300 RA Leiden, The Netherlands 

The reaction of (chlorinated) phenoxy radicals with chlorophenols recently has been discussed as a source 
of gas-phase dioxin formation in incineration. As a surrogate for this reaction, we studied the analogous 
reaction (1) of phenoxy (00) with chlorobenzene (&C\) in a well-stirred reactor between 728 and 984 K. 
The slow combustion of phenol served as a continuous <PO source, and chlorobenzene was used as co- 
fuel. Stable end products and reactants were analyzed by gas chromatography (GC), in particular (PCI, 
dibenzofuran (DF), and diphenylether (<PO&), the direct product of reaction 1. This made it possible to 
measure k, in competition with $0 recombination, reaction (2) for which an overall rate coefficient had 
earlier been established in our laboratory. The Arrhenius parameters for reaction (1) are 

4.8 X 10s L/mol s, E„ 24.5 kcal/mol 

When these parameters are adopted for the reaction of chlorinated phenoxy radicals with chlorophenol, 
an agreement with an earlier kinetic analysis of Shaub and Tsang is achieved that has a meaning for dioxin 
formation. The given parameters render this reaction at temperatures below 1000 K too slow to contribute 
significantly as a gas-phase dioxin source. However, since gas-phase dioxin formation recently has been 
detected in a flow reactor during trichlorophenol combustion with maximum yields of dioxin around 900 
K, another dioxin source must be found consequently, we suggest the gas-phase recombination of chlori- 
nated phenoxy radicals. 

Introduction 

Dioxins and related compounds, that is, polychlo- 
rinated dibenzodioxins, dibenzofurans, and biphe- 
nyls, are currently assumed to be formed mainly 
through heterogeneous reactions on fly ashes via two 
major pathways. Through de novo synthesis, as pro- 
posed by Stieglitz and coworkers [1], dioxins maybe 
built up from their elements in a sequence of steps 
and under the catalytic effect of metals. The second 
pathway is formation from precursors [2,3], that is, 
compounds structurally similar to dioxins, so that 
only a few reaction steps are required for dioxin for- 
mation. The most likely precursor molecules are 
chlorinated phenols. 

The question of the relative importance of these 
two major mechanisms has not yet been answered 
clearly, although a study by Lenoir and co-workers 
[4] indicates that precursor formation is dominant 
for many conditions of incinerator operation. How- 
ever, this view is not generally accepted [5]. 

Gas-phase formation from precursors had been 
considered in a kinetic analysis by Shaub and Tsang 
[6] (ST) in 1983. In their model, which consists of 
only 13 steps, the key reaction for formation is 

P + P°-> PD + Cl (a) 

Here, the notation of ST is used in which the chlo- 
rinated and nonchlorinated forms of a compound are 
denoted cumulatively by a single letter. P stands for 
chlorinated phenols and P° for chlorinated phenoxy 
radicals. PD is an ether with a phenolic hydroxyl 
group; PD is assumed to yield dioxins (DD) in a fast 
reaction with OH radicals. A high activation energy 
of 26 kcal/mol was attributed to reaction (a) so that 
only at higher temperatures significant PD and 
hence dioxin yields may be expected. In this tem- 
perature regime, however, thermal breakdown of 
phenoxy radicals becomes increasingly important. 
(For a very useful discussion, see Dransfeld [7].) As 
a consequence, the proposed gas-phase mechanism 
yields very little dioxin production and only at rela- 
tively high temperatures. 

Contrary to this prediction, significant gas-phase 
dioxin formation recently has been detected by Del- 
linger and co-workers [8] in flow reactor experi- 
ments. They studied the slow combustion of 2,4,6- 
trichloro and 2,4,6-tribromophenols under 
conditions of an insignificant contribution of surface 
reactions. Maximum dioxin yields were obtained 
around only 600°C. 

To achieve a match between their experimental 
data and the ST prediction, Dellinger et al. adjusted 

2405 
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the rate coefficient of reaction (a) by using an acti- 
vation energy of 19.5 kcal/mol for chlorinated phe- 
nols and 8.8 kcal/mol for the corresponding bromi- 
nated case. The frequency factor was left at its ST 
value of Aa = 109 L/mol s. At 600°C, the tempera- 
ture at which Dellinger et al. found maximum dioxin 
yields, the following rate coefficients are obtained: 

MST) 

MDellinger, Cl) 

293 L/mol s, contrary to 

= 12.6 X 103 L/mol s and 

6.15 X 106 L/mol s "^(Dellinger, Br) 

The ST model as modified by Dellinger et al. was 
later combined with a surface-mediated model [9] 
to simulate the high dioxin yields that have been 
found in a heterogeneous spouted bed combustor at 
short residence times of about 0.1 s and at temper- 
atures between 580 and 680°C (i.e., under condi- 
tions characteristic for the boiler region of an incin- 
erator [9]). 

In an attempt to verify the approach of Dellinger 
et al., the present study focuses on reaction (a). Al- 
though phenoxy radicals may be prepared cleanly in 
a fast flow reactor [10], such an instrument is un- 
suitable for this study, since reaction (a) is far too 
slow even when considering the high Dellinger val- 
ues. At 600°C and at the low pressures in a fast flow 
reactor, even when using undiluted phenol, one can 
at best expect first-order rate coefficients around 1- 
10 s_1 in comparison to wall loss coefficients for 
phenoxy radicals of up to 800 s~x [10]. 

Consequently, we decided to use the slow com- 
bustion of phenol in an atmospheric pressure, well- 
stirred reactor (tank reactor) as a continuous source 
of phenoxy radicals. As a co-fuel, we used chloro- 
benzene (cPCl) rather than chlorophenol. This 
means we measured the surrogate reaction 

0O + 0C\ -* 000 + Cl 
This replacement will have only a small influence 

on the reaction rate because the attack of phenoxy 
radicals occurs at the Cl substituted site and should 
be little affected by the presence or absence of the 
phenolic OH. Using chlorobenzene as a surrogate 
compound for chlorophenol provides the following 
advantage: The direct reaction product is diphenyl 
ether (0O0) rather than the phenolic PD com- 
pound. Since the ether is more stable, it can be more 
easily recovered from the complex reaction mixture. 
A second advantage of this approach is that dioxin- 
related products arising from reaction (1) can be dis- 
tinguished easily from those of phenoxy recombi- 
nation. The former show up as ethers, whereas the 
latter are dioxins and/or furans, depending on chlo- 
rination. In the present case, with nonchlorinated 
phenoxy radicals, the product is only dibenzofuran, 
DF, reaction (2) [11], 

2<Z>0 -* (-H, -HO) -> dibenzofuran (DF)     (2) 

Experimental 

For the formation of diphenylether and neglecting 
other sources and sinks, one may write 

d[0O0]/dt = k^O^Cl] 

Under the conditions of a well-stirred reactor, with 
all concentrations being independent of space and 
time, the integration yields 

A[0O0] = itjJ'POH^CfjT = [0O0]O (i) 

since no 0O0 is fed into the system, T is the resi- 
dence time. [0O0]out and [0Cl]out can be measured 
directly. The concentration of phenoxy radicals is re- 
lated to the dibenzofuran yields. It was shown in this 
laboratory [11,12] that the self-reaction of phenoxy 
radicals leads, in a series of steps, nearly exclusively 
to DF. The overall rate coefficient, k2, for DF for- 
mation from 0O recombination is weakly tempera- 
ture dependent and may be expressed, at least in the 
lower portion of the temperature range of this study 
[11] by 

k2 = 1.6 X 1011 exp(-11.08 kcal/mol/BT) L/mol s 

For the well-stirred reactor, and neglecting other 
DF sources or sinks, it may be written 

/([DF] = k2[0Ofx = [DF]out (ii) 

When combined with Eq. (1), this yields 

k, = {MDF]outT}^[«PO<P]oul/[«PCl]oul     (iii) 

This means that in the present approach, kx is mea- 
sured in competition with reaction (2). If partial flow 
rates (in mmol/h and denoted by parentheses) are 
used, and if the residence time is expressed in terms 
of the total flow,/, and T, then Eq. (iii) for our ge- 
ometry becomes 

(1)     kx = 0.753 X 10"4T 

X f\k2/(DF)out}"H0O0)out/(0C\)out     (iiia) 

Here, the rate coefficients are in L/mol s. We are 
unable to find other DF or ether sources in our sys- 
tem. The issue of their sinks will be addressed later. 

Experiments were carried out at atmospheric 
pressure in a cylindrical quartz reactor of 300 mL 
volume and 6.0 cm internal diameter. The reactor 
was immersed in a controlled laboratory furnace that 
provided uniform temperatures up to about 1000°C. 

N2 and Oa flows were measured with calibrated 
capillary flow meters. These gases (in a ratio around 
3:1) amounted in most cases to >95% of the total 
flow that was typically around 400 mmol/h, resulting 
in residence times of about 40 s. Under these con- 
ditions, the approximation of a well-stirred reactor 
holds as was previously shown [11] by using suitable 
test reactions. 

Liquid reactants were introduced and calibrated 
by means of motorized syringes and vaporized be- 
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TABLE 1 
Concentrations of the reactants and of some products 

of the 885-K experiments. Residence time is 39.5 s. The 
DF and 000 seeds are added in a separate ran for the 

determination of their consumption (see text). 

Inflows (mmol/h): <Z>OH (4.29); CPCI (11.8); 02 (86.3); N2 

(285) 
Output: <2>OH (0.47); 0C\ (8.4); HC1 (2.9) 
key PICs: DF (0.13); &0& (0.0017) 
seed concentrations: DF (0.26); <t>0<P (0.024) 
gaseous products: CH4(1.1); CO (40.8); C02 (6.2); C2H2 

(0.47) 

fore entering the reactor. These entrance and exit 
tubes from the reactor were heated to about 200°C 
to prevent condensation at the walls. Phenol was typ- 
ically used in flows of 5 mmol/h, dissolved in 5 mmol/ 
h H20. In some cases, phenol was dissolved in ben- 
zene. Chlorobenzene concentrations were 
comparable to phenol concentrations. 

Condensable gaseous products were collected in 
two serial cooled traps filled with water/toluene to 
which an internal standard (o-dichlorobenzene) was 
added. Noncondensable product gases were ana- 
lyzed by taking 0.5-mL samples from gas bulbs. The 
latter samples were analyzed for Ci and C2 com- 
pounds using a Hewlett Packard 428 GC with a 
flame ionization detector and equipped with a Car- 
boplot 007 column and a methanizer. Calibration 
was achieved through standard gas mixtures. Aro- 
matic compounds were quantified using a Hewlett 
Packard 5890A GC-FID equipped with a CP-SIL5- 
CB column. Portions of 1 ßh of the liquid samples 
were injected at a split ratio of 1:15. Absolute con- 
centrations were deduced from the peak areas. The 
calibration was determined independently by inject- 
ing standard mixtures (see also, Ref. 13). In addition, 
product signals were identified by using a Hewlett 
Packard 5890 GC-MS. 

N2 and 02, both 99.99%, were supplied by Hoek- 
loos in standard cylinders. Phenol, Merck 99.5%; 
chlorobenzene, Baker 99%. Other reagents were 
generally of analysis grade, 99% or better. 

Results 

Characterization of the Reaction System and Its 
Products 

Incomplete slow combustion gives rise to substan- 
tial amounts of the usual (end) products such as CO 
and recovered reactants. In this case, the products 
of incomplete combustion (PIC), target compounds 
DF and 0O0, and—not surprisingly—a number of 
other aromatic compounds could be identified by 

GC and GCMS. As an example, the profile of our 
885-K experiment, residence time 39.5 s, is outlined 
in Table 1 (the seed concentrations will be explained 
later). 

By GCMS analysis of the liquid condensate, the 
presence of both o- and p-chlorophenol was deter- 
mined to be near the level of DF. These products 
are common in the slow combustion of phenol in the 
presence of HC1. They can be explained by the re- 
action of 00 with chlorine atoms [13,14]. The oxi- 
dation (hydroxylation) of (PCI can lead to all three 
isomers of ClcPOH; this happens (see later), but the 
m- and p-isomers had the same GC retention time. 
Note that formation of chlorophenol also implies the 
presence of Clc£0 radicals and 00. Interestingly, 
GCMS revealed the presence of all four isomers of 
mono-Cl-DF. The sum of their concentrations was 
about one-fifth of the level of DF. This suggests that 
all three C10O radicals undergo a combination re- 
action with (excess) 00. Chlorine-free dibenzo- 
dioxin (DD) was present in trace amounts (—1% of 
DF) along with biphenyl. A number of other (ul- 
tra)trace products could also be identified, including 
styrene, monobenzofuran, its chlorinated congener, 
and methylphenols. Such products, as well as meth- 
ane and acetylene, result from oxidative breakdown 
of benzene rings; however, a discussion of these pro- 
cesses is beyond the scope of this paper. Finally, the 
chlorine balance is quite good: HCl accounts for, 
85% of the decomposed 0C\ and the chlorophenols 
constitute the majority of the remaining 15%. 

Check of the Kinetic Approach 

To demonstrate the validity of Eq. (iii) and its 
equivalent form, Eq. (iiia), measurements were car- 
ried out at 888 K for a wide range of stoichiometries 
of phenol and the co-fuel chlorobenzene (i.e., the 
intake flow of the latter was varied between 5.9 and 
118 mmol/h for otherwise unchanged conditions). 
The use of even lower 0C\ flows was unreasonable 
since the 000 yields became too small. The maxi- 
mum 0C\ flow was limited by the need to keep this 
flow small in comparison to the total flow. 

The results are shown in Fig. 1. The measured DF 
yields and 0O0 yields (0O0 X 10) are plotted 
against the measured (c£Cl)out abundances. Note the 
log scale for (0C\)out: As the 0C\ concentration in- 
creases, the DF yields also increase. This is due to 
the formation of Cl atoms during 0Cl consumption. 
The Cl atoms then go on to generate more 0O rad- 
icals. The 000 yields increase much more than 
those of DF. Consequently, kx values as calculated 
from corresponding triples of 000, DF, and 0C\ 
by using Eq. (iii) (or Eq. (iiia)) are essentially con- 
stant. The scatter of less than 15% in either direction 
is caused mainly by the uncertainty in the 0O0 
measurement that is due to the fairly small concen- 
trations.    In    addition,    artifacts    from   previous 
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FIG. 1. DF yields (crosses) and &0<P yields (10-fold in- 
creased, triangles) as a function of (<PCl)oul at 888 K. Note 
the log scale of the abscissa. Also shown are the resulting 
raw values for k1 (circles) from Eq. (iiia). Residence times 
are about 40 s throughout. 

experiments can occur if the traps are not cleaned 
very carefully between runs. 

Obviously, in Fig. 1, no systematic dependency of 
ki on 0C\ is observed. This supports the validity of 
Eq. (iii) for the present case. A vastly different sit- 
uation is encountered when 0C\ is replaced by C?Br, 
as will be published elsewhere [15]. Because of ki- 

netic complications, the apparent rate coefficient for 
00 + 0Br is strongly dependent on the 0Br con- 
centration and drops from 606 L/mol s for (0Br)out 

= 2.7 mmol/li to 239 L/mol s for (0Br)out = 18.0 
mmol/h. To verify that 0O0 stems from chloroben- 
zene, a control run was conducted at 879 K in which 
0C\ was replaced by benzene. Results in terms of 
conversion and yield of DF were comparable, but 
the formation of 0O0, already small in the case of 
0C\, was decreased by more than one order of mag- 
nitude. As mentioned previously, Cl atoms are con- 
sumed mainly by the excess of phenol and chloro- 
benzene. This ensures that the reverse of reaction 
(1) cannot play a significant role. 

Temperature Dependence ofkx and Consumption 
ofDFand0O0 

Measurements were carried out in a temperature 
range of 728-984 K. At temperatures below this 
range, 0OH conversions were too small to give ac- 
curately measurable DF and 000 signals. At higher 
temperatures, our system was close to complete 
combustion. Again, the DF and 0O0 signals were 
too small for accuracy. Maximum yields of products 
of incomplete combustion, some of them as carbon- 
acious material, were observed around 900 K. 

Data relevant for our measurements are shown in 
Table 2. The ki values as derived from Eq. (iii) or 
(iiia) are actually raw data and have to be corrected 
for subsequent consumption of DF and 0O0 
mainly because of OH radicals. Obviously, a useful 
approach would be to simulate these losses. Because 
the currently available kinetic model is not suffi- 
ciently reliable, an experimental approach was used 
to account for these effects. To this end, ^OH/cPCl 
mixtures were seeded with known amounts of DF/ 
0O0 under otherwise unchanged conditions. The 
seed concentrations were chosen so that the respec- 
tive signals were large enough to be discerned easily 

TABLE 2 
Data relevant for the deduction of kl values from Eq. (iii) or (iiia). Raw data are corrected for subsequent 

consumption of DF and @0<P (see text);/is the total flow 

Material flows/mmol/h Rate coefflcients/L mol s 

T/K / 0O<P <Z>C1 DF h £l,raw "M.corr 

728 393.3 0.00034 11.80 0.1290 7.34 E7 14.8 18.1 
775 393.3 0.00100 10.90 0.1690 1.17 E8 55.4 73.1 

787 396.4 0.00099 11.43 0.1172 1.31 E8 68.0 95.9 
837 396.4 0.00132 9.73 0.1564 2.00 E8 121.1 174.4 
885 396.4 0.00165 8.37 0.1291 2.87 E8 245.6 376.0 

933 396.4 0.00129 5.98 0.0746 3.98 E8 438.5 702.0 
929 393.3 0.00242 6.29 0.0634 3.87 E8 826.8 1323 
984 393.3 0.00056 3.19 0.0214 5.42 E8 814.5 1368 
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FIG. 3. Arrhenius plot for the reaction of @0 with chlo- 
robenzene between 728 and 984 K resulting in Aj = 4.8 
X 10s L/mol s, Eal = 24.5 kcal/mol. It is assumed that 
these Arrhenius parameters are also valid for the reaction 
of phenoxy radicals (<PO) with chlorophenol. 

from the corresponding product signals. On the 
other hand, the extra DFAZ>O0 amounts had to be 
sufficiently small so as to leave the reactive system 
unchanged. As an example, the DF/<PO0 seed con- 
centrations used in the 885-K experiment are given 
in Table 1. 

From the recovered DFAPO0 yields, the respec- 
tive fraction surviving our reactive system could be 
determined (see Fig. 2). It can be seen that at our 
highest temperature, only 23% of the DF and 29% 
of the 000 survive. Since these effects at least 
partly cancel, the resulting correction factor that 
must be applied to ki is 1.7 for this temperature. For 
our lowest temperature, we get a correction factor 
of 1.3. 

With the correction factors as outlined, one arrives 
at the corrected values for k1 as shown in Table 2 
and Fig. 3. The straight line in Fig. 3 is the result of 
a least-squares treatment. The corresponding pa- 
rameters are 

A1 = 4.8 X 108 L/mol s 

Eal = 24.5 kcal/mol 

with a correlation coefficient of r = — 0.984. 

Discussion 

Dibenzofuran is the main organic product from 
the slow combustion of phenol. In slow partial com- 
bustion and under pyrolysis conditions, DF is clearly 
formed by the combination of two phenoxy radicals 
[16]. Under the present conditions, at 873 K, with 
k2 « 3 X 108 L/mol s, the concentration of phenoxy 
is about 2 X 10~8 mol/L. This is nearly 10~3 of the 
phenol concentration or 10 ~4 of the chlorobenzene 
concentration. The small but significant production 
of 0O0 in the presence of 0C\—which nearly van- 
ishes completely if 0C\ is replaced by benzene— 
substantiates reaction (1) and therefore also dis- 
placement of Cl by chlorinated 0O as in reaction (a) 
of the ST model. 

The Arrhenius parameters found in the current 
study are surprisingly close to those assumed by ST. 
In fact, our ki value at 600°C is 345 L/mol s rather 
than «300 from ST parameters for reaction (a). 
From known thermochemical data [17], the overall 
reaction 00 + 0C\ —> 000 + Cl is endothermic 
by 17 kcal/mol. The energy diagram of Fig. 4 shows 
the levels of the starting compounds, the interme- 
diary adduct radical, and the products. Whether 
TS1, TS2, or something in between represents the 
overall barrier of 25 kcal in the forward direction is 
not yet known. 

In principle, formation of 000 + Cl in reaction 
(1) is but one exit channel of the addition reaction 
of 0O radicals to 0C\. Given its low activation en- 
ergy, other exit channels seem improbable to us. Be- 
cause of its instability, there cannot be a significant 
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FIG. 4. Energy diagram for the re- 
action <PO + «PCI; units: kcal/mol. 

buildup of the cPO-chloro-cylohexadienyl adduct. 
For these reasons, our rate coefficient kY will be very 
close to the overall reaction rate coefficient for the 
addition of <PO to chlorobenzene. 

The high rates for the conversion of 2,4,6-trichlo- 
rophenol to the corresponding dioxins observed by 
Dellinger [8] were interpreted with ka a factor of 40 
larger than the ST value to maintain compatibility 
with the ST mechanism. This was accommodated by 
reducing the activation energy from 26 to 19.5 kcal/ 
mol. When going from <PC\ to (ortho)chlorinated 
phenols, there will be no significant change in the 
endothermicity (17 kcal) of the displacement of Cl 
by phenoxy. The lower activation energy of Dellinger 
is less than 3 kcal beyond the product level (see Fig. 
4), which is unrealistic. The gas-phase free radical 
chlorination of <PO& to Cl<£O0 has been described 
[18]. The key step is the abstraction of a H atom [19] 
that is endothermal by at least 6 kcal/mol [20]. Split- 
ting of the ether by Cl to cPCl was not mentioned 
and therefore is at best a minor reaction. The right- 
hand side of Fig. 4 represents this chlorination path- 
way and underscores that the overall barrier for re- 
action (1) must be well above 20 kcal/mol. Dioxin 
formation under Dellingers conditions is therefore 
not due to a ST-type reaction (a) but can best be 
rationalized via a faster combination of two 
(tri)chlorophenoxy radicals, analogous to reaction 
(2), in a way outlined earlier for o-Cl-phenol [10]. 

To assess which of the two pathways (radical/rad- 
ical or radical/chlorophenol) predominates under 
real combustion conditions of municipal solid waste, 
for example, the ratio of the concentrations of (chlo- 

rinated) phenol (hereafter denoted POH) and phe- 
noxy (PO) is crucial. At temperatures near 1000°C, 
ka will be about 2 X 103 L/mol s. The effective rate 
constant for the self-reaction of two PO radicals will 
be at least 2 X 108 L/mol s. Thus, the step PO + 
POH of the ST mechanism will dominate only if 
[POH]/[PO] is substantially larger than 105. 

We infer that in real combustion, for example, of 
municipal solid waste (when phenols are at best only 
very minor constituents of the feed and thus have to 
be formed in situ) and with T around 900-1000°C, 
the [POH]/[PO] ratio is at best 103. Such values are 
also measured in the combustion of benzene [21]. 
In these situations, the key step of the ST mecha- 
nism cannot compete effectively with the self-reac- 
tion of phenoxy radicals. 

This can change, however, at relatively low tem- 
peratures and when phenols form part of the feed 
and, more generally, in pyrolytic rather than com- 
bustion reactions. At very high temperatures, the 
[POH]/[PO] ratio may increase because of the rapid 
decomposition of phenoxy radicals to yield CO 
[22,23]—but then combustion nears completion, di- 
oxin production and survival fading out as well. 

In summary, these gas-phase pathways do not con- 
tribute much to the polychlorinated dibenzofurans 
and dioxins—at least in MSW processing incinera- 
tors; here, surface-catalyzed condensations and/or 
(oxy)chlorinations in the air-pollution control de- 
vices play a role [1-3]. It is still unresolved to which 
extent so-called de novo formation via (graphitic) 
coal particles or precursor reactions participate [4,5]. 
In the latter case, (chloro)phenols are commonly 
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accepted as key intermediates, but other predioxins 
can be involved such as lower chlorinated dibenzo- 
furans, dioxins, and related structures as part of the 
PICs of the primary combustion process. Effectively 
reducing dioxin formation by minimizing the yields 
of precursors obviously requires a more detailed un- 
derstanding of the steps governing the formation/ 
destruction of these species. Consequently, in an ex- 
tension of the present work, we plan to study model 
reactions under relevant conditions. 

Meanwhile, experiments as described in this paper 
(with bromobenzene rather than chlorobenzene) are 
under investigation in our laboratory. Initial results 
suggest that formation of <t>0<P is only about as fast 
as with CPCl [15]. This means that the reaction <t>0 
+ CPBr cannot be used to explain the high dioxin 
formation rates with tribromophenol, which were 
observed by Dellinger et al. [8] to be a factor of 500 
higher than in the chlorinated case. This again sub- 
stantiates our interpretation that the phe- 
noxy + phenoxy pathway is followed. 
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EFFECTS OF AMBIENT WATER IN THE COMBUSTION ENHANCEMENT 
OF HEAVILY CHLORINATED HYDROCARBONS: STUDIES ON 

DROPLET BURNING 

H. WANG, D. L. ZHU, Y. SASO" AND C. K. LAW 
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An experimental and computational investigation has been conducted on the oxidation and combustion 
of chlorinated hydrocarbon droplets in a hot, oxidizing environment, with emphasis on the effects of 
ambient water on the droplet burning intensity. The experimental results demonstrate that the presence 
of a small amount of water in the environment, say 5-10% by volume, can substantially increase the droplet 
burning rate and reduce the droplet ignition and extinction temperatures of heavily chlorinated hydrocar- 
bons (HCHCs) and their mixtures whose chlorine-to-hydrogen ratio is close to unity. The computational 
simulation with detailed chemistry and transport yields good qualitative and quantitative agreement with 
the experimental results and identifies that this beneficial effect of water arises from its reaction with the 
Cl atoms, producing the active hydroxyl radicals that subsequently promote the CO to C02 conversion 
and generate the H atoms needed to initiate radical-chain branching. From the practical viewpoint, it is 
suggested that while the presence of water in combustion environments can potentially enhance the de- 
struction efficiency and combustion stability in halogenated-waste incinerators, it can, however, diminish 
the effectiveness of halogen-based fire-retarding or fire-suppressing agents. 

Introduction 

Many hazardous, halogen-containing organic 
wastes are incineration resistant [1,2]. The presence 
of halogens not only lowers the heat of combustion 
as compared to the nonhalogenated hydrocarbons 
but they also tend to lock the available hydrogen in 
the form of hydrogen halide. For heavily chlorinated 
hydrocarbons (HCHCs) in which the chlorine-to-hy- 
drogen ratio is either close to or exceeds unity, the 
reaction system then lacks the necessary hydrogen 
atoms to initiate radical chain branching. As such, 
HCHCs usually do not burn under normal condi- 
tions. Even if they do, the burning process is fre- 
quently retarded, exhibiting low burning rates and 
strong tendency of flameout. 

A viable approach toward enhancing the destruc- 
tion efficiency of hazardous waste incinerators is to 
blend nonhalogenated hydrocarbon fuels with the 
incineration-resistant halogenated hydrocarbon 
wastes so that the resulting mixture can be rendered 
to burn well [3], Indeed, Sorbo et al. [4] and Sorbo 
and Chang [5] demonstrated that droplets of 
HCHCs, such as 1,1,2,2-tetrachloroethane (TECA) 

"Permanent Address: National Research Institute of 
Fire and Disaster, Fire and Disaster Management Agency, 
Ministry of Home Affairs, 14-1 Nakahara 3-chome, Mitaka, 
Tokyo 181, Japan. 

and tetrachloroethene (PERC), can be rendered to 
burn vigorously by adding a small quantity (20-25% 
by volume) of an alkane. Furthermore, Li and Law 
[6] showed that by blending HCHC wastes with 
lightly chlorinated hydrocarbons (LCHCs) as sub- 
stitutes for the nonchlorinated hydrocarbons, both 
hazardous wastes can be destroyed without any cost 
expenditure for the hydrocarbon fuel stocks. The 
controlling parameter for such a blending strategy 
appears to be the chlorine-to-hydrogen ratio (Cl/H) 
of the fuel-waste blend in that, through its influence 
on the flame temperature, vigorous burning is ob- 
served for Cl/H < 1, while the burning intensity rap- 
idly decreases as Cl/H exceeds unity. 

While the positive results of Reis. 4-6 offer en- 
couraging possibilities in formulating rational blend- 
ing strategies for efficient and economical waste in- 
cineration, we are still confronted with the difficulty 
of incinerating wastes or waste blends whose Cl/H 
is close to or exceeds unity. In this regard, we note 
a recent modeling study [7] for the experimental 
data of Ref. 6 on the droplet burning of mixtures of 
equally volatile TECA and nonane, using detailed 
transport and semidetailed reaction kinetics. An in- 
teresting observation of this study is that the addition 
of a small quantity of water vapor in the ambient air, 
say 5-10% by volume, enhances the burning inten- 
sity of the HCHC-alkane and HCHC-LCHC fuel 
blends. The effect appears to be particularly pro- 
nounced when the fuel Cl/H ratio is close to unity 

2413 
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and was attributed to the role of water in providing 
an additional source of hydroxyl radicals through its 
reaction with the chlorine atoms. 

This preliminary observation of the potential ben- 
eficial effect of water addition on chlorinated waste 
incineration is of interest for several reasons. Prac- 
tically, the possibility of extending the performance 
capability of incinerators through water injection is 
attractive because it requires minimal change in the 
incinerator design and basically no operational cost 
expenditure. Furthermore, since halogenated hy- 
drocarbon combustion is also of interest to fire re- 
search, we recognize the possibility that the pres- 
ence of excessive moisture in a fire situation, due to 
either high humidity or water spraying, could actu- 
ally diminish the effectiveness of halogen-based fire- 
retarding or fire-suppressing agents, especially for 
the fact that these agents are usually heavily halo- 
genated. Fundamentally, the role of water in the 
chemistry of chlorinated or halogenated hydrocar- 
bon combustion has not been systematically studied 
and adequately understood, at least in flame envi- 
ronments. Finally, if water were found to be an im- 
portant chemical component in chlorinated hydro- 
carbon combustion, then future experimental and 
modeling studies, both at the laboratory and incin- 
erator/field scales, may need to take this factor into 
consideration. 

In view of the above considerations, we have con- 
ducted a fairly extensive study on the effects of am- 
bient water on the ignition, extinction, and steady 
burning of blends of chlorinated hydrocarbons. We 
shall again adopt droplet burning as the model prob- 
lem because it is conveniently suited for the study 
of liquid fuels. It is also to be recognized that un- 
derstanding gained from such a study is expected to 
be largely applicable to other combustion configu- 
rations or situations, at least those involving diffu- 
sional burning. The study involves experimental sub- 
stantiation and quantification of the beneficial 
effects of ambient water and further computational 
simulation aiming to identify the controlling chem- 
ical kinetic structure and mechanism of the various 
combustion situations. We shall demonstrate that 
droplet burning is indeed enhanced in a water-con- 
taining environment and that the numerical model 
developed in Ref. 7 predicts well the gasification/ 
burning rates at different levels of water addition. As 
such, models of this nature can be used as a partial 
guidance for exploring optimal waste incineration 
conditions. 

The experimental specification and a brief de- 
scription of the computational methodology are 
given in the next section, which is then followed by 
presentation and discussion of results on the burning 
rate enhancement and the reduction of the extinc- 
tion and ignition temperatures. 

Experimental and Computational 
Methodologies 

A schematic of the experimental apparatus can be 
found in Ref. 4. The experiment basically involves 
generating a stream of monodisperse droplets with 
controlled size and spacing by using the ink-jet print- 
ing technique. The initial droplet diameters ranged 
from 230 to 270 /im. The droplets are injected 
downward into the postcombustion flow of a flat- 
flame burner and subsequently gasified with or with- 
out ignition and steady burning depending on the 
ambient temperature and constituent (02, N2> H20, 
and C02) concentrations. The data taken include the 
instantaneous droplet size recorded by stroboscopi- 
cally back-lighted microphotography. 

The variations of the ambient temperature and 
H20 concentration are well controlled, achieved by 
manipulating the flow rates of predried methane, 
carbon monoxide, oxygen, and nitrogen supplied to 
the flat-flame burner such that the postcombustion 
flow always contains 20 ± 0.5 mol % oxygen in equi- 
librium concentration. Active droplet gasification 
and burning are confined to the chamber segment 
within which the gas temperature variation is within 
± 20 K. Typical thermocouple-measured tempera- 
ture profiles, corrected for radiation, are shown in 
the inset of Fig. 1. For reference, the maximum tem- 
perature over the droplet lifetime will be quoted in 
data comparison. 

Experiments were conducted for binary mixtures 
of TECA with n-nonane and with 1-chloroheptane. 
The normal boiling points of these fuels are about 
equal, and preferential gasification of the individual 
constituents has been shown to be insignificant [6]. 
The purities of the reagents used are 99%, 98 + %, 
and 99% for nonane, TECA, and chloroheptane, re- 
spectively. 

The numerical simulation was performed by em- 
ploying a quasisteady, spherical diffusion flame 
model of simultaneous fuel vaporization, pyrolysis, 
and combustion with imposed liquid-fuel composi- 
tion, ambient temperature, and ambient constitu- 
ents and their concentrations. While details of the 
numerical model are given in Ref. 7, several points 
need to be mentioned here. The d2-law [8] burning 
rate constant is obtained from the mass flux obtained 
by solving the eigenvalue of the boundary value 
problem of species and energy conservation equa- 
tions. The fuel liquid is an ideal miscible mixture, 
obeying Raoult's law [8]. The Sandia Chemkin pro- 
grams [9] and premixed flame code [10] were used, 
with boundary conditions modified for the latter in 
accordance with the problem defined above. The re- 
action mechanism employed in the numerical sim- 
ulation consists of 190 reactions and 90 chemical 
species. It is detailed for TECA decomposition and 
small species (CxrljCly-CsH^CL,) oxidation but 
semidetailed for the nonane reactions, which include 
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FIG. 1. The d2-law plot for droplet 
of 90% TECA-10% nonane gasify- 
ing at 2, 4.7, and 12.5% ambient wa- 
ter levels; inset: the corresponding 
temperature profiles within the ac- 
tive chamber segment. The (p-law 
gasification rate constant is equal to 
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For clarity of presentation, the data 
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FIG. 2. Variation of the rf2-law rate constant as a function 
of molar percentage of ambient water. Symbols are exper- 
imental data obtained at the maximum ambient tempera- 
ture of 1130 K (open symbols: no luminosity observed; 
half-filled symbols: bluish-green luminous streak; filled 
symbols: bright yellow streak followed by a blue tail). Lines 
are numerical predictions under the conditions similar to 
the experiment. 

the nonyl radical formation through H abstraction 
by H, O, OH, and Cl, followed by its decomposition 
to C3H6, C2H4, and CH3 fragments in one global 
step. The reaction kinetics is compiled based on the 
workofRefs. 11-19. 

Results and Discussions 

Visual Observations 

We first describe the visual appearance of the 
droplet gasification process with and without a flame 
streak as a result of the variation of ambient water 
concentration. The droplet burning 90% TECA- 
10% nonane in 2% water and at 1130 K ambient 

temperature is characterized by a very faint bluish- 
green luminous streak that is only visible in a dark- 
ened room. Such a faint luminosity is similar to pre- 
viously observed gasification of pure TECA [6], 
whose gasification rate is the same in either oxidizing 
and nonoxidizing environments [4]. This faint lu- 
minosity therefore indicates only mild oxidation 
without significant temperature rise from the ambi- 
ence, instead of active oxidative heat release associ- 
ated with a vigorous burning process. At 4.7% water, 
a bright but short, yellow luminous streak can be 
observed, which is followed by a long, faint, bluish 
glow. Such a bright yellow luminous streak indicates 
enhanced burning intensity. When the water con- 
centration is increased to 12.5%, the yellow lumi- 
nous streak is brighter and lasts over a longer period 
of the droplet lifetime. Summarizing the visual ob- 
servations, we see that while the droplet clearly un- 
dergoes intense burning in the 12.5% water envi- 
ronment, it basically does not burn at the 2% water 
level. 

d2-Law Burning Bate Constant 

Based on the classical d? law of droplet combus- 
tion, Fig. 1 presents the temporal variation of the 
square of the droplet diameter, ds, with a maximum 
environment temperature around 1130 K. As dem- 
onstrated in previous studies [4—6], the nearly linear 
variation clearly shows that the d2 law holds quite 
well. The slope of the d2-t relationship plotted in Fig. 
1 then yields the gasification rate constant, defined 
asK = -d(df)/dt. 

Figure 2 shows K as a function of the ambient 
water level for a number of TECA-nonane mixtures. 
Here, the filled symbols represent runs in which 
bright yellow luminosity was clearly seen, while the 
half-filled and open symbols respectively indicate 
that a faint, bluish-green glow and no luminosity was 
observed. The values in the parentheses indicate the 
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Cl/H ratio of the given fuel mixture. The error bar 
is based on one standard deviation from the linear 
regression procedure. The results show that while 
the effect of water on burning rate enhancement is 
mild for either the 85% TECA-nonane mixture or 
pure TECA, it is intensified for the 90% and 95% 
TECA-nonane mixtures. For the 90% TECA case, 
the fairly abrupt transition from the lower burning 
rates (—0.5 mm2/s) to the higher burning rates (—0.7 

mm2/s) is associated with the transition from a faint, 
bluish-green glow to intense yellow, as seen in the 
visual observations just discussed. 

Also shown in Fig. 2 are the numerical calcula- 
tions, which are seen to compare well with the ex- 
perimental data in terms of the predicted gasification 
rate constant and the transition from no burning to 
vigorous burning with water addition. The above ob- 
servational, experimental, and computational results 
therefore conclusively demonstrate the beneficial ef- 
fect of water addition in enhancing the droplet burn- 
ing rate of HCHCs. 

The dependence of the burning rate on the am- 
bient temperature has also been studied. The upper 
and lower panels of Fig. 3 respectively plot the ex- 
perimental and computed K as a function of the 
maximum ambient temperature for 90% TECA- 
10% nonane droplets burning in environments con- 
taining 2% and 12% water. The computed results 
clearly show the potential occurrence of distinct ig- 
nition and extinction events, as characterized by the 
nonmonotonic, folded S-curve, as the ambient water 
content increases from 2% to 12%. While such dis- 
tinct transition events are not captured by the ex- 
periment, possibly due the gentle nature of the S- 
curve folding, the experimental data do show that 
the critical temperature at which the yellow lumi- 
nous streak is first observed decreases by 50-70 K 
as the water content increases from 2% to 12%. Such 
a temperature variation, although on the same order 
as that in the ambient gas flow within the active 
chamber segment, certainly indicates the qualitative 
effect of water on the ignition and extinction char- 
acteristics. The experimental results further show 
that, for a given temperature, the gasification rate is 
substantially increased with increasing water con- 
tent. Finally, recognizing the variation of the ambi- 
ent temperature inside the chamber over the droplet 
lifetime and that the numerical simulation is per- 
formed for a fixed ambient temperature, the agree- 
ment between experiment and simulation can be 
considered to be quite satisfactory. 

To demonstrate that the identified effect of water 
is independent of the fuel type, and to further sub- 
stantiate the previous results that the burning char- 
acteristics of HCHC-LCHC and HCHC-nonchlor- 
inated hydrocarbon mixtures can be roughly 
correlated by the mixture Cl/H ratio [6], we plot in 
Fig. 4 the variation of the burning rate constant as a 
function of the ambient water level for the 86% 
TECA-14% chloroheptane mixture and compare it 
with the 90% TECA-10% nonane mixture with the 
equal CI/H ratio of 0.95. As expected, the depen- 
dence on the ambient water concentration is basi- 
cally identical for the two fuel mixtures, and the 
TECA-chloroheptane droplet exhibits the same 
burning rate enhancement with water addition. 
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Numerical Simulation 

In order to identify the kinetic cause for the ob- 
served behavior, we have performed a full range of 
detailed numerical simulation for the reaction sys- 
tem. Selected numerical results are shown in Figs. 
5-7. We first recognize that since the postflame wa- 
ter concentration of the downward flat flame cannot 
be manipulated without changing the carbon dioxide 
concentration, the effect of ambient C02 on the 
burning rates needs to be assessed. Thus, compu- 
tation was performed by varying the ambient C02 

concentration (by replacing N2) from 0% up to the 
highest possible level of 24%, while maintaining the 
same level of water vapor. The computed gasification 
rate constants for the 90% TECA-10% nonane mix- 
ture, with the 2 and 12% ambient water concentra- 
tion, show practically no dependence on the ambient 
C02 concentration, at least to the extent detectable 
in the experiment. 

To substantiate the difference in the detailed re- 
action zone structure for situations without and with 
the burning characteristics, we plot in Fig. 5 the ma- 
jor species concentration and temperature profiles 
for 90% TECA-10% nonane mixture at 1100 K am- 
bient temperature and 2 and 12% ambient water 
levels, respectively. It is seen that in the 2% water 
case, the rise in temperature from that of the envi- 
ronment is small, with the maximum temperature 
only about 300 K higher than the ambience. Such a 
low flame temperature is unfavorable for soot for- 
mation [20], which explains why the gasification pro- 
cess does not exhibit yellow luminosity. Further- 
more, a significant amount of oxygen penetrates 
through the reaction zone and reaches the droplet 
surface. In addition, the oxidation of CO to C02 is 
sluggish, as the CO concentration is persistently high 
even at a distance of 50 times the size of the droplet. 
Nonetheless, the computational results suggest that 
mild oxidation does occur, which explains the faint, 
bluish-green luminosity observed in our experiment. 

In the vigorous burning, 12% H20 case shown in 
the lower panel of Fig. 5, the extent of oxygen leak- 
age through the flame is less pronounced, and the 
CO burnout is also more prompt. Furthermore, the 
temperature rise is significant, with the maximum 
flame temperature reaching —1900 K. This specific 
vigorous burning, diffusion flame condition favors 
the formation of soot, hence explaining the bright 
yellow luminosity observed in our experiment of 
similar conditions. 

To further explore the system response in terms 
of the ignition and extinction characteristics, we have 
plotted in Fig. 6 the calculated gasification rate con- 
stant as a function of temperature for the four fuel 
mixtures of Fig. 2, while in Fig. 7, the maximum OH 
concentration and maximum temperature are plot- 
ted as functions of ambient temperature for the mix- 
ture of 90% TECA-10% nonane. The results clearly 
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show that distinct ignition and extinction events, as 
characterized by the folded S-curves, are favored 
with decreasing Cl/H ratio and increasing ambient 
water content. The attainment of ignition and higher 
gasification rates is particularly sensitive to water ad- 
dition for the heavily chlorinated case of 90% 
TECA-10% nonane. In general, the results show 
that the gasification rates, with and without vigorous 
diffusional burning, can be substantially enhanced 
with the addition of a small amount of ambient wa- 
ter. It is also seen in Fig. 6 that, at a constant ambient 
temperature of 1100 K, the increase in the ambient 
water concentration does not cause jumps from the 
lower branch to the upper branch of the S-curves. 
This justifies the continuous and smooth curves plot- 
ted in Fig. 2 for the variation of computated gasifi- 
cation rate constant as a function of ambient water 
concentration. 

To examine the specific effects of ambient water 
on the chemical reaction system, we examined the 
reaction pathways based on the semidetailed reac- 
tion mechanism of Ref. 7. We found that the key 
reactions include 

Cl + H20 -> HC1 + OH (Rl) 

OH + CO -> C02 + H (R2) 

H + O, -> O + OH (R3) 

The Cl atoms are readily available from the thermal 
decomposition of TECA, due to the low C-Cl bond 
strength [13,14]; from the decomposition of the in- 
termediate species CCIO via CCIO —> CO  +  Cl 

(R4), and from the H and Cl shuttling reactions, e.g., 
C2C12 + H -> CHCC1 + Cl (R5), where C2Cl2 is 
the major decomposition product of TECA. Its sub- 
sequent reaction with O atoms, C2C12 + O —> CC12 

+ CO (R6), and the reactions CCl2 + 02 -> COCl2 

+ O (R7), COCl2 + Cl -» CCIO + Cl2 (R8), Cl2 

+ H -> HC1 + Cl (R9), and HC1 + H -> H2 + 
Cl (RIO) complete the reaction cycle. This reaction 
sequence must necessarily start from reaction (Rl). 
Thus, whether such a cycle can initiate depends 
largely on the availability of H20. 

We note that the shift between the reactant and 
product balance in reaction (Rl) by the addition of 
a small quantity of high-temperature H20 has been 
reported through a sensitivity test in the modeling 
study of Ho et al. [17]. Such a shift was seen to per- 
turb the OH concentration and, hence, affect the 
CO-to-C02 conversion. The present results shown 
in the upper panel of Fig. 7 further demonstrated 
that an increase in the H20 concentration indeed 
increases significantly the maximum mass fraction of 
the OH radicals. The increased water concentration 
then promotes the conversion of CO to C02, which 
is normally inhibited by chlorine during HCHC 
combustion [21]. Furthermore, the perturbation 
from the ambient H20 is so significant under the 
experimental condition of the present study that it 
dictates the ignition and extinction characteristics for 
a given fuel mixture. 

While the success of droplet burning enhance- 
ment by water vapor is clearly demonstrated in our 
study, it is important to recognize that the effect is 
most pronounced for fuel mixtures of Cl/H ratios 
around unity, as demonstrated for the 90 and 95% 
TECA-nonane mixtures with the Cl/H ratios cor- 
responding to 0.95 and 1.31. This is not surprising 
considering that while there are sufficient H atoms 
in mixtures with Cl/H < 1 to initiate the chain 
branching process, for heavily chlorinated hydrocar- 
bon mixtures with the Cl/H ratio » 1, the hydrogen 
supplied by water through reactions (Rl) and (R2) 
is insufficient to initiate chain branching (R3) be- 
cause the H atoms are now effectively scavenged by 
reactions (R5), (R9), and (RIO) due to increased 
chlorine content in the reaction system. 

Concluding Remarks 

In the present study, we have demonstrated the 
viability of water vapor in enhancing chlorinated hy- 
drocarbon waste incineration. We found that with 
the presence of a small quantity of water vapor in 
the combustor, say 5-10% by volume, the destruc- 
tion rate of heavily chlorinated hydrocarbon wastes 
can be significantly enhanced. Furthermore, the 
presence of water vapor reduces the temperature of 
droplet ignition/flame extinction and, hence, in- 
creases the stability of the overall incineration pro- 
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cess. As such, the destruction efficiency is expected 
to be enhanced and the production of the undesir- 
able intermediate toxic products reduced. The re- 
sults also suggest that for the same family of chem- 
ical compounds, the effectiveness of ambient water 
vapor in burning rate enhancement is similar as long 
as the fuel mixture contains the same chlorine-to- 
hydrogen ratio and thus further substantiate the con- 
clusion of Ref. 6 that the droplet burning character- 
istics of the chlorinated hydrocarbon mixtures can 
be correlated with the mixture Cl/H ratio. 

It is also shown that the numerical model devel- 
oped in Ref. 7 successfully predicted and explained 
the effects of water addition. Through such a simu- 
lation study, we identify that the beneficial role of 
ambient water arises mainly from its reaction with 
the chlorine atoms, which are readily available 
through the thermal decomposition of chlorinated 
hydrocarbons initiated by the weak C-Cl bonds. 
This reaction yields the hydroxyl radical, which un- 
dergoes further reaction with CO, generating the H 
atoms. The further reaction of the H atoms with 02 

produces the chaining branching effect necessary for 
the burning process to start and sustain. 

It is of interest to examine if the presence of water 
may have the additional beneficial effect of reducing 
by-product emission from chlorinated hydrocarbon 
waste combustion. It is expected that the enhanced 
burning intensity and the OH concentrations can re- 
duce the emission of these by-products. Further- 
more, the potential influence of water in diminishing 
the effectiveness of halogenated fire-retarding and 
fire-suppressing agents also merits study. 
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COMMENTS 

Philip H. Taylor, University of Dayton, USA. Which 
TECA isomer did you study and do you expect a change 
in your results for the two possible isomeric configurations? 

Author's Reply. 1,1,2,2-tetrachloroefhane was used in 
the present study. We do not expect that the results would 
be different if we used the isomer 1,1,1,2-tetrachloroe- 
thane, because the physical properties of the two isomers, 
including boiling points, adiabatic flame temperatures, and 
transport properties, are nearly identical. Furthermore, the 
fuel mixtures were found to undergo significant decom- 
position before reaching the oxidizing zone, leading to 
scrambling of the elements in the fuel mixture. Hence, it 
is most likely that the intermediate species as a result of 
decomposition are also similar for the two isomers. We fur- 
ther note that, as was found in both the present and pre- 
vious [1] studies, the fuel characteristics which affect sig- 
nificantly the droplet burning intensity is not the fuel 
structure, but the Cl-to-H ratio in the fuel mixture. 

REFERENCE 

1. Li, T. X. and Law, C. K., Twenty-Fifth Symposium (In- 
ternational) on Combustion, The Combustion Institute, 
Pittsburgh, 1994, pp. 291-297. 

Yiannis A. Levendis, Northeastern University, USA. Very 
interesting work. Do you expect any penalties of the high 
concentrations of water on the combustion efficiency 
(lower adiabatic flame temperature, heat loss for vaporizing 
the water, etc.)? Also, do you expect enhanced HC1 emis- 
sions that may condense more readily in the exhaust ducts 
at the presence of high concentrations of water and cause 
corrosion? 

Author's Reply. Indeed excessive water addition may 
have an adverse effect on the burning intensity through 
flame temperature reduction, etc. On the other hand, the 
global reaction of HCHC with water, yielding mainly C02, 
CO, H2, CH4 and HC1, is exothermic. Hence, the flame 
temperature reduction and heat loss due to water evapo- 
ration can be potentially compensated by the chemical heat 
release of the reaction between HCHC and water. Clearly, 
a sensible incineration strategy will rely on process opti- 
mization with respect to the factors discussed above. 

In response to the second question, we expect that it is 
easier to deal with HC1 than with other undesirable toxic 
combustion byproducts, such as Cl2 and phosgene. A large 
concentration of water may indeed increase the total 
amount of HC1 in the flue gas, but it may also reduce the 
molar concentration of HC1 in the condensed-water solu- 
tion, and hence may even reduce corrosion. 
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This is an investigation on the effects of the bulk equivalence ratio on the polynuclear aromatic hydro- 
carbon (PAH) emissions from the combustion of poly(vinyl-chloride) (PVC), poly(ethylene) (PE), and 
poly(styrene) (PS) particles. Steady-flow dispersions (clouds) of the above types of polymer particles, 150- 
212 fim in diameter, were burned in a drop-tube, electrically heated furnace at different bulk equivalence 
ratios (0buiit = 0.1-7.3) or were pyrolyzed in N2. The gas temperature and residence time in the furnace 
were 1100°C and 1 s, respectively, (a) The total (specific) amounts of condensed and gaseous-phase PAH 
emissions increased with the equivalence ratio. In the present experiments, the recorded maxima in the 
total amounts of PAHs were obtained under pyrolysis in N2 and accounted for 0.7, 4, and 4% of the input 
masses of PVC, PE, and PS, respectively, (b) PVC particles were found to oxidize effectively in air, since 
only minimal amounts of PAHs were produced at (fo,^ s 1. Chlorinated organics were found at high <f>buSk 

or in N2. Combustion of PE and PS particles produced substantial amounts of PAHs at, or near, stoichio- 
metric conditions. PE particles were prone to flash pyrolysis and readily formed group flames ("puffs"), 
even at mildly fuel-rich or near-stoichiometric conditions, (c) PAH emissions from pyrolysis of PE and PS 
were sensitive to the particle mass loading (mass of polymer per mass of N2) in the furnace. This was not 
the case for PVC. (d) For all polymers, the percentage of naphthalene in the total amount of PAHs was 
influenced by the combustion conditions and experienced a minimum close to stoichiometry. (e) Finally, 
the experimentally measured molar fractions of pairs of selected PAH isomers were compared with those 
obtained from chemical equilibrium calculations. For all polymers, the pairs fluoranthene (F)-acephen- 
anthrylene (AP) and cyclopenta[cd]pyrene (CP[cd]P)-benzo[ghi]fluoranthene (B[ghi]F) were at equilib- 
rium, while the pairs fluoranthene (F)-pyrene (P) and benzo[k]fluoranthene (B[k]F)-benzo[a]pyrene 
(B[a]P) were not at equilibrium. PS produced much higher soot emissions than PE or PVC. 

Introduction tified and decomposition mechanisms were pro- 
posed for plastics at gas temperatures up to 800°C 

An investigation was conducted on the polynu- [4-15]. Different decomposition mechanisms were 
clear aromatic hydrocarbon (PAH) emissions from postulated for various polymers [4,5,13,14], and the 
the combustion/pyrolysis of waste plastics. Millions pyrolyzates were found to include methane, hydro- 
of tons of plastics are discarded every year [1]. Al- gen, the monomer itself, and other oligomers. Pre- 
though, recently there has been an effort to recycle vious work also addressed the combustion of poly- 
selected plastics, such as poly(ethylene-terephthal- mers at various conditions [15-17,24-27] and 
ate) and high-density poly(ethylene) (PE), most identified resulting PAH emissions [18-23,28-29]. 
waste plastics are not recycled and end up in land- Most previous work, however, involved either oxi- 
fills. Considering the large specific volume of plastics dation/pyrolysis of polymers at temperatures below 
[2,3] and the scarcity of landfill space [3], landfilling those of interest to waste combustion or identifica- 
may not be optimum. Therefore, since the heating tion/quantitation of only a small number of PAHs. 
value of plastics is comparable to that of petroleum, The combustion characteristics of single-spheri- 
waste to energy conversion is a viable option for the cal, 30-350 //m, polymer particles were studied pre- 
destruction of plastics, if emissions of toxic combus- viously at Northeastern University, at T£as of 800- 
tion by-products are prevented. 1200°C [24-27], Flame temperatures, flame sizes, 

In past research, pyrolysis by-products were iden- and burn times were measured. Combustion rates 

2421 
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of poly(styrene) (PS) and PE particles were found to 
be governed by gaseous diffusion and pyrolysis rates, 
respectively. The ignition of poly(vinyl-chloride) 
(PVC) particles was suppressed initially, presumably 
by HCl in the pyrolyzates. Upon ignition, a rather 
thick flame formed around each PVC particle, which 
was argued to be quasi-premixed [24,26], 

Exploratory investigations on the semivolatile or- 
ganic by-products from combustion of polymers 
were also performed at this laboratory, where the 
effects of temperature, residence time, and transient 
combustion were studied [28,29]. Increasing the gas 
temperature from 800 to 1200°C or the gas resi- 
dence time in the furnace from 1 to 2 s, the amount 
of PAHs decreased drastically1. PE and PS produced 
comparable amounts of PAHs, while PVC produced 
lesser amounts. For PVC, there was evidence that 
the specific amounts of PAHs decreased with the 
sample size. To the contrary, reducing the size of PE 
did not decrease the specific amounts of PAHs. The 
behavior of PS was between those of PE and PVC. 

This study is part of an ongoing investigation on 
the effects of the combustion parameters on the 
PAH emissions from waste plastics. Particularly, the 
effect of the bulk equivalence ratio, defined as (/^„ik 
=      (wifue/WaiJactualAmfue/mai^stoi^iometnc,     On     the 
PAH emissions produced by pyrolysis/combustion of 
PVC, PE, and PS was examined. 

Experimental Apparatus and Procedure 

Plastic Particles Burned 

Medium molecular weight spheroidal PVC parti- 
cles and PE flakes were obtained from Aldrich 
Chemical, while 8% cross-linked spherical PS par- 
ticles were obtained from Duke Scientific. Sieving 
provided batches in the range of 150-212-^m par- 
ticles. 

Vertical Furnace—Particle Fluidizing System 

The vertical (drop-tube) laminar flow furnace used 
in these experiments has been described elsewhere 
[28,29]. The combustion zone of the furnace was an 
alumina tube, 3.5 cm in diameter and 25-cm long. 
A particle fluidizing system [28,29] was used to sup- 
ply a steady stream of particles to the top of the 
furnace, through a water-cooled injector. 

Combustion Experiments 

As the particles fell into the furnace cavity, they 
gasified/burned in 20-100 ms [24-27], The gas flow 

1In this text the "amount of PAHs" is expressed per unit 
mass of polymer burned, i.e., signifies specific quantities. 

rate and temperature were set to 3 1pm and 1100°C, 
respectively; the resulting gas residence time was 1 
s. The mass flow rate of the particles was varied in 
the range of 0.001-5 g/min, in order to achieve the 
desired bulk equivalence ratios, 0.1 £ $buik — 7.3. 

Unlike previous research [29], where both steady- 
state and transient flows of particles ("puffs") were 
burned, herein all experiments involved steady-state 
flows of particles, to achieve a uniform equivalence 
ratio during combustion. The term thick clouds was 
used in this text to describe situations where inter- 
active particle combustion was expected. In such 
cases, mgas/mpoiyiTler was lower than 15; therefore, the 
ratio of the interparticle distance, I, to the particle 
diameter, a, can be calculated to be lla <C 75, see 
Ref. 30. The term dilute clouds was used to describe 
situations where rh^Jm^i^^ a 100; therefore, lla 
» 75, and thus, no particle interactions were ex- 
pected [30]. Note that stoichiometric air-to-polymer 
mass ratios are as follows: 14.7 for PE, 13.1 for PS, 
and 5.2 for PVC, assuming that the combustion 
products contained only C02, HzO, N2, and HCl for 
PVC. 

Sampling and Extraction of PAHs 
The sampling stage was placed directly at the bot- 

tom of the furnace [28] so that the total amount of 
the furnace effluent, cooled to 70°C, passed through. 
It encompassed a glass-fiber filter for capturing the 
soot and, thus, the condensed-phase PAHs and a bed 
of XAD-4 resin for adsorbing the gaseous-phase 
PAHs. Occasionally, some fine soot leaked around 
the edges of the filter and was deposited on the 
XAD-4 resin. Thus, the results reported for the gas- 
eous-phase PAHs include traces of condensed-phase 
amounts. The glass-fiber filter and the XAD-4 resin 
were extracted with methylene chloride, spiked with 
100 /ig of ds-naphthalene, in a precleaned Sohxlet 
apparatus [28,29]. After extraction, the methylene 
chloride solutions were concentrated under low vac- 
uum to 1 ml. 

GC-MS Analysis 
The samples were spiked with a 100-^g aliquot of 

d10-anthracene. A comparison of the peak areas for 
the d8-naphthalene and d10-anthracene in the total 
ion chromatogram (TIC) provided a measure for the 
extraction/condensation efficiency and was used as a 
basis for the semiquantitative data provided herein. 
Identification was mainly limited to species belong- 
ing to the Title III of the 1990 Clean Air Act Amend- 
ments [31]. The GC/MS system consisted of a Hew- 
lett-Packard (HP) Model 5890, Series II GC and an 
HP Model 5971 mass selective detector. The GC/ 
MS conditions and data reduction techniques were 
described previously [29]. No PAHs were detected 
in laboratory blanks (plain XAD-4 extracts) or com- 
bustion blanks. 

All experiments were conducted once, since re- 
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TABLE 1 
PVC. Compounds, MWs, and respective amounts in ,ug/(g of PVC) from combustion/pyrolysis. Blanks represent 

concentrations <1 [tg/g. 

Phase of PAHs 
Gas-to-polymer mass ratio 
Equivalence ratio (</>) 

Benzoic acid 122 
Naphthalene 128 
Biphenyl 154 
Acenaphthylene 152 
Dibenzofuran 168 
Fluorene 166 
Phenanthrene 178 
Anthracene 178 
4H-Cyclopenta[def]phenanthrene 190 
Fluoranthene 202 
Acephenanthrylene 202 
Phenanthro[4,5-bcd]thiophene 208 
Pyrene, 202 
Benzo[ghi]fluoranthene 226 
Benzo[c]fluoranthene 226 
4H-Cyclopental[cd]pyrene 228 
Benz[a]anthracene 228 
Chrysene/Triphenylene 228 
Benzo[b, j and k]fluoranthene 252 
Benzo[a]fluoranthene 252 
Benzo[e]pyrene 252 
Benzo[a]pyrene 252 
Perylene 252 
Indeno[7,l,2,3-cdef]chrysene 276 
Indeno[l,2,3-cd]pyrene 276 
Benzo[ghi]perylene 276 
Anthanthrene 276 

Total PAHs (ug/g of PVC) 
Total PAHS > Cll (ug/g of PVC) 

% of Naphthalene in total PAHs of the sample (gas. + cond.) 

Gas. Gas. Gas. Gas. 
5.2 2.7 0.7 9.4 

1 2 7.3 N2 

158 
83 598 952 3196 

96 112 
50 366 .  928 

8 
1084 

36 53 
19 293 622 451 

86 
32 42 

82 589 337 562 
12 84 26 119 
10 6 
59 465 192 309 

39 21 75 
18 36 
6 91 

21 34 
12 10 
64 163 
5 17 

23 33 
36 73 
9 21 

32 
82 
51 
22 

315 2434 3444 6760 
232 1836 2492 3564 

26% 25% 28% 47% 

production of exactly the same <f> was difficult. Typ- 
ical errors arise in the capture, extraction, and quan- 
titation of PAHs in the GS-MS spectra, the latter 
experiencing a standard deviation of 10%. The ex- 
perimental procedure was kept consistent in all tests. 

Results 

The species, their molecular weights (MWs), and 
their respective (specific) amounts that were iden- 
tified in the combustion/pyrolysis effluent of PVC, 
PE, and PS are shown in Tables 1, 2, and 3, respec- 
tively; for brevity, only selected experiments are 
listed in these tables. With the exception of PS, little 
soot was captured on the filter, and analysis showed 
that it contained smaller amounts of PAHs than the 
XAD-4. Only those filters that contained substantial 

amounts of condensed PAHs are listed. (The exact 
fractions of the PAHs in the solid (soot) and gaseous 
phases were reported elsewhere [32] to depend on 
the temperature of the sampling stage. That was not 
the case for the total PAHs.) Also, only one entry for 
benzofb, j and k]fluoranthene was recorded, because 
these isomers eluted almost simultaneously; hence 
their accurate quantitation was not possible. 

Emissions from PVC 

Only a few PAHs, in small amounts, were found 
in the effluent of fuel-lean combustion. The major 
compounds captured at </v,ik — 1 were organic acids, 
including benzoic and small amounts of hexadeca- 
noic and octadecanoic acids, which disappeared in 
the fuel-rich runs. Benzoic acid was also reported 
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TABLE 2 
PE. Compounds, MWs, and respective amounts in//g/(g of PE) from combustion/pyrolysis. Blanks represent 

concentrations <1 /ig/g. 

Phase of PAHs Gas. Gas. Gas. Gas. Gas. 

Gas-to-polymer mass ratio 11.3 7.2 4 12.8 5.5 

Equivalence ratio (</>) 1.3 2 3.7 N2 N2 

Naphthalene 122 1,525 4,276 10,060 7,738 12,224 

Benzothiophene 134 36 80 

2-Methylnaphthalene 142 140 66 149 

1-Methylnaphthalene 142 154 58 115 

Biphenyl 154 40 354 188 496 

Acenaphthylene 152 1,371 3,092 5,888 5,645 8,973 

Acenaphthene 154 69 

Dibenzofuran 168 55 

Fluorene 166 85 126 426 310 560 

Phenanthrene 178 792 1,710 1,656 2,024 4,698 

Anthracene 178 89 265 84 221 356 

4H-Cyclopenta[def]phenanthrene 190 165 305 158 322 539 

Fluoranthene 202 860 1,982 606 1,494 2,768 

Acephenanthrylene 202 248 534 210 483 814 

Phenanthro[4,5-bcd]thiophene 208 30 47 88 

Pyrene 202 1,092 2,442 526 1,705 3,556 

Benzo[a]fluorene 216 42 47 93 

Benzo[b]fluorene 216 76 34 64 

1-Methylpyrene 216 50 89 157 

Benzo[ghi]fluoranthene 226 250 434 128 350 563 

Benzo[c]phenanthrene 228 83 181 13 112 93 

4H-Cyclopental[cd]pyrene 226 1,149 1,438 370 1,494 1,800 

Benz[a]anthracene 228 58 40 29 186 

Chrysene/Triphenylene 228 12 22 45 

Benzo[b, j and k]fluoranthene 252 201 135 160 275 431 

Benzo[a]fluoranthene 252 60 50 106 

Benzo[e]pyrene 252 104 60 114 185 

Benzo[a]pyrene 252 224 114 270 360 

Perylene 252 53 24 55 89 

Indeno[7,l,2,3-cdef]chrysene 276 51 53 67 

Indeno[l,2,3-cd]pyrene 276 131 116 156 

Benzo[ghi]perylene 276 289 153 174 

Anthanthrene 276 145 86 107 

Total PAHs C"g/g of PE) 8,995 17,007 21,411 23,727 40,128 

Total PAHs > Cll (ug/g of PE) 7,470 12,731 11,351 15,989 27,904 

% of Naphthalene in total PAHs of the sample 
(gas. + cond) 17% 25% 47% 32% 31% 

elsewhere in fuel-lean combustion of o-dichloroben- 
zene [23] and toluene [33]. The amounts, as well as 
the number of PAHs detected herein, increased pro- 
gressively in fuel-rich combustion, and maxima were 
recorded during pyrolysis in N2 (see Table 1), where 
0.7 wt % of PVC was converted to PAHs. 

The total amounts of PAHs heavier than naphtha- 
lene (>CU) are plotted in Fig. li as a function of 
(fr,ulk, at T„as = 1100°C. Superimposed are the PAH 
amounts obtained from pyrolysis in N2 of thick and 

dilute clouds of PVC particles. The total amounts of 
PAHs (>Cn) from pyrolysis in N2 of thick and dilute 
particle clouds were comparable, even when Tgas was 
lowered to 1000°C. Therefore, the amount ofPAHs 
from pyrolysis in N2 did not depend on the thickness 
of the particle cloud, i.e., the concentration of the 
pyrolyzates. The amount of PAHs did not depend on 
the gas temperature either, in the range of 1000- 
1100°C. However, most of the PAHs from the py- 
rolysis of thick clouds were fused, while those from 
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PS. Compounds, MWs, and respecth 
TABLE 3 

! amounts in /ig/(g of PS) from combustion/pyrolysis. Blanks represent 
concentrations <1 fig/g. 

Phase of PAHs Gas. Gas. Gas. Cond. Gas. Cond. Gas. 
Gas-to-polymer mass ratio 17.4 13.1 8.7 8.7 3.9 3.9 10.6 
Equivalence ratio (<£) 0.8 1 1.5 1.5 3.4 3.4 N2 

Naphthalene 122 114 869 2,168 87 3,274 420 8,780 
Benzothiophene 134 23 
2-Methylnaphthalene 142 66 
1-Methylnaphthalene 142 55 
Biphenyl 154 29 422 542 467 883 280 2,502 
Acenaphthylene 152 56 1,156 2,050 505 2,409 1,338 7,644 
Fluorene 166 89 21 22 97 34 566 
Phenanthrene 178 76 959 2,108 836 2,485 2,561 7,436 
Anthracene 178 129 302 248 303 456 
4H-Cyclopenta[def]phenanthrene 190 121 129 73 142 175 397 
Fluoranthene 202 32 658 1,644 769 1,850 2,551 3,372 
Acephenanthrylene 202 15 220 422 222 431 613 968 
Phenanthro[4,5-bcd]thiophene 208 26 41 21 37 32 144 
Pyrene 202 33 425 1,059 481 1,013 1,398 1,549 
Benzo[a]fluorene 216 104 
Benzo[b]fluorene 216 92 
Benzo[ghi]fluoranthene 226 23 151 297 141 227 398 517 
Benzo[c]phenanthrene 228 59 158 75 126 201 162 
4H-Cyclopental[cd]pyi'ene 228 382 655 292 779 1,150 1,506 
Benz[a]anthracene 228 40 175 63 28 256 281 
Chiysene/Triphenylene 228 21 
Benzo[b, j and kjfluoranthene 252 69 94 132 268 684 
Benzo[a]fluoranthene 252 145 
Benzo[e]pyrene 252 32 185 
Benzo[a]pyrene 252 257 
Perylene 252 87 
Indeno[7,l,2,3-cdef]chiysene 276 90 
Indeno[l,2,3-cd]pyrene 276 167 
Benzo[ghi]peryIene 276 88 
Anthanthrene 276 35 

Total PAHS (ug/g of PS) 378 5,796 11,865 4,054 14,193 11,978 38,358 
Total PAHs > Cll C«g/g of PS) 264 4,927 9,697 3,967 10,919 11,558 29,578 

% of Naphthalene in total PAHs of the 
sample (gas. + cond.) 30% 15% 18% 23% 23% 

pyrolysis of dilute clouds were substituted [29]. A 
possible explanation is presented in a later section. 
The (specific) amount of PAHs (>Cn) increased by 
an order of magnitude, as </>buik increased from 1 to 
2 and it stayed rather constant thereafter (see Fig. 
li). 

The following chlorinated compounds were iden- 
tified in pyrolytic conditions: dichloro-ethyl ben- 
zene, tetrachloro benzene, chloro-ethyl benzoic 
acid, chloro-phenanthrene, and dichloro-biphenyl. 
At <j> = 7.3, dichloro-biphenyl and dichloro-ace- 
naphthylene were present. No chlorinated species 
were identified under other conditions. 

Emissions from PE 

Only traces of PAHs were detected in the com- 
bustion products of PE particles at </>buik — 0-5- At 
<^buik > 1. the amount of PAHs increased abruptly, 
reached a maximum at 4> — 2, and then plateaued 
at higher 4>hu]k, reaching asymptotically the pyrolytic 
emissions of thick clouds at niN,/mpoi ~ 12-8. Al- 
though the total amount of PAHs at <fr,uik = 2 was 
higher than that at c/>i,u]k = 1.3, fewer species were 
identified in the former case. Specifically, most of 
the high MW PAHs (such as benzo[a and e]pyrene, 
perylene, and anthanthrene) were not detected at 
4>bulk   =   2.   Furthermore,  while  in  thick cloud 
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FIG. 1. Total specific amounts of PAHs (>Cn) as a function of ^buik denoted as line a. Superimposed are the amounts 
of PAHs (>Cn) from pyrolysis of particle clouds at different N2 to polymer mass ratios (numbers in parenthesis) denoted 
as lines bl, b2, and b3, and transient "puff combustion, described in Ref. 29, and denoted as line c. Solid lines depict 
both gaseous and condensed PAHs, while dash lines depict only gaseous PAHs. Unless otherwise denoted, all experiments 
were performed at Tgas = 1100°C. Stoichiometric fuel loading values, mai/mpol., were 5.2 for PVC, 14.7 for PE, and 13.1 
for PS. Plots are as follows: (i) PVC, (ii) PE, and (iii) PS. 

pyrolysis experiments, all the major PAHs were pres- 
ent (see Table 2), and in dilute cloud pyrolysis, some 
of the heavy MW PAHs were missing [29], It is ev- 
ident that both the particle loading and the existence 
of a flame (combustion) influences the number of 
species and their amounts, but their respective role 
is unclear. The percentage of mass of PE converted 
to PAHs increased with </>bulk and the maximum re- 
corded amount was 4 wt % during pyrolysis of the 
thickest particle cloud, mN2/mpoli = 5.5. In Fig. Iii, 
the total amount of PAHs heavier than naphthalene 
is plotted with fo^ at Tgas of 1100°C. Superimposed 
are the respective PAH emissions in pyrolytic at- 
mospheres at three particle loadings. Comparing the 
three runs in N2 with mN2/mpol = 5.5,12.8, and 240, 
it is evident that as the particle loading (i.e., the con- 
centration of the pyrolyzates) increased, the amount 
of PAHs emitted also increased. 

Emissions from PS 

While the total PAH emissions from combustion 
of PS particles at <foulk < 0.8 were low (see Table 3), 
they increased almost 15 times as (/vdk increased 
from 0.8 to 1.0. A milder increase in the PAH 
amounts was noticed as <£buik further rose from 1.0 
to 3.4. The highest values of PAHs were recorded 
during the pyrolysis of a thick particle cloud in N2, 
with mN2/mpol = 10.6. Generally, PS produced 
much more soot than PE and PVC. Fuel-lean 
mixtures produced little soot, and most PAHs were 
found in the gaseous phase. Thereafter, the amounts 
of soot, along with the condensed PAHs, increased 
with (foulk at a higher rate than the PAH emissions 
in the gaseous phase. At a </Vilk- = 3.4, the con- 
densed and gaseous amounts of PAHs were similar. 
However, only small amounts of soot (and con- 
densed PAHs) were observed in the pyrolytic runs 
in N2. The percentage of mass converted to PAHs 
increased with (fouIk, and the highest recorded value 

amounted to 4 wt %, during pyrolysis of a thick par- 
ticle cloud in N2. In Fig. liii, the total amount of 
PAHs heavier than naphthalene is plotted with (^ulk 

at Tgas of 1100°C. Superimposed are respective PAH 
emissions in N2 at two particle loadings. For PS, as 
was the case for PE, pyrolysis of dilute particle 
clouds resulted in lesser amounts of PAHs (>Cn) 
than the pyrolysis of thick clouds. However, the 
amount of PAHs from PE was found to increase 
roughly proportionally to the particle loading, while 
that from PS increased by a smaller factor. 

Isomerization of PAHs 

The mutagenicity of PAHs has been reported to 
differ greatly between components of isomer pairs 
[34]. For instance, fluoranthene is mutagenic, while 
its isomer pyrene is not. Howard et al. [34] measured 
concentrations of selected PAH isomer pairs in the 
effluent of ethylene combustion ((/> = 1.2-2.2, Tg = 
1240-1425°C) doped with naphthalene. In addition, 
they calculated the equilibrium concentrations of 
the following isomer pairs: 

1. fluoranthene (F)-pyrene (P), 
2. fluoranthene (F)-acephenanthrylene (AP), 
3. cyclopenta[cd]pyrene (CP[cd]P)-benzo[ghi]- 

fluoranthene (B[ghi]F), and 
4. benzo[k]fluoranthene     (B[k]F)-benzo[a]pyrene 

(B[a]P). 

For each of these isomers, seven sets of thermody- 
namic data are given in Ref. 34, estimated in differ- 
ent ways. Using these data, the ranges for the equi- 
librium concentration ratios for isomer pairs were 
calculated herein, at Tg = 1100°C, and were com- 
pared with experimental results from fuel-rich com- 
bustion and pyrolysis of PVC, PE, and PS (see Table 
4). As in Ref. 34, the isomer pairs 2 and 3 were found 
to be close to equilibrium, while pairs 1 and 4 were 
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TABLE 4 
Calculated equilibrium molar ratios and experimental molar ratios of selected PAH isomers 

Molar Ratios at 1100°C 
Equilibrium 
Calculations 

PVC 
Experim. 

PE 
Experim. 

PS 
Experim. 

F/P (1.2-41) X 10"3 1.3-1.8 0.8-0.9 1.5-2.2 
F/AP 2.9-13.2 4.8-7.0 3.0-3.7 3.4-4.3 
CP[cd]P/B[ghi]F 3.6-37.3 1.2 3.2^.6 2.2-3.4 
B[k]F/B[a]P (0.1-29) X 10 "3 2.2 >0.9 >2.7 

Experimental conditions: fuel-rich combustion or pyrolysis in N2 with mNJm„0i £ 11.4, Tgas = 1100°C. 

not in equilibrium. Note that the experimental re- 
sults for pairs 1 and 4 cannot be explained consid- 
ering the calculated equilibrium concentrations ei- 
ther at temperatures approaching 1550°C (close to 
flame temperatures) or at the sampling tempera- 
tures, «70°C. Therefore, the measured molar ratios 
for isomer pairs 1 and 4 appear to result from kinetic 
limitations. Especially for pair 1, the experimental 
molar ratios from the combustion of PVC and PE 
were found to depend more on the polymer itself 
than on the combustion or pyrolysis conditions. For 
these cases, the ratio F/P stayed rather constant in 
the range of 0.8-0.9 for PE and in the range of 1.3- 
1.8, for PVC. For PS, F/P increased from 1.0 at <fo,ulk 

= 0.8 to 1.8 at <£bulk = 3.4, and it was 2.2 in N2. To 
the contrary, Ref. 34 reported that F/P decreased 
from 1.4 to 0.4, as <^,uik increased from 1.2 to 2.2. 

Overall Discussion 

The ratio of the mass of polymer to the mass of 
gas (« <£buib in the presence of air) introduced in a 
furnace was found to be a very important parameter 
on the emissions of PAHs. The PAH compounds and 
amounts from combustion/pyrolysis of PVC, PE, and 
PS exhibited both similarities and differences as 
0buik changed. 

PVC 
PAH emissions from PVC were hardly detectable 

at fuel-lean conditions, <fi\m\k — 1, which is indicative 
of effective oxidation. Even at fuel-rich conditions, 
the PAH emissions from PVC were 10 times lower 
than those from the other polymers. The effective 
destruction of PAHs may be explained based on ear- 
lier observations [27,29] on the combustion of PVC 
particle clouds. Individual particles burned as sepa- 
rate entities, at most (/>b„ik examined, surrounded by 
envelope flames. While such flames were spheroidal 
and very luminous, indicating strong soot radiation, 
no soot was detected (by shadow photography) to 
escape the flames or remain in the furnace after ex- 
tinction [26], Presumably, the PAHs and their pre- 

cursors were consumed in the flames. To verify that, 
indeed, PVC particles burn effectively even at se- 
verely fuel-rich conditions, a <£buik as high as 7.3 was 
explored. The total PAH emissions remained rather 
constant in the range of </>buik = 2-7.3, at values 
quite lower than those detected during pyrolysis. 
Many particles still burned with individual flames 
even at very high fouik 

The pyrolysis experiments of PVC in N2 indicated 
that the particle loading (i.e., the concentration of 
pyrolyzates) did not affect significantly the amount 
of PAHs produced. This observation suggests the 
importance of intramolecular reactions on the for- 
mation of PAHs during combustion of PVC. To the 
contrary, the formation of such species in nonpoly- 
meric, nonaromatic, chlorinated hydrocarbons has 
been identified by detailed chemical kinetics mod- 
eling to incorporate intermolecular reactions [35]. It 
is plausible that after the evolution of HCl from 
PVC, the remaining poly(olenes) fold and condense 
further to produce PAHs. This argument may be 
supported by (a) the fact that PAHs were observed 
elsewhere [7] during pyrolysis of PVC in a TGA at 
temperatures as low as 400-500°C, lower than the 
temperatures for PAH formation from acetylene and 
(b) the fact that substituted PAHs were only ob- 
served in the combustion/pyrolysis products of PVC, 
which suggests that the mechanism of formation of 
PAHs for PVC may be different than those for PE 
and PS. 

Pyrolysis of thick and dilute clouds of PVC parti- 
cles resulted in mostly fused and mostly substituted 
PAHs, respectively. This may be related to the de- 
pendence of the pyrolysis mechanisms on the sample 
size, reported elsewhere [8]. 

PE 
PAH emissions from PE were sensitive to <frjUik s 

2 and resulted in high amounts, even at intermediate 
^buiic- An explanation may be offered, based on visual 
observations on the combustion behavior. PE parti- 
cles entering the furnace in thick clouds readily ex- 
hibited flash pyrolysis due to heat transfer from the 
flames of already burning particles [27,29]. In such 
cases, a large group flame enclosing all particles and 
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their pyrolyzates was formed, displacing air. Thus, 
even in the case of overall fuel-lean conditions, lo- 
cally fuel-rich combustion may have occurred inside 
the resulting large flame. Such a situation could have 
impeded the oxidation of PAHs and, thus, produced 
high emissions. Flash pyrolysis and group combus- 
tion occurred readily above fo^ = 1 or even below 
when mixing was disturbed. Upon occurrence of a 
group flame, further increase in (fo^ did not appear 
to matter, and PAH emissions plateaued, reaching 
asymptotically the pyrolytic emissions. Actually, this 
was the only polymer where a random momentary 
upset condition, "puff," denoted by lines c in Fig. 1, 
produced maximum PAH emissions under oxidizing 
conditions. 

The increase in the amount of PAHs produced 
from pyrolysis of PE with the particle loading (i.e., 
the pyrolyzate concentration) suggests that the main 
pathway, for the formation of PAHs from PE, may 
be through interactions among the straight chain 
pyrolyzates [9]. 

PS 
While at rigorously fuel-lean conditions the com- 

bustion of PS was fairly effective, the appearance of 
substantial amounts of PAHs commenced prior to 
the stoichiometric point and rapidly increased there- 
after with </>buik- Enhanced emissions of soot and as- 
sociated condensed PAHs were recorded under fuel- 
rich conditions. Cinematographic observations on 
the combustion of PS particles revealed that they 
burned with flames forming long wakes, from which 
strings of soot escaped and took a long time to oxi- 
dize [25]. In group combustion, the tendency of PS 
particles for flash pyrolysis was lower than that of PE 
but higher than that of PVC particles. 

The sensitivity of PAH emissions to the particle 
loading varied for each polymer. The order from the 
least sensitive to the most sensitive was PVC, PS, and 
PE. This may be explained with an argument that 
the intramolecular cyclization of PVC pyrolyzates, 
upon evolution of HC1, is more prompt than the in- 
termolecular condensation reactions of the aromatic 
rings of PS that, in turn, are more prompt than the 
aliphatic fragmentation reactions for PAH formation 
from PE. 

The percentage of naphthalene in the PAH emis- 
sions of all polymers varied significantly with the 
combustion/pyrolysis conditions. For all polymers, it 
experienced minima in the neighborhood of stoichi- 
ometry (see Tables 1 through 3). 

Recommendations for Waste-to-Energy 
Applications 

From this work, the following recommendations 
may be drawn: PS should be burned with consider- 
able amounts of excess air (</>buik < 0.8)to minimize 
the emissions of PAHs and soot. Maximum emis- 

sions occur at pyrolytic or severely fuel-rich condi- 
tions. PVC is less sensitive to <£t,uik, and small 
amounts of excess air suffice for its complete com- 
bustion. Even at high 4>, PVC appears to utilize ox- 
ygen effectively, and its PAH emissions are lower 
than those in purely pyrolytic atmospheres. PE is the 
most sensitive of the polymers to c/vjk for fo^ ^ 
2. Even if burned in finely shredded particles, at 
moderately lean <ft,uik, flash pyrolysis may occur, and 
the resulting large diffusion flames impede the oxi- 
dation of PAHs. Substantial amounts of excess air 
are recommended, but prevention of puffs is diffi- 
cult, and thus, complete destruction of PAHs may 
require very fuel-lean conditions, <f> < 0.5, as ex- 
plored in Ref. 26, or an afterburner. PS has a strong 
tendency to soot at all conditions, but especially at 
high 4>s; most soot, however, is highly agglomerated 
and can be easily captured. PE emitted small 
amounts of fine soot, only at high $s. The emissions 
of soot from PVC were minimal. 

Conclusions 
The effect of the equivalence ratio on the PAHs 

from combustion/pyrolysis of PVC, PE, and PS par- 
ticles (150-212 jum) in diameter was studied. Com- 
bustion/pyrolysis took place in a drop-tube, electri- 
cally heated furnace at 1100°C, in air, or N2. 
1. For all polymers, the total amounts (specific) of 

PAHs increased with <fouik; the highest amounts 
of PAHs (accounting for 0.7, 4, and 4 wt % for 
PVC, PE, and PS, respectively) were emitted un- 
der pyrolytic conditions, and in N2 at varying par- 
ticle loadings. 

2. While minimal amounts of PAHs were emitted 
from PVC at 4^^ ^ 1, substantial amounts were 
emitted from PE and, especially, PS at similar 
conditions. This was related to their combustion 
behavior in thick clouds. The emissions of PVC 
were lower by an order of magnitude than those 
of PE and PS at fuel-rich conditions. Chlorinated 
organics were identified in the effluent of PVC 
burning in fo^ = 7.3 and pyrolysis in N2. 

3. The (specific) amounts of PAHs from pyrolysis of 
PE and PS in N2 were found to increase with the 
particle loading in the furnace. There was no such 
indication for PVC. This difference may indicate 
the importance of intramolecular cyclization in 
the formation of PAHs from PVC, and intermo- 
lecular reactions for PS and PE. 

4. The percentage of naphthalene in the PAHs var- 
ied with combustion/pyrolysis conditions. For all 
polymers, it reached minima at fo^ around stoi- 
chiometry. 

5. For all polymers, the isomer pairs: fluoranthene- 
acephenanthrylene and cyclopenta[cd]pyrene- 
benzo[ghi]fluoranthene were found to be in equi- 
librium. For all polymers, the pairs fluoranthene- 
pyrene and benzo[k]fluoranthene-benzo[a]- 
pyrene were not found to be in equilibrium. 
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PS emitted large amounts of soot at a broad range 
of 4>, while PVC and PE emitted low amounts of 
soot only at high cf). Soot emissions of all polymers 
under pyrolytic conditions, in N2, were low. Fu- 
ture work will quantify emissions of soot. 
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COMMENTS 

George W. Mulholland, NIST, USA. How was the equiv- 
alence ratio controlled during the drop tube measurements 
and the muffle furnace measurements? What was the effect 
of the equivalence ratio on the smoke production for the 
three plastics? 

Author's Reply. The bulk equivalence ratio in the drop- 
tube furnace was controlled by changing the mass flowrate 
of the polymer particles, while the flowrate of the air was 
held constant. The bulk equivalence in the muffle furnace 
was not controlled and, thus, was not defined. 
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As the equivalence ratio increased, the soot emissions 
from each polymer increased. It was found that the soot 
yield from PS was much more sensitive to the equivalence 
ratio than either that of PE or PVC. Large amounts of soot 
were collected from PS at <f> > 1-5, meanwhile only small 
amounts of soot were collected from PE and PVC even at 
the highest cj>'s explored herein; 3.7 and 7.3 respectively. 

T. Kashiwagi, NIST, USA. In one of your results, there 
are no differences in PAH amount when PVC (or PE?) was 
pyrolyzed in N2 and also burning in air. Could you elabo- 
rate why? 

A large amount of plasticizers are generally added for 
PVC (rarely used as 100% PVC for end product due to its 
brittle nature). Then, the degradation of PVC might be 
modified by that of the plasticizers. Do you expect that your 
conclusion on PVC might still be applicable? 

Author's Reply. The results showed that the magnitude 
of PAH emissions from clouds of PVC particles in pyrolytic 
environments (N2) were rather independent of particle 

mass loading and gas temperature. Combustion in air pro- 
duced different amounts of PAHs depending on the bulk 
equivalence ratio, see Fig. 1, and temperature, see Refs. 
[28] and [29]. This independence of the pyrolytic emissions 
(in N2) of the particle loading may suggest the importance 
of intramolecular reactions on the formation of PAHs from 
PVC, as opposed to intermolecular reactions, which do de- 
pend on the concentration of the pyrolyzates and, thus, on 
the particle loading. Also for PVC, the total amounts of 
PAHs > Cn from combustion in air at fuel-rich equiva- 
lence ratios (2 > </> a 7.3) remained practically constant 
with <j> and were lower than the amounts from pyrolysis in 
N2. This is another indication of the importance of intra- 
molecular reactions on the formation of PAHs from PVC. 
Neither PE nor PS exhibited such behavior. 

The combustion behavior of PVC may be affected by the 
type and amount of plasticizer additives. Rigid PVC which 
contains only small amounts of plasticizers [14] is typically 
used for pipes and the results herein may describe its com- 
bustion/pyrolysis behavior. However, the combustion be- 
havior of PVC containing as much as 30 wt.% plasticizers 
[14] (such as dioctyl phthalate, trioctyl phosphate or 
poly(propylene glycol) esters) may differ from that of pure 
PVC, observed herein. 
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INFLUENCE OF TURBULENT MIXING ON THE PYROLYSIS OF 
CHLOROFORM USING DETAILED CHEMICAL KINETICS 
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The influence of turbulent mixing on the pyrolysis of chloroform is systematically investigated. This 
analysis is performed by means of the probability density function (PDF) transport equation for a turbulent 
flow reactor. The feed of the model reactor consists of a stream of hot argon and a cold chloroform stream 
diluted with argon. The turbulence considered is homogeneous and isotropic, which leads to reduction of 
spatial dimensions and enables the implementation of all 32 species of the detailed mechanism. From the 
PDF of the species, the time evolution of all statistical moments can be revealed. Additionally, the PDF 
of reaction rates and integrated reaction rates (molar amounts of species through a specific reaction) is 
calculated. From this, a detailed analysis of the influence of the turbulent mixing on the reaction paths is 
performed. The turbulent mixing is modeled by a standard particle interaction model and by the binomial 
Langevin model extended to several scalars. The differences of these models are analyzed and discussed. 
The time evolution of the lower statistical moments are qualitatively the same; however, the shape of the 
PDF, i.e., the higher statistical moments, differs significantly. Both mixing models lead to the conclusion 
that the decay of chloroform can be slightly accelerated for a certain range of turbulent mixing and slowed 
down outside this range. For presented initial conditions, this range is stated. Additionally, it can be shown 
that the time evolution of intermediates is strongly dependent on the mixing. 

Introduction lence on a complex chemical system. This tool is 
based on the probability density function (PDF) 

The incineration of hazardous waste offers an ef- transport equation [4,5]. This PDF is of veiy high 
fective disposal methodology. However, the produc- dimension in the case of a multicomponent system. 
tion and emission of products of incomplete com- Therefore, the simple case of isotropic homoge- 
bustion  (PICs)  may cause  severe  environmental neous turbulence is considered, which reduces the 
problems. Therefore, knowledge about the degra- spatial dimension [6]. This approach is similar to the 
dation of the hazardous chemicals as well as their wQrk rf chen [?] and Coma and ßraaten [g] and is 

formation during the combustion process is sought. ^ ahernative to Kerstein>s model in Refs. 3 and 9. 
Particularly in the case of chlorocarbon combustion, „, ,      i     jrr   •      ,        •    ,i    T>r-.u ..■ ...        .' . _ ,..„ The molecular diffusion term in the PDh equation 
this is an important issue. Recently, significant prog- . , ,   ,    .,, L. ,    . ^       .. , \ 

,      ,    r        ,   . ,     ,     i.      ,i      l-i is modeled with a particle interaction model as in 
ress has been made in understanding the chemical ^r_      . n ,      1,        .,, -i.e..        r.i 
, .    ,.        r    , ,    .    .  j   ,   j        ,  ° i     .. Refs. 7 and 8 but also with a modification of the 
kinetics   of   chlorinated  hydrocarbon  combustion ...    T7 ...    r,„1in     ,. ,   . 
[1,2]. There is experimental evidence that, besides random waUc model by Valino [10,11], which is su- 
chemical kinetics, the degradation of chlorinated hy- Perior to ^ Particle interaction models in its as- 
drocarbons is strongly influenced by molecular mix- ymptotic behavior.  Besides the joint composition 
ing [3]. Incineration involves oxidative and pyrolytic PDF>the time evolution of the PDF for the reaction 
processes. These pyrolytic processes occur, for ex- rates   and   the   integrated   reaction   rates   (molar 
ample, in the feed process where mixing is not com- amounts of species through a specific reaction) is 
plete and in pockets of nonmixed fuel gas that travel presented. This makes a thorough discussion of the 
through the incinerator. Generally, incineration oc- influence of turbulence on reaction paths feasible. 
curs under turbulent flow conditions. The second objective of this paper is to apply this 

The first objective of the present study is to pre- tool to the pyrolysis of chloroform under turbulent 
sent a tool for investigating the influence of turbu- flow conditions. The sensitivity of reaction paths to 

2431 
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FIG. 1. Reaction paths with reaction numbers as in Ref. 
2. Start phase (dashed lines), transition phase, and end 
(solid lines) phase are displayed. 

mixing and to different models for turbulent diffu- 
sion is discussed. 

The Pyrolysis of Chloroform 

The detailed mechanism for the pyrolysis of chlo- 
roform, as introduced in Ref. 2, contains 32 species 
and 67 elementary reactions. There, the pyrolysis of 
chloroform takes place in a tubular plug-flow reactor 
that can be described by the time evolution of the 
concentrations of chemical species in a homoge- 
neous gas phase moving along the tubular reactor. 
This is equivalent to a perfectly-stirred reactor (PSR) 
with no inflow or outflow. At the start, only CHC13 

diluted with argon at atmospheric pressure is pres- 
ent. Main products are C2C14 and HCl. The species 
CCI4, and C2HCl3 are by-products and important 
intermediate species are C2HCl5, CCl2, Cl, and 
CCI3. The pyrolysis starts at 750 K, and the half-life 
time of CHCI3, which can be identified as charac- 
teristic time, is exponentially dependent on temper- 
ature and independent on the concentration of 
CHCI3. As a consequence of the time evolution of 
the reaction rates, the chloroform pyrolysis in a PSR 
without feed can be subdivided into different 
phases: a very short start phase, a transition phase, 
and an end phase. Here, only the reactions with high 
conversion rates are presented. The reaction num- 
bers refer to the mechanism published in Ref. 2. 

Start Phase 

The initial step of the pyrolysis is the dehydro- 
chlorination of CHC13, resulting in dichlorocarbene 
and hydrogen chloride. 

The carbene reacts with chloroform in an insertion 
reaction to pentachloroethane (see Fig. 1). 

CCL + CHCL ^ C2HC15 (47) 

Besides these two reactions, Cl abstracts H from 
chloroform in reaction (6). Since at this early stage 
of the pyrolysis the concentration of atomic chlorine 
is not very high, reaction (6) is not very important. 
Reaction (4) (70%) and reaction (47) (20%) domi- 
nate the degradation of chloroform. During this 
early stage, the dichlorocarbene dimerizes to te- 
trachloroethylene in reaction (50). 

2I\_*KJ12  *—  VJO^M (50) 

Dichlorocarbene is consumed in reactions (47) and 
(50) at equal parts. Furthermore, atomic chlorine is 
formed in reactions (51), (37), (36), and (49). Figure 
1 shows the main reaction paths of the start phase 
indicated with a dashed line. 

Transition Phase 

The very short start phase is followed by a transi- 
tion phase. The increasing number of chlorine rad- 
icals leads to a higher rate of the H abstraction in 
reaction (6) 

CHCL Cl ^ CCL + HCl (6) 

The CCl3 radical is formed almost exclusively in this 
reaction. Reaction (56) produces, in combining the 
radicals CC13 and CC12 to C2C14 + Cl, the necessary 
Cl radicals and the main product tetrachloroethy- 
lene. 

CCL, CCL ^ CoCL + Cl (56) 

As indicated in Fig. 1, reactions (6) and (56) (solid 
line) establish a circle in which chloroform and the 
dichlorocarbene is consumed and the main products 
tetrachloroethylene and hydrogen chloride are 
formed. The transition phase is finished when the 
rates of reaction (6) and (4) attain their maximum. 

End Phase 

Subsequently, the reaction paths do not change 
any more. The degradation of chloroform is to the 
same parts due to reaction (6) and (4). The dimeri- 
zation of dichlorocarbene is not much involved in 
the formation of the product C2C14. The interme- 
diate product C2HC15 is completely decomposed to 
either products or intermediate species. The system 
is in equilibrium after chloroform is totally decom- 
posed. Besides the main products C2Cl4 and HCl, 
the by-products tetrachloromethane CCl4 and 
C2HCl3 are formed. 
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FIG. 2. Configuration of the WSR. Two composition 
streams </>(1> and $(2) are injected into the WSR. The time 
evolution of the joint composition PDF of the volume ele- 
ment dV moving downstream is calculated using the PDF 
transport equation. 

Turbulence Modeling 

To study the influence of turbulent flow conditions 
on the pyrolysis of chloroform, including all 32 in- 
volved species, it is necessary to consider a simple 
flow in favor of lower computational cost. 

Figure 2 shows the well-stirred reactor (WSR) 
configuration. It is assumed that two streams, given 
by the composition vectors 4>^ and <£<2', are injected 
with the same velocity into the WSR. The feed is 
constant in time. At the inlet of the reactor, homo- 
geneous isotropic turbulence is created and the tur- 
bulent fluctuations decrease along the reactor axis 
[8,7]. The decay time of the velocity fluctuations x 
= k/e is set constant. Here, k is the turbulent kinetic 
energy and 8 is the dissipation rate. The decay time 
of the scalar fluctuations is assumed to be propor- 
tional to the decay time of the scalar fluctuations x 
= C^Xfy. It is assumed that the reactor is adiabatic 
and that the pressure in the reactor is constant. 
There are two limiting cases for the turbulent time 
T. For x —» oo, the two streams do not mix at all, and 
for x = 0, the mixing takes place instantaneously. 
This last case is equivalent to the time evolution of 
the concentrations of species in a homogeneous gas 
phase in a PSR without feed. 

The turbulent flow in the reactor can be described 
in terms of the time evolution of the one-point joint 
composition mass density function (MDF) [7,8] with 
the initial conditions &(y/; 0) = 90(y/) = l/2p(y/) 
[ (ö(if/ - 4>w) + d(i// - 0(2))]. The time evolution 
of the joint composition MDF can be calculated 
from its transition PDF ft(y/; t) using $F(i//; t) = / 
ft(t//; t)$F0((p; t0)dg>. The equation for the time evo- 
lution of the transition probability density is given in 
Ref. 4. For a single scalar it is 

d_ _ J_ 
E[-V*<f>\St,s0)ft 

change 
in time 

molecular diffusivity 

In the following, ft is denoted as/. The second term 
in Eq. (1) on the right-hand side is the chemical 
source term, which describes the transport of the 
transition PDF in the scalar space due to chemical 
reactions. The molecular diffusion term E(D/p V2c/> 
I st, So) is conditional upon the transition of event s0 

= {(/>= y/} with $F(y/, t0) to the event st = {</> = 
y/} with 9(y/, t). The conditional expectation in (1) 
is not known and needs to be modeled. In the fol- 
lowing, two mixing models are used and compared 
in their performance. 

Particle Interaction Model (Janicka, Kolbe, 
Kollmann (JK) [12,13]) 

The decay of the turbulent fluctuations is modeled 
by the interaction of stochastic particles. The uni- 
formly distributed random variable a determines the 
mixing of the particles. 

d 

dlf/ 
E^v^\St,Soy 

X 

J J K(V, W«. Vb)f(va)f(Vb)dy/rldy/h - f(ys) 

K = JA(a)s(^ - (1 - a)¥„ -± 

<*(Va + ¥b)\ daj 

AM=   0:else 
< 1 

= 1.5 

Diffusion Model (Binomial Langevin (BL) [10]) 

The decay of the fluctuations is modeled by a de- 
terministic drift that contracts the PDF to its mean 
and a noise that blurs the PDF to have a Gaussian 
asymptotic behavior. The operator Bz/dby/z is the 
generator of a binomial stochastic process that tends 
to a diffusion process for decaying fluctuations. 

By/ 

with 

E\-Vz<f>\st,s0)f 
dy/ 

[A(y, t)f] 

+ T
s-9[B(yf,t)f]     (2) 

dby/z 

Mv, t) = -H'- 1 - 
w2 

^W-E( *)] (3) 
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FIG. 3. Time evolution of the mean mass fractions of 
chloroform and tetrachloroethylene in PSR and WSR for 
varying T [left: particle interaction model (JK); right: bi- 
nomial Langevin model (BL)]. 

B{y/,t) = k   1 
W - E(<t>)Y 

Xj/^ 
^D(0) 

tv™* - Em 
IVmm   -  E(<f>)] 

E(4)] a 0 
Em < 0 

(4) 

(5) 

and the empirical constant k = 0.1. 
Various particle interaction models have been 

used by several authors to model molecular diffusion 
over the past 15 years. They are efficient to use in 
Monte Carlo codes, and they satisfy linearity and in- 
dependence principles as well as boundedness. They 
do not describe a decaying composition field in iso- 
tropic homogeneous turbulence correctly, according 
to DNS results. The binomial Langevin model over- 
comes this deficiency. The extension to several sca- 
lars and boundedness is guaranteed by a projection 
technique. The solution procedure for the PDF 
transport equation is described in Refs. 4 and 5. The 
initial PDF is represented by 1000 stochastic parti- 
cles or point measures. The PDF transport equation 
is then solved using an operator-splitting technique 
that introduces a first-order approximation error. 
The mixing term is calculated via a random walk ac- 
cording to the mixing model for each particle. The 
stiff system of ordinary differential equation (ODE) 
for the chemical reaction source term of each par- 
ticle has been calculated using the Sandia code 
SENKIN [14]. 

Statistical Analysis of the Chemical Source Term 

The chemical source term is a function of the com- 
position vector <j> = (Y1; . . . , YK, h) and is described 
by / elementary reactions. The reaction rate of re- 

action i is given as qt = qt(Yk, T). The temperature 
T is a function of enthalpy and composition variables 
T = T(h, Y)t). The integrated reaction rates over the 
time interval [0, t] s are given as Q{ = Jh qt dt. These 
two variables are statistically described by their 
probability densities fq(qh q% q3, ■ . • , qr, t) and 
fn(Qi, Q2, <?3. • • ■ . Qr, *)■ These densities are cal- 
culated when evaluating the chemical source terms 
of the representative stochastic particles using the 
CHEMKIN library [14,15]. From the densities, the 
mean conversion E(Q,)(t) = J QfoiQi, t) dQt and 
mean reaction rates of the reaction i at time t E(qt)(t) 
= f qfqi(qh t) dqt can be calculated. 

The Chloroform Pyrolysis in the WSR 

For the adiabatic and constant pressure configu- 
ration presented above, the following initial condi- 
tions are chosen. The two streams are a hot (1035 
K) inert argon stream and a cold (700 K) mixture 
consisting of chloroform diluted with argon 
[Y(CHC13) = 0.5, Y(Ar) = 0.5]. The pyrolysis of 
chloroform is studied for varying turbulent times x 
E [0,1] s in the time interval [0,3] s. After 3 s, the 
mixture is homogeneous for the turbulent times con- 
sidered. The results of the WSR simulation for x = 
0 correspond to the PSR situation with the following 
initial conditions: 

Y(CHC13) = 0.25    Y(Ar) = 0.75 

T = 850 K   p = 1 atm (6) 

In this case, the two streams are perfectly mixed in- 
stantaneously For these initial conditions, the half- 
life time of chloroform is approximately 1 s. The mix- 
ing of the streams with different heat capacity leads 
to a decrease in the mean temperature because ar- 
gon has a lower heat capacity than chloroform. This 
decrease in temperature is compensated by the heat 
production of the pyrolysis of chloroform. The two 
mixing models show good agreement in the mean 
values. Figure 3 shows that the decay of chloroform 
is influenced by the time of mixing. For 0 s < x < 
0.5 s, the degradation of chloroform is slightly faster 
and for increasing x, x > 0.5 s, the pyrolysis is slower 
than in the PSR case because mixing of the hot argon 
stream and the colder chloroform stream is so slow 
that more of the chloroform experiences even lower 
temperatures. As consequence of this, the progress 
of the pyrolysis is exclusively determined by the mix- 
ing rate for x > 0.5 s. 

In the following, only the case for r < 0.5 s is 
considered. The acceleration of the decay of chlo- 
roform leads to a slight increase of the products (see 
Fig. 3). The two mixing models show qualitatively 
the same behavior, but the deviations from the PSR 
situation is higher when the BL model is used. In 
Fig. 4, the time evolution of the intermediate prod- 
uct C2HCl5 is displayed. The production of C2HCl5 

is veiy strongly influenced by the mixing model. The 
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FIG. 4. Time evolution of the mean mass fractions of the 
intermediate species C2HCl5 and the mean reaction rate 
of reaction 47 for varying T [left: particle interaction model 
(JK); right: binomial Langevin model (BL)]. 
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FIG. 6. Two-dimensional PDF of CHC13, Ar, and CC14, 
C2HCI5 for fixed r = 0.5 s [left: particle interaction model 
(JK); right: binomial Langevin model (BL)]. 
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FIG. 5. Time evolution of the standard deviation of chlo- 
roform and C2C14 for varying T [left: particle interaction 
model (JK); right: binomial Langevin model (BL)]. 

time for the maximum mass fraction of C2HCI5 as 
well as the maximum itself changes for varying x. 
This is due to the inhomogeneous flow condition 
that slows down the mean reaction rates. The pro- 
duction of the by-products C2HC13 and CCl4 is also 
strongly influenced by the turbulent flow. The higher 
T, i.e., the larger the inhomogeneity of the flow, the 
more by-products are formed (no figure). Figure 5 
shows the time evolution of the standard deviation 
of chloroform and the product C2C14. The decay of 
the chloroform variance is the same for both mixing 
models. The smaller the turbulent time, the faster 

the decay to the homogeneous situation. After 3 s, 
the flow can be considered homogeneous even for x 
= 0.5 s. 

The standard deviation of the products is first in- 
creasing due to reactions driven by the pyrolysis and 
then decaying because of the mixing. The position 
and value of the maximum standard deviation is 
strongly dependent on the mixing model. The reason 
for this dependence is revealed by the time evolution 
of the PDF. 

In Fig. 6, the discrete joint PDF of argon and chlo- 
roform/(Y(Ar), Y(CHC13)) and the joint PDF of the 
by-product CC14 and the intermediate species 
C2HC15,/(Y(CC14), Y(C2HC1S)), is displayed at dif- 
ferent times for fixed x = 0.5 s. The solid line rep- 
resents the trajectory of the PSR in the composition 
space. The left-hand side of the figure shows the 
time evolution, according to the JK model, and the 
right-hand side, according to the BL model. The dis- 
crete PDF is composed out of a number of stochastic 
representations (particles) in the composition space. 
The trajectory of these particles is determined by the 
chemical reaction, and the mixing, according to the 
used model. Both models reproduce the decay of the 
variance in the same way. In the case of JK, the 
whole range of states between the initial states is 
already adopted by the particles after the first time 
step (see Fig. 6 for t = 0.05 s). This is due to the 
different rates of mixing implied by the uniformly 
distributed random number a. Only in particles with 
high temperature and high mass fraction of chloro- 
form does pyrolysis take place. This effect changes 
the virtual line between the two initial states from a 
straight line to a bent curve. The BL model does not 
produce   all   intermediate   states   instantaneously. 
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There are two effects that superimpose. A linear 
drift that moves all particles toward each other and 
a white noise that blurs the delta distribution from 
the start. This leads to more hot particles with chlo- 
roform than in the case of JK mixing and explains 
the differences in the time evolution of means of the 
products. 

The differences between the mixing models are 
even more obvious in the case of the PDF of CC14 

and C2HCl,5. The JK model moves the particles that 
represent/(Y(CCl4), Y(C2HC13)) closer to the trajec- 
tory of the PSR, and the variance is higher than in 
the case of the BL model. If the turbulent time is 
varied to smaller T, the particle trajectories move 
closer to the PSR trajectory. Furthermore, it must 
be noted that, in the case of the WSR, it is not pos- 
sible to distinguish the start, transition, and end 
phase because at a certain time, all phases super- 
impose. This superposition is controlled by the mix- 
ing model. 

In Figs. 7 and 8, the means of the integrated re- 
action rates of important reactions are displayed. 
The integrated time interval, [0,3] s, is equal to the 
time that the two streams need to be mixed com- 
pletely. The statistical moments of the integrated 

means are estimated by integrating the discrete PDF 
of the reaction rates. Figure 7 shows the mean con- 
versions of reactions (4), (6), and (56). These reac- 
tions exhibit the same qualitative behavior for dif- 
ferent turbulent times z. Reactions (4) and (6) 
decompose chloroform, and reaction (56) forms one 
of the main products, C2Cl4. These main reaction 
channels of the pyrolysis are shifted slightly toward 
higher values for turbulent times 0 s < z < 0.5 s 
compared to the integrated reaction rate for the 
PSR. For T > 0.5 s, the mean is less than the PSR 
conversion. Figure 8 displays the mean integrated 
reaction rates of reactions (47), (36), (50), and (51). 
The mean conversion of reaction (47), which forms 
the intermediate species C2HC15, decreases signifi- 
cantly for higher values of z. Reaction (50) forms in 
a less turbulent environment much more C2Cl4 than 
in the homogeneous case. This explains the obser- 
vation in Fig. 3. The mean reaction rates of the 
atomic chlorine producing reactions (36) and (51) 
behave differently with respect to turbulent mixing. 
Reaction (36) is the only reaction where the models 
give a different qualitative behavior. The BL model 
exhibits a slight decrease of the mean integrated re- 
action rate, whereas the JK model slightly increases 
the mean integrated reaction rate. In reaction (51), 
more chlorine radicals are formed in the less tur- 
bulent case. 

Conclusions 

1. The WSR configuration described with the PDF 
transport equation including a detailed chemical 
reaction analysis represents a suitable tool to in- 
vestigate the influence of turbulent mixing, as de- 
scribed by the model on the reaction paths of a 
complex chemical system. 

2. The particle interaction mixing model produces 
qualitatively the same results for means and var- 
iances of the involved chemical species as the bi- 
nomial Langevin model extended to several sca- 
lars. But there are quantitative differences in 
means and variances, and the shape of the PDF 
differs significantly. 

3. The decay of chloroform can be slightly acceler- 
ated in a certain range of turbulent times and 
slowed down outside this range. The time evo- 
lution of the intermediate C2HC1S and the by- 
products CCL. and C2HC13 are strongly depen- 
dent on turbulent mixing. 

4. The analysis of the statistical moments of reaction 
paths shows large differences between the sen- 
sitivity of reaction paths with respect to turbulent 
mixing. For the discussed initial conditions with 
different temperature in the two streams, one can 
find reactions that are accelerated, e.g., reaction 
(50),   reactions   that   are   slowed   down,   e.g., 
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reaction (47), and reactions that are almost not 
influenced by turbulent mixing, e.g., reaction 
(56). 

5. In future work, this method of analyzing the ef- 
fect of turbulence on reaction paths shall be ap- 
plied to oxidative systems also. Furthermore, 
comparison to experimental data is under way 

[16]. 
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Gaseous emissions of mercury compounds from anthropic activities can cause severe harm to the eco- 
system. The main sources of anthropic mercury emissions to the atmosphere are exhaust gases from coal 
combustion and municipal solid waste incineration. In this work, attention was focused on the adsorption 
of metallic mercury on commercially available activated carbon (Darco G60). The study was performed 
in an apparatus at laboratory scale in which a gas stream at a given temperature, Hg° concentration, and 
mass flow rate was contacted with a fixed bed of adsorbent material. Breakthrough curves and adsorption 
isotherms were obtained for bed temperatures of 90°, 120°, and 150°C and for Hg° concentrations in the 
gas in the range of 0.9-6.0 mg/m3. The experiments showed that the adsorption process is a favorable one, 
and the gas-solid equilibrium data were used to evaluate the Langmuir parameters. Furthermore, it ap- 
peared that the higher the temperature, the lower the adsorption capacity, with a heat of adsorption of 
about - 22 kj/mol. The differential equations modeling the adsorption phenomenon were integrated, 
leading to the evaluation of a kinetic parameter describing the experimentally determined breakthrough 

Introduction 

Mercury is present in traces in coal and in munic- 
ipal solid waste (MSW) with concentrations varying 
from 0.1 to 1.0 g/t for coal and from 0.5 to 9.0 g/t 
for MSW [1], so that both coal combustion and 
MSW incineration result in atmospheric emissions 
of this pollutant. Because of the reducing properties 
of S02, about 80% of mercury from coal-fired power 
plants is emitted as Hg°, with a flue gas concentra- 
tion of 1-4 /zg/m3 [1-3]. On the other hand, related 
to mercury emissions from MSW incinerators, the 
situation is reversed: in that case, because of a rela- 
tively high concentration of HC1, mercury is emitted 
mainly as HgCl2 [4,5] and only about 25% mercury 
is emitted as Hg°, with a flue gas concentration of 
25-250//g/m3 [2], 

The need for the development of technologies ca- 
pable of achieving high removal efficiencies for mer- 
cury emissions control led many researchers to focus 
on evaluating the adsorption capacity shown by dif- 
ferent solids. Adsorption of oxidized mercury was 
studied by Schager [3], who measured experimen- 
tally the capture of elemental and oxidized mercury 
by different sorbents, finding that oxidized mercury 
is more easily adsorbed than elemental mercury. 
Specifically, he dealt with the adsorption capacity 
with regard to oxidized mercury exhibited by differ- 

ent materials, such as activated carbon, fly ash, and 
calcium compounds (CaO, CaS04), and found that 
activated carbon has the highest adsorption capacity, 
while calcium compounds have the lowest. Later, 
Lancia et al. [5] and Karatza et al. [6-8] dealt with 
adsorption of mercuric chloride on different solids. 
Lancia et al. [5] studied the influence of temperature 
on the adsorption of mercuric chloride by calcium 
hydroxide. They found that the lower the tempera- 
ture, the higher the adsorption capacity. Karatza et 
al. [6] evaluated the mercuric chloride adsorption 
capacity showed by fly ash collected in a full-scale 
MSW incinerator. They showed that fly ash is a suit- 
able sorbent for mercuric chloride removal and that 
the adsorption capacity decreases when temperature 
increases. Karatza et al. [7,8] studied the adsorption 
of mercuric chloride on activated carbon and on the 
same carbon impregnated with Na2S, again 
considering the dependence on temperature. They 
found that impregnation of the carbon with Na2S 
strongly enhances the adsorption capacity and that 
the adsorption process is exothermic both for "raw" 
carbon and for Na2S impregnated carbon. 

The study of adsorption of mercury in the ele- 
mental form was performed by Otani et al. [9,10], 
Henning et al. [11], Gullett and Jozewicz [12], and 
Krishnan et al. [13]. Otani et al. [9,10] studied the 
behavior of elemental mercury in the gas phase and 
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FIG. 1. Sketch of the experimental 
apparatus. 

its adsorption on different porous solids, namely ac- 
tivated carbon, sulfur impregnated activated carbon, 
zeolites, and fly ash. They pointed to the links exist- 
ing between adsorption capacity and superficial 
properties of the solid, including the concentration 
of the impregnating species, and showed that im- 
pregnating porous solids with sulfur enhances the 
adsorption capacity. These results were confirmed 
by Henning et al. [11], who used activated carbon 
impregnated with sulfur or KI. 

Gullett and Jozewicz [12] tested six carbons with 
different physical characteristics. They found that 
the adsorption capacity spans over a wide range and, 
in general, that the lower the temperature, the 
higher the adsorption capacity. They found that the 
adsorption capacity is related exponentially to sur- 
face area and, possibly, a mixed, physical-chemical 
adsorption mechanism is involved in elemental Hg 
uptake by activated carbon. 

Krishnan et al. [13] studied the effect of temper- 
ature on the adsorption of elemental mercury on two 
kinds of thermally activated carbons and on one kind 
of sulfur impregnated carbon. They found that the 
surface area has a strong effect on the adsorption 
capacity of all the sorbents tested and that while both 
thermally activated carbons exhibit an almost double 
adsorption capacity at 23°C with respect to that at 
140°C, sulfur impregnated carbon is almost temper- 
ature insensitive. They also used desorption tests to 
reach a deeper insight of the physics of the process 
and suggested that, while physical adsorption is the 
prevailing mechanism for capture by thermally ac- 
tivated carbon at low temperatures, chemisorption 
is the prevailing one in other cases. 

The scope of the present work is a systematic study 
of metallic mercury adsorption on a commercially 
available activated carbon, with the aim of obtaining 
thermodynamic data for the sorbent-sorbate inter- 
action. The dependence of the adsorption capacity 

and of the removal rate on temperature will be dis- 
cussed, and the results will be compared with those 
relative to the adsorption of mercuric chloride on the 
same adsorbent [7,8]. Experiments were performed 
in an apparatus at laboratory scale in which an N2 

gas stream containing Hg° vapors was contacted with 
a fixed bed of adsorbent material. Adsorption iso- 
therms and breakthrough curves were obtained 
varying the temperature in the range of 90-150°C 
and the Hg° concentration in the gas stream in the 
range of 0.9-6.0 mg/m3. The Langmuir parameters 
for the adsorption isotherms were determined, and 
a model based on the assumption of kinetic control 
was used to evaluate the kinetic parameters of the 
process. 

Experimental 

The apparatus used for the experiments of mer- 
cury adsorption is sketched in Fig. 1. In this appa- 
ratus, a gas stream, at required temperature and Hg° 
concentration, was produced, and mercury adsorp- 
tion on a fixed bed was carried out. The gas stream 
was obtained by evaporating liquid mercury con- 
tained in a thermostat-regulated glass saturator into 
a stream of pure nitrogen. The saturator was made 
of a horizontally placed string of 10 empty glass 
spheres 30 mm ID, connected by short and narrow 
glass tubes (about 1 mm ID, 5 mm long), into which 
about 350 g liquid mercury (reagent grade Hg° from 
BDH) were deposited. This design allowed both a 
relatively large gas-liquid contact area (in the 
spheres) and a good mixing of the gas (in the tubes). 
The mass flow rate of nitrogen into the saturator was 
kept constant by a hot-wire flow rate controller, and 
the Hg° concentration in the gas stream fed to the 
reactor was controlled by varying the temperature of 
the saturator and by diluting in the junction N the 
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FIG. 2. Breakthrough curves for 
bed temperatures of 90°, 120°, and 
150°C and for different Hg° concen- 
trations in the gas fed to the reactor. 
O experimental measurements; — 
model results. 

saturated stream with a stream of pure nitrogen, the 
flow rate of which was controlled by another hot- 
wire flow rate controller. 

The diluted stream was fed to a glass reactor con- 
taining the sorbent. The reactor was 35 mm ID and 
60 mm high and was kept in a thermostat-regulated 
oven equipped with a PID temperature controller. 
The adsorbing bed was made of about 0.61 g ad- 
sorbing particles mixed with 3.0 g 100-,um glass 
beads as inert, and its length (L) was 4 mm. This 
arrangement was chosen with the aim of avoiding 
channeling while keeping a small reactive surface. 
Furthermore, to avoid losses of powder in the gas 
stream, a downward flow was used in the reactor. 
Commercially available activated carbon (Darco 
G60 from BDH) was used as sorbent. The bulk den- 
sity of the carbon is 450 kg/m3, the average diameter 
of the solid particles is 3.5 /urn, and the BET surface 
area is 230 m2/g. 

The experiments were conducted varying the tem- 
perature (T) of the adsorbing bed and the Hg° con- 
centration in the inlet stream to the bed (c0), 
whereas the gas-solid relative velocity was fixed in 
all runs. In particular, c0 ranged from 0.9 to 6.0 
mg/m3 and T from 90 to 150°C, while the gas flow 
rate was kept at about 7.22 X 10~5 m3/s, which cor- 
responds to a gas superficial velocity of 7.52 X 10 ~2 

m/s. The Hg° concentration in the outlet gas stream 
from the reactor was determined, as a function of 
time, by absorbing the gas by means of gas washing 
bottles for about 1 min. A KMn04 aqueous solution 
acidified by H2S04 [14] was used, and the samples 
were analyzed by means of cold vapor atomic ab- 

sorption (CVAA), using NaBH4 as reducing agent. 
Such procedure was considered accurate, since no 
mercury was found in the gas exiting the washing 
bottle when another bottle was placed in series to 
the first. Besides, the quantity of mercury adsorbed 
on the bed was measured by leaching after each run 
the bed material with aqua regia (HN03 + 3HC1) 
and then analyzing the solution by means of CVAA; 
a difference not larger than 8% was found in the 
mercury material balance. 

Results 

For each experiment, the breakthrough curve was 
obtained by measuring the Hg° concentration in the 
outlet stream from the reactor at different times; it 
was assumed that thermodynamic equilibrium had 
been reached when the outlet concentration became 
equal to the inlet concentration. In Fig. 2, some 
breakthrough curves are reported as a ratio of the 
outlet to the inlet concentration (cout/c0) versus time 
for the three temperatures considered: 90, 120, and 
150°C. In particular, for each temperature, the 
breakthrough curves for three different concentra- 
tions of Hg° in the inlet gas to the reactor are re- 
ported. The time necessary for saturation is on the 
order of several hours, depending on the experi- 
mental conditions. The experimental results show 
that the higher the temperature, the lower the sat- 
uration time; furthermore, it appears that when the 
Hg° concentration in the gas phase increases, the 
time necessary to reach the saturation becomes 
shorter. 



2442 OTHER POLLUTANTS 

S 

* 
3 

-A-A A- 

•e-e—e e—e—e—e e- 

D   U    D B—B B- 

1.0       2.0       3.0       4.0       5.0 

FIG. 3. Total adsorbate loading cur\'es versus time. A T 
= 90°C, c0 = 5.39 mg/m3; o T = 120°C, c0 = 5.54 
ng/m3; o T = 150°C, c0 = 5.31 mg/m3, — model results. 

c* (mg/nr) 

FIG. 4. Adsorption isotherms for Hg° on Darco G60 car- 
bon. A T = 90°C; o T = 120°C; □ T = 150°C;—Langmuir 
equation. 

Figure 3 shows the total adsorbate loading ojtot, 
expressed as a ratio between mass of adsorbed Hg° 
and mass of sorbent in the bed, as a function of time. 
The total adsorbate loading, which is calculated on 
the basis of the breakthrough curves, starts from 
zero and increases with time to reach a constant 
value, a condition in which the solid is saturated and 
is in thermodynamic equilibrium with the gas. Fig- 
ure 3 shows that the lower the temperature, the 
higher the adsorption capacity and, similar to the 

results reported in the previous figure, the lower the 
temperature, the higher the saturation time. 

The amount of mercury found on the solid at sat- 
uration (ft)") represents the adsorbate loading in 
thermodynamic equilibrium with the gas phase at 
concentration c°. Values of w" obtained for different 
concentrations of the gas stream give the adsorption 
isotherms reported in Fig. 4 for the three tempera- 
tures of 90, 120, and 150°C. The isotherms are of 
the favorable kind, and they show that the higher 
the temperature, the lower the adsorption capacity, 
confirming the exothermic nature of the adsorption 
process under consideration. 

Discussion 

The experimental results clearly show that the ad- 
sorbate loading at equilibrium depends on the gas- 
phase concentration, and therefore the phenomenon 
under consideration is an adsorption process rather 
than a gas-solid reaction. The maximum adsorbate 
loading found is 6 X 10 ~4 g/g, which, assuming hex- 
agonal close packing of a monolayer of Hg°, results 
in a surface coverage of less than 0.2 m2/g. Since the 
available surface area is three orders of magnitude 
higher than this, it is clear that a large fraction of the 
carbon surface is unused. This suggests that the ad- 
sorption capacity is linked to the interaction between 
gaseous Hg° and specific surface active sites a, ac- 
cording to the following pseudoreaction: 

*i 
Hg° + a = (Hg° - a) (1) 

h 
Using the Langmuir isotherm to describe the sor- 

bent-sorbate interaction, the rate of the process can 
be expressed as the difference between the adsorp- 
tion rate and the desorption rate. The former is pro- 
portional to the Hg° concentration in the gas phase 
and to the difference between the number of sites 
available for adsorption and the number of occupied 
sites, whereas the latter is simply proportional to the 
number of occupied active sites; hence, the overall 
rate is expressed by the following equation: 

r = &i(<»max — co)c — k2co (2) 

where c is the Hg° concentration in the gas phase, 
co is its concentration as adsorbate on the solid, comax 

is the asymptotic adsorbate concentration, and k± 

and k2 are the kinetic constants of the adsorption and 
desorption reactions, respectively. At equilibrium 
(r = 0), such a rate equation leads to the well-known 
Langmuir isotherm 

Kc" 
xl + Kc" 

(3) 

where K is the equilibrium constant related to the 
kinetic parameters by the equation 
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TABLE 1 
Langmuir and kinetic parameters for Darco G60 

activated carbon 

K = kftz (4) 

r(°c) K (m3/g) OW <g/g) fci (m3/gs) h (s-1) 

90 
120 
150 

1.20 X 103 

668 
420 

6.92 X 10-" 
1.91 X 10-" 
1.07 X 10-" 

0.415 
0.505 
0.630 

3.45 X 10"" 
7.56 X 10-" 
1.50 X IQ-3 

3 

(1/7)-103   K_1 

FIG. 5. Arrhenius plot for the equilibrium constant K. 

0.0 2.0 4.0 6.0 8.0 
3 

c* (mg/m ) 

FIG. 6. Comparison between adsorption isotherms on 
Darco G60 carbon for Hg° (present work) and HgCl2 (Ref. 
8). Hg°: AT = 90°C, o T = 120°C, □ T = 150°C; HgCl2: 
A.T = 120°C, • T = 150°C, ■ T = 200°C;—Langmuir 
equation. 

The equilibrium data of Fig. 4 were used to eval- 
uate the Langmuir parameters for the different tem- 
peratures under investigation. Using a nonlinear re- 
gression technique, such parameters were calculated 
and are reported in Table 1. The Langmuir iso- 
therms obtained on the basis of the values of Table 
1 are also included in Fig. 4 (continuous lines). The 
values reported in Table 1 show that both K and eomax 

decrease when temperature increases. In particular, 
in agreement with the physical meaning of the equi- 
librium constant K, it is possible to hypothesize a 
dependence on the temperature of the Arrhenius 
type, according to the following equation [15]: 

K = KQ expl 
RT 

(5) 

where KQ is the preexponential factor and AHads is 
the heat of adsorption. A nonlinear regression gave, 
for Kg, the value of 0.72 m3/g and for AHads, the 
value of - 22 kj/mol, which is in the same order of 
magnitude of the heat of condensation for Hg°. The 
values of K, together with the continuous line ob- 
tained using Eq. (5) with KQ = 0.72 m3/g and ^Hads 

= - 22 kj/mol, are reported in Fig. 5 in the form 
of an Arrhenius plot. 

The comparison between the experimental results 
presented in Fig. 4 and those reported in the other 
papers devoted to Hg° adsorption [9-13] is difficult 
because those papers do not report equilibrium data 
readily comparable with the adsorption isotherms of 
Fig. 4. Therefore, in Fig. 6, the results relative to 
Hg° adsorption on Darco G60 carbon presented 
here are compared to the results relative to HgCl2 

adsorption on the same carbon reported in Ref. 8. 
In that work, it was shown that HgCl2 adsorption is 
also an exothermic process, and similar values were 
found for KQ and AH&ds (0.33 m3/g and - 25 kj/mol, 
respectively). However, mercuric chloride is much 
more easily captured by Darco G60 than metallic 
mercury, and this circumstance is reflected in the 
fact that the asymptotic adsorbate concentrations for 
HgCl2 are about 500 times those for Hg°. 

The values of the kinetic constants fc: and k2 used 
in Eq. (2) can be evaluated from the experimental 
breakthrough data, considering a balance of Hg° 
adsorbed in the bed. Indicating the axial coordinate 
in the bed with x and the time with t, it is 

dc        dc da 
V — + £ — + pb — 

dx dt      Hb dt 
(6) 

where V is the superficial velocity of the gas, e is the 
external void fraction of the bed, and pb is the bulk 
density of the adsorbent particles. Such a balance 
equation has to be associated with a constitutive 
equation for the rate of accumulation on the solid: 
neglecting the diffusional resistances and consider- 
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ing Eq. (2), the constitutive equation can be ex- 
pressed as follows: 

dm 

dt = fci(ran 
co)c — k2m (7) 

Eqs. (6) and (7) have to be integrated subject to the 
following boundary conditions: 

t = 0; 0 : 
t a 0; x -- 

■■ X s 

0;c 
L; C = 0; CO 

= c0 

0 
(8) 

The system of Eqs. (6) and (7) with the boundary 
conditions (8) was solved using the analytical method 
proposed by Rhee et al. [16]. Using the values of K 
and ft)max experimentally determined for the differ- 
ent temperatures, the Hg° concentration profiles in 
both the gas and solid phase could be obtained as a 
function of time. A comparison between model and 
experimental results was possible in terms of cout and 
wtot, which can be obtained easily from the solution 
of Eqs. (6) and (7). The only parameter in such equa- 
tions is ki, which was estimated by fitting model cal- 
culations to experimental breakthrough curves. Val- 
ues of kh together with values of k2 obtained by Eq. 
(4), are reported in Table 1. Furthermore, break- 
through and adsorbate loading curves calculated us- 
ing the values reported in Tables 1 are reported in 
Figs. 2 and 3 (continuous lines). As expected, the 
values of k1 and k2 depend significantly on bed tem- 
perature but are independent of the Hg° inlet con- 
centration to the adsorbing bed: such observation is 
in good agreement with the physical meaning of 
these parameters, the value of which is not expected 
to be affected by the Hg° concentration in the gas 
phase. 

Conclusions 

A fundamental study of Hg° adsorption on acti- 
vated carbon was carried out to describe the effect 
of the main operating variables on the gas-solid in- 
teractions. Experiments carried out varying the Hg° 
concentration in the gas phase between 0.9 and 6.0 
mg/m3 and the adsorption temperature between 90 
and 150°C showed that the adsorption process is fa- 
vorable and exothermic. 

The adsorption isotherms are of the Langmuir 
kind, and it was possible to evaluate the character- 
istic constants for such isotherms (the equilibrium 
constant K and the asymptotic adsorbate concentra- 
tion C0max), together with the heat of adsorption 
(AHads). The analysis of the data suggested that the 
mercuiy-carbon interaction takes place mainly on 
specific active sites disseminated on the carbon sur- 
face. Furthermore, it was shown that the heat of ad- 
sorption is in the same order of the heat of conden- 
sation for metallic mercury. 

To evaluate the kinetic parameters of the process, 
a model was used that assumes that the kinetic re- 

sistance to adsorption on the solid surface is the lim- 
iting step for gas-solid transport. The comparison 
between the experimental breakthrough data and 
those predicted by the model was satisfactory and 
indicated a good agreement with the hypothesis 
made. 

Nomenclature 

c Hg° concentration (g/m3) 
ki kinetic constant of the adsorption reaction 

(m3/g s) 
k2 kinetic constant of the desorption reaction 

(s-1) 
K equilibrium constant (m3/g) 
KQ preexponential factor (m3/g) 
L length of the adsorbing bed (m) 
r adsorption rate (s_1) 
R gas constant (J/mol K) 
t time (s) 
T temperature (K) 
V superficial velocity (m/s) 
x axial coordinate in the bed (m) 

Greek symbols 

jdHiläs heat of adsorption (J/mol) 
e external void fraction (—) 
ph       bulk density (g/m3) 
co        adsorbate loading (gHgo/gSorbent) 
ft)max   asymptotic adsorbate concentration (gugo/gsor- 

bent/ 

Superscripts 

° equilibrium 

Subscripts 

0        inlet 
out     outlet 
tot     total 
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MECHANISMS GOVERNING TRACE SODIUM CAPTURE RY KAOLINITE IN 
A DOWNFLOW COMRUSTOR 

PHILIP O. MWABE AND JOST O. L. WENDT 

Department of Chemical and Environmental Engineering 
The University of Arizona, Tucson, AZ 85721, USA 

A 17-kW, 6-m-long gas-fired laboratory combustor was used to investigate the postflame reactive capture 
of trace sodium species by kaolinite. Emphasis was on alkali/sorbent interactions occurring in flue gas at 
temperatures above the alkali dewpoint and on the formation of water-insoluble reaction products. Re- 
action time-temperature profiles replicated those in typical boilers and were varied by injecting kaolinite 
at different axial points along the combustor. The effects of chlorine and sulfur on alkali capture were 
investigated by doping the flame with Cl2 and S02. Variations in sorbent particle sizes allowed the separate 
effects of reaction kinetics and transport within the particles to be isolated. 

The actual capture reaction is proposed to be between alkali hydroxide and activated kaolinite and 
remains so in the presence of chlorine and sulfur. Hence, chlorine reduces sodium capture significantly 
because it lowers the gas-phase concentration of the sodium hydroxide. The primary effect of sulfur, on 
the other hand, is to elevate the sodium species dewpoint and, by thus lessening the time for reaction 
between gaseous sodium and substrate, to diminish the overall capture. A simple first-order kinetic model 
is proposed for sodium (hydroxide) capture by metakaolinite and is best fitted by the (global) volumetric 
rate constant: 

kv = 4.5 ± 0.5 X 107 exp(-2,657 ± 75/T) cm3 gas/(cm3 porous solid s) 

Chemical kinetics control for small particles under 2 jura, whereas intraphase pore diffusion controls for 
larger sorbent particles. A maximum sorbent utilization of 50% was realized, and an optimum sorbent 
injection window of 1200-1400 K was identified. 

Introduction 

The fate of trace sodium during combustion is im- 
portant for two reasons. First, sodium released dur- 
ing pulverized coal combustion has been associated 
with hard bonded deposits on convection heat trans- 
fer surfaces in boilers. Second, the presence of so- 
dium vapor in hot flue gases from coal combustion 
or coal gasification systems constitutes a major im- 
pediment to the development of combined cycle sys- 
tems. Sodium is not easily removed at high temper- 
atures and tends to condense on cooler turbine 
blades downstream. 

One possible solution is to inject into the com- 
bustor suitable additives that can react with the gas- 
phase alkali species before the onset of condensa- 
tion. Previous investigators have used both bench 
scale reactor studies [1-3] and combustor studies [4- 
8] to investigate both the reactive and physical cap- 
tures of sodium by clay-based sorbents. However, 
the reaction kinetics (kv, given as 1.92 X 1010 

exp( — 16,104/X) cm3 gas/cm3 solid s) extracted by 
Uberoi et al. [3] from their thermogravimetric re- 
actor studies, in which reactions occur on large, in- 
dividual, captive sorbent flakes between 773 and 
1173 K over time scales of minutes, are in sharp 

contrast to the higher-temperature drop tube studies 
of Wibberly and Wall [9]. In those studies, reactions 
forming sodium silicates in flue gases containing so- 
dium, sulfur, chlorine, water vapor, and silica parti- 
cles occurred over time scales of seconds. Pilot scale 
experiments on a 330 kW furnace [5] showed that 
injected clay materials reduced superheater deposit 
strength. Fundamental drop tube tests [6], in which 
a synthetic coal was mixed with sorbents in known 
quantities, showed that (a) capture reactions pro- 
ceeded within short coal combustion time scales; (b) 
capture of sodium from NaCl was less than that from 
Na acetate; (c) sulfur also depressed capture; and (d) 
kaolin was a more effective sorbent than either alu- 
mina or silica alone. It was the purpose of the re- 
search reported here to complement and build on 
these studies and to focus on kinetics and kinetic 
mechanisms of sodium/kaolinite interactions, under 
practical combustor conditions, with and without 
sulfur or chlorine present. 

Theoretical Considerations 

When kaolinite particles are injected into a hot 
environment    (above    723    K),    the    kaolinite 

2447 
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Na soln. Trace gas: Ch or SO: 
Gas^ Air (+NO) 

Time 

0.0 s 

1.2 s 

2.0 s 

3.5 s 

700 ppm NO, 

NO, 1 

NO, 2 

Diluent air 

FIG. 1. Downflow laboratory combustor, showing typical 
time/temperature history, and particle sampling system. 

metakaolinite. Hence, one would expect chlorine to 
diminish the (finite) rate of sodium capture, assum- 
ing that reactive capture is controlled by rates rather 
than equilibria. Sulfur, on the other hand, has little 
effect on the equilibrium gas-phase speciation of sul- 
fur, which is still primarily NaOH. Sulfur, therefore, 
is hypothesized not to change the (finite) sodium 
capture rate. However, by greatly increasing the 
dewpoint (at which point Na2S04[s] is formed and 
the reactant, NaOH[g], removed), the presence of 
sulfur diminishes the time available for reaction (as- 
suming a declining temperature in a plug flow re- 
actor). We shall use these gas-phase equilibrium- 
based arguments as a working hypothesis to 
interpret experimental results presented in this pa- 
per. Ultimately, the results themselves will demon- 
strate the validity of this hypothesis. 

(Al2032Si02H20) is activated to form metakaolinite 
(Al203Si02), which is hypothesized [10] to react with 
NaOH to form nephelite (2Na2OAl2032Si02), 
which is water insoluble [11]. Metakaolinite is de- 
activated above 1223 K [12] and ultimately forms 
mullite (3Al2032Si02) and silica (Si02), which also 
can react with NaOH to form water-soluble silicates 
(Na20nSi02). In the binary nephalite/sodium meta- 
silicate system there is a eutectic at 1173 K at a 
weight fraction of 0.5 [13], indicating the power of 
sodium to form sticky liquids from refractory com- 
pounds at relatively low temperatures. In this re- 
search, emphasis is on reactive capture of sodium to 
form water-insoluble products rather than physical 
capture such as condensation (and coagulation). 
Hence, high-temperature deactivation of metaka- 
olinite should be avoided. Chemical reaction prod- 
ucts can be distinguished from physical condensates 
by simple water-solubility tests, and this facet forms 
the basis for analytical work described here. 

Multicomponent equilibrium calculations predict 
[14] that in the absence of sorbent, chlorine, or sul- 
fur, the primary gaseous sodium species at temper- 
atures above 1100 K is NaOH [15,16]. At the dew- 
point, the condensate is Na2C03. In the presence of 
excess chlorine, the dominant gaseous sodium spe- 
cies is NaCl(g), the dewpoint is lowered (by 200 K), 
and the condensate is NaCl(s). Sulfur, on the other 
hand, increases the dewpoint for sulfur compounds 
(with condensate Na2S04) by about 250 K. In the 
presence of kaolinite, sodium alumino-silicate 
(2Na2OAl2032Si02[s]) is thermodynamically fa- 
vored at temperatures higher than 1300 K except at 
very high chlorine concentrations. 

If gas-phase reactions are sufficiently rapid, one 
would expect thermodynamically predicted gas- 
phase sodium speciation to be approximated. In that 
case, the presence of chlorine lowers the gas-phase 
concentration of NaOH, which Gallagher [10] hy- 
pothesized to be the sodium species that reacts with 

Laboratory Combustor 

The center piece for the experimental research 
was a 0.15-m I.D., 6 m long, insulated, 17-kWdown- 
flow combustor, which has been described in detail 
in the literature [17,18]. For this research, it used an 
overall fuel-lean gas flame through which 20 cc/min, 
0.2 M, sodium acetate solution was injected. There 
was evidence that portions of the spray impacted on 
the refractory quarl, which made it impossible to 
achieve closure in the overall Na mass balance, as 
detailed later. However, this is not a serious problem 
for the results presented here for two reasons: (1) 
overall sodium recovery was constant (at 40%) be- 
cause the combustion changes investigated occurred 
downstream in the far postflame and so had negli- 
gible influence on spray behavior and (2) data inter- 
pretation centered on analyses of the samples col- 
lected rather than on precise a priori knowledge of 
input flows. Sorbent could be injected and sample 
could be withdrawn through any one of 14 sample 
ports, as shown on Fig. 1. Sorbent was fed at regu- 
lated rates that ranged from 0.5 g/min to 4 g/min 
(corresponding to a particle/flue gas mass loading of 
under 1% and a number density under 106 particles/ 
cm3) by a variable screw feeder and transported 
pneumatically with 28 slpm air. The sample passed 
through a water-cooled, isoldnetic (10/1) dilution 
quenched probe to a 28.3 alpm Anderson impactor 
(Fig. 1) with eight stages and an after filter (AF). 
The particle size, taken as the upper cutoff dso, rep- 
resenting the particle size entering each stage from 
the stage above, is shown on the abscissa of Fig. 2. 
The lower cutoff d50 for each stage represents the 
particle size leaving a stage. Gas analyses were ac- 
complished using standard continuous emission 
monitors, and NO was used to measure sample di- 
lution precisely (Fig. 1). 

This type of laboratory combustor is appropriate 
for this research for several reasons: (a) both its com- 
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^ Sodium only, sampled at 1175K 
n Sodium only, sampled at 993K 
3 Sodium + sorbent 
m Sodium + sorbent + chlorine 
B Sodium + sorbent + sulfur 
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FIG. 2. Screening experiments: 
distribution of sodium among impac- 
tor stages for five different cases. 

bustion environment (gaseous and particulate) and 
its temperature/time scales are representative of full- 
scale boilers (Fig. 1); (b) its aerodynamics have been 
shown to be approximately one-dimensional with re- 
spect to temperature and gas-phase concentrations 
[10,14], thus allowing the extraction of rates and 
mechanisms; and (c) a sufficiently large particulate 
sample could be extracted for analysis without that 
process itself affecting the combustion environment. 
Consequently, this research focused on mechanisms 
of sodium/kaolinite interactions as these apply to 
practical boiler environments. 

Approach 

First, qualitative insight into pertinent mecha- 
nisms was obtained through screening studies in 
which the separate effects of sorbent injection, chlo- 
rine, sulfur, and sorbent particle size were examined. 
Next, for each of three different systems (Na/kaolin- 
ite, Na/chlorine/kaolinite, and Na/sulfur/kaolinite), a 
multivariable regression analysis was performed to 
quantify effects of sodium/sorbent equivalence ratio 
and sorbent injection temperature on reactively cap- 
tured, water-insoluble sodium. Then, portions of the 
integral data were taken from one of the three re- 
sponse functions and used to estimate an initial 
global reaction rate coefficient for the reaction be- 
tween sodium and kaolinite. This rate coefficient was 
then tested for consistency with sorbent particle size 
data obtained during the screening tests. Finally, the 
same rate coefficient was used in a plug flow reactor 
model to predict experimental results for all condi- 
tions examined in both the Na/S/kaolinite and Na/ 
kaolinite systems. 

Experimental Results 

Temperature Profile 

For all experiments reported here, the tempera- 
ture gradient in the combustor was set by the gas 

flame and could be given as a function of residence 
time by 

dJ 

dt 
= -3.42 X IQ-*T- + 0.22T = 1/«F(T)    K/s 

(1) 

defining W{T), which is used in data analysis later. 

Screening Experiments 

Figure 2 shows size-segregated data from five 
runs. The ordinate denotes the fraction of total so- 
dium (on all stages) that was collected on a given 
stage (average of two replicates, with reproducibility 
within 8% for Na). The abscissa shows the stage 
number (Stage 1 includes the separator cup above 
it) and the corresponding value of the upper particle 
d50, based on a particle SG = 1. The two bars at the 
left of each data group show the particle size distri- 
bution (psd) for a (nominal) 140 ppmv sodium with- 
out sorbent or any additives in flue gases. The far 
left-hand bar denotes samples withdrawn at 1173 K, 
which is above the dewpoint of 1073 K. A very fine 
submicron fume, collected on the after filter, is 
formed in the probe, and measurable coagulation in 
the probe (to form larger particles collectible on 
Stage 8) is not observed because of the dilution. The 
neighboring bar denotes samples withdrawn below 
the dewpoint at 993 K and shows effects of coagu- 
lation within the furnace. However, unscavenged so- 
dium can be found predominantly on the after filter 
and Stage 8. The % Na recovery, based on the feed, 
was always between 39% and 43% and was indepen- 
dent of sampling position, suggesting that the prob- 
lem upstream lay with the spray at the burner. The 
% Na recovery lay within the prior range for all ex- 
periments subsequently conducted and was the 
same for other trace metals (e.g., potassium) when 
they were present [14]. 

Comparison between the center and left of center 
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FIG. 3. Effect of sodium enrichment as a function of 
collected particle size. Sorbent was coarse kaolinite. 

and the water-insoluble fraction are shown in the 
same plot. Clearly, reactive capture forming insolu- 
ble Na20 dominates throughout. There is only weak 
enrichment on smaller particles between 0.65 fim 
and 3 jura, suggesting transition between pore dif- 
fusion and chemical reaction control. Between 3 and 
9 /im, the size dependence follows l/dp, suggesting 
pore diffusion-controlled reaction, while for even 
larger particles one might argue for a 1/df, depen- 
dence, suggesting gas-film diffusion control. In Fig. 
3, the maximum sorbent utilization based on ne- 
phalite for the submicron particles is 30%, whereas 
for the largest size class shown (9 /um it was under 
5%. 

In general, the screening studies suggested that 
for a given sodium vapor concentration and with sor- 
bent particles less than 3 fim in diameter, the most 
important variables that determine the amount reac- 
tively captured are the sorbent injection tempera- 
ture and the sodium/sorbent equivalence ratio, (f>. 

bars in each group in Fig. 2 shows that sorbent in- 
jection at 1473 K (Port 3) increased the sodium-rich 
particle size (sampled after 2.8 s at 993 K at Port 12) 
from —0.65 /im to ~2.1 jum. The sodium psd now 
tracked the raw kaolinite psd. With sorbents, 95% of 
the sodium is found in Stages 1-7, whereas, without 
sorbents, 95% of the sodium is on the after filter and 
Stage 8. Reactively captured, water-insoluble so- 
dium accounted for 78% of the total sodium in the 
sample denoted on the center bars. Only 22% of the 
sodium was water soluble. The total sodium-to-sor- 
bent equivalence ratio, <f>, was 0.33, equivalent to 
0.09 g Na20 per g sorbent, if it were all insoluble. 
When sorbent flow rates were decreased to create 
excess Na conditions (<j> a 1, based on sample anal- 
yses), only 50% of the theoretical capture capacity 
of 0.27 g insoluble Na,0/g sorbent was ever realized 

[14]. 
The two right-hand bars in each group on Fig. 2 

show the size segregation of sodium in the presence 
of chlorine (molar Cl/Na = 5) and sulfur (molar S/ 
Na = 5). Clearly, Cl diminishes the fraction of Na 
captured, as is evident from the amount collected on 
the after filter compared to the sodium/sorbent-only 
case. Here, only 75% of the total sodium is found in 
Stages 1-7 and only 52% of the total is water insol- 
uble, compared to 78% without Cl. Sulfur also di- 
minishes sodium capture, with 55% of the sampled 
sodium being water insoluble. These results are con- 
sistent with the different gas-phase equilibria-based 
effects of chlorine and sulfur discussed previously. 

Figure 3 shows the effects of sorbent particle size, 
here noted as the lower d50 cutoff. Here, a coarse 
kaolinite sorbent powder with only 40% of the mass 
having particle diameters less than 10 /zm was in- 
jected at 1473 K. Impactor samples were withdrawn 
at 923 K at Port 11 after 2.8 s. Total Na20 fraction 

Multiple-Regression Studies 

Separate response functions for integral, insoluble 
sodium capture g*(Tinj, <f>) [g insoluble Na20/g sor- 
bent] were obtained for (a) Na/sorbent only, (b) Na/ 
sorbent/Cl, and (c) Na/sorbent/S as functions of sor- 
bent injection temperature Tinj (determined from 
sorbent injection location) and sodium sorbent 
equivalence ratio, <j> (determined from ratio [total 
mol Na] [mols Al] in the sample. Temperature pro- 
files were unchanged. 

Sodium (250 ppm), Only 
Statistical analysis, using the SPSS statistical com- 

putational package on 28 data points in which Tinj— 
the sorbent injection temperature—and (f>—the so- 
dium/kaolinite equivalence ratio—were varied over 
the ranges 1098 K < Tinj < 1557 K and 0.08 < 4> 
< 1.98, yielded the following response surface: 

g* = (-0.145 ± 0.054)f/>2 

+ (0.088 ± 0.064)r> + (0.168 ± 0.088)</> 

r _ ?WK) 
1273 

(2) 

with a coefficient of determination or model R2 = 
0.95 and an F-test statistic, F" = 218, which is much 
larger than the appropriate F(0.95, 2, 25) value of 
3.39. Hence, a strong correlation has been estab- 
lished. From Eq. (2), it is concluded that sodium 
capture by kaolinite is a weak function of higher- 
order terms of injection temperature but a strong 
function of alkali-to-sorbent-loading ratio and cross 
terms of injection temperature and equivalence ra- 
tio. 
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Sodium (250 ppm) with Cl (700 ppm Added Cl2) 
Thirty-five samples were considered, and sorbent 

injection temperature Tinj and 4> were varied over 
the ranges 1123 K < Tinj < 1622 K and 0.08 < <j> 
< 1.50. Statistical analysis gave the best fit for so- 
dium capture in the presence of chlorine as 

g* = (0.107 ± 0.026)T°4> - (0.055 ± 0.028) #>■ 

+ (0.016 ± 0.006) 

r _ r.m(K) 
1273 

(3) 

Here, R2 = 0.87, and F" = 99.5, compared to 
F(0.975, 2, 32) = 2.7. Subsequent to performing 
this analysis, six additional (replicate) runs were 
completed, and they also fitted the correlation well. 
The shape of the surface described by Eq. (3) is simi- 
lar in shape to that of Eq. (2) but with a greater 
temperature dependence at the higher equivalence 
ratio values. 

Sodium (250 ppm) and S02 (700 ppm) 
Twenty-nine samples were considered, and sor- 

bent injection temperature Tin.- and <f> were varied 
over the ranges 1138 K < Tinj < 1509 K and 0.12 
< </> < 0.9. Statistical analysis gave the best fit (R2 

= 0.92, F" = 55.5; F(0.975, 5, 23) = 3.21) for so- 
dium capture in the presence of excess sulfur as 

-0.360 T02 + 0.754 r 

+ 0.372 T*4> 

T1*  = 

0.061 <$?■ - 0.274 4> 

TUK) 
1273 

0.383 

(4) 

which describes the surface shown in Fig. 4. The 
shape of this surface shows a much greater depen- 
dence on Tin; at high values of <f> than did the pre- 
ceding two surfaces. According to our gas-phase 
equilibrium-based hypothesis, S02 elevates the 
dewpoint to around 1123 K, shortening the time 
available for reaction. Variation of sorbent injection 
temperature, accomplished by changing injection lo- 
cations, changes both reaction temperature (a weak 
variable, according to Eq. [2]) and the reaction time 
(the dominant variable here). The shape of the re- 
sponse surface clearly shows insignificant sodium 
capture at temperatures below T° = 0.88 (or Tinj = 
1123 K) for all the sorbent flow rates. 

Discussion 

Estimation of a Rate Coefficient from Partial Data 

We restrict attention to that experimental domain 
in which the integral capture is completed with little 
change in the concentration of gas-phase sodium up 
to the point where reaction ceases. According to our 
working hypothesis, sulfur terminates the capture 
reaction after short times. We further limit attention 
to data in which Na was far in excess, that is, at 4> = 
1, since the data show that because of melting, 50% 
sorbent utilization is the maximum achievable. 
Hence, the experimental domain under considera- 
tion is that portion described by the Na/S02/sorbent 
response surface shown on Fig. 4 and given by Eq. 
(4), with <j> = 1. 

The integral capture g" [g insoluble Na20/g sor- 
bent] can be formulated with respect to sorbent in- 
jection temperature Tin, as 

Z°(Tini,p> RJPm, T) <F{T)dT     (5) 

where B„(pNa, T) is the local rate of reaction [g 
NaaO/g sorbent s] and the time variable has been 
converted to local temperature using W{T) from Eq. 
(1). Note also that Tinj and T are independent. 

Setting Rg(pNa, T) = Rg(V%,, T) and g°(Tinj, py 
— g°(Fin|, [<f> = 1]), it follows, using Leibnitz's Rule, 
that 

/     1 
*^.[*=1]) = ^J^ 

3£ (6) 

Now, replacing Tinj with T, 

gNa2Q 

^ = mni-.)Vfi sorbent, s 
(7) 

where e, pp, and R are porosity, particle density, and 
gas constant, respectively. Hence, the global rate co- 
efficient 
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O    Na only, k^ .this work 

□    Na only, k„ from Ref. (3) 

A   Na + S02, k„ this work 

0.00     0.02     0.04 

Experimental sodium capture, g Na20/ g sorbent 

FIG. 5. Comparison between plug flow reactor predic- 
tions and experimental data for Na/kaolinite/S and Na/ka- 
olinite systems. Also shown are predictions using kinetics 
from Ref. 3. 

kJLT) 
PpRT    (1 - e) 

31pto9W      £ 

öe9(T) 

dT 

cm3 (gas) 

cm3 (porous solid) s 

and using the values of pp = 2.64 g/cm3, £ = 0.58 
[12,19], and pfta = 100 ppm (corresponding to an 
alkali recovery of 40%, based on sodium input), to- 
gether with the partial derivative of g* with respect 
to T (from Eq. [4] with T = Tinj and <f> = 1), the 
rate parameter kv(T) is given as 

i = 3 

K(T) = 2 ak1* + 1; a, = 
k-l 

«2 = 2.02 X 10" 

9.83, 

ö3 = -7.68 X lO"6 

(9) 

which can be fitted into Arrhenius format to yield 

kD = 4.5 ± 0.5 X 107exp(-2,675 

cm3 (gas) 
75/T) 

cm3 (porous solid) s 
(10) 

Consistency with Particle Size Effect Data 

At 1500 K, the effective diffusivity for the porous 
particle is calculated to be [14]: De = 0.052 cm2/s. 
The value of the Thiele Modulus, 

*„u ~ e) dp 

at which reaction rates and diffusion rates are equal, 

is 0.3 [20], and from Fig. 3, this should occur at a 
particle size dp = 2/im. From this, a value iorkv = 
10.0 X 106 cm3 gas (cm3 solid s) is inferred, which 
compares well to the value calculated from the re- 
sponse surface of kv = 8.0 X 106 cm3 gas (cm3 solid 

Comparison between Predictions and Data 

A simple model of a plug flow reactor without axial 
diffusion but with a known axial temperature profile 
was developed [14] to use the rate coefficient de- 
rived previously to predict axial gas-phase sodium- 
concentration profiles. After numerical integration, 
this allowed the amount of sodium reactively scav- 
enged to either the dewpoint or the sample point to 
be calculated and compared to experimental values. 
Figure 5 shows comparisons between predictions 
and a model for sodium/sorbent/S02 runs and so- 
dium/sorbent runs. Agreement between theory and 
experiment is good. This supports our working hy- 
pothesis that although it diminishes reaction times, 
sulfur does not affect kinetic rates. Also shown are 
predictions using the (NaCl-based) kinetic rate con- 
stant from Ref. 3; these do not seem to apply to our 
system at all, probably because of the effect of chlo- 

(8)     Effect of Chlorine 

It is possible to adjust the (low) rate coefficient 
from Ref. 3 to account for a gas-phase equilibrium 
between NaCl, NaOH, H20, and HC1 and the as- 
sumption that only NaOH reacts with the substrate. 
Then, (modified) predictions, using the adjusted 
Ref. 3 coefficient, fall into the same domain as our 
data but the scatter is now so large that this com- 
parison is not shown. Possibly the prior equilibrium 
assumption is not valid. Hence, without better esti- 
mates for gaseous NaOH concentrations, our so- 
dium/sorbent/chlorine capture values, which were 
about 30% lower than those of sodium alone, cannot 
be well predicted at this time. 

Conclusion 

Kaolinite is effective in capturing alkali species in 
an in situ application through chemical reaction be- 
tween alkali hydroxide and metakaolinite. The rate 
of sodium capture, in a practical furnace environ- 
ment, is given by 

cZ[Na2Q] 

dt 
= 31 fc „-V,-CK 

gNa2Q 

' g sorbent s 
(ID 

where Vs = sorbent pore volume in cm3/g sorbent, 
CNa = gaseous sodium concentration in gmol Na/ 
cm3 gas, and kv is given by Eq. (10). The optimum 
sorbent injection window was found to be in the 
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range of 1173-1373 K. This optimum is linked to 
the onset of condensation on one hand and to the 
transformations of metakaolinite at high tempera- 
tures to form stable mullite structures with the sub- 
sequent release of silicon species on the other hand. 

Sulfur reduces sorbent effectiveness through the 
raised dewpoint of the sulfate condensate with the 
consequent reduction in the gas-phase residence 
time scale available for gas-solid reactions. Chlorine 
in the flue gas reduces sorbent effectiveness by ap- 
proximately 30%, most probably by decreasing the 
concentration of the reactive sodium species. 
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COMMENTS 

Majed Toqan, ABB, USA. How did you make sure that 
the capture was taking place in the reactor and not in the 
sampling system? Did you do an experiment in which the 
impactor would have the large particles and sodium vapor 
is passed over it to see if the particles you generate are the 
same as what was collected in the reported experiments? 
Sodium condensation on the particles might have an im- 
pact on the arrived conclusions. 

Author's Reply. Reactive capture taking place in the sam- 
pling probe was minimized by diluting the sample stream 
with ambient air at the probe at a dilution ratio of 10:1 or 

higher. This resulted in high quenching rates on the sample 
stream which served to freeze any further reactions from 
taking place. Condensation on the probe or on the sam- 
pling system e.g. the impactor, on the other hand, would 
form water soluble sodium salts which were considered as 
uncaptured sodium in the analysis even if such sodium 
were found on the particles. 

Captured sodium was defined as the water insoluble so- 
dium in the kaolinite particles. Any condensed sodium or 
sodium that had reacted with free silica to form silicates 
(NaaO • nSi02) were considered as uncaptured in the re- 
sults presented. 
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Excimer laser fragmentation-fluorescence spectroscopy (ELFFS) simultaneously detects many airborne 
toxic metal species in real time and in situ. With ELFFS, sub-ppm single-shot detection limits are achieved 
for Ba, Cr, Mn, Ni, Pb, and Tl in postcombustion gases of methane-air flames. Spectra of metals both 
singly and in mixtures illustrate the response of ELFFS to metals injected into a flame. Background 
interference from combustion products is negligible. 

We investigate aspects of the technique relevant to application in real-world devices. The detection 
signal changes linearly with concentration for each metal injected in the postflame gases. The signal also 
changes with the aerosol size, which is a strong function of temperature. We find that the ELFFS signal 
depends on the aerosol surface area, suggesting that the signal evolves from surface ablation. In the cooled 
gases, where the temperature and aerosol size are constant, the signal is constant, and similar signal levels 
are observed for four different Pb species injected into the flame. These characteristics are discussed along 
with the detection limits, and we conclude that ELFFS is a technique capable of functioning as a real- 
time emissions monitor for the toxic metals listed above. 

Introduction sions of metal species that are not destroyed in the 
flame. Combustion parameters, such as the cooling 

Current and proposed regulations limit the stack rate of the stack gases, affect each metal species dif- 
concentrations of many toxic and carcinogenic met- ferently. In addition, coal-fired power plants, waste 
als to levels on the order of 10-100 ppb [1], Current incinerators, and other processes have continuously 
continuous and semicontinuous monitors are gen- variable feedstocks. For example, an EPA study 
erally not sensitive enough to meet the requirements found that in typical urban refuse, the ranges of con- 
imposed by regulations. Instead, samples must be centrations for some trace metals were barium, 35- 
analyzed using time-intensive procedures that limit 100 ppm; chromium, 10-175 ppm; lead, 110-1300 
the ability of operators to connect process variables ppm; and manganese, 50-480 ppm [2]. The vari- 
to emissions and virtually eliminate the chance for ability of trace metals in coal reported in the same 
real-time process control and intervention. Common study was even greater. Given a changing input 
practice for incineration is to complete detailed stream, it is clear that metal emissions from many 
source testing with a series of trial burns during the industrial combustion devices cannot be controlled 
permitting process. Following trial burns, indicators by monitoring bulk parameters alone and that there 
of process performance such as temperature, oxy- is a need for continuous monitoring methods fol- 
gen, and CO concentration are monitored to ensure metals. 
that operation remains within the regime deemed In this paper, we discuss the use of excimer laser 
"safe" during the trial burns. fragmentation-fluorescence spectroscopy (ELFFS) 

There are several difficulties with this procedure. as a method for real-time, in situ monitoring of many 
Indicators of combustion performance mentioned toxic metals. Metals are typically present in exhausts 
above are useful for assessing the destruction of or- from high-temperature processes in the form of ox- 
ganic waste and fuels, but not for assessing air emis- ides, chlorides, or other simple molecules. Most of 

2455 
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these molecules are not readily detectable using 
fluorescence techniques. The ELFFS process is 
based on photofragmentation of these molecules us- 
ing UV light to produce atoms in excited electronic 
states, which fluoresce as they relax to the ground 
state [3], This technique requires only one laser and, 
unlike methods such as laser-induced fluorescence 
or resonance-enhanced multiphoton ionization, does 
not require tuning to wavelengths that correspond 
to specific molecular or metal transitions. ELFFS 
takes advantage of the fact that most compounds of 
interest have significant absorption of 193 nm light 
[4], As a consequence, many metals can be detected 
simultaneously, using well-characterized atomic 
fluorescence lines throughout the UV and visible 
spectrum. 

ELFFS is an in situ technique that works at at- 
mospheric pressure. Laser focusing and fluores- 
cence detection is accomplished using ordinary UV 
grade lenses. Because no sampling probe is neces- 
sary, problems associated with nonisokinetic sam- 
pling, probe reactions, and fouling are avoided. 
These attributes plus the broadband nature of 
ELFFS detection make it attractive for monitoring 
purposes. 

Photofragmentation fluorescence has long been 
used to study kinetics and reacting systems [5-7]. 
Recently, the application of this technique to moni- 
toring air emissions of sodium and potassium from 
coal combustors has been reported [8-10]. In our 
laboratory, we use ELFFS to detect CHCs, ammo- 
nia, and metals [11-16]. 

ELFFS should be differentiated from laser spark 
spectroscopy [17-19], an in situ technique that is 
also used to determine the metal content of particles 
and gasses in hot process streams. Spark spectros- 
copy uses a higher laser intensity to generate an op- 
tically dense plasma with temperatures on the order 
of 10,000 K, resulting in thermal excitation of nearly 
every atomic line, as well as a large broadband back- 
ground signal. The major challenge in spark spec- 
troscopy is interpretation of the signal. Quantifica- 
tion requires the nontrivial calculation of plasma 
temperatures, which may vaiy across the interroga- 
tion region. Interference can exist between species, 
as many more atomic lines are generated than are 
observed using ELFFS. Detection limits reported 
for metals are as low as 5 ppb for Hg [19] but are 
typically in the 100 ppb to 10 ppm range. A com- 
mercial instrument based on this technique is under 
development at Sandia National Laboratories [20], 

The ELFFS Technique 

A generalized mechanism for the ELFFS process 

MXY + (n)/ivlaser => MX + Y 

MX + 2/ivla M" + X 

M" => M + hv.iiom 

where M is the metal atom, M" is an electronically 
excited metal atom, MX is a diatomic fragment, and 
Y represents any other atoms in the original species. 
/jvlliser is the laser photon energy, and hv.ltom is the 
energy of an emitted photon from the excited atom. 

The metal atom M does not absorb the laser pho- 
tons directly, as atomic transitions do not match the 
excimer wavelength for any of the metals studied. 
We use an ArF excimer laser, which produces pho- 
tons at a wavelength of 193 nm (51,680 cm"1). This 
energy can be compared with the bond strength of 
most metal oxides and chlorides, which is in the 
range of 25,000-35,000 cm"1 [21], and the energy 
of observed atomic transitions, which is in the same 
range. While only a single 193-nm photon is re- 
quired to photofragment the diatomic molecules, for 
all of the metals studied it takes a second photon to 
produce atomic fragments that can be detected by 
fluorescence. The multiphoton dependence of the 
technique suggests that ELFFS might be highly sen- 
sitive to laser intensity, but we found that all metals 
tested have a linear dependence on the laser pulse 
energy. As discussed elsewhere [14,15], the linear 
dependence is due either to saturation or changes in 
the focal region as the laser is focused. 

The major competition for fluorescence is 
quenching, which for typical metals is roughly two 
orders of magnitude faster than fluorescence. How- 
ever, we have shown that changes in quenching rates 
due to species variation in a typical combustion sys- 
tem should have only a minor effect on the fluores- 
cence yield [14,15], 

Experimental 

A schematic of our experiment is shown in Fig. 1. 
The experiments are performed in the postflame re- 
gion of a premixed methane-air flat flame and in the 
exhaust of a methane-air flow reactor. For the flat 
flame, we use a 3-cm-diameter Meker burner, upon 
which we can stabilize premixed flames over a wide 
range of equivalence ratios. The reactor, a 1.2-m- 
long, 3.25-cm-diameter stainless steel tube with a 
movable flame holder, allows us to vary the exit 
temperature by moving the flame. Flows are me- 
tered using rotometers, combined in a gas manifold, 
and arrive at the burner and reactor premixed. 

Metals are introduced using a TSI model 9032 
nebulizer, which atomizes a solution of the metal 
chloride(s) to be injected (0.0005-0.05 M, Aldrich, 
98% + purity). The bulk flow of the atomizer was 
calibrated using two methods: capture of aerosol in 
an impinger train followed by UV absorption mea- 
surements of the resulting ion concentration using a 
Hewlett Packard 8452A absorption spectrometer 
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FIG. 1. Experimental apparatus. 
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FIG. 2. Postflame single-laser ELFFS of 10-ppm BaCl2 

injected into the standard flat flame. 

and the Mohr method for determination of chloride 
in solution [23], Concentration is varied at the point 
of injection by changing the solution concentration 
of the metal salt solution. 

The Lambda Physik EMG102 MSC excimer laser 
develops 120-mJ pulses of 193-nm light, which are 
focused using a 25-cm UV-grade plano-convex fused 
silica lens. This creates a minimum laser cross sec- 
tion of 2 X 0.5 mm and a peak intensity of 1.2 X 
10s J/m2, which, given the 20-ns pulse width of the 
laser, is roughly an order of magnitude less than the 
peak intensity needed for optical breakdown in a 
typical combustion device [22]. Because the photo- 
fragmentation laser is only mildly focused, the crea- 
tion of a plasma is avoided, and thermal effects are 
negligible. Calculations based on measured laser ab- 

sorption show that the maximum temperature rise 
in the detection region is less than 100 K. 

Fluorescence is collected at right angles and im- 
aged using a single plano-convex lens onto the en- 
trance slit of a 0.3-m McPherson scanning mono- 
chromator. The 0.4-mm slit width used corresponds 
to a bandpass of 1.1 nm. A 280-nm high-pass Schott 
glass filter (WG-280, CVI Laser Corp.) is mounted 
at the monochromator entrance to help reject scat- 
tered 193-nm light from the photofragmentation la- 
ser. The light passed by the monochromator enters 
a Hamamatsu R928 photomultiplier tube (PMT); 
the generated signal is digitized using a LeCroy 9410 
digital oscilloscope and sent to an IBM-compatible 
PC for storage and processing. For fluorescence 
spectra, the maximum signal from the PMT is re- 
corded as the wavelength is varied. Because these 
experiments occur at atmospheric pressure, where 
quenching is fast, the fluorescence pulse is coinci- 
dent with the laser pulse, and the maximum PMT 
signal corresponds well with the integrated fluores- 
cence signal. 

Results 

Typically, each metal species is injected alone into 
the flat flame, to avoid common-ion interactions in 
solution. Figure 2 shows an ELFFS spectrum of bar- 
ium chloride injected into a 0.8 equivalence ratio 
methane/air flat flame stabilized on a Meker burner 
(concentration of barium in postflame gases is ap- 
proximately 10 ppmv). This is a single-shot spectrum 
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FIG. 4. Postflame single-laser ELFFS of mixture of BaCl2, NiCl2, and MnCl2 injected at 3 ppm each into the standard 
flat flame. 

with a resolution of 24 shots/nm, averaged over five 
points to reduce the noise. This corresponds to an 
average over 0.21 nm, smaller than the 1.1 nm band- 
pass of the monochromator. The measurement point 
is approximately 5 cm above the flame, where a type 
K thermocouple uncorrected for radiation indicates 
a temperature of 400-500 K. Strong peaks due to 
barium fluorescence are observed at 455.4 nm (6p1 

2P3/2 " 6s1 2S1/2), 493.4 nm (6p1 2P1/2 - 6s1 2S1/2), 
and 553.6 nm (6p1 ^ - 6s2 %). 

No fluorescence from background species is ob- 
served at the detector gain needed to observe the 
peaks in Fig. 2. At higher magnification, the ELFFS 
signal from room air shows peaks from N2 and 02, 
while the ELFFS signal from hot postcombustion 
gases without metals injection reveals peaks due to 
CH and other combustion products and intermedi- 
ates. These background features are evident in Fig. 
3, which shows both an ELFFS spectrum of room 
air and a spectrum of hot combustion gases at ap- 
proximately 16 times more magnification than the 
spectrum in Fig. 2. The combustion background was 
produced in the same flame as in Fig. 2, with deion- 
ized water injected into the flame instead of metal 
salt solution. Assignments of some of the peaks are 
shown in the figure. The 02 peaks increase in inten- 
sity between the room air spectra and the combus- 
tion background spectrum despite the decrease in 

02 concentration, as they are due to hot-band exci- 
tation of 02. In general, ELFFS fluorescence from 
background species is not a problem for metals de- 
tection. 

Figure 4 shows a spectrum of a mixture of 3 ppm 
each of Ba, Mn, and Ni, with the combustion back- 
ground subtracted. Chlorides of each metal were in- 
jected together. Several prominent peaks due to Ni 
are observed between 335 and 365 nm, a Mn peak 
is observed at 403.0 nm, as well as the Ba peak at 
455.4 nm. The Ba peaks at 493.4 and 553.6 were 
also observed but are not shown in the figure. As 
with all ELFFS transitions observed in this work, the 
emission lines observed in Fig. 4 are allowed tran- 
sitions to the ground state from low-lying excited 
states of the metal atoms. 

Figure 5 illustrates the relationship between metal 
concentration and signal detected at the 357.8-nm 
line of chromium. The symbols in the figure repre- 
sent the average signal collected over 1000 laser 
shots with the laser running at 20 Hz, while the line 
is a least-squares fit of the data. The metal concen- 
tration was varied by changing the concentration of 
metal in the solution injected into the flame. All of 
the metals tested exhibited a linear signal response 
to concentration over the range 100 ppb-10 ppm. 

At flame temperatures, most metal species should 
be completely volatilized at concentrations at or be- 
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FIG. 5. Change in Cr single-laser ELFFS signal at 357.? 
nm with CrCl3 solution concentration. 
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reactor exit temperature. 

low 1-10 ppm [24], while at room temperature, 
nearly every metal-containing species (with the ex- 
ception of atomic mercury) is present in the solid 
phase. The ELFFS signal persists from flame tem- 
peratures to room temperature, indicating that the 
signal is obtained from a combination of gas-phase 
species and metal-containing aerosol. Hence, a 
changing aerosol size distribution might affect the 
ELFFS signal. 

To determine the effect of aerosol size on the 
ELFFS signal, nonflame experiments were per- 
formed in which the concentration of the metal salt 
solution was varied. Changing the solution concen- 
tration of the metal salt changes the diameter of the 
particles produced by the nebulizer following the 
evaporation of water but does not change the num- 
ber concentration of the particles. The quantity of 
metal injected is known from the solution concen- 
tration, and a characteristic diameter can be calcu- 
lated for the final aerosol. The size distribution is not 
known, however. Figure 6 shows emission on the 
3po_3po ]ea(j transition at 405.8 nm following lead 
nitrate injection, with the signal divided by the rel- 
ative total surface area based on the diameter of the 
particles in the plume. Each data point is the average 
of 500 laser shots. The nearly horizontal regression 
line shown in the figure indicates that the ELFFS 
signal has a strong dependence on the aggregate sur- 
face area of particles in the plume, while normalizing 
the signal to the particle volume (or metal concen- 
tration) produces a dependence with a strongly neg- 
ative slope. This means that at the intensity we use, 
the ArF laser is not vaporizing entire particles, but 
rather it is vaporizing some of the molecules from 
the surface. This contrasts with spark spectroscopy 
studies, which have found that particles up to Wfim 
in diameter can be completely vaporized in a break- 
down plasma [25]. Hence, the ELFFS signal is ex- 
pected to be a function of the particle size distri- 
bution in the postflame gases. 

Figure 7 shows the ELFFS signal for Pb as a func- 
tion of temperature from 720 to 1080 K, obtained 
by monitoring emission on the 3P?—3P§ transition at 
405.8 nm in the postflame gases of the flow reactor. 
Lead nitrate was injected into the flow reactor at a 
concentration of 3.0 ppm, with the equivalence ratio 
of the methane/air flame at 0.87. Each data point is 
a 200-shot average obtained with the laser at 20 Hz. 
The data were taken in random order with respect 
to temperature to eliminate any systematic error. 
Datasets obtained on two different days show that 
at the highest temperatures, the signal increases as 
temperature decreases, peaks at approximately 750- 
780 K, and then decreases as the gases cool further. 
The lower dataset shows the ELFFS signal moni- 
tored at the same wavelength for the same flame 
with deionized water injected instead of metal so- 
lution. 

Both datasets in Fig. 7 show an increase in the Pb 
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TABLE 1 
Single-shot and 100-shot average detection limits for detectable metals using single-laser ELFFS 

Metal 
Species and 

Concentration 
Best Line 

(nm) 
Signal 
(mV) 

Noise 
(mV) S/N 

Single-Shot Detection 
Limit (ppb) 

100-Shot Avg. 
Detection 

Limit (ppb) 

Barium 
Chromium 
Lead 
Manganese 
Nickel 
Thallium 

BaCl2 10 ppm 
CrCl3 10 ppm 
PbCLj 1 ppm 
MnCl2 10 ppm 
NiCl2 10 ppm 
TiCl3 4 ppm 

455.4 
357.8 
403.0 
405.8 
300.3 
377.5 

200 
30 
60 
44 
80 

2600 

100 
10 
20 

14.7 
20 

867 

100 
1000 

50 
700 
500 

5 

10 
100 

5 
70 
50 

0.5 

690       750       810       870       930 

Flow Reactor Exit Temperature (K) 

FIG. 8. Variation in the manganese signal at 403.0 nm 
with flow reactor exit temperature. 

signal as exit temperature decreases from 1080 to 
770 K. The major products for this flame at these 
temperatures are expected to be PbO and Pb 
[26,27], The variation of vapor pressure with tem- 
perature for both of these species is very similar. Pb 
has a vapor pressure of 3 ppm at 962 K, while PbO 
has a vapor pressure of 3 ppm at 968 K [24]. The 
increasing signal is primarily attributed to nuclea- 
tion; lower temperatures near the walls could cause 
some nucleation before the centerline temperature 
indicates sufficient supersaturation. Nucleation typ- 
ically produces a high number concentration of 
nanometer-sized particles, with a high surface-to- 
volume ratio [28]. At temperatures below 770 K, the 
ELFFS signal begins to fall rapidly, as the aerosols 
mature and increase in size and the surface-to-vol- 
ume ratio drops. 

Each metal has a different set of properties that 
lead to unique aerosol characteristics, and hence, 
each metal is expected to have a different ELFFS 
dependence on temperature. These differences are 
illustrated by the data of Fig. 8, which shows the 
single-laser ELFFS signal monitored at 403.3 nm for 
3.5 ppm of Mn under similar conditions as the Pb 
data in Fig. 7. The temperature 770 K corresponds 
to the saturation vapor pressure of MnCl2 under 

these conditions; unfortunately, no data could be 
found for MnO. However, despite the changes in 
signal as the gases cool, consistent spectra were ob- 
tained for each metal tested in the cool (approxi- 
mately 400 K) postflame gases where the particle 
size distribution is relatively constant. 

A simple approach to quantifying detection limits 
demonstrates the sensitivity that can be achieved 
with this apparatus. The detection limit is defined as 
the concentration at which the signal-to-noise ratio 
equals 1. The signal at the metal peaks is compared 
to the estimated noise level in the surrounding spec- 
tral region to calculate a single-shot detection limit, 
shown in Table 1. Assuming the noise is random 
(e.g., shot noise), Poisson statistics apply, and aver- 

aging over N shots reduces the noise by JN. The 
maximum repetition rate of our lasers is 100 Hz; 
a 1-s averaged detection limit is also shown in 
Table 1. 

With the exception of the thallium measurement, 
each detection limit measurement was made with 
the PMT voltage set to 700 V. The PMT voltage was 
set to 500 V for the thallium measurement to avoid 
saturation, and the signal was scaled using measured 
PMT amplification factors to yield a representative 
signal. 

Because the single-laser ELFFS process has been 
used only in a laboratory setting, without optimiza- 
tion of the experiment, the detection limits in Table 
1 are an upper-limit estimation. Factors such as im- 
paction of aerosol in the burner and entrainment of 
room air in the plume from the burner make the 
metal concentration in the sample volume lower 
than the injected value; these losses have not been 
quantified. Similarly, the substitution of bandpass fil- 
ters for the monochromator could substantially im- 
prove the throughput of the detection system, as 
could improved collection optics. 

Conclusions 

The experiments described in this paper show that 
single-laser ELFFS is a viable detection method for 
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many toxic metal species in postcombustion gases. 
Detection limits below 1 ppm have been obtained 
in the laboratory for Ba, Cr, Mn, Ni, Pb, and Tl with- 
out optimization of the experimental apparatus, sug- 
gesting that single-laser ELFFS could be used as an 
environmental monitor for these species. Spectral 
interferences between metal species are insignifi- 
cant; various species in mixtures of metals can easily 
be distinguished from each other and from the com- 
bustion background. Species that cannot be detected 
with this method can be probed using two-laser 
ELFFS [15]. 

In some cases, the experimental parameters have 
a significant effect upon the fluorescence signal. Un- 
der the conditions of these experiments, the single- 
laser ELFFS signal for Pb is proportional to the sur- 
face area of the aerosol; hence, the signal is a 
function of metal concentration divided by the par- 
ticle diameter. This variation makes the single-laser 
ELFFS signal a strong function of temperature in 
the region of the postflame zone where condensation 
and nucleation are important. Each species has dif- 
ferent aerosol properties and is expected to exhibit 
a unique dependence on temperature. Spectra taken 
in cool postflame gases (approximately 400 K) are 
consistent for each metal observed. 

At a given temperature, the single-laser ELFFS 
signal varies linearly with metal concentration. Fur- 
thermore, the technique has similar sensitivity to 
several Pb species. These factors make the single- 
laser ELFFS signal easy to interpret, and the simple 
optics needed ease implementation. In summary, 
the single-laser ELFFS technique is a promising 
method for monitoring many airborne toxic metals 
from combustion processes. 
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The research described here focuses on the enhancement of energy transport and waste surrogate 
destruction in an acoustically resonant dump combustor. While prior studies focused on flow field inter- 
rogation and the nature of waste destruction under conditions of natural acoustic excitation, the present 
study focuses on the device's behavior under externally forced acoustical conditions. External forcing was 
accomplished here using a loudspeaker situated in the plenum section of the device, allowing strong 
excitation of acoustic resonances. The effect of this external forcing on waste destruction in the device was 
found to be significant. Results show that, for specific forcing frequencies (coincident with the system 
natural modes), marked improvement in destruction and removal efficiencies (DREs) of the waste sur- 
rogate SF6, by four orders of magnitude and perhaps higher, could be achieved. When the device was 
forced at frequencies other than natural modes, little improvement over the nonforced combustor perfor- 
mance was achieved. External forcing at very high frequency natural modes yielded some improvement 
in waste destruction, but to a lesser extent than at lower frequency natural modes. OH" chemiluminescence 
images indicated that the enhancement of waste destruction at certain natural modes coincided with flame 
shortening and broadening, likely arising due to vortex shedding during the acoustical excitation. This 
alteration in flame structure during excitation of specific natural modes appeared to materially enhance 
energy transport to the regions in which waste was injected, as evidenced by reduced flame liftoff under 
such conditions. These observations suggest that acoustically resonant combustor conditions can render 
this device extremely efficient as well as highly controllable. 

Introduction 

The dump combustor is a device that has been 
studied extensively over the past half century be- 
cause of its ability to bum fuel and contain heat in 
a relatively compact configuration. Acoustically 
driven combustion instabilities are known to occur 
in such devices when pressure oscillations and pe- 
riodic heat release associated with the combustion 
are in phase [1]. Transverse acoustic modes are as- 
sociated with periodic, transversely alternating vor- 
tices shed coincident with flame structures, the so- 
called screech phenomenon [2], Longitudinal 
acoustic modes are also associated with vortex shed- 
ding in such combustors; a number of research 
groups over the years have sought to control such 
combustion instabilities through the use of externally 
applied acoustical forcing [3-6]. Acoustically excited 
combustion processes have also been studied in 
pulse combustor systems [7-10], Local extinction by 
flame stretch is observed to delay ignition; later re- 
laxation of strain allows thermal ignition to take place 
in a volumetric fashion, significantly increasing heat 
and mass transfer rates. Numerical simulations of 
acoustically resonant combustion systems [10-12] 
have indicated the importance of periodic vortex 

shedding  in   sustaining  the   acoustical  excitation 
[1,13]. 

Over the past few years, our research has focused 
on the development and investigation of a small- 
scale, two-dimensional dump combustor (or "reso- 
nant incinerator") which has been found to be ca- 
pable of destroying hazardous waste surrogates to a 
high degree [14-19]. The acoustic character of the 
incinerator is found to be correlated with classical 
combustion instabilities according to the Rayleigh 
criterion [1,13] in which energy input occurs nearly 
in phase with pressure oscillations to sustain the 
acoustic resonance. The degree of waste surrogate 
destruction in the device has been found to correlate 
somewhat with naturally occurring acoustic condi- 
tions [15,17,19], Destruction and removal efficien- 
cies (DREs) for the gaseous waste surrogate sulfur 
hexafluoride (SF6) are observed to be as high as 
99.999999% ("8 nines") under quiet conditions and 
occasionally under acoustically resonant conditions 
[19]. This is four orders of magnitude above the EPA 
requirement of 99.99% DRE for hazardous waste 
incinerators [20]. Liquid waste surrogate (acetoni- 
trile) destruction in the device, in contrast, is not 
only found to be less dependent on the acoustic 
character of the device, but is actually found to 
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FIG. 1. Schematic of the dump combustor, including features of the combustion chamber cavity. Dimensions are given 
i millimeters. 

dampen preexisting natural acoustic modes due to 
the heat removal process associated with vaporiza- 
tion [19]. Nevertheless, DREs for acetonitrile can 
be quite high (greater than 6 nines, the detection 
limit of the diagnostic equipment) if sufficient excess 
oxygen is available for combustion of the waste sur- 
rogate. 

The present experiments focus on the ability of 
the resonant incinerator to destroy waste surrogates 
under externally forced (not naturally occurring) 
acoustical conditions. Based on prior results, it may 
be desirable to excite acoustical modes in the device 
in order to improve waste destruction without hav- 
ing to alter the equivalence ratio, cavity length, flow 
velocity, or other parameters necessary to excite nat- 
ural modes. The present work also seeks to under- 
stand the advantages of exciting certain acoustic 
modes over others with respect to waste destruction 
and energy transport, using chemiluminescence im- 

aging of the reaction zone. This study opens the pos- 
sibility of active rather than passive control of the 
resonant incinerator, that is, actively forcing the 
combustor at a frequency that optimizes waste de- 
struction. 

Experimental Apparatus and Procedure 

The two-dimensional dump combustor used in the 
present experiments is shown schematically in Fig. 
1, with an expanded view of flow/reaction processes 
in the combustion cavity. The combustor s basic fea- 
tures have been described previously, and will only 
be summarized here. The reader is referred to Refs. 
17 and 19 for additional details. 

Propane and air at room temperature were intro- 
duced into the plenum section of the combustor, 
then were mixed and accelerated through an inlet 
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section before entering the combustion cavity at a 
sudden expansion or "dump plane." Premixed flames 
could be stabilized due to the formation of high tem- 
perature recirculation regions downstream of the 
dump plane [21], but as noted above, vortex shed- 
ding coincident with the flames could occur under 
conditions of natural acoustic excitation [14-19]. 
The spanwise depth of the inlet, combustion cavity, 
outlet, and exit sections (30.5 cm) were usually suf- 
ficient to produce a visually two-dimensional flame 
over the entire span, although under certain exper- 
imental conditions the flow in the cavity became tur- 
bulent and the flame/flow structures became three- 
dimensional. The inlet width in the present 
configuration was the same as that in Ref. 19 (0.6 
cm), as compared with 2.0 cm in the device de- 
scribed in Ref. 17. This narrowing of the inlet al- 
lowed high-frequency acoustic modes to be naturally 
excited with greater ease. Quartz windows bounded 
each end of the system in the spanwise direction, 
allowing appropriate optical access; additional quartz 
window slits were installed in the side walls to allow 
the introduction of a sheet of laser light for optical 
diagnostics [16]. 

A set of movable ceramic plugs defined the outlet 
section of this combustor. Waste surrogate was in- 
troduced through injectors embedded in these plugs 
as indicated in Fig. 1. Injection into the recirculation 
zones allowed wastes to be trapped for relatively 
long residence times under high-temperature con- 
ditions so that they could be destroyed more effi- 
ciently. Water-cooled stainless steel injectors were 
used to introduce gaseous waste surrogates into the 
cavity [15,17]; there were forty 0.3-mm-diameter 
holes in the spanwise direction along each injector. 

Acoustic data were taken using pressure transduc- 
ers located in the plenum and inlet. In recent studies 
of the present combustor [19], a low-frequency 
"chugging" mode (at approximately 50 Hz) typically 
occurred at low equivalence ratios and longer com- 
bustion cavity lengths; this acoustic mode tended to 
create large vortex structures at the dump plane 
which expanded periodically to disturb the recircu- 
lation zones, hence waste destruction under these 
conditions was poor [17,19], Other low-frequency 
oscillations (=150 Hz) tended to be excited under 
rich-burning and long cavity conditions. High fre- 
quency natural modes (=500-600 Hz) dominated at 
shorter cavity lengths and equivalence ratios close to 
unity; these conditions could yield excellent waste 
destruction [19]. Another characteristic acoustic 
mode, near 290 Hz (close to the 250-Hz hydrody- 
namic instability mode under these conditions), ap- 
peared to be sensitive to plenum conditions only. 
These high-frequency modes all depended on the 
presence of a standing wave in the system and were 
observed from shadowgraph images to correspond 
to flame wrinkling and small-scale periodic vortex 
shedding from the dump plane. An  acoustically 

"quiet" mode in which flames and recirculation cells 
were stabilized and no significant acoustic output 
was detected occurred for a variety of cavity lengths 
and equivalence ratios, and also was found to pro- 
duce excellent conditions for waste destruction 
[15,17,19], 

To continue to evaluate the performance of this 
dump combustor as an incinerator, the waste sur- 
rogate SF6 was injected in the present study in the 
gaseous phase with additional nitrogen. SF6 is an 
extremely refractory compound, which shows no de- 
gradation at temperatures below 1000°C [22]. It has 
been ranked as one of the twenty RCRA Appendix 
VIII compounds that are most difficult to destroy. 
Thus, SF6 is a good surrogate for studying waste de- 
struction processes that may be susceptible to ther- 
mal bypassing. Detection of waste destruction in the 
present device was made using a gas Chromatograph 
equipped with an electron capture detector for SF6 

measurements sensitive to <1 ppb, yielding a de- 
tection limit for SF6 of nearly 8 nines. 

External acoustical forcing was accomplished in 
the present experiment using a loudspeaker situated 
at the bottom of the plenum section of the device. 
Using a signal generator, it was possible to produce 
a sine wave of varying frequency, then to amplify the 
signal and pass it to the speaker. This enabled a 
sweep through a range of input forcing frequencies 
from 0 to 1000 Hz to be performed, with forcing 
amplitude variation up to 150 dB, although frequen- 
cies below 200 Hz were difficult to attain consis- 
tently with the present speaker. Thus, it became pos- 
sible to force the loudspeaker at frequencies 
corresponding to the natural modes of the device as 
well as other frequences, and to determine the ef- 
fects of this forcing on DREs. 

It was of interest to determine differences in flame 
characteristics within the combustor under different 
acoustical forcing conditions. The technique of OH" 
chemiluminescence was used here in order to image 
the reaction zone in a time-dependent manner. OH* 
chemiluminescence is thought [23] to result from 
the radiative decay of electronically excited radicals 
produced within the reaction zone by the reaction 

CH + 02 -> CO + OH" 

The chemiluminescence image thus depicts the 
heart of the reaction zone, the only region with 
significant concentrations of CH. Persistence of spe- 
cies is not a problem here (as compared with OH 
planar laser-induced fluorescence imaging) because 
CH is destroyed by rapid bimolecular reactions, not 
the much slower termolecular processes that domi- 
nate OH removal in the postflame region. There- 
fore, one may expect to obtain a well-defined image 
of the flame zone, both spatially and temporally. For 
most conditions explored here, the two-dimensional 
nature   of   the   flow   structures   rendered   OH" 
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FIG. 2. (a) Destruction and removal efficiencies (DREs) 
of SF6 in the resonant incinerator as a function of com- 
bustor cavity length for inlet velocities V <=> 4.7 m/s and for 
various equivalence ratios. Acoustic resonance occurs only 
at the highest equivalence ratio ((j> = 1.08) for cavity 
lengths below 11 cm. (b) Destruction and removal effi- 
ciencies (DREs) of SF6 in the resonant incinerator as a 
function of equivalence ratio for a cavity length lc = 10.2 
cm and various inlet velocities. Acoustic resonances occur 
at the equivalence ratios above 1. 

chemiluminescence images reasonably clear depic- 
tions of 2-D flame oscillations. 

The OH" chemiluminescence measurements 
were made with a subset of the equipment used for 
PLIF imaging, described in Refs. 16 and 19. An in- 
tensified CCD camera was synchronized to the pres- 
sure oscillations detected in the inlet to be able to 
capture variations in OH" chemiluminescence 
within the combustion cavity over a period of oscil- 
lation. The integration time of the image intensifier 
was 250 /is, long enough to provide adequate signal- 
to-noise, but short with respect to the period of even 
the highest frequency modes observed. A bandpass 
filter centered around 312 nm was used in an at- 
tempt to isolate fluorescence from the X2 II(v = 0) 
<- A2Z{v = 0) states of OH. 

00    2 e  2 
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A phi=1.08 
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FIG. 3. Destruction and removal efficiencies (DREs) of 
SF6 in the resonant incinerator during externally forced 
acoustical excitation for equivalence ratios of 0.72 (circles), 
0.83 (filled squares), and 1.08 (triangles). For no external 
forcing (zero frequency), the only naturally resonant con- 
dition is for <f) — 108. 

Results and Discussion 

Recent results for the destruction of SF6 in the 
resonant incinerator without external forcing are 
shown in Fig. 2a,b. DREs, given in numbers of 
nines, varied with the length of the combustion cav- 
ity (Fig. 2a) and with the equivalence ratio <f> of the 
core flow (Fig. 2b). SF6 destruction or pyrolysis, and 
hence the stability and local temperature of the re- 
circulation regions, became quite high, increasing by 
four or more orders of magnitude, as the length of 
the combustor cavity was reduced or the equivalence 
ratio was increased. It is important to note that in 
Fig. 2a the combustor was not operating in an acous- 
tically excited mode except when <p = 1.08 at short 
cavity lengths, while in Fig. 2b the combustor op- 
erated in an acoustically resonant high frequency 
mode when 4> was near unity. As seen before [19], 
very high DREs, nearly to 8 nines (the detection 
limit of the GC), were attained under quiet or cer- 
tain acoustically resonant conditions that were made 
to occur naturally. 

External acoustical forcing was applied via the 
loudspeaker in the plenum to produce oscillations at 
natural as well as other frequencies. Figure 3 shows 
the effects of forcing at various frequencies on DREs 
for the combustor, for several different operating 
conditions. For lower equivalence ratio conditions 
which produced poor DREs when the combustor 
was naturally quiet (<f> = 0.72, the circles), external 
forcing did little to significantly increase DREs. Un- 
der certain naturally resonant conditions that pro- 
duced high DREs without external forcing {<j> = 
1.08, the triangles), forcing from the loudspeaker did 
relatively little to improve the destruction, although 
the DREs measured (exceeding 8 nines) were at the 
detection limit of the GC and actually could be much 
higher than shown with external forcing. When 
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ion ana remov; til FIG. 4. The lower plot shows destruct: 
efficiencies (DREs) of SF6 in the resonant incinerator dur- 
ing externally forced acoustical excitation for the case 
where equivalence ratio cf> = 0.83. Comparison is made 
with characteristic function of the system (shown in the 
upper plot), computed from the 1-D model described in 
Refs. 14, 18; system zeroes correspond to natural modes. 

external forcing was applied under conditions asso- 
ciated with an intermediate (f> and no natural exci- 
tation (<j> = 0.83, the filled squares), it was seen that 
certain forcing frequencies significantly increased 
DREs, by four orders of magnitude or more, com- 
pared with conditions without external forcing. 
DREs were also found to increase monotonically 
with forcing amplitude at these optimal frequencies. 
It is of interest to understand precisely why such a 
profound increase in waste destruction can occur at 
these specific frequencies, that is, to understand 
what material changes occur in the reaction pro- 
cesses to cause such an augmentation. 

This question was answered in part by examining 
in greater detail the changes in DREs with fre- 
quency for the 4> = 0.83 case; this is shown in the 
lower part of Fig. 4. Clearly, at specific frequencies 
(roughly ß ~ 300 Hz, 500-600 Hz, 800 Hz), signifi- 
cant augmentation in incinerator performance could 
be achieved, while between these modes, perfor- 
mance returned nearly to the unforced behavior. 
The forcing frequencies that caused this augmenta- 
tion were close to the natural acoustic modes that, 

theoretically, could occur under the given operating 
conditions. This is demonstrated in the upper por- 
tion of Fig. 4 in the plot of the characteristic function 
of the system as a function of frequency, computed 
from a one-dimensional acoustic model as described 
in Refs. 14 and 18. The model represents the various 
elements of the incinerator (plenum, inlet, cavity, 
etc.) as separate components of an acoustical system, 
and represents the oscillatory heat release initiated 
by vortex shedding in the combustion cavity as a si- 
nusoidal volume source. The zeroes of the acoustical 
system's characteristic function in general corre- 
spond to system resonant modes or eigenvalues. It 
is clear from this comparison, however, that certain 
natural modes (Q «* 295 Hz, 560 Hz) were superior 
to others (Q « 830 Hz) in terms of their effect on 
combustor performance. It is interesting to note that 
there were actually two natural modes that occurred 
between 500 and 600 Hz; these apparently caused 
the very broad peak in the DREs in this frequency 
range. If the detection limit of our GC were higher 
than 8 nines, it is likely that two peaks in DREs 
would be observed in this range. 

OH* chemiluminescence images, which indicate 
the oscillatory behavior of the flame/reaction zone, 
supplied further information with respect to the ad- 
vantages of forcing at specific frequencies. Fig. 5 
shows the differences in OH° chemiluminescence 
in the combustion cavity for a number of different 
cases explored, with consistently normalized chem- 
iluminescence intensities. Figure 5a shows a tem- 
porally averaged OH* chemiluminescence image for 
the case without external forcing, while Fig. 5b-e 
shows instantaneous chemiluminescence images for 
the cases with external forcing at increasing fre- 
quencies for similar positions within the acoustic cy- 
cle. The flame structure in the absence of acoustical 
excitation (Fig. 5a) appeared elongated and was sta- 
bilized fairly closely to the dump plane, yet it ap- 
peared much more diffuse and in fact more three- 
dimensional (visually) than the acoustically resonant 
flames. External forcing at the natural frequencies 
producing high DREs (Q = 295 Hz and 560 Hz) 
showed flame structures that were significantly more 
compact and visibly more two-dimensional (Fig. 5b 
and d, respectively), with some degree of lifting at 
the dump plane. These flames appeared to be more 
coherent compared with those in the unforced case; 
some flame broadening was observed, likely due to 
the deformation of the flames by small-scale vortices, 
as evidenced in OH PLIF images [16]. External 
forcing at a nonnatural frequency (fi = 430 Hz, Fig. 
5c) produced flame structures that appeared thinner 
than those forced at natural modes; these in fact 
were visually more similar to the unforced case (Fig. 
5a), although the flame was much more lifted in the 
OH" images and periodically jumped to very high 
positions within the cavity. Excitation at a high-fre- 
quency natural  mode  (Q   =   830  Hz,  Fig.  5e) 
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FIG. 5. OH* chemiluminescence images of the combustion cavity for an equivalence ratio (j> = 0.83. Highest chem- 
iluminescence intensity is indicated by red; lowest by blue. Cases shown are for conditions of (a) no external forcing, (b) 
external forcing at 295 Hz (a natural mode), (c) external forcing at 430 Hz, (d) external forcing at 560 Hz (a natural 
mode), and (e) external forcing at 830 Hz (a natural mode). 

FIG. 6. OH* chemiluminescence images of the combustion cavity for external forcing at 295 Hz. Highest chemilu- 
minescence intensity is indicated by red; lowest by blue. Cases shown are for equivalence ratios (a) <f> = 0.72, (b) cj> = 
0.92, and (c) <p = 1.08. 

similarly produced a thinner and much more highly 
lifted flame structure than seen in Fig. 5b or d. 

It was first recognized by Marble and Adamson 
[24] that the flame liftoff distance from a bluff-body 
flameholder increases with decreasing recirculation 
zone temperature. The present observations of lift- 
off suggest that the temperatures within the recir- 
culation zones for the cases in Fig. 5c,e could be 
much lower than in Fig. 5b,d. These temperature 
differences could explain the enhancement of SF6 

destruction in the latter two cases where high tem- 
peratures are required for acceptable waste destruc- 
tion rates. The increased recirculation zone temper- 
atures under optimal acoustic excitation were also 

suggested by recent temperature field measure- 
ments in the resonant incinerator [26]. The lessened 
broadening of the flame in Fig. 5e as compared with 
the other natural modes (Fig. 5b,d) also indicated 
that the flame had trouble keeping up with oscilla- 
tions that occur at such a high frequency, as sug- 
gested by Egolfopoulos [25], 

If there was not sufficient chemical energy input 
to the system during the reaction process, acoustic 
excitation, even at naturally resonant frequencies, 
did not materially affect combustor performance, as 
indicated by the 4> = 0.72 case in Fig. 3. These 
differences in global energy input were borne out 
inthe OH"  chemiluminescence images shown in 
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FlG. 7. The symbols represent hot-wire measurements 
of velocity fluctuations at the dump plane for cold flow 
conditions as a function of forcing frequency; comparison 
is made with 1-D model predictions of velocity perturba- 
tions at the dump plane [14,18] under cold conditions. 

Fig. 6a-c, for fixed external forcing at 295 Hz (at or 
near a natural resonance) with increasing values of 
4>. As equivalence ratio was successively increased in 
Fig. 6a-c (see also Figure 5b, the case where <p = 

0.83), the flame became less and less lifted. The case 
where (j> = 1.08 (Fig. 6c) appeared to have the most 
coherent 2-D flame structure, the highest relative 
concentration of OH° in the flame zone, and likely- 
had the most efficient energy transport to the recir- 
culation zones, although the detection limit of the 
GC restricted the extent to which this transport 
could be completely quantified. The moderate 
equivalence ratio cases, however {<$> = 0.83 and <fi 
= 0.92 in Figs. 5b and 6b, respectively), appeared 
to have enough enhancement of energy transport 
from the flame zone due to acoustic excitation to 
produce the same high DREs. From the point of 
view of combustor performance, then, acoustic ex- 
citation could perform a similar function to increas- 
ing equivalence ratio by providing a greater rate of 
energy transport to optimal locations. 

The nature of flame liftoff may be studied further 
by measuring velocity fluctuations at the dump plane 
using a hot-wire anemometer under different acous- 
tic forcing conditions for cold flow conditions. The 
experimental results are shown as the symbols in 
Fig. 7. Calculations of the velocity perturbation at 
the dump plane are also shown in the figure; these 
were made using a one-dimensional model with vol- 
umetric forcing downstream of the dump plane to 
represent energy addition via forcing [18]. Scaling 
between experimental and theoretical results was 
achieved by matching the velocity fluctuations at a 
single frequency (295 Hz). The experimental peaks 
in velocity fluctuations at the dump plane occurred 
at the natural frequencies that produced the peaks 
in DREs; forcing off-resonance or at a very high fre- 
quency mode («=830 Hz) yielded relatively small ve- 
locity perturbations. The model showed similar be- 

havior, consistent with the presence of a standing 
wave in the system under resonant conditions. These 
observations suggest that high-amplitude velocity 
fluctuations were associated with the flame instabil- 
ity that broadens the flame zone while enhancing 
energy transport to and temperatures within the re- 
circulating regions. 

Concluding Remarks 

This study demonstrates that externally forced as 
well as naturally occurring acoustical oscillations can 
have a dramatic effect on the present combustor 
when operating as an incinerator. DREs for a tem- 
perature-sensitive waste surrogate (SF6) were found 
to increase by four orders of magnitude (perhaps 
more) when acoustical forcing was imposed at sys- 
tem characteristic frequencies, as long as there was 
enough global energy available in the chemical re- 
action, that is, a high enough equivalence ratio for 
the reaction. With external forcing at natural modes 
of the system, flame structures were made more 
compact and broadened, likely due to vortex shed- 
ding which materially enhanced the transport of en- 
ergy to the recirculation zones where waste destruc- 
tion occurred. Flame liftoff characteristics as 
evidenced by OH° chemiluminescence images were 
consistent with higher recirculation zone tempera- 
tures during external forcing at desirable natural 
modes. Forcing at natural modes appeared also to 
significantly increase velocity fluctuations at the 
dump plane for the geometry studied. 

While the present studies reinforce the desirability 
of acoustically resonant combustion for enhanced 
energy transport [8,9], there is new evidence here 
for the desirability of specific natural acoustic mode 
excitation over other modes. Acoustic excitation at 
specific natural modes can be viewed as performing 
a similar function to increasing equivalence ratio by 
providing a greater rate of energy transport to opti- 
mal locations into which waste is injected. This can 
have important implications for practical use of this 
device in that one can achieve excellent incinerator 
performance even with reduced flow rates of auxil- 
iary (core) fuel, as long as appropriate acoustic ex- 
citation is maintained. 

The study also suggests the possibility of actively 
controlling the behavior of a resonant combustor for 
incineration applications; this could be particularly 
useful in ensuring recovery from incinerator upset 
conditions, for example, that could occur due to sud- 
den changes in waste characteristics. It is hoped that 
future studies in this device will explore in more de- 
tail the ability of the external forcing to actively con- 
trol waste destruction. 
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COMMENTS 

Bo Leckner, Chalmers University of Technology, Swe- 
den. You have presented results from a research reactor of 
small size. Can you scale up your results to a unit of larger 
size? 

Author's Reply. We have pointed out previously [14-19] 
that the most logical application of the technology de- 
scribed here is for incineration on the site of small waste 
generators. We actually have investigated reactors of two 
sizes. The results reported here were obtained in a device 
four times larger than that used in our original investiga- 
tions [14-15]. Although the firing rates reported here are 
all around 30 kW due to the capacity of the laboratory 
compressed air supply, experiments with the smaller device 
suggest that firing rates in excess of 80 kW should be 
achievable. For a typical organic waste with high heating 
value (e.g., benzene), this corresponds to a feed rate of 
approximately 2 gal/hr. Thus, in terms of firing rate, a large 
degree of scale-up may not be necessary for some appli- 
cations. 

The principal difficulty with simply enlarging the device 
geometrically is that it becomes increasingly difficult to 
prevent bifurcation of the recirculation cell within the cav- 
ity, especially at high waste injection rates. Where difficult- 
to-destroy, low heating value wastes are concerned (SF6 

being an extreme example), it is highly desirable to maxi- 
mize the residence time by stabilizing a single, large recir- 
culation cell. At the present scale, this limits the cavity as- 
pect ratio to no more than two and the waste mass flowrate 
to less than 10% of the core mass flowrate. Here our pres- 
ent two-dimensional device would best be scaled up by 
increasing the spanwise dimension, e.g. the depth. 

In other applications involving readily burnable wastes, 
adequate mixing between the fuel-lean core flow and the 
rich recirculation region is more important than residence 
time distribution. Here the DRE is optimized at aspect 
ratios above two, where the interfacial area between the 
two regions is larger, and we find that the capacity at fixed 
DRE can be increased simply by increasing the aspect ra- 
tio. 
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COMPACT INCINERATOR AFTERBURNER CONCEPT BASED ON VORTEX 
COMBUSTION 
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Research and Technology Department, Code 474320D 
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A design concept for a compact incinerator afterburner based on actively controlled vortex combustion 
was developed and tested at ~5 kW and ~50 kW, Acoustic control of fluid dynamics was used to enhance 
mixing and increase the DRE (destruction and removal efficiency) for a waste surrogate. A detail study of 
the concept of utilizing vortex combustion for incineration was undertaken in a small-scale flame using 
advanced laser diagnostics to elucidate and optimize the fluid dynamic mechanisms. The system was then 
scaled up by ~10, optimized, and evaluated for performance. 

The open loop active control methodology is based on the concept of combustion in periodic axisym- 
metric vortices. Acoustic excitation was used both to stabilize coherent vortices in the central jet air flow 
and to control circumferential gaseous fuel and waste injection into the shear layer at the right time during 
vortex formation. 

The gaseous-fueled actively controlled 4.5 kW incinerator was able to surpass 99.997% DRE even when 
the gaseous benzene waste surrogate constituted 66% of the total combustible content and the combustible 
to total air ratio (<P) was 0.974; lowering <P below this increased the DRE to beyond our detection limit. 
The DRE for gaseous benzene exceeded 99.999% in the 50-kW system when combustible to air ratios 
were kept below 0.78. Parameters found critical to maintenance of high DRE at both energy scales were 
the fraction of circumferentially entrained air, the entrainment geometry, the forcing levels, and the phase 
angle of fuel injection with respect to the vortex roll-up. 

The 50-kW combustor was also evaluated for stack emissions and combustion efficiency. The controller 
improved combustion efficiency and lowered emissions: CO dropped from 2900 ppm to as low as 2 ppm. 
Unburned hydrocarbons were also reduced. Under some conditions the controller also reduced NOv levels 
down to as low as 12 ppm. 

Introduction 

The interaction between turbulent mixing and 
combustion is important in many applications such 
as airbreathing propulsion systems, energy conver- 
sion, incinerators, and other chemical reactors and 
industrial processes. Studies of turbulent mixing es- 
tablished the role of organized, coherent, large-scale 
vortical structures in the mass and momentum trans- 
fer across shear layers between two fluids in motion 
[1-3]. Manipulating these structures alters the mix- 
ing process. Active control methods have enhanced 
the spreading rate of the shear layer by mechanical 
or acoustic excitation of the initial shear layer, and 
thus accelerated the mixing between the two streams 
[4,5], 

The understanding of the mechanisms governing 
turbulent mixing and their control was extended to 
turbulent combustion. New, laser-based diagnostic 
techniques [6] with high temporal and spatial reso- 
lution, which yield species-specific two- and three- 
dimensional maps of the combustion region, accel- 
erated the process; the important role of controlling 

the large- and small-scale mixing on the combustion 
process was determined [7], Numerous studies on 
the application of active control to suppress com- 
bustion instabilities were reviewed recently by Can- 
del [8] and McManus et al. [9]. Active control by 
shear layer excitation was applied to enhance energy 
release [10-13] and to mitigate the production of 
pollutants [14]. Fluid dynamic control has also been 
applied to hazardous waste incineration [15,16]. 

At the Naval Air Warfare Center the work on ac- 
tive combustion control included open and closed 
loop control of small-scale ( — 10 kW) and large-scale 
(~1 MW) combustors to enhance their performance 
by increasing energy release, extending flammability 
limits, and stabilizing combustion [17]. The focus 
shifted recently to the development of compact 
waste incinerators for use aboard Navy ships. The 
common underlying concept of the combustion pro- 
cesses discussed in the present paper is vortex 
combustion. In practical combustors, the combus- 
tion process occurs at different locations within the 
combustion chamber depending on the air/fuel mix- 
ture  and the fluid dynamic and thermodynamic 
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FIG. 1. (a) Schematic diagram of the laboratory incin- 
erator. The fuel/waste injection angle is 15° to the central 
air flow as shown. The waste could be introduced via the 
central air, the fuel, or the entrainment flows, (b) Mie scat- 
tering image of the coherent vortex produced in the larger- 
scale dump combustor incinerator via acoustic forcing; flow 

is left to right. 

conditions. Even if the average conditions are 
proper, local conditions are often not right for effi- 
cient combustion. The vortex combustion technique 
ensures that the combustion is confined to vortices 
within the combustor where optimal local conditions 
can be maintained. The vortex provides intense mix- 
ing and the long residence time necessary for com- 
plete combustion. The fuel injection system can be 
designed to place it in regions that provide the best 
conditions for combustion. The purpose of the pres- 
ent paper is to study the method of synchronized 
fuel injection into air vortices, and its use in the de- 
sign of incinerator afterburners for gaseous pyrolysis 
products. The application is compact afterburners 
for shipboard general waste incinerator primary 
chambers. The methodology may also have landside 
applications such as compact, on-site medical waste 
incinerators. 

Experimental 

Laboratory Incinerator 

A 4.75-kW ducted laboratory annular diffusion 
flame (Fig. la) was used for the small-scale tests. 
The central air was issued through a 22-mm circular 
nozzle at about 3.3 m/s (Re = 3500). The jet was 
acoustically forced at a level of up to a 30% rms (root 
mean square) velocity to produce steady, coherent 
vortices. Ethylene was injected circumferentially 
into the air jet through 24 1.6-mm holes and mod- 
ulated acoustically at a level of nearly 100% rms ve- 
locity. Additional air was injected circumferentially 
into the flame through a 3.7-mm wide gap at a 36- 
mm maximum diameter. This is called the "entrain- 
ment flow" because in free jet experiments it was 
found, using PIV (particle imaging velocimetry), that 
the vortex shedding strongly (and periodically) en- 
trains external air in a thin annulus near the dump 

plane. In ducted tests, the controller would not work 
without this extra entrainment air supplied by the 
plate shown in Fig. la. In all cases, the fuel-to-air 
ratio quoted includes both the central and entrain- 
ment air flows. The combustion took place down- 
stream of the sudden expansion in a water-cooled 
duct 120 mm in diameter by 622 mm. The destruc- 
tion of the waste surrogate was probed at 420 mm 
from the sudden expansion. 

An open loop active control system was used to 
force the air vortices and to inject the fuel at selected 
phase angles relative to the vortex formation. The 
central air flow was driven acoustically at 100 Hz, 
the preferred mode of the jet under the present op- 
erating conditions. The fuel was forced at either 100 
or 200 Hz, that is, either once or twice per air vortex. 
The entrainment air was not directly forced. The 
phase angle of fuel injection was controlled using a 
commercial delay. All DRE (destruction and re- 
moval efficiency) results reported here for the lab- 
oratory burner are for 100/200-Hz forcing. PLIF im- 
aging of the mixing and combustion processes were 
done at both 100/100 and 100/200 Hz. The fluid dy- 
namic mechanisms for 100/100 Hz are very similar 
to 100/200, yet simpler, so those results will be 
shown below. The marginal enhancement of opera- 
tion at 100/200 Hz probably relates more to the 
higher efficiency of the acoustic drivers at 200 Hz 
rather than a fundamental change in fluid dynamic 
mechanism. The power delivered to the acoustic 
drivers is very modest: DREs beyond 99.999% can 
be obtained with only 3.2 W of electrical power. 

The waste surrogate chosen was benzene, third on 
the U.S. Environmental Protection Agency (EPA) 
list of thermally stable, difficult to destroy, hazardous 
compounds [18]. Gaseous benzene was introduced 
into the laboratory incinerator either with the fuel, 
the main air, or the entrained air. When introduced 
into the main or entrained air, the system is partially 
premixed with respect to the waste. It is always en- 
tirely a diffusion flame with respect to the ethylene 
fuel. 

The remaining benzene in the exhaust was moni- 
tored with an on-line mass spectrometer at m/e = 
78. The DRE was calculated from the benzene con- 
centration remaining in the exhaust: DRE(%) = 100 
X [1 - (benzene out/benzene in)]. DREs are also 
often quoted as "nines," where 99.99% DRE cor- 
responds to 4 nines and DRE(nines) = - Iog10(l - 
DRE(%)/100)). The sensitivity limit of the on-line 
mass spectrometer corresponds to DREs of 4 to 5 
nines (2-min average), depending on the amount of 
waste loading. A mass scan from 50 to 200 amu 
showed nothing but benzene. The sampling probe 
had multiple ports to average over the radial profile. 

Advanced laser diagnostics such as planar laser- 
induced fluorescence (PLIF) and particle imaging 
velocimetry (PIV) were employed to clarify the mix- 
ing and combustion processes. For PLIF, the beam 
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FlG. 2. Destruction and removal efficiency (DRE), in 
"nines," for the laboratory-scale dump combustor burning 
benzene as a surrogate waste (30% of the combustible con- 
tent). The bars in each group of three are, from left to right, 
waste introduction via the entrainment, fuel, and air, re- 
spectively. Four "nines" DRE corresponds to 99.99% de- 
struction of the input benzene. 

from a tunable Nd:YAG pumped dye laser was 
formed into a sheet and passed through the center- 
line of the flame just downstream of the sudden ex- 
pansion plane. Fluorescence was imaged at right an- 
gles using a gated image intensified 752 X 240 
charge-coupled device (CCD) camera. Various ex- 
citation emission wavelength combinations allowed 
imaging of various scalars. Although we have done 
simultaneous imaging of two scalars at once, for this 
paper we made use of phase-locked imaging to com- 
pare different scalars. The central air, entrainment 
air, or fuel could be tagged with acetone. Acetone 
fluoresces when excited near 280 nm [19] and im- 
aged near 400 nm. If the laser is set to 282.45 nm, 
it will also excite OH radicals in the flame, which can 
be imaged with another camera at 315 nm. The laser 
pulse will also heat soot particles in the flame, and 
the laser induced incandescence (LII) can be im- 
aged using a camera gated with a slight time delay 
(to discriminate against either acetone or OH fluo- 
rescence, which decays within nanoseconds). Fi- 
nally, polycyclic aromatic hydrocarbons (PAHs) 
formed in the flame can be imaged with PLIF Here, 
the PAH fluorescence was excited at 280 nm and 
imaged broadband at wavelengths beyond 335 nm; 
this probably monitors a mixture of many relatively 
small and medium PAH molecules produced in the 
flame. Undelayed, the camera records both PAH and 
soot LII, and with a slight delay it records only soot 
LII. Thus, we could image essentially six scalars: 
central air, entrainment air, fuel, OH, PAH, and soot. 
However, because we used only a single laser and 
single camera, all correlations are based on phase 
averaging. Although extensive PLIF and LII imaging 
of air, fuel, entrainment air, PAH, and soot were 
done, because of space limitations only the vortex 
cycle of central air, fuel, and OH will be shown. Re- 
sults from the other images will be discussed briefly. 

The PIV measurements were done very simply. 
The light source was a fiber optic microscope illu- 
minator formed into a sheet using a cylindrical lens. 
The flow was seeded with sieved powdered milk, and 
light scattering was imaged with the intensified CCD 
gated in phase with the vortex roll-up process with 
a dot-dash pattern so that flow reversal could be de- 
termined. The images were reduced manually using 
internally generated point and click software. 

Larger-Scale Incinerator 

The larger scale incinerator, a direct scaleup of the 
laboratory unit, was gaseous fueled and generated 
47-70 kW of heat release. The inlet diameter was 
38.4 mm and the dump 178 mm. The velocity of the 
inlet jet was 10.3-15.3 m/s for a Reynolds number 
of 26,000-39,000, based on the jet diameter. The 
inlet flow was forced using a high-speed acoustic 
valve (Ling Electronics) and, despite the order of 
magnitude increase in flow rate over the laboratory 
combustor and nearly an order of magnitude in- 
crease in Reynolds number, it was easy to generate 
coherent vortices using less than 5 W, as shown by 
Mie scattering flow visualization in Fig. lb. 

The fuel was introduced circumferentially through 
38 holes of 2.3-mm diameter fed from an acousti- 
cally forced plenum as in the smaller-scale inciner- 
ator. The gaseous benzene was introduced with the 
fuel jets (gas burner or GB) or with the entrainment 
flow (afterburner or AB). In the AB configuration, 
the entrainment region had a mixture of nitrogen, 
ethylene, and benzene to simulate the output of a 
primary pyrolysis chamber. In this configuration, 
what were the "fuel" jets in the GB configuration 
were supplied with secondary air instead, and no 
"extra" fuel was used. In all the larger-scale incin- 
erator tests reported here, the benzene constituted 
about 10-17% of the combustible content. Emis- 
sions were measured with a stack gas analyzer, Coso 
model 6000. A multiholed, water-cooled probe av- 
eraged across the stack radial profile. The sensitivity 
of this device, as listed by the manufacturer, was 1 
ppm for CO and NOv) and 0.01% for unburned hy- 
drocarbons (UHC). 

Results and Discussion 

Laboratory Incinerator 

The actively controlled laboratory incinerator al- 
lowed DRE of benzene beyond 5 nines. The highest 
DRE was obtained for a combined forcing of the air 
and fuel, with a phase that ensures homogeneous 
mixing of the waste inside the air vortices (Fig. 2). 
With the controller off, the flame is tall, yellowish- 
orange, and extremely sooty. The walls of the quartz 
combustor become nearly opaque with soot in a 
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FIG. 3. PIV images of velocity fields for the laboratory 
system operated as a free jet. The left plot (a) shows the 
strong vorticity and base entrainment when the controller 
is operated at the proper phase angle between the central 
air vortex shedding and the fuel jet forcing, while the right 
plot (b) shows the loss of vortex coherency and lower en- 
trainment rate when the improper phase angle is used. 
Only flow to one side of the centerline (bold vertical line) 
is shown. 
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FIG. 4. The effect of the relative phase angle between 
air vortex shedding and fuel injection on the DRE of ben- 
zene in the controlled lab incinerator for introduction into 
the fuel (medium line), entrainment (thin line), or air (thick 
line). The 0 for the fuel introduction case was 1.08, and 
the benzene constituted 21% of the combustible content. 

matter of seconds, and quite a lot of soot went up 
the stack into the scrubber system. The DRE in this 
case is as low as 92% when the benzene is introduced 
with the fuel. When the controller is turned on and 
optimized, the flame becomes entirely blue with no 
soot production whatsoever, even at equivalence ra- 
tios of unity. The DRE under these conditions is 
above 99.99%, independent of where the benzene 
is introduced (central air, fuel, or entrained air). 
Clearly, when the waste is introduced into the cen- 
tral air flow, it is premixed (although the extra eth- 
ylene fuel is not premixed and the flame is still par- 
tially diffusional). Even when the waste is premixed, 

the controller enhances the destruction efficiency by 
nearly two orders of magnitude. 

Note from Fig. 2, that when the benzene is intro- 
duced with the fuel, creation of coherent air vortices 
is not enough to insure high DRE; the fuel/waste 
must be modulated at the proper phase angle to in- 
troduce the waste into the proper regions of the vor- 
tex roll-up. When this is done, the emissions de- 
crease by over two orders of magnitude. There 
appears to be no effect when the benzene is intro- 
duced into the entrainment region, but this is be- 
cause the air vortex generation naturally modulates 
the entrainment flow, as shown by PIV and PLIF 
imaging. Figure 3a shows PIV results for a free jet 
without the entrainment flow or plate but with the 
controller on. There is clear evidence of the strong 
vorticity, but it is also clear that this vorticity leads 
to strong entrainment of surrounding air near the 
exit plane. Images at other phase angles showed that 
the entrainment rate is periodic. When the control- 
ler is operated at the improper phase angle between 
fuel and air (which leads to sooty combustion), the 
vortices are much less coherent and the entrainment 
lower and not localized at the exit plane (Fig. 3b). It 
was the discovery of this high base entrainment rate 
that lead us to design the ducted incinerator with 
circumferential entrainment flow via the entrain- 
ment plate. 

The forcing level required for optimal DRE was 
only 10% of the mean velocity. The total electrical 
power level into the speakers for optimal DRE was 
only 3.2 W which compares to the 4750 W the flame 
generates. Increasing the forcing level beyond this 
modest level did not improve the DRE. The highest 
DRE was obtained at an overall equivalence ratio 
slightly below stoichiometric. The DRE dropped 
drastically for average overall system equivalence ra- 
tio beyond unity (due to lack of oxidizer) and for low 
equivalence ratio (<0.7) due to destabilization of the 
flame, which can lead to waste escape paths. The 
entrainment of at least 25% secondary air was critical 
to obtain high DRE. DREs beyond 4 nines could be 
maintained even when the benzene constituted 66% 
of the combustible content. 

Figure 4 shows that the phase angle between air 
vortex shedding and fuel injection is important to 
maintaining high waste DRE independent of where 
the waste was injected. The effect was strongest with 
the benzene introduced via the fuel or entrainment 
ports: the proper phase angle has over 2 nines better 
DRE. The data of Fig. 5 was taken at an equivalence 
ratio of 1.08, slightly higher than normal, so that the 
entire cycle of phase angles could be mapped with- 
out the DRE extending beyond our detection limit. 

Figure 5 shows the mixing and fluid dynamic pro- 
cesses leading to this phase sensitivity. Composite 
PLIF phase-locked images of the mixing between 
the main air and fuel, and the combustion zone (ob- 
tained by imaging OH) are shown (the entrained air 
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FIG. 5. (a) PLIF image sequence for fuel (red), central air (green), and OH (blue) for laboratory incinerator operating 
under the controller conditions that lead to low DRE and high soot formation. Each frame is a different phase angle in 
the roll-up cycle of the central air vortex (i.e., 10 ms). (b) The same for the high-DRE, low-soot condition of the controller. 

flow visualization is not shown, for clarity: overlap- 
ping regions of three primary colors can lead to any 
color, so it is not possible to show more than three 
scalars). In each of these frames, the flow is vertical 
and the field of view is about 50 mm. The time evo- 
lution is presented as ten phase angles in the air 
vortex roll-up cycle. Without the aid of PLIF movie 
playback, the images are hard to follow, so we will 
briefly summarize the fluid dynamic mechanisms de- 
termined from the PLIF measurements. 

The images were taken for single fuel pulsing dur- 
ing a single cycle of air vortex roll-up; PLIF movies 
of the dual pulse injection are even more complex, 
but the underlying fluid dynamic mechanisms are 
nearly the same. When the proper fuel phasing angle 
is used (Fig. 5b), the fuel/waste injection mixes well 
with both the central air incipient vortex as well as 
with the entrained air flow. Note the overlap of the 
red (fuel) and air (green) to make yellow, showing 
good mixing of air and fuel. The flame is lifted but 
stabilized near the dump on the first vortex rollup. 
The OH PLIF shows good combustion distributed 
widely throughout the region around and above the 
first vortex. 

When the improper phase angle is used (Fig. 5a), 

the fuel/waste jet pulse appears to come at just the 
wrong time and enters the region between air vor- 
tices leading to localized high equivalence ratios and 
partially slicing off the incipient air vortex, decreas- 
ing the coherency. Notice fuel regions (red) leaving 
the top of the field of view without being mixed with 
air. The OH profile has a typical diffusion flame-like 
double edge in the shear layer as regions of poorly 
mixed fuel/waste combust via diffusion. In this case, 
PLIF and LII images not shown here indicate that 
PAHs are formed close to the flame holder in the 
fuel-rich annulus (about one-fifth to one-half of the 
way from the bottom of each frame) and that soot 
particles begin to become apparent downstream 
(about the top one-fourth of each frame). 

Large-Scale Incinerator, Gas Burner Configuration 

The lessons learned using the small, laboratory- 
scale incinerator were applied to the larger-scale in- 
cinerator with over an order of magnitude scale-up 
of flow rate and energy release. The larger-scale in- 
cineration tests in the GB configuration also showed 
DRE > 5 nines. The flame is far downstream of the 
dump plane and extremely sooty (yellow) without 



2476 INCINERATION AND FUEL SUBSTITUTION 

6 

5 

4 
DRE 

3 

fuel oniy 
™   air only 

1.0 2.0 3.0 
AXIAL POSITION (X/D) 

FIG. 6. Benzene DRE (in nines) as a function of axial 
position x/D (where x is the axial distance downstream from 
the dump and D is the dump diameter) for various con- 
ditions of the controller. The top curve is the entire con- 
troller optimized; the next down is for forcing of the fuel 
jets only; the next for air forcing only; and the bottom for 
no forcing at all. 
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FIG. 7. Benzene DRE (in nines, right axis, O). unburned 
hydrocarbons (UHC axis on right, ^), CO ppm (•), and 
NOj ppm times 10 (■) for the afterburner configuration 
of the 47-kW incinerator shown as a function of forcing 
level on the controller. As control authority is exercised, 
the benzene DRE goes up and the CO, UHC, and, to some 
extent, the NO,, go down. 

control, and is intensely blue, shorter, and moves 
upstream to a location just beyond the dump plane 
with control. 

Figure 6 shows the DRE for benzene waste sur- 
rogate measured at various conditions of the con- 
troller and at various axial positions (overall 0 = 
0.78). For air and fuel forcing, the DRE extends 
beyond the EPA requirement of 4 nines for axial 
distances beyond x/D = 1.7 (D is the dump diam- 
eter). This corresponds to a power density of 6500 
kW/m3. The DRE is much larger when the air is 
forced and the fuel pulsed at the proper phase angle, 
and is at a minimum when the phase is 180° from 
the optimum. This indicates that the same mecha- 
nisms seen in the 4.5-kW laboratory incinerator are 
important in the 47-kW incinerator. The power re- 
quirements for forcing are minimal: the highest 

DRE was obtained at a Ling power of 5 W. In the 
larger-scale incinerator tests shown here, the fuel 
was pulsed at the same frequency as the air vortex 
shedding, i.e., 120 Hz for a Strouhal number of 0.41 
given the air flow of 10.3 m/s. 

The gas burner DRE optimized at d> = 0.75. Sub- 
sequent tests with a flue-gas analyzer showed poor 
combustion efficiency at the station where 4 nines 
DRE was obtained: the CO was > 10,000 ppm and 
unburned hydrocarbons (UHC) were also quite 
high. Dropping the <P to 0.55 maintained high DREs 
and control authority while dropping CO to below 2 
ppm, UHC to below the detection limit of 0.01%, 
and NOx to 20 ppm (all at x/D = 3.1). The unforced 
flame under these conditions produced 2900 ppm 
CO, 0.19% UHC, and 65 ppm NOx, showing that 
the controller improves the combustion efficiency 
and NOx as well as DRE. Changing the relative 
phase angle between vortex shedding and fuel/waste 
modulation created the same sine-like curves in CO 
and UHC as for benzene DRE, showing that the 
mechanisms that improve DRE decrease CO and 
UHC. These experiments were done at an increased 
central air flow of 15.3 m/s (to get the measured 
preferred mode of the jet up to a 190-Hz acoustic 
resonance in the inlet) so the heat release rate stayed 
about the same (49 kW). The optimum fraction air 
in the entrainment flow was about 18% of the total 
air in these tests. 

Large-Scale Incinerator, Afterburner Configuration 

The controller was able to exercise control over 
the combustion in the afterburner configuration as 
well, although the optimum DREs were somewhat 
less than for the GR configuration (4.5 vs. >5.5 
nines, at x/D = 3). The same effect of relative phase 
between secondary air and central air forcing was 
seen with the optimum phase giving 4.4 nines and 
nonoptimum only 3.2 nines. The CO and UHC were 
minimized at the phase angles that maximized DRE. 
The NOr was not strongly affected and remained 
below 20 ppm. As the forcing was increased, the 
DRE rose and the CO and UHC decreased (Fig. 7). 
The NOj decreased slightly for increasing forcing 
levels. Thus, the controlling mechanisms seen in the 
GR configuration follow-over to the AR configura- 
tion, even though the combustible content is not di- 
rectly forced. The acoustic levels in the AR config- 
uration, however, were significantly less than in the 
GR mode, and the flame longer. Without direct 
100% modulation of the combustibles, there is less 
of a periodic heat release in the chamber and per- 
haps less coherent vortices leading to lower DREs. 
Future work is being directed at enhancing the in- 
direct modulation of the pyrolysis simulant. 

Conclusions 

Active combustion control has been used to en- 
hance mixing in incinerator afterburner experiments 
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and increase DRE. A detailed study of the concept 
of utilizing vortex combustion for incineration in a 
4.7-kW laboratory dump combustor burning gaseous 
fuel was extrapolated to a more practical system with 
47-kW heat release in gaseous burner and after- 
burner configurations. 

The active control is based on combustion in pe- 
riodic axisymmetric vortices. Acoustic excitation was 
used to create vortices and to introduce fuel into the 
vortex at the right time. The 4.7-kW incinerator was 
able to surpass 99.997% DRE for gaseous benzene. 
Critical parameters were the fraction of circumfer- 
entially entrained air and the phasing angle of fuel 
injection with respect to the air vortex roll-up. 

Advanced laser diagnostics were used to elucidate 
the fluid dynamic mechanisms involved in this con- 
trol methodology. The acoustic excitation of the flow 
generated coherent vortices, and properly phased in- 
jection of fuel and waste into these vortices, along 
with circumferential entrainment of excess air, lead 
to excellent mixing and efficient combustion within 
the vortices. The formation of pockets of high and 
low equivalence ratio were minimized. 

The control methodologies studied using gaseous 
fuel and waste were extended to a dump combustor 
afterburner/incinerator of 47- to 70-kW energy re- 
lease. The DRE for gaseous benzene exceeded 
99.999% in this system when combustible to air ra- 
tios were kept below 0.78. Again, the use of syn- 
chronous fuel injection into coherent air vortices was 
found to be critical to maintaining high DREs. 
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COMBUSTION STUDIES ON CONCENTRATED DISTILLERY EFFLUENTS 
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Studies on ignition and combustion of distillery effluent containing solids consisting of 38 ± 2% inor- 
ganics and 62 ± 2% of organics (cane sugar derivatives) have been carried out in order to investigate the 
role of droplet size and ambient temperature in the process of combustion. Experiments were conducted 
on (1) liquid droplets of effluent having solids concentration 65% and (2) spheres of dried (100% solids) 
effluent of diameters ranging from 0.5 to 25 mm. These spheres were introduced into a furnace where air 
temperature ranged from 500 to 1000 °C, and they burned with two distinct regimes of combustion— 
flaming and glowing. The ignition delay of the 65% concentration effluent increases with diameter as in 
the case of nonvolatile droplets, while that of dried spheres appears to be independent of size. The ignition 
delay shows Arrhenius dependence on temperature. The flaming combustion involves a weight loss of 50- 
80%, depending on ambient temperature, and the flaming time is given by tf ~ d\, as in the case of liquid 
fuel droplets and wood spheres. Char glowing involves weight loss of an additional 10-20%, with glowing 
time behaving as tc ~ d§ as in the case of wood char, even though the inert content of effluent char is as 
large as 50% compared to 2-3% in wood char. Char combustion has been modeled, and the results of this 
model compare well with the experimental results. 

Introduction 

All distilleries produce an effluent commonly 
known as "vinasse," an amount equal to 10-15 times 
that of the volume of alcohol. Dry vinasse or effluent 
contains about 38-40% inorganic salts of potassium, 
sodium, magnesium, and calcium in the form of 
chlorides, sulfates, and phosphates, and about 60- 
62% organic compounds, in particular, sugar (cane 
sugar, C12H220n). Besides a strong pungent smell 
and intense dark color, effluent has a large biological 
oxygen demand (BOD) and chemical oxygen de- 
mand (COD) in the range of 45 and 100 g/L, re- 
spectively, and hence, the effluent is included in the 
list of highly polluting chemicals. Among the meth- 
ods of effluent disposal, biomethanation and incin- 
eration of concentrated effluent are the options. In 
the biomethanation route, biogas digesters convert 
the organic matter into methane and carbon dioxide. 
However, the discharged effluent from the biogas 
plant still has unacceptable levels of BOD to allow 
discharge into land or river. Other routes, such as 
biocomposting, are contemplated in order to dispose 
the effluent safely. Yet, there have been considerable 
difficulties in meeting the rigorous pollution stan- 
dards. Considering the incineration route, all the or- 
ganic matter can be treated, and the inorganic mat- 
ter, amounting to 6-7% of the effluent, needs to be 
disposed. This material can be used as a fertilizer. 
Another route along incineration process is the gas- 
ification of concentrated effluent. This process can 

be described as substoichiometric combustion, in 
which oxidation reactions between the organic mat- 
ter and oxygen in the oxidant (air), and reduction 
reactions between the products of combustion and 
unconverted carbon, lead to the generation of a 
combustible gas called producer gas containing CO, 
H2, CH4, C02, and N2. This can be used as a fuel 
in an internal combustion engine or gas turbine in 
single fuel or dual-fuel mode to generate electricity. 
Hence, this method provides power while having 
zero effluent discharge. This process has been ad- 
dressed inadequately and the limited field experi- 
ence available on this technique at present has been 
negative. One of the issues is that the fundamental 
process associated with incineration and gasification 
aspects of effluent has not been understood. One 
phase of combustion, namely, the flaming combus- 
tion during which the volatile matter is oxidized in 
air, is common to both combustion and gasification. 
During the second phase, carbon reacts with oxygen 
in case of combustion and with COa and HaO in the 
case of gasification. This paper deals with the com- 
bustion aspects of the effluent. 

It is known that recovery boilers in paper indus- 
tries utilize black liquor that is concentrated to bet- 
ter than 65% to ensure good combustion. The efflu- 
ent from the distillery having 10-11%) solids can be 
treated similarly if it is concentrated to better than 
65%. This provides the motivation to study the com- 
bustion characteristics of concentrated effluents. If 
gasification is to be pursued or incineration of lower 
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concentration effluents is to be handled, it may be 
imperative to deal with one zone of combustion with 
higher concentration effluents supporting the com- 
bustion of lower concentration effluents. It is for this 
reason that it is useful to understand the behavior of 
dried effluents. Two limiting conditions are consid- 
ered for study in this work. The first is the simpler 
case of dried solid sphere combustion. This is similar 
to wood sphere combustion, the difference being the 
presence of a large amount of inorganic material 
(~38%), which is a significant heat sink in these 
quantities; it could also be catalytic. Wood has lignin, 
which is more difficult to pyrolize compared with 
sugar. The second part is the study of tiny drops of 
concentrated effluent to assist in understanding bet- 
ter combustion of sprayed effluent material. 

Experimental Procedure 

The basic material used for the dry sphere exper- 
iments was effluent concentrated to 70%, having the 
appearance of thick, heavy oil or grease. Since it is 
difficult to make spheres with this substance, the ef- 
fluent was further concentrated to 85% by slow con- 
vective heating at temperatures between 50 and 110 
°C. Loss of sphericity was corrected, and finally, the 
material was dried in a vacuum desiccator containing 
silica gel and phosphorus pentoxide. Remaining 
moisture was gradually removed in a hot air oven at 
a slow rate. Finally, the spheres were heated at 110 
°C for 24 h, before being stored in cooled conditions 
in a vacuum desiccator. Prior to each experiment, 
the samples were characterized for weight, and the 
average diameter was calculated from measurement 
across three orthogonal axes. The density of the sam- 
ples varied from 650 to 800 kg/m3. 

The samples were mounted on three adjustable 
nichrome prongs and then inserted into the furnace, 
which was maintained at a fixed temperature. The 
combustion process was timed from the moment the 
sample was introduced into the furnace. Series of 
experiments were conducted separately, and the 
variation of surface temperature with time was re- 
corded. Here, the sample was held taut between ni- 
chrome prongs held in a horizontal position along 
with a thermocouple junction (Pt-Ptl3%Rh, 50 [im 
coated with cerium oxide of 0.2 /jm in thickness) 
touching the surface under small tension so as to be 
firmly in position. In the case of droplets of 65% 
concentration, the droplets of 0.5-3 mm in diameter 
were suspended around the 50-/im thermocouple 
bead and introduced into the furnace. Apart from 
the transient temperature data, the combustion pro- 
cess was captured on a video camera for subsequent 
analysis. The initial droplet diameter was measured 
using a traveling microscope, and further changes in 
diameter due to the hot ambience was measured us- 
ing video recording of the event where the drop size 

was compared with the predetermined length of a 
wire fixed on a holder located in the same plane as 
the suspended droplet. 

Experimental Observations 

It was found that a minimum ambient gas tem- 
perature was required to achieve ignition (flaming of 
volatiles in gas phase). This feature depends on the 
dry effluent sphere diameter; large spheres ignite at 
as low as 530 °C. At temperatures below this, there 
would be smoldering combustion, with no visible 
flame. Most of the experiments were performed at 
700 °C for which ignition occurred for all dry efflu- 
ent spheres with diameter in excess of 2 mm. The 
combustion process was observed to be consisting of 
two phases. In the first phase, a gaseous flame en- 
velopes the sphere as in the case of liquid droplet 
combustion. The source of fuel for the flame comes 
from the gases due to pyrolysis of the solid material. 
During the flaming process, a lot of fumes were ob- 
served to be issuing from the burning zone. This 
stopped at or a little after the end of flaming. It is 
suggested that the fumes seen must be the inorgan- 
ics being carried away by the volatiles. The change 
in diameter is negligible at the end of this flaming 
phase. The second phase has no gaseous flame, and 
the char burns by heterogeneous oxidation with 
gradual growth of ash layer from the outer surface. 
The material maintained sphericity throughout the 
combustion. In some cases of large diameter 
spheres, flaming and char glowing overlapped for a 
small duration due to possible incomplete devolatil- 
ization in some regions. Some of the observations 
are qualitatively similar to those made by Mukunda 
et al. [1] for wood spheres and those made by Ku- 
wata et al. [2] for cellulose spheres. 

Combustion of 65% effluent droplets also exhibits 
the two phases of combustion. However, the mini- 
mum ignition temperature was observed to be more 
than 900 °C for a drop of diameter 2.5 mm. For 
these cases, water expulsion is accompanied by an 
increase in diameter of about 40-45%. In this pro- 
cess, the escaping volatiles create a large number of 
very small pores. 

One question that became important was to de- 
termine if the condensed-phase pyrolysis or phase 
transformation was exothermic, as in the case of 
wood. To explore this hypothesis, thermogravimetric 
analysis was carried out on the samples of effluent 
char. These showed clear exortherms at 450 and 560 
°C, indicating exothermicity of the decomposition 
process much like wood. 

The Mathematical Model 

The primary assumption made in the model is that 
the conversion process is one-dimensional. Taking 
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FIG. 1. Variation of ignition time with the liquid drop 
diameter (65% concentration) and dried spheres of effluent 
material at 500, 600, 700, 800, and 900 °C. 

this assumption, the processes taking place during 
flaming are the combustion of volatiles, as for wood 
spheres—diffusion-limited gas-phase combustion, 
modeled by the Burke-Schumann theory with ap- 
propriate initial and boundary conditions [1]. As has 
been discussed above, the mathematical framework 
developed in Ref. 1 can be directly utilized in the 
treatment of the flaming process and, therefore, will 
not be addressed here. 

The processes taking place during combustion of 
porous char spheres are similar to those treated in 
Ref. 3 involving the diffusion and convection of the 
species and energy in the porous medium and the 
heterogeneous reaction between the gaseous species 
and the char. These are modeled in the present anal- 
ysis using the unsteady spherically symmetric, one- 
dimensional conservation equations. 

The primary difference between wood spheres 
and dry effluent spheres is the amount of inorgan- 
ics—about 1% for wood and 39% for the effluent 
spheres. 

Choice of Parameters 

The choices of physical, thermodynamic, and 
transport properties of dry effluent material and char 
based on measured and literature information are as 
follows: For the dry effluent, 

pc = 730 kg/m3 cp = 1.40 kj/kg K 

kc = 2.1 W/m K kg = 0.063 W/m K 

for the char, 

pc = 1650 kg/m3 rp(t = 0) = 50 pm 

cp = 1.25 kj/kg K 

Hc = 32.60 MJ/kg kc = 1.85 W/m K 

7cg = 0.071 W/m K 

and rate parameters for the C + 02 reaction are 

Ac = 1/150 Ei/R = 1700 K E2/R = 20,000 K 

Af = 0.0875 mol/m2 s 

where kc is the conductivity of the solid phase at 
temperatures of 1000-1200 K. The presence of a 
large amount of inorganic material affects the con- 
ductivity of the porous carbon-inorganic matrix. It 
must be emphasized that the char is composed of 
nearly equal amounts of carbon and inorganic mat- 
ter—oxides, chlorides, sulfides, and sulfates of po- 
tassium, sodium, magnesium, and calcium. The ther- 
mal conductivity data of several inorganics and char 
were examined from standard literature. These in- 
dicate to values anywhere between 0.5 and 2 W/m 
K. The conductivity of porous carbon is also within 
the same range at high temperature. In light of this 
and the known significant influence of thermal con- 
ductivity [3], it was decided to choose a value to 
match the burn time at one point. This value is 1.25 
W/m K. The initial radius of the pore is obtained 
from Ref. 4, where wood char was used for mea- 
surements. The parameters in the kinetic expression 
used presently were not altered from those of wood 
char [5]. The rate of the backward reaction k2 is ob- 
tained from the appropriate equilibrium constants. 
The emissivity of the sphere surface, used for radiant 
heat loss calculation, is taken as 0.95. 

Results and Discussion 

Figure 1 shows the dependence of ignition delay 
(i,i) on the diameter of the spherical particle. Results 
for both the concentrated liquid and the dried 
spheres are shown in the figure. In the case of liq- 
uids, there is increase in delay with drop diameter 
much like nonvolatile droplets [6]. The ignition de- 
lay decreases with increase in ambient temperature, 
as can be expected. In the case of dry spheres, even 
though there is scatter of data, it appears reasonable 
to conclude that the delay time is nearly indepen- 
dent of the size or that there is a slight decrease in 
the delay with increase in size. Earlier experimental 
data on highly volatile fuels and nonvolatile fuels, as 
well as their blends [6,7], suggest that the decreasing 
trend of ignition delay with size is due to fuels that 
are more volatile. The dry effluent appears similar 
to volatile fuels with regard to ignition delay. Similar 
results are also reported by Ragland and Weiss [8] 
and Boukara et al. [9] for bituminous coal. 

Figure 2 shows the dependence of ignition fea- 
tures on a diameter vs. ambient temperature plot. A 
clear boundary between the flaming and nonflaming 
zone is noticeable. Again, this feature has been 
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observed earlier by Takei et al. [6] and explained to 
be due to a competition between chemical heat re- 
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lease rate and diffusion of reactants in space. For the 
case of dry effluent spheres, ignition delay correlates 
well with temperature following the Arrhenius law, 
as can be noted from Fig. 3. 

Figure 4 shows the weight loss at the end of flam- 
ing as well as glowing. The data are constructed from 
a large number of tests for flaming and glowing sep- 
arately. The portion marked "no flame zone" shows 
the domain below which only smoldering combus- 
tion takes place. Typical weight loss at the end of 
flaming increases from 50% to as high as 80% at 
1330 K. Since an analysis of the dry samples indi- 
cated an organic content of 60-65%, the observation 
on weight loss noted above implies loss of a fair 
amount of inorganics along with organics during the 
flaming process. This is supported by the physical 
observation of fumes exuding from the burning 
sphere. In order to understand this behavior, the 
samples from the original effluent, as well as the 
char  and  the   ash  from   experiments  at various 

TABLE 1 
Analysis of the initial sample, char, and ash for experiments at different temperature 

Nature   of Temperature Initial Char Ash Loss during Loss during 

Material (K) Sample (g) (g) (g) Flaming (%) Glowing (%) 

Organics 773 60.3 27.9 0.6 53.6 97.7 

Inorganics 773 39.7 26.6 30.2 33.1 -13.6 

Organics 873 60.3 24.9 0.6 59.7 97.8 

Inorganics 873 39.7 23.1 26.4 41.9 -14.3 

Organics 973 60.3 22.7 0.5 62.2 97.9 

Inorganics 973 39.7 21.6 22.8 45.5 -5.5 
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inferred that part of the metal sulfates present in the 
original effluent were reduced to Sulfides in the 
high-temperature-reducing atmosphere in the pres- 
ence of carbon during flaming combustion [10] and 
converted back to sulfates during glowing combus- 
tion. Other salts also might behave similarly, causing 
a net increase in the amount of inorganics during 
the char glowing phase. 

The weight loss during char combustion is about 
17-20% of the original weight of the sample for tem- 
peratures up to 1150 K, and decreases to 7% at 1330 
K. It is therefore reasonable to assume that the 
weight loss during char combustion is constant be- 
low about 1150 K. 

The data of flaming time, normalized by initial 
density with diameter (dried sample), are presented 
in Fig. 5 along with similar data for wood spheres 
[1] and n-heptane [7] for comparison purposes at an 
ambient temperature of 700 °C on a log-log plot. 
The flaming time normalization with density is to 
account for variations in density that occurs in the 
process of making dry effluent spheres, and the ex- 
pectation that the combustion time varies linearly 
with density. Curves 1 and 2 are for n-heptane 
burned at ambient temperatures 27 and 700 °C, re- 
spectively. Curve 2 for 700 °C is presented to exhibit 
a comparison with dried effluent combustion and is 
obtained using standard liquid droplet combustion 
calculations, taking into account burning constant 
dependence on thermodynamic and transport prop- 
erties. Curves 3 and 4 are for effluent burned at 700 
°C. Curve 3 is obtained by normalizing bum time 
with density that is equivalent to 60% fuel mass, 
which devolatilized during the flaming process, and 
curve 4 is normalized with initial density of the dried 
effluent. A curve fit to this data is of the form tf ~ 
<i§, indicating diffusion-dominated combustion. As 
can be seen, flaming time in the case of n-heptane 
is larger since it gets completely consumed with zero 
diameter and zero weight, unlike that for effluent 
and wood. These data can be interpreted in another 
way. If one constructs a nondimensional bum time, 
T, defined by 

temperatures, were subjected to chemical analysis. 
The results of the analysis of original material, char, 
and ash are shown in Table 1. 

The material lost during flaming increases from 
53.6 to 62.2% for an ambient temperature rise from 
500 to 700 °C. This increase will be far more at 
higher temperatures, as indicated in Fig. 4. One of 
the curious aspects of the results is that the amount 
of inorganics found in ash is more than in char. More 
careful examination showed that the sulfate content 
in the char is much less than that either in the ash 
or in the original effluent. A chemical analysis 
showed sulfides in the char, which were absent both 
in the original effluent and in the ash. Hence, it is 

V 
PuPpw "0 

(1) 

where the quantities subscripted by iv refer to solid 
phase, the quantity x works out to be 0.117 for ef- 
fluent and 0.105 for wood. For n-heptane, it is about 
0.1. Thus, this quantity seems to give a value that is 
fairly constant for all these substances. 

Figure 6 presents the experimental data of char 
glowing time normalized with char density of the 
dried effluent, effluent with 65% concentration of 
solids and wood char, and with diameter d0 for com- 
bustion in air under ambient temperatures of 700, 
800, and 900 °C. Computations of char combustion 
in air with the data indicated earlier are shown in 
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FIG. 8. Surface temperature variation with time. 

the same figure by lines. The slope of the line gives 
the exponent in tjpc ~ dff as m = 2. The line re- 
mains straight up to a lower end diameter of 1 mm. 
Below this, the line becomes curved, the slope de- 
creasing with decrease in diameter, indicating in- 
creasing reaction control at lower diameters. 

Figure 7 shows the burn time (both flaming and 
glowing) of a 6.5-mm-diameter sphere as a function 
of temperature. The computed flaming and glowing 
times are also shown in the figure. As discussed ear- 
lier, there is a small increase in the mass loss during 
the flaming period as temperature increases, which 
is compensated by increase in heat flux, and as a 
result, the flaming time remains nearly independent 
of ambient temperature up to 1150 K. Beyond this 
temperature, the percentage weight loss increases 
rapidly with ambient temperature (Fig. 4), causing 
increase in flaming time. Char glowing time de- 
creases with ambient temperature because of the in- 

crease in reaction rate and to a certain extent due to 
increase in the transport properties. Even though 
the oxygen-carbon reaction is essentially diffusion 
controlled and consequently insensitive to changes 
in the rate constants, the increase in the rate of the 
reduction reaction between COa and carbon causes 
a decrease in the overall char glowing time with in- 
creasing ambient temperature. It is observed from 
the computational results that as the temperature 
increases, the COa fraction decreases, and CO frac- 
tion increases at the center of the sphere, indicating 
increasing C-COa reaction rate. 

The result of the thermal probing is presented in 
Fig. 8, which contains the surface temperature vari- 
ation with time during combustion for a sample of 
8.15 mm in diameter at 700, 800, and 900 °C. After 
ignition, there is a sharp temperature rise followed 
by a slow rise in temperature until the peak. The 
peak in temperature is observed during active char 
glowing since the reaction front is shifted to the sur- 
face where ambient oxygen diffuses into the porous 
char, resulting in char combustion. This is followed 
by a gradual fall in surface temperature until the end 
of char glowing. Predictions of the temperature pro- 
file during char combustion, extracted from the 
model calculations, are also presented in Fig. 8. The 
difference in the two results is about 100 K in all 
three cases. The possible reason for this is that the 
inorganic compounds in the ash catalyze the exo- 
thermic reactions in the gas phase (oxidation of CO), 
causing higher temperatures in the ash layer. 

Concluding Remarks 

This paper has presented results of the combus- 
tion behavior of concentrated and dried distillery ef- 
fluent spheres. The ignition time increases linearly 
with diameter for concentrated effluent and is nearly 
independent of size for dried effluent. The flaming 
behavior is similar to that for liquid droplets («-hep- 
tane) but with a faster burn rate; the burn rate com- 
pares with a wood sphere when suitably nondimen- 
sionalized. Char burn rate is again diffusion 
controlled down to very small diameter spheres. The 
behavior is modeled using one-dimensional, spher- 
ically symmetric conservation equations, and the 
model predicts most of the features of char com- 
bustion satisfactorily. 
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THE ENERGY AND ENVIRONMENTAL IMPLICATIONS OF USING SEWAGE 
SLUDGE AS A CO-FIRED FUEL APPLIED TO ROILERS 
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An assessment has been made of the technical feasibility of co-firing pulverized sewage sludge in a utility 
boiler with regard to the change in envisaged combustion performance and the possible additional impact 
on the environment from toxic metals and NOv emissions. Data have been reported for three PF flames— 
bituminous coal, sewage sludge, and an equal blend, by mass, of the two fuels in a 0.5-mW down-fired 
furnace. 

The experimental results, supported by complementary predictions of the fuel particle trajectories, show 
that the flame stability performance of the blended fuel is slightly improved as compared with the single- 
fuel flames. The overall combustion characteristics of the sewage sludge flame were found to be similar 
to those previously observed for low-rank coals (e.g., lignite). The nitric oxide emissions were higher for 
the sewage and the blended flame—an observation that is not solely reflected in the nitrogen content of 
the fuels but also in subtle changes in initial ignition behavior. A comparative analysis of the concentrations 
of selected metals (Zn, Cu, Cr, Mn, Ni, Cd, Pb) in various solid particle fractions collected near the furnace 
exit for the three flames shows that the metal enrichment on submicron ash particles was lowest for the 
sewage sludge flame and increased with the proportion of coal (fuel rank). The formation of a higher 
submicron fraction of ash particles from lignite coal reported in the literature, however, was not observed 
for the sewage sludge flame. These observations showed that the vapor pressure alone does not provide a 
sufficient explanation for metal partitioning in the presence of large quantities of minerals. Other processes 
such as fragmentation, mineral/metal interactions, and metal oxidation/chlorination become increasingly 
important. 

From an operational view-point, the co-firing of dried, pulverized, sewage sludge (DPSS) slightly en- 
hanced flame performance, while the metal emission values in the flue gas, as well as the metal leachability 
values, remained lower than recommended EU legislative limits. The 25% increase in NO,, observed could 
in part be ameliorated through available NOv reduction techniques. 

Introduction quality of any solid residue also causes disquiet, par- 
.      r ticularly in regard to the level of unburned combus- 

The disposal of waste materials whether from in-     Hbles and ^ leachabi% of residual meta, com_ 
dustnal, agricultural, or biological activity, is becom- ,                                J 

•                     J      4.              i •   \-        r 4.1 pounds. me a maior concern due to a combination oi the v „,         ,     .         r                       . ,            , 
. ö      .  J             ,   i   ■            li,.,        J    ,■ The   selection   oi   an   appropriate   combustion 
increasing amounts being produced, the reduction ,    ,.  ,       r   i        ,       i      i             .   .      r.i 

., if                .,    jcu  ..          i       ■ method is largely based on the characteristics ot the 
in available economic landfill sites, and envnonmen- ,     ,    ,          ,      ,  i              i 
tal pressure restricting previous disposal routes, such w,aste matf^ to be bumed

r 
and tlle, P«™utoig reg- 

as sea dumping. Many of these wastes, however, ulations- The broad range of material to be disposed 
have sufficient energy value to either complement of is matched by the diverse incineration practices 
or supplement existing fossil fuels in conventional used- A weaIth of published literature focuses on the 
furnaces or be burned in an energy-from-waste fa- combustion and pollution aspects under the condi- 
cility. This burning of the waste again generates sig- tions that prevail in these waste combustors [1-4]. 
nificant public opposition based upon perceived The aim of the present investigation, however, has 
risks associated with air-borne metal emissions and been to concentrate on one topical waste, sewage 
the release of toxic gases. Even after burning, the sludge, and to assess the technical and environtnen- 
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tal feasibility of suspension co-firing it with pulver- 
ized coal in a utility boiler. This work, which com- 
plements the authors' continuing research on 
"waste-to-energy concepts," was undertaken in a 
large-scale laboratory furnace. 

Comparative detailed combustion data for three 
flames established in the furnace are presented, 
namely, a base-case coal flame (Hem Heath, UK) 
(flame A), a sewage sludge flame (flame C), and an 
equal blend by mass (26% by thermal input of sew- 
age) of the two (flame B). The comprehensive data 
archive collected includes flame stability perfor- 
mance, major gas species, gas temperature, stable 
fuel-derived nitrogen compounds (NO, HCN, NH3) 
and major and trace toxic metals (Zn, Pb, Cu, Cr, 
Mn, Ni, and Cd). The rationale for the selection of 
these particular metals was (a) their high concentra- 
tions in.the fuels studied and (b) their toxicity and 
wide range of volatility. Leaching tests are also re- 
ported for selected toxic metals in order to assess 
the "long-term" commercial usage of the bottom 
ash. 

The Furnace and Experimental Techniques 

The vertically oriented and down-fired (0.5 mW) 
furnace at Imperial College has an internal diameter 
of 0.6 m and a height of 3.0 m. The PF burner with 
a refractory quarl, situated in the roof, is of double 
concentric design incorporating a moveable-block 
swirler. A comprehensive description of the furnace, 
gas sampling probes, and instrumentation can be 
found elsewhere [5]. 

All relevant major gas species concentrations of 
CO, C02, NO, and 02 were recorded using NDIR, 
chemiluminescence, and paramagnetic-type instru- 
ments, respectively. Due to space limitations, CO 
and C02 are not included here. Concentrations of 
stable HCN and NH3 were measured according to 
a previously established absorption technique [6], 
Gas temperatures were recorded using bare-wire 
40-^m Pt/Pt-13% Rh thermocouples. 

A new protocol for the quantification of toxic 
metal emissions data from the solid fuels used was 
established. For the collection of solid particles for 
subsequent toxic metal detection, an additional on- 
line nitrogen-quench particle sampling train [7] was 
installed. An Andersen, Inc., eight-stage atmos- 
pheric cascade impactor was used for the separation 
of the captured solid particles into nine particle size 
ranges (0-0.4, 0.4-0.7, 0.7-1.1, 1.1-2.1, 2.1-3.3, 
3.3-4.7, 4.7-5.8, 5.8-9.0, and 9.0 > fim). For sub- 
sequent analysis using an atomic absorption spec- 
trometer (AAS), the samples from the cascade 
impactor were dissolved in 10 mL of an acid cocktail 
[HF (49%), HN03 (70%), HC1 (39%), deionized wa- 
ter, by volume 100, 100, 300, 500 mL, respectively]. 
The development and optimization details of the 

sampling and analytical procedures are reported 
elsewhere [7]. 

For the leachability test, an EU waste compliance 
procedure [8] was followed wherein a weighed sam- 
ple of bottom ash was dissolved in a distilled water 
bath, followed by several days of constant, controlled 
agitation. The liquid sample was subsequently ana- 
lyzed for any leachate composition. 

The specifications of the coal, sewage sludge, and 
blend used in the investigation, including the parti- 
cle-size distribution and elemental analysis of major, 
minor, and trace metal contents, is given in Table 1. 
The furnace operating conditions, for example, swirl 
number, momentum ratio, and heat input, remained 
constant throughout. 

Experimental Results 

Flame Stability 

For a particular burner, fuel feed rate, and fuel 
type and composition, the stability performance of 
the flame produced is controlled by the level of swirl 
in the combustor air stream as well as its primary 
and secondary jet velocities. The flame stability cri- 
teria adopted herein defines a stable flame as one 
that is both lit-back and anchored to the burner 
quarl. Such a flame exhibits a lower NO formation 
at its root and higher combustion efficiency. 

Figure 1 shows the comparative stability limits for 
the three flames. The relatively broad limits of the 
stability curve for the Hem Heath coal (flame A) are 
typical of those previously observed for other bitu- 
minous coals in this laboratory. The stability curve 
of the sewage sludge (flame C), however, is, as ex- 
pected, restricted to similar narrow limits seen for 
low-rank fuels, such as lignite coals [9], with calorific 
values below 20 mj/kg. More importantly, the coal- 
sewage sludge blend flame (flame B) shows a slight 
improvement in stability performance over that of 
the base-case coal flame. The relatively smaller frac- 
tion of the higher volatile content sludge particles 
continue to provide an ignition source at higher mo- 
mentum ratios, which assists in initiating the devol- 
atilization of the coal particles, thereby slightly ex- 
tending the stability performance toward the higher 
momentum ratios. 

The difference in the stability limits for the three 
flames stems from the particles' trajectories and 
their residence time in the internal recirculation 
zone (IRZ). The position and character of the IRZ 
itself relative to the burner quarl is also a crucial 
factor affecting flame stability. In order to gain a bet- 
ter understanding of the size and position of the 
burner IRZ, computational simulations were per- 
formed using the 2D CINAR code, which has been 
recently extended to account for multimode com- 
bustion of various grade fuels [10]. The predicted 
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TABLE 1 
Specifications of fuel and metal concentrations 

Proximate analysis 
(wt % as received) 

Flame A 
Coal 

Flame B 
Blend 

Flame C 
Sludge 

Flame A 
Coal 

(mg/kg) 

Flame B 
Blend 

(mg/kg) 

Flame C 
Sludge 
(mg/kg) 

Moisture 
Volatile matter 
Fixed carbon 
Ash 
Ultimate analysis 
(wt% diy) 
Carbon 
Hydrogen 
Nitrogen 
Sulfur 
Chlorine 
Oxygen (by difference) 
Bulk density 
(kg/m3) 
Heating value, 
(MJ/kg) 

1.7 
34.0 
59.3 

5.0 

77.9 
4.6 
1.8 
0.9 
0.7 
7.4 

603.3 

31.7 

2.4 
40.3 
32.8 
24.6 

53.0 
4.2 
2.4 
0.9 
0.5 

12.0 
606.2 

21.5 

3.0 
46.6 

6.2 
44.2 

28.1 
3.7 
3.0 
0.8 
0.2 

17.0 
609.0 

11.2 

Fe 
Al 
Zn 
Cu 
Pb 
Mn 
Cr 
Ni 
V 
As 
Mo 

Hg 
Co 
Cd 

2,335 
146 
28 
14 
16 
19 
4 
6 
7 
5 

<2 
<2 
<2 

5 

8,741 
5,423 

470 
191 
184 
170 
119 
32 
12 
13 

3 
<2 

4 

13,141 
10,700 

1,002 
463 
381 
272 
209 
47 
17 
20 

5 
<2 

6 
10 

1.6 

1.4 

1.2 

1.0 - 

0.8 - 

0.6 

0.4 

0.2 

0.0 

Anchored Flame 

0.0 0.2 0.3 0.4 

Momentum Ratio 

FIG. 1. Flame stability limits: (V) flame A (coal); (H) 
flame B (coal sludge), and (o): flame C (sewage sludge). 

gas flow patterns and particle trajectories in the NBR 
for the three flames, with the same inlet locations 
and four representative particle sizes (10,22,45, and 
90 mm), are shown in Fig. 2. From this information, 
it appears that for the blend flame, the observed 
slight increase in the particles' penetration depths 
into the IRZ results in a greater particle residence 
time, with the early devolatilization of sewage sludge 
particles intensifying the combustion reactions by 
producing a hotter IRZ. For the sewage sludge flame 
(flame C), however, the largest particles leave the 
IRZ with reduced residence times prior to complet- 
ing their devolatilization. This restricts the flame sta- 
bility limits to higher swirl numbers and lower mo- 
mentum ratios necessary to maintain an adequate 
particle residence time in the IRZ for devolatiliza- 
tion to be initiated. 

3.0 0.1 0.2 0.3 0.4 0.S 0.6 

FIG. 2. Predicted gas flow and particle trajectories. 
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FIG. 3. Gas species profiles: (A) flame A (coal); (3) 
flame B (coal sludge), and (o): flame C (sewage sludge). 
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In-Flame Combustion Data 

Radial profiles of gas species concentrations are 
presented in Fig. 3 for four axial locations, expressed 
in terms of the distance from the burner throat di- 
vided by its diameter (56 mm), X/Ds. The concen- 
trations of HCN and NH3 along the combustor axis 
are presented in Fig. 4. At the nearest location to 
the burner, X/Ds = 2.2, the reactions for flame B 
(blend) are more intense in the radial direction up 

to R £ 20 mm and are accompanied by a sharp in- 
crease in NO formation. 

The influence of the secondary air stream for the 
three flames is seen in the region 40 mm < fi > 80 
mm through a steep rise in 02 along with a corre- 
sponding decrease in NO, as well as gas tempera- 
ture. Further away from the axis, R a 160 mm, the 
relatively flat profile delineates the extent of the ex- 
ternal recirculation zone (ERZ), which returns com- 
bustion products from downstream. The peak values 
of HCN and NH3 (Fig. 4) also occur at this axial 
location. Further downstream at X/Ds = 7.6, the 02 

and NO profiles are relatively flat, indicating the 
completion of mixing. 

As expected, NO emissions increased in both the 
sewage sludge and its blend flames (B and C). The 
higher nitric oxide formation rate for the sewage 
sludge flame is seen to be more pronounced in the 
early stages of combustion, where its slower volatile 
release rate and the lower temperatures of the IRZ 
extend the nitrogen liberation region toward the 
oxygen-rich secondary air. Compared with the coal 
flame (A), the nitric oxide emissions increased by 
25% and 75% for the blend (B) and the sewage 
sludge flame (C), respectively. 

The comparatively similar particle burnout of 
98.2% and 97.8% for the coal and the sewage 
sludge-coal blend flames, respectively, indicates 
veiy similar overall combustion efficiencies, whereas 
the particle burnout of the sewage sludge flame 
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TABLE 2 
Formation of total submicron particles for flames A, B, and C 

Flame 
Gram submicron particles 

per gram fuel burned 
Fraction of ash as 

submicron particles 

Submicron particulate matter 
in flue gas mg/m3 1 atm, 

0°C, 11% 02 

A 
B 
C 

0.0012 
0.0015 
0.0020 

0.0239 
0.0061 
0.0046 

73 
130 
309 

TABLE 3 
Metal enrichment factors in submicron ash 

Flame Zn Pb Cu Cr Mn Ni Cd 

A 8.2 11.6 11.9 7.3 2.9 10.3 22.3 
B 6.1 8.04 3.7 6.1 1.7 8.5 21.7 
C 5.5 2.5 2.0 1.3 0.9 4.5 18.9 

TABLE 4 
Concentration of elements in treated flue gas, mg/m3 

@1 atm, 0°C, 11%0 02 

Flame    Zn      Pb       Cu Cr Mn Ni Cd 

A 0.023 0.019 0.018 
B 0.106 0.055 0.026 
C 0.268 0.047 0.046 

0.0033 0.0057 0.0063 0.0112 
0.027 0.011 0.0098 0.0064 
0.013    0.013    0.011    0.0091 

(91.2%) was significantly lower. Some operational 
problems (e.g., slag build-up) were also encountered 
when firing sludge alone due to the high mineral 
content of the fuel. Such practical difficulties were 
not observed for the blend, entertaining the possi- 
bility of efficient co-firing of the pulverized sewage 
sludge up to 26% by heating value and 50% by 
weight without any major fouling. 

Toxic Metal Emissions 

A possible mechanism for the formation of sub- 
micron particles enriched in metal species for typical 
utility combustion conditions, as has been suggested 
by several researchers [3,11], is shown in Fig. 5. This 
figure is useful in explaining the data, particularly the 
enrichment of metals on small particles as a result 
of either the self-nucleation or the adsorption of vol- 
atile metal species due to their high surface areas. 
An additional influence is the vapor pressure behav- 
ior of selected metal species, which is shown in Fig. 
6 over the temperature range of 250-2250°C. Under 
the   combustion   temperature   conditions   of  the 

flames studied, this figure reveals that the vapor 
pressure of a few elements (cadmium, lead, and 
zinc) is such that they would be expected to com- 
pletely volatilize within the flame zone, while other 
metals (copper, chromium, and nickel) with lower 
vapor pressures would only partially vaporize at the 
observed temperatures. 

The amount of submicron particles collected for 
the three flames as grains per gram of fuel burned, 
the fraction of their respective ash content, and the 
total particulate matter in the untreated flue gases 
are given in Table 2. The submicron particle fraction 
decreases from flames A to C, which may be attrib- 
uted to the reduction in the comparative chlorine 
content and the depletion of submicron particles 
due to comparatively higher metal-mineral interac- 
tion in flames B and C. Generally, low-rank, high- 
volatile coals produce more submicron particles as 
compared with high-rank coals [12]. However, it ap- 
pears that ranking alone is not the sole criterion for 
the ash volatilization behavior during PF combus- 
tion. Rather, it is the composition, ash content, and 
distribution of its mineral matter in the fuel that dic- 
tates the depletion of submicron particles. 

Toxic metal enrichment factors for the metals 
studied are given in Table 3. These were calculated 
as the ratio of the concentration of an element in the 
submicron particles to that in the total ash collected, 
including all particle sizes. Generally, the element 
enrichment factors are higher for the coal and blend 
flames. Elements that are significantly enriched in 
the submicron particles of all the flames include Zn, 
Pb, Cu, Cr, and Ni, while Cd is a highly enriched 
element in both the submicron particles and the sub- 
micron fumes of all three. The metal enrichment 
trend in submicron particles for the sewage sludge 
flame is relatively low, as compared with the other 
flames. Table 4 summarizes the concentration of ele- 
ments in the flue gas after cleaning, assuming a typ- 
ical electrostatic precipitator (ESP), submicron par- 
ticle capture efficiency (93%). The particulate 
matter emissions and concentration of toxic metals 
in the flames satisfy the limits prescribed by the EU 
for incinerators [13], 

The presence of chlorine, the excess of mineral 
matter, and the mode of the occurrence of toxic 
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TABLE 5 
Metal enrichment factors in submicron ash 

Flame Cd Zn Pb Ni 

D 7.20 5.34 3.52 1.95 
E 7.10 6.90 3.99 0.11 
F 9.95 8.96 4.24 2.32 

metals in the fuel may have a significant effect on 
the formation and metal enrichment of submicron 
particles, depending on the combustion conditions. 
To address these effects on metal partitioning (Fig. 
5), an experimental regime is being undertaken in 
which metal oxides, chlorides, carbonates, Sulfides, 
and organometallics of Cd, Zn, Pb, and Ni are being 
extraneously added to the dried, pulverized sewage 
sludge (DPSS). As part of this work, results already 
have been obtained for the metal enrichment on 
submicron particles for the DPSS (flame D), DPSS 
with metal oxides (flame E), and chlorides (flame F) 
by injecting these fuels through the center of an 
asymmetric natural gas/air flame in a high heating 
rate (105 K/s), flat-flame turbulent jet (FFTJ) appa- 
ratus. The results are given in Table 5. 

The mass fraction of submicron particles in the 
sewage sludge flame was increased from 0.004 for 
the DPSS to 0.008 and 0.05, respectively, when 
metal oxides and chlorides were added to the DPSS. 
The results suggested that the extraneous metal 
chlorides are partitioned more to submicron parti- 
cles as compared with the conditions where metal 
oxides were added. The effect of chlorides addition 
to cadmium and zinc was more pronounced with a 
higher cadmium and zinc enrichment on submicron 
particles. Little or no enrichment of Ni was antici- 
pated in both flames (D and E) due to the low vapor 
pressures of nickel and its oxide (Fig. 6). However, 
the slight enrichment of Ni in the pure sewage 
sludge flame is in agreement with other reported 
results in coal and sewage sludge flames [14,15]. 
This enrichment was attributed to the partial vapor- 
ization of Ni metal or the conversion of some of it 
to more volatile compounds (i.e., NiCl2) and/or 
through particle fragmentation [16]. 

From these observations, it would appear that the 
hypothesis that metal partitioning is primarily con- 
trolled by its vapor pressure is inadequate in the 
presence of large quantities of minerals and other 
processes, such as fragmentation and mineral-metal 
interactions, become increasingly important. 

Finally, leachability values of the high ash sewage 
sludge (flame C), attributed to the formation of in- 
soluble metal compounds during combustion, were 
carried out to assess the viability of using the bottom 
ash commercially The results for Cu, Zn, Cr, Ni, Pb, 

and Cd were found to be below the allowable EU 
standard. 

Concluding Remarks 

The technical feasibility of using DPSS as a sup- 
plementary fuel for coal-fired utility boilers has been 
assessed in a laboratory furnace. No deterioration in 
burner stability performance or combustion effi- 
ciency was observed for a 26% by heat input blend 
of sewage and coal. The nitric oxide emissions, how- 
ever, increased by 25% and 75% for the blend and 
sewage sludge flames, respectively, as compared 
with the coal flame. 

The overall combustion characteristics of the sew- 
age sludge flame are similar to those previously ob- 
served for lignite coals. The formation of a higher 
submicron fraction of coal particles reported in the 
literature, however, was not recorded in the sewage 
sludge flame. Metal enrichment on submicron par- 
ticles was lowest for the sewage sludge flame, and 
this tendency increased with the metal chlorides and 
fuel rank (coal/sewage sludge blend to coal flames). 

The toxic metal emissions and leachability values 
for the three flames were well below the EU rec- 
ommended values. Although slagging problems 
were encountered with the sewage sludge flame, 
there was no problematic build up with the blended 
flame. The primary disadvantage of co-firing sludge 
to be addressed is the 25% increase in NO emissions 
due in part to the higher nitrogen content of the fuel, 
which could be ameliorated through NOz reduction 
technology. 

From the results of our investigation, it would ap- 
pear that the concept of co-firing of sewage sludge 
with pulverized coal in a power station boiler is tech- 
nically feasible. In order to provide further infor- 
mation for owner/operators, work is now continuing 
on the effect of co-firing on elements other than the 
flame, such as slagging and fouling. 
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COMMENTS 

S. Dasappa, Indian Institute of Science, India. In your 
presentation you have not indicated the a/f ratio for car- 
rying out the combustion. What was the criterion used for 
setting the a/f ratio for the sludge? 

Author's Reply. The air-fuel ratio was decreased for sew- 
age sludge and its blend while maintaining both the excess 
air and thermal inputs the same for all three flames. Under 
combustion conditions, the excess air is the controlling pa- 
rameter than the ratio of air to fuel for example concerning 
flame stability and NOx formation. 

Luigi Pistone, SNAM Frogetti, Italy. I would imagine a 
strong influence of the burner size and power input on the 
observed phenomenology. Please comment. 

Author's Reply. We agree with this comment. For this 
reason, base case sewage sludge flames were taken in both 
large-scale laboratory furnace as well as in the small-scale 
turbulent jet apparatus (FFTJ). The sewage sludge flames 
studied in the FFTJ apparatus where metals were added 
in various forms are therefore only compared with the sew- 
age sludge flame of FFTJ. 
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TRANSFORMATIONS OF SLUDGE WASTE DURING COMRUSTION IN A 
LOW-HIGH-LOW TEMPERATURE REACTOR 

JANUSZ A. KOZINSKI, RAAFAT SAADE AND GUOHUI ZHENG 

McGill University 
McGill Metals Processing Centre 

Department of Metallurgical Engineering 
3450 University St., FDA 119 

Montreal, QC, Canada H3A 2A7 

A new method of multizone combustion of a pulp/paper sludge in a low-high-low (LHL) temperature 
reactor is investigated. Experiments are conducted in a TGA-FTIR (thermogravimetric furnace coupled 
with Fourier transform infrared spectrometer) facility simulating realistic particle-metal and particle-gas 
interactions. The influence of time-temperature profiles on morphology, heavy (Cr, Cd), and light (Ca, Si) 
metal distributions inside ash particles formed during sludge combustion is determined. Sludge samples 
(70 g) are heated to 1770 K at an average rate of 75 K/min, kept at 1770 K for four different residence 
times (R0 = 0 s, fi: = 60 s, R2 = 300 s, and R3 = 900 s), and then suddenly quenched (15 K/s) to 
simulate LHL temperature regions. In order to obtain time-resolved data on the structural and compo- 
sitional transformations of the sludge, samples are subjected to a variety of analytical techniques: wave- 
length-dispersive X-ray spectrometry, scanning electron microscopy, X-ray diffractometry and atomic force 
microscopy. Sludge undergoes dramatic morphological transformations from a mixture of complex fibers, 
skeleton-like structures (45-110/an), highly porous particles, to dense compact spheres (5-30/an). Struc- 
tural changes influence the distribution of metals in the solid residue. Toxic metals (Cr, Cd) are concen- 
trated at the particle core and are successively surrounded by nonporous dense layers rich in Ca, K, Al, 
Na, and Si. It appears that the multilayered ash particle microstmcture can be attributed to internal 
transformations caused by the LHL combustion. It is found that the residence time of 300 s at 1770 K is 
optimal to encapsulate Cd inside the particle core. A model of a final ash particle formed at the optimal 
residence time is designed and a mechanism of the heavy metal microencapsulation is proposed. Calcu- 
lations show that metal diffusion does not seem to be the dominant process responsible for Cd migration 
inside the ash particle. 

Introduction bustion is modified by applying low-high-low (LHL) 
temperature regions in a thermal reactor such that 

The  ever-increasing quantities  of solid wastes heating and cooling rates are relatively fast in the 
(projected growths of 1% annually from 279 MMT "low" regions, and temperature is constant in the 
in 1995 being expected [1]) are the source of the "high" temperature zone. A simple mathematical 
growing need for proper waste disposal methods. model is also developed for the diffusion of heat and 
One proven technology is waste combustion. How- metal (Cd) inside an ash particle. A practical, un- 
ever, products of waste burning include ash particles ambiguous, and presumably consistent method may 
that contain hazardous heavy metals (e.g., Cr and therefore be available for the efficient and clean util- 
Cd). It is evident that minimization of metal release ization of waste sludges, 
from a host substrate is critical in limiting the emis- 
sions of toxic heavy metals. Therefore, our research 
is aimed at two goals: first, the development of a Experimental Approach 
practical method for encapsulation of hazardous 
metals during the high-temperature treatment of Our approach is shown in Fig. 1 (column A). It 
sludge wastes, and second, a better understanding illustrates an idea of applying the multizone tem- 
of the fate of metals during waste combustion. perature   method   to   dispose   of   contaminated 

In this paper, two things are done: (1) It is shown sludges. This idea originated from interesting pre- 
that combustion of contaminated sludge can yield liminary results obtained by one of the authors (JAK) 
ash particles with toxic metals safely encapsulated, and his colleagues during pilot-scale research in a 
Further,  a structural  evolution  and ash particle fluidized bed combustor [2,3], which left some un- 
model are interpreted. (2) Conventional waste com- answered   questions   regarding   solid   and   metal 
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FIG. 1. Illustration of a multizone combustion method applied to the disposal of contaminated sludges. Column A 

explains the idea of the LHL temperature reactor. The waste is initially fed into the low-temperature region (<1250 K), 

then subjected to the high-temperature treatment (1770 K), which is followed by another low-temperature zone (<C1250 

K). An experimental temperature-time profile obtained at a residence time of 300 s in the HTR is also shown. Column 

B presents a sequence of microphotographs taken with a scanning electron microscope showing morphological changes 

in the sludge waste during combustion. The following symbols are used to describe each photo: w (maximum width) and 

c (basic characteristics of the photo). Column C contains two graphs displaying metal occurrence in solid material. Graph 

1 presents random distribution of Ca, Si, Cr, and Cd in the feed sludge. A length of a sludge fragment is 10 mm. Graph 

2 shows radial profiles of Cr, Cd, Ca, and Si concentrations inside the cross section of the dense, compact ash particle 

with equivalent diameter of 24 ftm. Such particles were final structures formed during sludge combustion experiments 

in the LHL temperature reactor. 
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transformations. In the current research, the multi- 
zone concept was tested in a furnace separated into 
three zones where a high-temperature region (HTR; 
1770 K) was imposed in the middle of two low-tem- 
perature regions (<1250 K). This type of reactor was 
called a LHL temperature furnace. The experiments 
were conducted in a computer-controlled facility 
consisting of a high-temperature Cahn TGA-171 
thermogravimetric furnace (TGA) coupled with 
Mattson FTIR Galaxy 5020 Fourier transform infra- 
red (FTIR) spectrometer. This TGA-FTIR system 
can simulate the residence time, temperature his- 
tories, and chemical environment of commercial 
waste remediation units, allowing for a variety of par- 
ticle-metal and particle-gas interactions. Changes in 
the sample weight, temperature, as well as gas com- 
position inside the furnace are measured continu- 
ously. The temperature and pressure limits are 1970 
K and 1.0 atm, respectively. The length of the heated 
zone is 300 mm with a homogeneous zone of 100 
mm. There are access ports for the collection of solid 
and gas samples during waste combustion. However, 
due to the molten ash phase, we were not able to 
extract ash samples from the furnace during the 
combustion at the highest temperature (1770 K). 

different residence times: R0 = 0 s, Ri = 60 s, R2 

= 300 s, and R3 = 900 s. After being heated, sam- 
ples were suddenly quenched with nitrogen in a wa- 
ter-cooled chamber in order to simulate LHL tem- 
perature regions. The cooling rate was at least 15 K/ 
s. A typical temperature profile at R2 = 300 s is 
shown in Fig. 1 (column A). 

In this paper, we present results obtained for the 
solid ash particles. The results represent averages for 
about 3000 individual particles. Particle morphology 
and size were determined by secondary electron im- 
aging on a JEOL 840 scanning electron microscope 
operating at 15 keV. The internal ash structure and 
metal concentrations were obtained with JEOL 
8900 SuperProbe electron probe microanalyzer 
equipped with five wavelength-dispersive spectrom- 
eters. Measurements were conducted at 100-s 
counting times, 20-keV accelerating voltage, and 
100-nA beam current. The electron beam width was 
less than 0.5 /im, and the penetration was less than 
1.0 ßm. Different phases of the particle internal mi- 
crostructure were determined by a Rigaku X-ray dif- 
fractometer with an 18-kW high-intensity rotating 
anode (40 kV, 20 mA, CuKa radiation). Particle sur- 
face data were obtained from an atomic force mi- 
croscope (AFM) Digital Nanoscope III. 

Methodology 

Sludge waste from a pulp and paper mill was cho- 
sen because of the increasingly higher amounts of 
this material generated by the industry (e.g., 2200 
tones/day of dry sludge in Canada alone). Its disposal 
in landfills is becoming a serious concern, due to its 
large volume and contamination with heavy metals 
(e.g., Cd, Cr), thus creating a residue management 
problem. Irregular fragments of the sludge (see Fig. 
1, column B, photo 1) were made of complex fibers 
(30-60-,um wide; 100-600-/im long) mixed with the 
aluminosilicate matrix. There were holes at the cen- 
ter of most of the fibers. They were probably intrin- 
sic features of the vegetal used to produce the fiber. 
The sludge was predried and sieved to fragments 
smaller than 20.0 mm in diameter. It contained 
10.00% moisture, 40.10% carbon, and 26.72% oxy- 
gen, while the heating value was 15,800 kj/kg. Ash 
concentration was 20.37%. Ash elemental analyses 
showed a dominance of SiOa, Al203, and CaO 
(56.46%, 29.43%, and 4.47%, respectively) with high 
levels of alkalis (NaaO + K20 = 2.01%). The sludge 
was doped and well mixed with chromium and cad- 
mium, and the concentration aimed for each metal 
was 350 ppm. Aqueous solutions of Cr(N03)3 • 9H20 
and Cd(N03)2 • 4H20 were used. 

The influence of time-temperature profiles on the 
heavy (Cr, Cd) and light (Ca, Si) metal distributions 
in ash particles was determined. A sample of sludge 
waste (70 g) was heated to 1770 K at an average rate 
of 75 K/min. It was then kept at 1770 K for four 

Results and Discussion 

During combustion, the sludge waste underwent 
dramatic morphological transformations, which are 
presented in Fig. 1 (column B, photos 1-6). At low 
temperatures, up to 450 K, the solid residue looked 
similar to the initial sludge (photo 1). When most of 
the volatile fraction of the sludge (primarily C02, 
H20, CO, and hydrocarbons) was released before 
the temperature reached 750 K, the morphology 
changed into skeleton-like (photo 2). Between 800 
and 1200 K, there was an intensive burning accom- 
panied by a collapse of the skeleton-like structure 
(photo 3) and formation of initial platelets on the 
particle surface (photo 4). It was observed that the 
combustion process was enhanced around the holes 
located at the center of the primary sludge fibers, 
resulting in fibers breaking into individual smaller 
fragments. It was not determined, however, whether 
fibers and matrix both transformed into the same 
type of ash. Further burning at the highest temper- 
ature (1770 K) and subsequent fast cooling (10 K/s) 
significantly changed ash morphology. No fibers or 
platelets were seen. There were spherical ash par- 
ticles (5-30 /urn in diameter) with submicron frag- 
ments bound to the external surface (photo 5). The 
particles were completely filled with dense, compact 
material and had relatively smooth surfaces (photo 
6). The surfaces observed on high-resolution AFM 
revealed a mixture of individual dendrites 20 nm in 
width. Such dendritic structure most likely came 
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FIG. 2. Radial concentration profiles of Cd in the cross 
section of the final ash particle with equivalent diameter of 
24 p.m. Variations in Cd concentration are shown at four 
different residence times in the HTR: R0 = 0 s, fij = 60 
s, R.2 = 300 s, and R3 = 900 s. Cadmium is mostly parti- 
tioned in the particle center at R2- When the residence time 
is shorter or longer, Cd tends to be rather uniformly dis- 
tributed inside the particle. 

from the sudden solidification of the ash material 
after its melting in the high-temperature region. 

Morphological changes influenced the distribution 
of metals in the solid residue. The distribution pro- 
files of Si, Ca (representing light metals) and Cr, Cd 
(representing heavy toxic metals) in the feed sludge 
after it was doped with heavy metals and prior to 
combustion are shown in Fig. 1 (column C, graph 
1). No associations between light- and heavy-metal 
elements in the sludge particles were observed. All 
of the metals were found to be randomly dispersed 
inside the sludge. Thus, no initial elemental segre- 
gation was observed for both the heavy and the light 
metals inside the feed waste. 

Radial profiles of metal concentrations inside the 
final ash particles that went through the entire LHL 
temperature cycle are shown in Fig. 1 (column C, 
graph 2). Data reported were collected when the 
residence time was 300 s at 1770 K. It is seen that 
Si dominated on the external surface. Its concentra- 
tion decreased steadily from 48.4% at the surface to 
7.4% and 8.1% in the particle center. Maximum con- 
centration of Ca (4.4%) was located 4.0 fim below 
the Si-rich region. The amount of Ca in the center 
was significantly smaller (0.6%). Thus, in the final 
ash material, Si and Ca were mostly located in the 
external surface and subsurface layers. Heavy metals 
(Cr, Cd) were primarily found near the particle core 
(8.0-12.0 fim from the surface). Cr concentrations 
rose from 37 ppm at the external surface to 337 ppm 
in the particle center. No Cd was found in the first 
2.0 /(tn of the surface layer. Its amount grew from 
47 ppm at 4.0 /im distance from the surface to 349 
ppm in the core. It is evident that the final ash par- 
ticle was built of a heavy-metal core surrounded by 
a light-metal external shell. However, particle inter- 

nal microstructure strongly depended on the ash res- 
idence time in the high-temperature region (1770 
K). This is shown in Fig. 2, where variations in Cd 
concentration inside the ash particle are plotted for 
four residence times. At the residence time R0 = 0 
s (which meant that the solid material was continu- 
ously heated to 1770 K and immediately quenched), 
Cd distribution was almost uniform over the entire 
cross section of the final ash particle. This sharply 
contrasted with the profile obtained at 300-s resi- 
dence time (R2 = 300 s)> where Cd was partitioned 
in the particle core and was not detected in the sur- 
face layers. Cd concentration profiles at R} = 60 s 
and R3 = 900 s residence times revealed the pres- 
ence of Cd both on the particle surface and in the 
center. Data presented in Fig. 2 suggest that the res- 
idence time influences heavy-metal distribution in- 
side the ash particles. The residence time of 300 s 
was optimal to concentrate Cd in the particle core. 
Residence times of 0 and 60 s were too short, and 
900 s was too long for the establishment of an en- 
tirely layered microstructure (i.e., the light-metal 
shell and the heavy-metal core). In those cases, a 
tendency to rather uniform Cd distribution was ob- 
served. Since at 1770 K ash was molten, the results 
indicate that migration of metallic fragments inside 
the molten particle interior may affect an internal 
microstructure of the ash. 

Additional elemental mapping inside the final ash 
particles formed with a residence time Rz = 300 s 
at T = 1770 K indicated that their outer surface is 
composed of layers dominated by light metals: Si was 
mostly present on the external surface, then Na, Al, 
K, and Ca revealed their highest concentrations. 
Thus, the surface was considerably enriched in light- 
metal elements compared to the particle interior. 
The increase in surface concentration of the light 
metals was accompanied by an increase in the sur- 
face concentration of oxygen (X-ray diffraction 
tests), suggesting that the metals were present in ox- 
idized forms (Si02, Na20, Al203, K20, and CaO). 
Heavy metals (Cr, Cd, Sb, Pb, Ni, Zn, and Cu) were 
primarily located in the regions near the particle 
core (6.0-12.0 fim from the surface). It appears that 
the multilayered ash particle microstructure can be 
attributed to internal transformations caused by the 
LHL temperature treatment. 

• A model of a final ash particle heated at the opti- 
mal residence time (300 s) is proposed in Fig. 3. The 
particle is dominantly composed of a dense, compact 
matrix with an exterior aluminosilicate shell (4-6 
fim). It contains light-metal oxides, with dominance 
of Si and Al compounds, creating external surface 
layers. Low-melting compounds of Na and K are also 
contained in those regions. A characteristic layer of 
Ca is located in the subsurface region, 4.0 /im below 
the surface. The interior of the particle is mostly 
filled with the network of trace heavy metals (Cr, Cd, 
Sb, Pb, Ni, Zn, and Cu) concentrated within the 
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FIG. 3. Model of the final ash particle, illustrating the 
presence of the external light-metal shell (Si, Al, Na, K, 
Ca) and a particle core where heavy metals (e.g., Cr, Cd) 
are discretely located. 

particle center. They are essentially encapsulated in- 
side the light-metal shell. Thus, the ash particles 
generated in the LHL temperature reactor are ca- 
pable, during their structure evolution, of preventing 
a significant portion of toxic metals (81.7%) from 
escaping into the flue gas stream. Indeed, the inter- 
action of Cr and Cd oxides with Si02 and/or Al203 

to form silicates and/or aluminosilicates may prevent 
full vaporization of Cr and Cd from the sludge ma- 
terial. Conversion of Cd and Cr oxides to aluminos- 
ilicates occurs between 1200 and 1400 K, and inter- 

actions of Cr metal with Si02 to form chromium 
silicates are also likely [e.g., 4-6]—especially since 
Si is so abundant in the ash. 

The evolution of the heavy-metal microencapsu- 
lation is illustrated in Fig. 4. As the waste material 
is subjected to successive temperature ranges, it un- 
dergoes a number of transformations numbered 
from I to VII. In stage I [combustion/volatile organic 
compounds (VOC) release], the waste undergoes 
heating, drying, and then combustion of the VOC 
fraction of the sludge. By the time the resulting sol- 
ids have reached a temperature of 700 K, the resid- 
ual mineral matter is essentially an irregular frame- 
work of individual fragments, resembling randomly 
organized porous skeletons ranging from 45 to 110 
jum in diameter. The high porosity of this material 
presents numerous pathways for oxygen to enter the 
interior of such agglomerates. As the temperature to 
which the solid structures are subjected continues to 
increase, the skeletons collapse and break up into 
porous particles. Thus, in stage II (fragmentation), 
the weakening of the skeletal structure due to 
combustion of the organics and the breaking of the 
links forming the aggregates favor the formation of 
porous ash containing grains and granules of differ- 
ent   shapes.   In   stage   III   (surface   melting  and 
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vaporization), the porous ash particles are subjected 
to temperatures exceeding the softening point of the 
ash (—1300 K). As the temperature increases toward 
1600 K, the surface of the ash particles softens and 
melts. Low melting point alkali eutectics, forming 
from the Na, K, and Ca present in the ash, encour- 
age the fusion process. This surface transformation 
permits the vaporization of volatile species from the 
outer liquid layer of the particles. When the particles 
attain the peak temperature in the range of 1700- 
1770 K, they enter stage IV (molten state/light-metal 
migration) of the transformation process and are 
nearly completely molten. Because of their very high 
fusion temperature, the aluminosilicates may remain 
as discrete mushy pockets, whose surface will still be 
able to interact with both light and heavy metals, 
potentially forming easily melting eutectics or new 
compounds that adsorb heavy metals, thereby trap- 
ping them at the core [7], At the high temperatures 
attained in stage IV, conditions permitting the mi- 
gration of light metals to the particle surface de- 
velop. Individual light-metal fragments can migrate 
over distances greater than 3-7 /im before particle 
structure compacting [8], The attraction of light ele- 
ments to the surface from inside the particle can be 
explained in terms of the Gibbs adsorption isotherm, 
which states that the surface free energies decrease 
when solutes form surface excesses. Therefore, they 
migrate to the surface from within the molten par- 
ticle to decrease surface free energy by an increase 
in chemical potential of solute. During melting, sur- 
face free energy is minimized as a result of surface 
tension forces acting on the melt. Silicate material 
can be expelled, due to surface tension, to the sur- 
face of the molten ash particle. Thus, it can be con- 
centrated on the particle surfaces. Light elements 
are transported to locations left by other species va- 
porized from the surface. Upon entering stage V 
(surface solidification), the molten ash particles be- 
gin to cool down abruptly, and a solid skin forms, 
precluding any more surface losses. The pores on 
the particle surface are enclosed very rapidly during 
the particle structure solidification, and the structure 
itself becomes dense. Heavy-metal fragments are 
significantly less mobile than light metals; therefore, 
they do not have enough time to be transported to 
the surface. They are trapped (encapsulated) inside 
the particle. Those processes lead to a concentration 
gradient across the diameter of the particle with 
heavier species enriched close to the core regions. 
However, melting of heavy-metal compounds at the 
particle surface and their subsequent diffusion 
through the fused product layer may also be impor- 
tant. Diffusion within the aluminosilicate phase 
could occur via solid-state diffusion, as described by 
others [7,9]. When the voids in the particle surface 
are occupied by migrating species and are subse- 
quently closed off, vaporization of volatile species 
will cease. Since the core of the particle is still mol- 

ten, light metals may still continue to migrate inside 
the particle. The heavier components will segregate 
at the core, and metals such as Cr and Pb may react 
with the aluminosilicates present and thus be im- 
mobilized. In stage VI (gradual light-metal layering), 
the particle structure is nearly completely solid, only 
the very core remains fluid but viscous. As the pe- 
rimeter gradually solidifies, light-metal-rich layers 
begin to take shape. Once the particle has been com- 
pletely cooled to stage VII (heavy-metal microen- 
capsulation), the microencapsulation is complete, 
yielding the layered particle structure presented in 
Fig. 3. The ash has attained a compact structure. The 
heavy metals are concentrated at the core of the par- 
ticle and are successively surrounded by nonporous 
dense layers rich in Ca and then Al, K, Na, and Si. 
The heavy metals are effectively isolated from the 
particle surface and encapsulated in the core of the 
final ash particle. 

Modeling/Calculations 

A simple mathematical model of Cd diffusion in- 
side an ash particle was developed. The diffusion 
process was assumed to occur predominately in the 
HTR (see Fig. 1, column A) where the particle is 
molten. It was accepted that at the entrance to the 
HTR, temperature gradient travels from the particle 
surface toward the center, while at the exit of the 
HTR, the higher temperature is located around the 
core, and the surface of the particle is subjected to 
decreasing temperature. Both the conduction of 
temperature and diffusion of metal (Cd) through the 
ash particle were simulated. They were described by 
the governing heat and mass diffusion equations 
[10]. The diffusion region was assumed to be ho- 
mogeneous and isotropic. A sink term was included 
in the mass conservation equation to account for the 
mass loss [7,10]. The governing equations in a one- 
dimensional isotropic medium were solved using a 
simple explicit one-step method with Dirichlet 
boundary conditions at surfaces. The initial condi- 
tions included a constant temperature profile across 
the particle diameter. The initial temperature was 
equal to the value found at the beginning of the HTR 
(1770 K) and then changed as a function of time at 
the particle surface. Numerical computations began 
where the ash particle entered the HTR. Simula- 
tions were carried out to determine the time re- 
quired to attain the experimental Cd concentration 
profiles shown in Fig. 2. Cd migration was consid- 
ered as a function of metal diffusion only, without 
any influence of vaporization or condensation. Data 
presented in Fig. 5 illustrate the measured and com- 
puted values of the residence time required to 
achieve the Cd concentration profiles at four resi- 
dence times: R0 = 0 s, RT = 60 s, R2 = 300 s, and 
R3   =   900  s.   The  numerical  computations  are 
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FIG. 5. Comparison of the measured and calculated time 
necessary to attain Cd concentration profiles shown in Fig. 
2. Calculations are performed for different residence times 
of the ash particle in the HTR. Top curve represents per- 
centage deviation between experimental and numerical 
modeling values of Cd concentrations at residence times 

0 s, fii = 60 s, fl2 = 300 s, and R3 900 s. 

unacceptable for residence times R3, R2 and Rx and 
compare well with experimental data for residence 
time R0. A deviation, defined as a percentage differ- 
ence between experimental and computed values of 
time, increases with increasing residence time. It 
rises from 16.7% at R0; 55.0% and 66.7% at Rj and 
R2, respectively; and reaches 94.4% at R3. Such 
change in the deviation could be attributed to the 
nonlinearity of the problem at hand. It also implies 
that processes other than metal diffusion play an im- 
portant role in Cd migration inside the ash particle, 
especially at long residence times. 

The present simulations reveal that the process 
cannot be modeled as a lumped system and unveils 
the process to be highly nonlinear and dynamic. In 
addition, diffusion does not seem to be the dominant 
phenomenon accounting for the transport of Cd. 
The influence of vaporization and condensation 
needs to be quantified. 

Conclusions and Implications 

We have proposed a novel approach to the thermal 
treatment of metal-contaminated sludge wastes. In- 
stead of a furnace with a uniform temperature dis- 
tribution, the suggested reactor is separated into 
three zones, where a high-temperature region is im- 
posed in the middle of two low-temperature regions. 
It has been shown that it is possible to produce a 
compact and dense ash from pulp and paper sludge 
by applying LHL temperature treatment. Further- 
more, by carefully controlling the residence time, as 
well as heating and cooling rates of the ash produced 
by the combustion of the sludge, the heavy metals, 
originally present randomly throughout the noncom- 
busted material, are now preferentially concentrated 
in the core of the final ash particles. An important 

objective has thus been attained by LHL tempera- 
ture processing. The heavy-metal components of the 
sludge have been effectively segregated within the 
ash particles and encapsulated by a nonporous com- 
pact shell of light metals. 

We anticipate, however, some practical problems. 
For example, a fraction of volatile elements such as 
Cd and Pb may recondense onto the fine submicron 
particles and be released from the furnace; also, 
sludge feeding into the LHL temperature reactor 
may be complicated due to its irregular morphology. 
Certainly, we realize the potential pitfalls on the 
pathway from our experimental observation to a 
large-scale application. Clearly, further engineering 
improvements will be needed. 

The environmental implications of the LHL 
sludge treatment are several fold. The microencap- 
sulation of the heavy metals may have important 
consequences on their leachability once the ash is 
landfilled. The condensed light-metal layers sur- 
rounding the heavy-metal-rich cores of the ash par- 
ticles may prevent the metals from leaching under 
acidic conditions. The safety of the landfill will there- 
fore be increased. Finally, if the heavy metals are 
indeed immobile (as an on-going study will ascer- 
tain), the ash may be classified as nontoxic and could 
be considered for recycling as a component of a con- 
struction material, thereby reducing environmental 
impacts considerably. 
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COMMENTS 

JohanE. Hustad, SINTEF Energy, Norway. In your pre- 
sentation you mentioned the heating rates and the impor- 
tance of the temperature and residence times. What was 
the initial particle size and sample size in your T6A-mea- 
surement and do you think the particle size is of impor- 
tance to the results? 

You claim that the ash is non-hazardous by looking at 
the dense character of ash particle and the enclosure of the 
heavy metals in the center of the particles. Did you perform 
any leachability tests to prove that? 

Author's Reply. The weight of the sludge waste sample 
was 70 g. It was a mixture of randomly shaped fragments 
with sizes smaller than 20.0 mm in diameter. The size of 
the majority of individual ash particles was between 5 jum 
and 30 /im in diameter. We have observed similar ash par- 
ticles even if the sludge sample size was changed. At the 
present state of analysis it seems that the ash particle size 
is not critical for the heavy metals encapsulation. However, 
due to the limitations in an electron beam width (0.5 jum) 
and its penetration (1.0 fim) we were unable to analyze 
quantitatively submicron particles. 

We have performed short-term Toxicity Characteristic 
Leaching Procedure (TCLP) tests in order to identify the 
presence of leachable heavy metals. The tests showed no 
presence of Cr and Cd at detectable concentrations (>0.1 
mg/L). Verification of the heavy metals immobilization in- 
side the ash particles is a focus of an on-going long-term 
leachability study. In this study we simulate the leaching 
process which the ash would undergo if disposed of in a 
sanitary landfill. 

Ashwani K. Gupta, University of Maryland, USA. The 
composition of waste varies both temporally and spatially. 
Can you please comment on the uniformity of light and 
heavy metals in the waste sample just prior to the experi- 
mental study. What is the accuracy and precision of the 
reported data? 

Author's Reply. Distribution of light (Ca, Si) and heavy 
metals (Cr, Cd) across a 10 mm long sludge fragment has 
been shown in the paper in Fig. 1 (column C, graph 1). As 
you can see from the metal concentration profiles, they 
were randomly scattered inside the sludge prior to burning. 

In order to determine local concentrations of metals in the 
sludge particles we applied electron probe microanalysis 
coupled with wavelength-dispersive X-ray spectrometry 
An inaccuracy of metal analyses in supermicron structures 
was below 5%, since each metal concentration was signifi- 
cantly higher that its detection limit [1]. The precision of 
particle size measurements was typically within 93-95% 
range if at least 2,000 particles per sample were analyzed 
[2,3]. Our results represent averages for about 3,000 indi- 
vidual particles. 
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2. Srinivasachar, S., Senior, C. L., Helble, J. J., and Moore, 
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1992, pp. 1179-1187. 

3. Benson, S. A., Jones, M. L., and Harb, J. N., in Fun- 
damentals of Coal Combustion for Clean and Efficient 
Use (L. D. Smoot, Ed.), Elsevier, Amsterdam, 1993, pp. 
299-327. 

A. E. Jacob Akanctuk, Stanford University, USA. This is 
an interesting paper with respect to potential control strat- 
egies for heavy metals release. The critical question is 
whether the observed changes in radial profiles of heavy 
elements are due to: (1) inward diffusion of the heavy met- 
als or (2) vaporization of heavy elements at the particle 
periphery. Any ideas? 

Author's Reply. The final partition of heavy metals in the 
ash particle core and light metals in the external shell is 
due to both metal diffusion and vaporization. It seems, 
however, that heavy metals vaporization may not be signifi- 
cant because we were able to retain 81.7% of the initial 
amount of heavy metals present in the sludge. It is probably 
due to the fact that the encapsulated heavy metals like Cr 
and Cd may react with ash aluminosilicates which may pre- 
vent their vaporization. In the paper, we suggested that the 
light metal migration/diffusion appears to be more impor- 
tant than that of the heavy metals. 
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This paper describes the operating principle and the current development status of high-speed direct- 
injection diesel engines used in passenger cars. This type of engine has an advantage in efficiency of the 
order of 30% compared with current gasoline engines with three-way catalyst and has a high potential for 
further improvement, such as reduction of NO and soot emissions. The present state of knowledge of 
diesel engine combustion has benefited from optical diagnostic techniques that permit deeper insights into 
the in-cylinder processes such as flow generation, fuel injection and spray formation, atomization and 
mixing, autoignition and combustion, and the formation and reduction of pollutants. Part of the work 
described was carried out within the European (diesel) engine research programs IDEA and IDEA 
EFFECT. Finally, a summary is given of future trends in combustion diagnostics and engine developments, 
with emphasis on the significance of the DI diesel engine as a power plant for passenger cars both inside 
and outside of Europe. 

Introduction 

It is well-known that the direct-injection (DI) die- 
sel engine is the most effective way of converting 
fossil fuels for vehicle propulsion. Because its low 
fuel consumption results in low C02 emission, the 
DI diesel engine contributes minimally to the green- 
house effect. The connection between global C02 

emissions and the greenhouse effect is well-known 
and need not be discussed here. Because of their 
excellent thermodynamic efficiency diesel engines 
with direct injection are widely used as power plants 
for trucks, heavy machines, and ships. Optimized for 
a single operating point, thermal efficiencies of 
50% are achieved. The superior fuel economy of DI 
diesel engines compared to gasoline and indirect- 
injection (IDI) diesel engines of similar capacity is 
the driving force behind the strong interest in Eu- 
rope in the use of small, high-speed DI diesel en- 
gines in passenger cars. Even today, 48% of the new 
passenger cars in France are equipped with a diesel 
engine (DI and IDI); the percentage is expected to 
exceed 30% in the entire European market within 
the next few years. 

Key challenges for future and worldwide accep- 
tance of diesel engines in passenger cars are a fur- 
ther significant reduction of the emissions, mainly of 
NOx and particulates, to meet the increasingly strin- 
gent environmental regulations; see Fig. 1 for the 
step-by-step reduction of the emission limits in Eu- 
rope. The exhaust gas consists primarily of the 
components N2, 02, C02, and H20. Only a minor 
part is restricted by exhaust emission standards (CO, 
HC, NOx, and particulates). It is important to note 

that the absolute amount of these components in the 
exhaust gas is limited, but their concentrations are 
not. The usual method for determing car exhaust 
emissions is to run the vehicle on a dynamometer 
test bed in a well-defined test cycle (speed-versus- 
time profile) and calculate emissions in grams per 
unit of distance (g/km or g/mile) from the measured 
concentrations; see Haahtela et al. [1] for details. 
Besides the efficiency of the engine, one should keep 
in mind that the fuel consumption of a car, and 
therefore the C02 emission, depends strongly on its 
weight and on the driving style. It is assumed that 
the so-called 3-liter car (a car with an average fuel 
consumption of about 3 L/100 km) will have an 
empty weight of about 650-700 kg and will be 
equipped with a small DI diesel engine. 

In Europe, major car manufacturers within the 
European Council for Automotive Research and 
Development (EUCAR) and within the former Joint 
Research Committee (JRC) have initiated and sup- 
ported joint research activities to improve our fun- 
damental understanding of the complex processes 
that take place throughout diesel combustion. Be- 
cause this research is expensive, fundamental, and 
of common interest, it has been subsidized since 
1990 mainly by the European Community and, to a 
smaller extent, by the Swedish National Board for 
Industrial and Technical Development and the Aus- 
trian Research Promotion Fund. 

In the IDEA program (Integrated Diesel Euro- 
pean Action, 1990-1993), the main objectives were 
as follows: 

• The   investigation  of the  fuel  spray behavior, 
autoignition, flame propagation, and pollutant for- 
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mation in real or simulated diesel engine condi- 
tions. 

• The preparation of a database for model devel- 
opment and validation. 

• The development of a documented and validated 
code for the computation of the complete three- 
dimensional diesel combustion process. 

For more details, see Schindler [2,3] and Hentschel 
et al. [4] and numerous technical papers dealing with 
specific topics from this field. 

The research work was continued in the IDEA 
EFFECT research program (Integrated Develop- 
ment on Engine Assessment with Environment 
Friendly Fuel Efficient Combustion Technology, 
1993-1996). This program also includes the com- 
bustion in a gasoline engine (continuation of the for- 
mer JRC program on homogeneous combustion) 
and endeavors to better understand the fundamen- 
tals of the processes of internal combustion and to 
model them. The main effort is directed at basic ex- 
perimental research and at modeling the fundamen- 
tal physics and kinetics with appropriate submodels. 
The final goals are the improvement of the three- 
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dimensional time-dependent code through incor- 
poration of the obtained submodels and the valida- 
tion of the code for gasoline and diesel engines with 
real combustion chamber design. 

In Germany, additional research activities have 
been concentrated in Aachen in the special research 
field of internal combustion (Sonderibrschungsber- 
eich Motorische Verbrennung) under the chairman- 
ship of F. Pischinger, funded by the German Science 
Foundation. 

It is the purpose of this paper to show how the in- 
cylinder processes, such as swirl-flow development, 
fuel injection, atomization and vaporization, mixing, 
autoignition, combustion,and pollutant formation, 
can be analyzed by means of advanced optical tech- 
niques. Therefore, the paper starts with a descrip- 
tion of the operating principle and the present status 
of high-speed DI diesel engines. The techniques for 
the investigation of the different in-cylinder pro- 
cesses, such as laser light sheet, laser doppler velo- 
cimetry, laser shadowgraphy, high-speed photogra- 
phy, Mie scattering, and various spectroscopic 
techniques, are not explained in great detail, but em- 
phasis is on the description of typical results 
achieved by them. Where possible, discussion is re- 
stricted to techniques that have been or can be ap- 
plied to small, high-speed DI diesel engines with a 
bowl diameter of about 40 mm. Alternately, mea- 
surements on larger DI diesel engines or in pressure 
chambers under engine-like conditions are dis- 
cussed. In the literature review, emphasis is on re- 
cent publications on selected topics in the field of 
diesel combustion research. Finally, the outlook is 
examined with regard to future trends in diagnostics 
and the potential for further engine improvements. 

DI Diesel Engine 

Combustion in a modern, high-speed DI diesel 
engine for passenger cars is a nonstationary, partly 
diffusion-controlled process in a turbulent flow field. 
Characteristic features of the DI diesel engine, 
sketched in Fig. 2, are the swirl intake port in the 
cylinder head, the out-of-axis bowl-shaped combus- 
tion chamber in the piston, and the multi-hole in- 
jection nozzle that is located nearly centrally with 
respect to the piston bowl. 

The intake air enters the cylinder through the heli- 
cal port and generates a swirl flow in the cylinder. 
At the end of the compression stroke, the flow in the 
piston bowl is a combination of an accelerated swirl 
flow and a superimposed squish flow that produces 
the required turbulence. The diesel fuel is injected 
at high pressure (20-80 MPa) through the tiny ori- 
fices (184 fim) of the five-hole injection nozzle into 
the hot compressed air (about 5 MPa and 800 K). It 
forms clouds of fine droplets (1-20 jum) that prop- 
agate throughout the bowl and mostly hit the bowl 
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wall. Droplet decay and coalescence occur during 
this process. A part of the fuel vaporizes, mixes with 
the hot air, and creates an ignitable mixture. Initial 
autoignitions take place in zones with relative air/fuel 
ratios of around 0.7 [5], mostly on the lee side of the 
sprays. Thus, combustion starts as a partly premixed 
flame, and the evaporation process of the remaining 
droplets is supported by the combustion heat. The 
second phase of the combustion is characterized by 
a lack of oxygen in the burning areas and thus the 
local air/fuel ratio decreases, which is followed by an 
increased soot formation. If the fuel is still being 
injected, the burning is similar to a diffusion flame. 
Soot and NO formation depend on the local air/fuel 
ratio and on the local flame temperature. Therefore, 
an effective mixing is essential for good combustion 
and can be achieved by a sophisticated tuning of gas 
flow (including turbulence) and fuel injection. 

When designing and optimizing the DI diesel en- 
gine, the engineers have to balance the contradictory 
requirements and goals: 

• Optimum efficiency (low fuel consumption). 
• Low noise and vibration (slow pressure rise). 
• Low NOx emission. 
• Low soot emission. 

The laws of thermodynamics state that the efficiency 
of a combustion engine is high if the temperature 
difference between the two levels is large, meaning 
that the combustion gas reaches a high end temper- 
ature. This can be achieved by an early and compact 
injection of the fuel and maximum heat release soon 
after the top dead center (TDC) position of the pis- 
ton. Unfortunately, this type of combustion has se- 
vere disadvantages with respect to engine noise and 
emissions. In general, the fuel efficiency of DI diesel 
engines is about 15% higher than that of IDI diesel 
engines (e.g., of swirl chamber type). Because higher 
air charging is possible, a higher specific power out- 
put (kW/L) and a better soot characteristic is real- 
ized. The advantage in efficiency compared with a 
standard gasoline engine equipped with a three-way 
catalyst, as used widely throughout the world, is 30% 
or more. 

Engine noise and vibration are generated by a 
steep rise of the cylinder pressure by a sudden com- 
bustion of premixed fuel. This high pressure gradi- 
ent (dp/da) can be smoothed by spreading the in- 
jection over a time longer than the ignition delay. In 
addition, the measures discussed later will also influ- 
ence the engine behavior positively. NO and soot 
formation are closely connected with the combus- 
tion process itself. NO is formed when a high tem- 
perature acts on nitrogen in the presence of oxygen 
for a sufficient time. Because nitrogen is always pres- 
ent in the air and oxygen is present because of the 
lean combustion in a diesel engine (integral view) 
and is formed by thermal dissociation of C02 and 
H20 in the flame, the only way to reduce NO for- 

mation is to reduce the flame temperature. This can 
be done by late fuel injection with the start of injec- 
tion close to or even after TDC (which leads to a 
retarded combustion in the expansion stroke) or by 
exhaust gas recirculation (EGR), which is described 
later in this article. Both measures are in use on 
modern DI diesel engines. 

It is well-known from flame studies that the soot 
volume fraction depends on the fuel concentration 
and the flame temperature. It reaches high values 
for relative air/fuel ratios below 0.6 at temperatures 
between 1450 and about 2000 K [6 to 8]. To prevent 
high sooting conditions, a good mixture preparation 
is essential. It can be achieved by an extended high- 
pressure injection in a swirl flow with sufficient tur- 
bulence. In addition, intake air charging leads to 
more oxygen in the cylinder, thereby forcing the ox- 
idation of the formed soot. The slight reduction in 
fuel efficiency resulting from all these measures is a 
small price to pay in relation to the overwhelming 
efficiency advantage of the DI working principle. 

Exhaust gas recirculation is discussed here in 
greater detail; see also Heywood [9], Arcoumanis et 
al. [10,11], Mitchell et al. [12], and Dürnholz et al. 
[13]. EGR returns a part of the exhaust gas to the 
combustion chamber by mixing it with fresh air in 
the intake manifold; it thus increases the intake gas 
temperature, increases the concentration of COa 

and H20, and decreases the concentration of Oz in 
the intake air. It leads to a richer mixture in line with 
the reduced 02 concentration and also recirculates 
minor components such as CO, NOx, and radicals 
that may influence autoignition. The autoignition 
time may be increased, flame temperature and thus 
flame luminosity is reduced by the larger amount of 
inert gases, and noise is reduced by the slower com- 
bustion speed. 

With the EGR rate defined as the percentage of 
intake air replaced by exhaust gas, the influence of 
EGR on NOx and soot is shown in Fig. 3, measured 
on a research version of the Volkswagen TDI diesel 
engine operating without turbo charging at 2000 
rpm and part load. The NOx concentration decreases 
dramatically by about a factor of 10, whereas the soot 
concentration (given in soot numbers according to 
Bosch) increases. This contrary tendency limits the 
application of EGR to moderate values of 30-50%, 
depending on the engine operating conditions. Two 
facts should be mentioned: First, the recirculated 
exhaust gas still contains oxygen because the diesel 
combustion is rather lean and second, the exhaust 
emission of NO (in g/km) is even lower because only 
part of the engine exhaust gas leaves- the tailpipe. 

Operating an engine with EGR, the percentage of 
02 in the intake air decreases whereas C02 and H20 
(vapor) are increased simultaneously. To separate 
the influences, dilution of the intake air and syn- 
thetic intake air mixtures were used in systematic 
studies. Mitchell et al. [12] only diluted the intake 
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air with N2 or C02 (thereby reducing the 02 con- 
tent) and found out that both dilutions were effec- 
tive in reducing NO. Röpke et al. [14] used com- 
pletely synthetic intake gas mixtures that allowed 
them to vary the concentrations of 02, C02, and 
H20 independently by substituting a part of the N2 

or 02. The results are summarized in Fig. 4; for ex- 
perimental details, see Refs. 14 and 15. The effects 
on combustion are examined by measuring the NO 
concentration in the exhaust gas. It is clearly seen 
that the variation of the H20 content has almost no 
effect and the variation of C02 leads to only a slight 
decrease in the NO concentration, which can be ex- 
plained by the increase of the molar heat capacity 
and subsequently by a slightly cooler flame. Reduc- 
ing the 02 content leads to drastically lower NO con- 
centrations and thus was found to be the dominant 
influence on flame temperature. 

All the measures described are realized in state- 
of-the-art, high -speed DI diesel engines for passen- 
ger cars such as Volkswagens 1.9-L TDI diesel en- 
gine. The engine employs major innovations and 
advances such as, direct injection with a two-stage 
fuel injection system with a five-hole injector; tur- 
bocharging with charge air cooling; exhaust gas re- 
circulation; and a distributor pump with an elec- 
tronic control system to manage fuel injection timing 
and quantity; turbocharging boost pressure; the 
amount of exhaust gas recirculation, and glow plug 
times. Additional emission control is provided by the 
use of a diesel catalytic converter for the reduction 
of NOx, CO, and HCs. More details about the engine 
can be found in Hentschel et al. [16] and Arcou- 
manis et al. [10]. 

Diagnostics of Diesel Combustion Processes 

The investigation of diesel combustion processes 
is explained along the chain from the injector up to 
pollutant formation. The phenomena of diesel spray 
combustion are summarized in Fig. 5. Most of the 
experiments were carried out directly inside the 
combustion chamber of a DI diesel engine (with a 
bowl diameter of about 40 mm where possible) or 
under diesel engine conditions in pressure cham- 
bers. Keep in mind that basic questions can often be 
answered by using basic tools and do not always re- 
quire sophisticated techniques. 

Transparent Engine 

Direct optical access to the combustion chamber 
is a prerequisite for the application of optical mea- 
surement techniques to internal combustion en- 
gines. An example is the transparent version of the 
1.9-L DI diesel engine described previously. Figure 
6 shows a partly sectionalized view of the engine 
design with elongated pistons in an intermediate 
housing between the cylinder head and the crank 
case, with quartz glass windows in the bottom of the 
bowl, in the upper part of the liner, and with quartz 
glass plates in the upper bowl area; for details see 
Refs. 4 and 17. Similar designs—mostly as single- 
cylinder engines—are in use in many research labs 
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FIG. 5. Phenomena in diesel spray 
combustion. 

FIG. 6. The Volkswagen transparent 1.9-L DI diesel en- 
gine with multiple optical access to the combustion cham- 
ber. 

all around the world such as Imperial College Lon- 
don [10,18], Pennsylvania State University [12,19], 
Sandia National Laboratories Livermore [20], Tokyo 
Institute of Technology [21,22], and AVL Graz [23], 
Investigations of fundamental phenomena can be 
studied advantageously in pressure chamber exper- 
iments  such  as  the  Aachen pressure chambers, 

which provide large-scale optical access and contin- 
uous operation at up to 5 MPa and 800 K [5,24,25]. 

Nozzle Flow 

The processes inside the injector have been in- 
vestigated by Chaves et al. [26] with regard to flow 
and cavitation phenomena inside the nozzle hole by 
use of a special glass nozzle with a hole diameter of 
200 jum and a high-speed video recording technique. 
For injection pressures greater than 20 MPa, cavi- 
tation occurs inside the nozzle hole when the cham- 
ber pressure is in the order of 4 MPa; thus, a mixture 
of fuel and vapor always leaves the nozzle. The flow 
velocity inside the nozzle that is equal to the exit 
velocity was measured by a light barrier technique 
to be about 180 m/s for injection pressures typical 
for engine part load operation. 

Recent studies of Schaller et al. [27] by a holo- 
graphic method show the appearance of a compact 
liquid core during the very early acceleration phase 
of the spray (first few microseconds). The fuel re- 
maining in the nozzle hole is shifted out when the 
needle starts to open. It takes some 10 /is until the 
final exit velocity is reached. 

Different types of laser light sheet techniques 
have been applied to observe the flow field, spray 
formation, and distribution of gaseous components 
by Rayleigh scattering and laser-induced fluores- 
cence. 

In-Cylinder Floiv 

For flow investigations, the movement of tracer 
particles is recorded with a high-speed camera [1,4] 
or by laser doppler velocimetry (LDV) measure- 
ments [28]. The development of the in-cylinder and 
in-bowl flow in a plane 5 mm below the cylinder 
head during intake and compression stroke is visu- 
alized in the sketches of Fig. 7. The sketches give a 
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FIG. 7. Sketches of the in-cylinder flow development during intake and compression stroke. 
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FIG. 8. LDV flow measurements in the piston bowl at 
TDC, engine motored at 1000 rpm (courtesy of Arcou- 
manis). 

clearer impression of the flow development than sin- 
gle, high-speed film frames. Characteristic features 
are the valve gap flow during intake phase and the 
development of the swirl flow at the end of the com- 
pression stroke. A two-dimensional quantitative and 
cycle-averaged flow field is achieved using frame-by- 
frame particle tracking and subsequent interpola- 
tion, thus leading to the data sets required for fur- 
ther calculations [4]. This procedure is very 
time-consuming and of limited accuracy (i.e., be- 
cause of the large size of the tracers) and will prob- 

ably be replaced in the near future by fully video/ 
digital particle image velocimetry techniques. 

Accurate flow velocity measurements including 
turbulence are only achieved by LDV. Acroumanis 
and co-workers' [28] results from crank-angle re- 
solved but cycle-averaged analysis 11 mm below the 
cylinder head at TDC inside the piston bowl are pre- 
sented in Fig. 8. Mean and rms velocities are given 
in terms of the mean piston speed vp. The swirl flow 
with high tangential velocity values of up to 3 vp close 
to the bowl wall is superimposed by a turbulent tum- 
ble flow that is initiated by the move from the large 
toward the small squish area because of the out-of- 
axis location of the bowl in the piston (see Fig. 2). 
Although swirl is the dominating flow structure in 
the piston bowl, tumble and turbulence are essential 
for perfect mixing, a prerequisite for high-power 
output at a low soot level. At present, a combination 
of simple light sheet flow visualization and accurate 
LDV measurements at some selected locations is an 
efficient strategy for achieving a maximum of infor- 
mation on the time-dependent in-cylinder flow field. 

Spray Propagation 

Most of the research work on spray propagation 
was performed with free sprays or in pressure cham- 
bers, but these conditions are often far removed 
from the situation inside a high-speed diesel engine. 
For example, the droplet velocity achieved by using 
the five-hole nozzle and part load injection quanti- 
ties was about 200 m/s when sprayed in the free 
atmosphere and only about 26 m/s inside the engine 
[18]. In addition, the length of the liquid spray was 
20-30 mm in a high-pressure environment, but in 
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FIG. 9. Spray development, au- 
toignition, and combustion in the 
piston bowl recorded by laser shad- 
owgraphy and high-speed filming; 
engine 2000 rpm, part load. 

the typical bowl-shaped combustion chamber of the 
small DI diesel engine, the maximum spray pene- 
tration length is about 18 mm before the spray hits 
the wall. Thus, most of the experimental data from 
the literature, such as from truck engines or rapid 
compression machines [20,21,23-25,29-32] are not 
directly usable to describe the in-cylinder situation 
of the type of engine selected. 

Observation of the spray was effected using nu- 
merous techniques. They can be classified by the 
type (continuous or pulsed), the direction of illu- 
mination with respect to the observation (back, side, 
or top illumination), and the type of observation 
(short-time video or high-speed film). Spray tip pen- 
etration and spray angle can be derived from the 
pictures. 

A typical spray propagation sequence is shown in 
Fig. 9, taken in a quasi-back illumination technique 
(reflecting cylinder head) on color-reversal film with 
a high-speed film camera [1,4]. The laser illuminates 
the scene inside the combustion chamber from be- 
low through the piston window and is performed 
with light pulses about 7 jus in length cut from a 
continuous argon ion laser by an acousto-optic mod- 
ulator. There are slight differences in the shape of 
the sprays and in the penetration depth. The drop- 
lets move straight from the nozzle hole to the bowl 
wall. At high framing rates, pictures are taken every 
1-2 °CA at moderate engine speeds, which is usually 
fast enough for a time-resolved analysis of spray for- 
mation and propagation. The use of a camera-syn- 
chronized copper vapor laser that delivers shorter 
and more powerful light pulses simplifies the exper- 
imental setup and increases the performance of the 
system. On the other hand, even simple experimen- 
tal arrangements such as the combination of a pulsed 
bright light-emitting diode and a gatable CCD cam- 
era allow statistical analysis of the spray tip penetra- 
tion; see Chaves et al. [33]. Because of the limited 
data transfer rate from most types of (also intensi- 

fied) CCD cameras to the connected computer, only 
one picture can be taken per cycle. 

The evaluation of the spray tip penetration from 
videos or films is independent of the measurement 
technique to the greatest possible extent, but the 
spray angle depends on the technique. Laser schlie- 
ren and shadowgraphy high-speed film measure- 
ments result in significantly larger values for the 
spray angle than those yielded by registration of the 
light scattered by the small droplets [34], These facts 
have to be considered when experiments are com- 
pared with simulations. In the matter of spray pen- 
etration, it is important to distinguish between the 
liquid and the gaseous portions of the spray length. 
Depending on the experimental boundary condi- 
tions, the length of the liquid core is limited to about 
20 to 30 mm, whereas the vapor phase may exceed 
50 mm. Thus, pure fuel vapor will only exist if the 

' bowl diameter is large enough. 
A combined study of the temporal and one-di- 

mensional spatial development of spray and flame 
propagation can be done by an electronic high-speed 
line-scan technique developed at AVL Graz [23,35]. 
Periodic scanning of the line camera at 15-/« inter- 
vals provides high-speed sequential recording of the 
projected spray shadow and flame radiation. 

Droplet Velocittj 

The droplets of the spray are characterized by 
their velocity and size distribution. The droplet ve- 
locity, measured by LDV, depends to a large extent 
on the injected fuel quantity and covers a range of 
approximately 25 m/s [18] to more than 100 m/s [35] 
at a distance of more than 10 mm downstream from 
the nozzle hole. It requires a certain amount of time 
to generate an air flow by the fuel droplets in the 
direction of the wall, which subsequently reduces 
the drag of the following droplets. Figure 10 pres- 
ents the radial droplet velocities 10 mm downstream 
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FIG. 10. LDV measurements of the radial droplet veloc- 
ities 10 mm downstream of the nozzle in the piston bowl 
(courtesy of Arcoumanis). 

LIF Mie 

FIG. 11. Visualization of the liquid/vapor phase (left, 
LIF) and the liquid phase (right, Mie scattering) during 
fuel injection; the arrow indicates the vaporized fuel plume 
(courtesy of Sick). 

of the nozzle at low load conditions [18]. It agrees 
closely with the evaluated spray tip velocities [4]. 
Measurements closer to the nozzle are unlikely to 
be possible because of the high droplet density. 

Droplet Size 

Droplet size measurements in diesel sprays are 
mostly carried out by PDA. A prerequisite is the ex- 
istence of spherical droplets of moderate density. 
Until now, no droplet size distributions have been 
achieved from inside small-sized DI diesel engines. 
From single-cylinder research engines [35] and 
pressure chamber experiments, we learn that most 
of the droplets are less than 10 fim in diameter and 
veiy few are larger than 20 /um. 

Fuel Vaporization 

The tiny fuel droplets vaporize rapidly because of 
their high individual velocity and the high temper- 

ature in the compressed gas (800-1000 K), and an 
ignitable mixture is formed assisted by the strong 
turbulence in the piston bowl. The application of 
planar laser techniques for the visualization and 
measurement of the fuel vapor distribution and 
thereby the calculation of the relative air/fuel ratio 
is highly desirable. Unfortunately, the simultaneous 
presence of liquid and vapor makes it difficult to 
apply spectroscopic techniques such as Rayleigh 
scattering and laser-induced fluorescence. It was 
shown by Sick et al. in a feasibility study on our en- 
gine that laser-induced fluorescence in combination 
with Mie scattering can be used to distinguish be- 
tween the liquid and gaseous phases [36]. At the 
bottom of the left-hand image of Fig. 11, the vapor- 
ized diesel fuel can be seen as an additional signal 
(arrow) compared to the Mie scattering image on the 
right. Both images were averaged over 32 cycles. 

Planar Rayleigh scattering for two-dimensional 
measurements of the vapor phase of fuel distribution 
in the main combustion zone of a large-scale DI die- 
sel engine has been demonstrated by Espey et al. 
[31]. The field of view was 27 mm downstream from 
the nozzle and carefully checked to ensure it was 
absolutely free of droplets. Because of the high in- 
cylinder pressure and the large scattering cross sec- 
tion of the long diesel fuel molecules, the received 
Rayleigh vapor signal was relatively strong and quan- 
titative evaluation of the equivalence ratio near the 
leading edge of the vapor jet was performed. 

Spray-Wall Interaction 

In our small engine, the sprays are shifted slightly 
near the wall of the bowl because in that area the 
swirl flow is high and the droplets have slowed down. 
The droplets hit the bowl wall and splash into a cloud 
of very tiny droplets that are moved around by the 
swirl flow. The formation of a liquid film on the bowl 
wall cannot be observed because of the nature of the 
setup. 

Autoignition 

Autoignition is observed on the films by the bright 
light emission of soot particles because soot has been 
formed at the very beginning of the diesel combus- 
tion. The first self-luminescence is observed about 
0.5-1 °CA before the detected heat release calcu- 
lated from the in-cylinder pressure trace. The spatial 
distributions of the autoignition locations averaged 
over many cycles are shown in Fig. 12. They depend 
significantly on the engine load. The fuel vapor is 
shifted by the swirl flow out of the sprays and ignites 
on the lee side of the sprays. Under low load con- 
ditions, the autoignition starts near the center of the 
piston bowl close to the nozzle; for part load, the 
locations are orientated along the spray axis from the 
nozzle to the bowl wall; and for full load, most of the 
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FIG. 12. Spatial distribution of the 
autoignition locations in the piston 
bowl for different engine loads. 
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FIG. 13. Spectral distribution of the diesel engine light 
emission in the visible and infrared; engine 2000 rpm, part 
load. 
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FIG. 14. In-cylinder flame temperature depending on 
the EGR rate, measured by a five-color multispectral py- 
rometry; engine 2000 rpm, part load. 

autoignition locations are close to the wall down- 
stream of the swirl flow. The autoignition areas con- 
verge and finally the sprays burn completely along 
the shifted spray axis (see Fig. 9). In the later stage 
of combustion, the compact flame areas disperse 
into several small, hot areas. Basic studies on the 
self-ignition behavior of model diesel fuels have 
been conducted in a high-pressure shock tube. They 
allow precise measurements of the ignition-delay 
times depending on temperature and pressure (see 
Pfahl et al. [37]). 

Flame Temperature 

An easy way to 'get information about combustion 
behavior is to probe the light emitted by the com- 
bustion. Even with small optical probes, mounted, 
for example, in the glow plug bore, a variety of in- 
formation can be obtained, including onset and du- 
ration of the combustion. Spectral analysis of the 
combustion light has long been used to calculate the 
flame temperature in diesel engines. The emission 
spectrum of Fig. 13, measured from 400 nm to 5.2 
ßm with a gap between 800 nm and 1.4 fim, is similar 
to Planck's radiation curve at a temperature above 
2000 K. Band radiation of CH (431 nm) or C2 (516 
nm) is difficult to distinguish from the continuous 
radiation in the visible [38,39], but in the infrared 
(IR), the band radiation of H20 (2.75 fim) and of 
C02 (4.2 ^m) is clearly visible [40,41]. 

Most authors use the spectral intensity at two 
wavelengths in the visible (rising edge of Planck's 
curve) and calculate the time-dependent tempera- 
ture under certain assumptions for the wavelength- 
dependent emissivity of the soot; see Kamimoto et 
al. [42,43] and Hötger et al. [44,45]. Taking into ac- 
count the spectral intensity at five wavelengths, ex- 
trapolation to the highest temperatures in the flames 
is possible, as outlined by Pittermann [46]. The de- 
pendence of the flame temperature on the chosen 
EGR rate is shown in Fig. 14, measured on the 
Volkswagen DI diesel engine by Pittermann's five- 
color method. As expected, the temperature de- 
creases with increasing EGR rate. Of course, flame 
temperatures can also be calculated from the IR 
emission outside of the bands at the falling flank of 
the spectral curve [40], 

The technique was extended to a two-dimensional 
application by using two CCD cameras with appro- 
priate filters to display the two-dimensional temper- 
ature distribution in the transparent engine at one 
selected crank angle per cycle. Measurements by Ar- 
coumanis et al. [10,11] have demonstrated the high- 
temperature locations along the shifted spray axes 
and verified the idea about EGR and in-cylinder 
combustion processes. 
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FIG. 15. Formation and oxidation of soot during the 
combustion cycle measured by a light extinction technique. 

NO Distribution 

NO is formed in the high-temperature regions of 
the combustion and thus correlating the local 
temperature with the local NO concentration is of 
interest. The two-dimensional quantitative 
measurement of the NO concentration in gasoline 
engines by laser-induced fluorescence (LIF) with la- 
ser light in the deep UV (193 or 226 nm) has been 
successful in recent years, but the situation is much 
more difficult in diesel engines. During combustion, 
the in-cylinder gas becomes clouded by intermediate 
soot and, in addition, it is more or less opaque prob- 
ably because of the presence of cracked hydrocar- 
bons. First results of two-dimensional NO measure- 
ments shortly after the end of the combustion were 
reported by Sick et al. [36] and Alatas et al. [19]. The 
fast gas sampling valve technique provides accurate 
cycle-averaged concentration figures but at a re- 
duced level of spatial resolution; see Lepperhoff et 
al. [47]. To avoid the formation of high NO concen- 
tration, the flame temperature should be as low as 
possible. Some NOx reduction strategies for DI die- 
sel engines are discussed by Herzog et al. [48]. 

Soot Distribution 

Different techniques can be applied on a DI diesel 
engine to measure the soot mass concentration: anal- 
ysis of the self-luminescence of the soot during com- 
bustion [43-45], laser-induced incandescence (LII) 
and scattering [19,30,49], light extinction technique 
[12,16,24,50], and in-cylinder gas analysis with a fast 
gas sampling valve [47]. 

Luminescence analysis is easiest to apply to an en- 
gine and may assist in engine development as dem- 
onstrated by Hötger [45], but the technique is re- 
stricted to the period in which light is irradiated by 
the soot particles. Thus, no information can be 
gained about the soot oxidation process late in the 

combustion stroke. Laser-induced incandescence 
(LII), frequently used in combination with planar 
scattering, is well suited for getting information of 
the two-dimensional soot distribution and good 
progress is being made with quantification of the im- 
ages obtained. As a prerequisite for LII, two large 
optical windows are required and only one image per 
cycle is achieved. Thus, LII will become more im- 
portant for fundamental studies but has only limited 
applications on near-production engines. Combining 
a two-wavelength radiation measurement with light 
scattering measurements, information about particle 
size, number density, and volume fraction have been 
achieved within a single-cylinder truck engine by 
Tree et al. [49]; however, the location of measure- 
ment was restricted to a small spot near the piston 
bowl wall. Typical soot particle sizes are between 30 
and 50 nm [51]. Using a fast sampling valve for the 
soot mass concentration measurement, crank angle 
(or time) resolution is restricted because a minimum 
opening time of the valve of about 1 ms is required 
to probe the combustion chamber. Thus, very rapid 
soot formation processes cannot be detected. 

The light extinction technique is, in principle, easy 
to apply even on standard production engines with 
only small modifications to the engine for optical ac- 
cess. Just two small windows are required on oppo- 
site sides of the liner. It has been used successfully 
for the investigation of transient soot formation pro- 
cesses in a pressure chamber [50] and shock tubes 
and is able to deliver data throughout the complete 
combustion cycle. The rapid formation of soot in the 
early combustion stage is followed by an oxidation 
process within the succeeding 30-40 °CA (see Fig. 
15). The rates of soot formation and oxidation and 
the maximum soot mass concentration during the 
main combustion stage depend largely on the in-cyl- 
inder gas temperature and pressure, the timing of 
the injection, and the type of fuel. Typical maximum 
soot mass concentrations are 3-4 g/m3 [51] or 1-2 
g/m3 [16], corresponding to about 10% of the total 
fuel mass injected. It is important to note that most 
of the soot is oxidized in the same cycle and will not 
contribute to the exhaust. In pressure-chamber ex- 
periments, nearly all of the soot formed is oxidized 
because the high-temperature environment remains 
[24] and comparison between different fuels can be 
performed more easily [52], To promote soot oxi- 
dation, the temperature must be kept high enough 
for a sufficient time. 

It is assumed that the presence of the hydroxyl 
radical OH plays an important role in the soot ki- 
netics. The OH concentration is an excellent marker 
of the diffusion flame zone (Dec et al. [53]). It has 
recently been shown that OH and soot exist sepa- 
rately from each other in the leading portion of a 
spray flame and that OH is formed earlier than the 
soot (Kamimoto et al. [54]). Basic soot research has 
been performed by Bockhorn et al. [55-57], D'Anna 



MODERN TOOLS FOR DIESEL ENGINE COMBUSTION INVESTIGATION 2513 

et al. [58-60] and Jander et al. [7,61] and optical 
techniques have often been used for these studies. 

Future Trends and Discussion 

It is important to obtain a detailed knowledge 
of all aspects of the physics and kinetics of 
multicomponent fuels under high-pressure (up to 15 
MPa) and high-temperature (up to 2700 K) condi- 
tions. 

Diagnostics 

Currently, the development status of many spec- 
troscopic techniques is on the threshold from a qual- 
itative to a quantitative state. Some techniques, such 
as temperature measurement during the compres- 
sion stroke (see Sick et al. [62]), have been applied 
successfully on the engine, whereas others have to 
be improved or modified to provide data from a 
small engines combustion chamber. The situation 
regarding spark-ignition engines and pressure cham- 
bers, in which the conditions are somewhat easier, 
shows the potential for future work. Fuel droplet 
velocities and sizes, mixture fields, combustion tem- 
peratures, and locally resolved concentration of re- 
actants and combustion products are expected to be 
obtainable from engines that are similar to produc- 
tion engines with respect to their combustion cham- 
ber geometry and operated at standard operating 
conditions. 

Modeling and Simulation 

The point of many experiments is to obtain data 
for the formulation of models of the physical and 
chemical processes. Precise models are essential for 
the design of computer codes for the complete cal- 
culation of mixture preparation and combustion and 
cover the span from the spray description [25,63,64] 
to the kinetics of soot [65-67]. 

Research Needs 

There are still many unresolved questions in the 
process chain of diesel engine combustion. For a 
better understanding of the basic phenomena and a 
more precise prediction and modeling, we need to 
know about the following: spray breakup and at- 
omization; the influence of fuel decomposition dur- 
ing vaporization on the formation of an ignitable 
mixture; the spray/wall interaction even of very tiny 
droplets; the interaction of the turbulent gas field 
with the evaporating fuel; the dependence of autoig- 
nition and combustion on the local mixture compo- 
sition under the influence of temperature and pres- 
sure; and the soot formation and oxidation processes 
such as local soot concentration and soot sizes in the 
nonhomogeneous combustion field. 

Engine Improvements 

To improve the worldwide acceptance of diesel 
engines we have to deal with two essential tasks: the 
reduction of both NOx and soot emission. The 
method is well-known in principle. The NOx con- 
centration can be reduced by a reduction of the 
flame temperature, which can be effected for ex- 
ample by a lower oxygen content or an increased 
content of inert gas of the intake air (as with EGR) 
or by better premixing to achieve a partly homoge- 
neous lean mixture before the start of combustion. 
Reduction of the soot concentration in the exhaust 
gas can be achieved by decreasing soot formation or 
increasing soot oxidation. More thorough mixing will 
prevent rich-flames with local relative air/fuel ratios 
below 0.6. Oxidation can be improved by a high- 
temperature level for sufficient duration in the pres- 
ence of oxygen. Unfortunately, this is counterpro- 
ductive with respect to the NO problem. 

The measures that can be implemented are vari- 
ous and can only be outlined here: 

• Improved in-cylinder gas flow such as controlled 
swirl and turbulence through a variable intake ge- 
ometry, multivalve cylinder head, and optimized 
bowl shape. 

• Improved injection system with a vertical nozzle, 
injection rate shaping such as pre-injection and 
split injection or a shorter deactivation period, and 
finer sprays achieved by high-pressure injection 
with injection pressures up to 200 MPa (e.g., by 
unit-injector or common-rail systems). 

• Improved and controlled combustion procedure 
through a reduced flame temperature (higher 
EGR level, cooled EGR, better premixing), avoid- 
ance of over-rich zones, and faster start of oxida- 
tion. 

• Improved fuel quality (reformulated fuels) with 
lower sulphur and aromatic content and increased 
cetane number. 

Advanced tools—diagnostics and models—are re- 
quired to better understand the combustion process 
of DI diesel engines, and will increasingly used to 
further optimize the engines with respect to a re- 
duced emission of NOx and soot, together with a low 
fuel consumption level for maximum environmental 
protection. 
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COMMENTS 

A. Kowalewicz, Radom Technical University, Poland. 
For the case of the VW research "3-liter" engine it appears 
that fuel bums in the presence of veiy high excess air and 
thus a lot of heat is rejected with exhaust gases. 

What is your opinion about throttling the air in order to 
more closely approach an overall about-stoichiometric air- 
fuel ratio (for each cycle), as was applied in Mercedes Benz 
diesel engines in the past? 

Author's Reply. The diesel engine takes advantage of the 
fact that it operates very lean, especially at part load. This 
is a prerequisite to achieve the required low emissions. 
Throttling the engine destroys this advantage and, in ad- 
dition, would reduce the efficiency of the engine due to 
the throttling losses. 
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APPLICATION OF A REDUCED KINETIC MODEL FOR SOOT FORMATION 
AND RURNOUT IN THREE-DIMENSIONAL DIESEL COMRUSTION 

COMPUTATIONS 
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'Istituto Motori C.N.R. 
Napoli, Italy 
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Using a modified version of the Kiva-2 code, three-dimensional computations of combustion and soot 
formation were performed, burning tetradecane and n-heptane in a direct injection, naturally aspirated 
diesel engine. A coupled soot formation and combustion model is proposed. Assuming acetylene as the 
crucial pyrolitic species, the model takes into account the fuel-to-acetylene pyrolysis, acetylene oxidation, 
soot nucleation, and surface growth and soot oxidation. The numerical predictions are compared with the 
experimental data of heat-release patterns and with the in-cylinder measurements of acetylene concentra- 
tion and soot volume fraction. C2H2 data were collected using a fast-acting valve, while soot loading was 
measured with the two-color technique. The improved code is able to predict correctly the combustion 
and heat-release patterns of the two fuels without any retuning of the model constants. The computational 
results demonstrate that the reduced kinetic soot model is capable of predicting, with satisfactory accuracy, 
the local amount of soot and pyrolytic products in the combustion chamber, keeping the main features of 
the diesel combustion. 

Introduction 

In recent'years, engine manufacturers have sig- 
nificantly improved diesel engine performance to 
meet more and more stringent limits in emissions 
regulations. However, the next regulatory step for 
diesel-exhaust emission limits, planned for the end 
of the century in European countries and the United 
States, has issued a further challenge to engine de- 
signers in producing engines at ultralow emission 
levels without reducing of the thermal efficiency. 
This goal requires a better understanding of the in- 
cylinder, soot formation and oxidation processes, 
which can be obtained both from experiments and 
numerical simulations. 

In the past, there have been some attempts to 
model pollutant formation in diesel engines. Hiroy- 
asu et al. [1] set up and tested a model based on a 
two-step formulation, one for the soot formation and 
another for soot oxidation, in a simple Arrhenius 
form. The computed results were compared with ex- 
perimental data measured at the engine exhaust. 
The same model was also used by Belardini et al. 
[2], who compared the numerical results with the in- 
cylinder species measurements, obtained with a 
high-speed sampling technique. Patterson et al. [3] 
performed extensive calculations of a quiescent- 
chamber engine to evaluate the NOx particulate 
trade-off, adopting the Hiroyasu expression for soot 

formation and the Nagle et al. [4] mechanism for 
soot oxidation. The numerical predictions correlate 
well with the insoluble fraction measurements. Zel- 
lat et al. [5], modeling a swirl-chamber engine, used 
a soot-formation model derived from Tessner et al. 
[6] and a soot-oxidation model based on the Mag- 
nussen et al. hypothesis [7]. The computed data 
show qualitative agreement with the experimental 
results. The Tessner model coupled with the Farmer 
model [9] was also used by Nagakita et al. [8], In the 
latter model, the soot-oxidation phenomenon was 
described using Nagle and Magnussen theories. The 
computational results, compared with in-cylinder 
measurements obtained by back-illumination pho- 
tography, show good qualitative agreement. 

More recently, attempts have been made to use 
multistep models. In particular, Yoshihara et al. [10] 
studied a natural gas-fueled diesel engine, using 70, 
6, and 12 reactions to model methane and benzene 
combustion and the PAH growth, respectively. The 
nucleation is described as PAH coalescence from py- 
rene, while the surface growth is described by the 
HACA reaction sequence as reported by Frenklach 
and Wang [11]. The model was able to compute the 
correct amount of soot at the engine exhaust but was 
prohibitive in terms of computational time for a 
three-dimensional, CFD calculation. Fusco and 
Forster [12] applied an eight-step formulation to 
model the inception, surface growth, coagulation, 
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and oxidation processes of soot by using global rate 
expressions, with acetylene assumed as the growth 
species. No direct comparison with experimental 
data was performed. Gorokhovski and Borghi [13] 
used a linked ignition/combustion/soot-formation ki- 
netic model, with two equations to predict the soot 
volume fraction and the global intermediate species. 
For the soot-oxidation rate, the Lee et al. formula 
was used [14]. The computational results seemed to 
be reasonable, but no comparison with experimental 
data was reported. Pitsch et al. [15] studied an n- 
heptane spray into a high-temperature, high-pres- 
sure chamber, using the flamelet concept and a de- 
tailed, kinetically based soot model. The comparison 
with the experimental data was quite good, but the 
computational cost of this very new approach was 
not quantified. 

A compromise between a comprehensive descrip- 
tion of the in-cylinder soot loading process and the 
computational cost of full three-dimensional diesel 
combustion calculations can be obtained using re- 
duced kinetic schemes that with few steps, are able 
to retain the main global features of the diesel com- 
bustion process. A model, first proposed by Leung 
et al. [16] and Fairweather et al. [17], was very at- 
tractive for this purpose because of the few steps 
involved. In the model, acetylene was assumed as 
the crucial pyrolitic species for nucleation and sur- 
face growth processes [18-20]. Three steps were 
used to describe nucleation, surface growth, and car- 
bon oxidation processes, respectively. Belardini et al. 
[21-22] implemented, in the standard kinetic rou- 
tine of Kiva-2 code, a slightly modified version of 
this model, simulating fuels of different quality. As 
a preliminary step, a fuel-pyrolysis reaction was 
added to the soot model itself. The preexponential 
factor of this reaction is dependent on the fuel used. 
This fact, in addition to the veiy high and probably 
unrealistic activation temperature of the reaction 
(about 70,000 K), were a limit to the proposed 
mechanism. 

In the present paper, a new version of the soot 
model was implemented and tested to overcome the 
problems outlined previously. A coupled soot-for- 
mation and combustion model is proposed assuming 
acetylene as the crucial pyrolitic specie. The model 
takes into account the fuel-to-acetylene pyrolysis, 
acetylene oxidation, soot nucleation and surface 
growth, and soot oxidation. The numerical predic- 
tions are compared with the experimental data of 
heat-release patterns and with the in-cylinder mea- 
surements of acetylene concentration and soot 
volume fraction. 

Combustion and Soot Models 

In this work, simulations of combustion in diesel 
engines were performed using a modified version of 

the Kiva-2 code [23]. This modified version of the 
code contains a spray-wall interaction model in a 
form first described by Naber et al. [24] and Amato 
et al. [25]. In addition, some improvements in the 
atomization process were introduced. Atomization is 
treated in the Kiva-2 code with the TAB model [26]; 
however, Liu et al. [27] found that in comparison 
with experiments, this model gives worse results 
than the Wave model developed by Beitz [28]. Both 
the TAB and the Wave models start with the injec- 
tion of a spray with the same diameter as the nozzle 
hole and develop the atomization process. The mod- 
els include a set of characteristic constants whose 
values influence both the Sauter mean diameter of 
the drops and the tip penetration. These constants 
must be adjusted to correlate with the numerical re- 
sults to the experimental data, but both models, as 
shown by Belardini et al. [29], are mainly sensitive 
to the numerical value of the breakup time constant. 
The TAB model underestimates the tip penetration, 
because of its tendency to break up the jet too 
quickly into very small droplets. On the other hand, 
the Wave model is better behaved in the first phase 
of the atomization process. Thus, in Bef. 29, a hybrid 
model was used in which the Wave model is used to 
start the process, leading to large-diameter injected 
drops. After the initial phase of injection, the TAB 
model is used when the drop diameter is less than 
95% of the maximum diameter of the injected drops. 
The optimum values of model constants are chosen 
to obtain the best of the experimental, tip penetra- 
tion data. This hybrid approach is used in the nu- 
merical analysis of present paper. 

The soot model is characterized by full coupling 
with the combustion mechanism. The model is char- 
acterized by the following steps: the liquid fuel is 
injected; the fuel vaporization and dispersion is com- 
puted by the Kiva-2 code; fuel vapor forms acetylene 
by a single-step reaction: 

C,„H„ => — C2H2 + 
(n — m) 

Ho (Bl) 

acetylene formation from fuel vapors; the acetylene 
produced is oxidized at high temperatures by a sin- 
gle-step stoichiometric reaction: 

C2H2 + 502 o 4CG-2 + 2H20        (B2) 

acetylene oxidation. The corresponding reaction rate 
has been expressed [21,22] as 

m = min(cUp . <»diff) 

where 

= A2 e^T [C2H2]»'[02]» 

»diff = B-" minf [C2H2], ^ 
K \ S 

The terms in brackets are molar concentration in 
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TABLE 1 
The engine characteristics. 

Compression ratio 17 
Bore 10.0 cm 
Stroke 9.5 cm 
Conn, rod length 17.8 cm 
Comb, chamber Toroidal 
E.A.R. shape fact. 4.6 
Injection 4 holes/ = 0.28 
Spray cone angle 160 

mol/cm3; K and s are the turbulent kinetic energy 
and its dissipation rate; s is the stoichiometric ratio. 
The values of A2 and E2 

are determined along with 
the other constants, and represent the preexponen- 
tial factor and the activation temperature for the pre- 
mixed combustion, respectively; B has a value of 5, 
and represents the proportionality factor for diffu- 
sive combustion. This model, derived from Magnus- 
sen, is the most commonly used in multidimensional 
diesel combustion computations [1,2,5], 

Simultaneous with acetylene combustion, the 
three-step soot formation and oxidation model of 
Leung et al. is used to evaluate soot loading for each 
computational cell using the following mechanism: 

CoHo => 2C + Ho nucleation (R3) 

C2H2 + nC => (n + 2) 

C + H2 surface growth (R4) 

C + 0.5O2 => CO carbon oxidation     (R5) 

Moreover, the carbon particle concentration result- 
ing from the nucleation equation must consider the 
agglomeration process: 

11C => C„ agglomeration (R6) 

The balance equations for acetylene and carbon are 
given by 

d[CzRz] 

dt 

d[C] 

»2   -   «3 

= co3 + co4 — co5 

C04 

where CO; is the ith equation reaction rate. 
In Eqs. (Rl) to (R6), these rates maybe expressed 

in the following form: 

a), = A, e -Ei/T 

co-2 = A2 e- 

[CmH„] 

A, = 2.4 1014 E, = 25,000 

' [C2H2F [o2p
25 

A2 = 0.55 1012 E2 = 14,000 

«3 = A3 e -E3/T [C2H2 

0.95 106 E, = 21,100 

»4 = A4 e-E<<T (pN)v* [C]1/3 [C2H2] 

A4 = 2.4 105 E4 

w, = A5 e-E^T Tm (pN)la [CF3 [02] 

12,100 

A5 = 1.6 107 E5 = 14,000 

fflg = A6 T
1/2 (pN)u/6 [C]1/6 

A6 = 2.09.0((.6MWc)/npc)1K j6K/pc 

Here, pN is the particle number density [particles/ 
cm3], T is the cell temperature [K], MWC is the car- 
bon molecular weight, pc = 2[g/cm3] is the soot den- 
sity, and K is the Boltzmann constant. 

To model the ignition-delay phenomenon, oxida- 
tion of acetylene at high temperatures starts in each 
computational cell when the following condition is 
reached: 

10     Td 

■dz 1 

For the ignition-delay time Tf;, the empirical corre- 
lation by Hardenberg and Hase [30] was use, 

^ « (0.36 + 0.22SJ 

1 
»exp(E^- 

17,190. 

21.2 

12.4, 

where 0 is the time at which injection starts, n is the 
engine speed [rpm], T is the cell temperature [K], p 
is the cell pressure [bar] and Sp is the mean piston 
speed [cm/s]. This ignition-delay mechanism is sen- 
sitive to the fuel cetane number via the energy ac- 
tivation term 

618,840 

CN + 8 
[J/mol] 

This term has been slightly modified from the orig- 
inal formulation by Belardini et al. [22] to obtain a 
better fit to the experimental data for a number of 
test cases. Finally, the in-cylinder NOx concentra- 
tion is computed using the standard Zeldovich mod- 
ified, three-step mechanism with the constant rate 
of Bowman [31]. 

The Experimental Apparatus 

A single-cylinder diesel engine was used for the 
experiments. Its features are reported in Table 1. It 
is equipped with a cylinder pressure transducer, line 
pressure transducer, and needle lift transducer. The 
fluid dynamic characteristics of this engine were ob- 
served previously by laser Doppler velocimetry mea- 
surements [32], Two quartz windows were mounted 
on the head of the engine to obtain pictures of the 
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9=10° 
FIG. 1. In-cylinder measuring locations (filled circles) 

with respect to the fuel jet position: fiber-optical probe 
(OP) and fast sampling valve (FSV). 
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FIG. 2. Rate of heat release for tetradecane and n-hep- 
tane combustion. Full lines, experimental values; dotted 
lines, computed values; engine speed, 1250 rpm; air/fuel 
ratio, 35. 

injection and combustion processes by high-speed 
cinematography and to apply the two-color tech- 
nique for soot temperature and loading measure- 
ments, as outlined in Ref. 33. In this work, the un- 
certainty in temperature and soot volume fraction 
measurements was ±56 K and ±28%, respectively. 

The engine was equipped with a second head in 
which a fast-acting valve allowed direct sampling of 
the combustion products. The fast-acting valve is lo- 

cated in the combustion chamber at about the same 
radial position as one of the optical access ports and 
allows the correlation of the soot optical measure- 
ments and the sampled species measurements. The 
relative position of the two control volumes, respec- 
tively denoted as OP and FSV, is sketched in Fig. 1; 
the optical access for the radiance signal measure- 
ment is located on the engine cylinder head and di- 
rected into the chamber 24° downstream from one 
of the sprays. The fast sampling valve is positioned 
at about 14° from the jet axis and at 20 mm from the 
nozzle outlet. The electronic control system for the 
sampling valve is able to open the needle for about 
5-7° CA for each engine combustion cycle at 1250 
rpm. The sample value timing can be controlled to 
allow the determination of an ensemble averaged, 
crank-angle resolved concentration profile of the dif- 
ferent combustion products during the engine cycle. 
The sampling procedure is repeated for as many as 
100,000 combustion cycles to collect a meaningful 
volume of products. Water cooling of the valve and 
gas expansion through the valve lead to a high 
quench rate. The sample volume for each cycle is 
about 5 cm3 at standard conditions. The gaseous 
products are collected in a small Teflon bag and pro- 
cessed by IR analyzers for CO and C02 and by a 
chemiluminescence analyzer for NOx. Light hydro- 
carbons (low C6) are analyzed by a gas Chromato- 
graph equipped with a flame ionization detector. 
The overall coefficient of variation, evaluated on four 
sets of experiments, is 10% for NOx and 02 mea- 
surements and 15% for C2H2 measurements. 

Results and Discussion 

The numerical and experimental tests were car- 
ried out at a fixed engine speed of 1250 rpm. The 
injection timing was set to obtain combustion start 
at top dead center (TDC) and a fixed fuel injected 
mass of 0.02 g/cycle, which corresponds to a global 
air/fuel ratio of 35. The fuels used were tetradecane 
and n-heptane. In a previous work [33], it was ob- 
served that the relative influence of the fuel aro- 
matics content on soot loading decreases as the fuel 
cetane number increases. In the near future, refor- 
mulated diesel fuels will be characterized by high 
cetane numbers and low aromatics content. Thus the 
fuels chosen for this work represent the lower and 
the upper limits of the future diesel fuel formula- 
tions. 

To obtain the same combustion-start angle using 
two fuels that are characterized by different values 
of cetane number (56 for n-heptane and 93 for te- 
tradecane), the injection timing was set at 3.5° CA 
before top dead center (RTDC) for tetradecane and 
at 4.5° R.T.D.C for n-heptane. In both cases, the 
injection duration was about 7° CA. 

In Fig. 2, the experimental rate-of-heat-release 
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FIG. 3. NOx concentration for tetradecane and n-hep- 
tane combustion. Full lines, experimental values; dotted 
lines, computed values; engine speed, 1250 rpm; air/fuel 
ratio, 35. 
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FIG. 4. 02 concentration for tetradecane and n-heptane 
combustion. Full lines, experimental values; dotted lines, 
computed values; engine speed, 1250 rpm; air/fuel ratio, 
35. 

patterns are compared with the numerical compu- 
tations for both fuels. Due to different cetane num- 
bers, the heat-release curves have different shapes. 
However, their main characteristics are reproduced 
properly by the simulations. The accuracy of the 
combustion calculation is quite good. The numerical 
heat-release data plotted are based on the computed 
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-•- Tetradecane: Comp. 
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FlG. 5. Acetylene concentration for tetradecane and n- 
heptane combustion. Full lines, experimental values; dot- 
ted lines, computed values; engine speed, 1250 rpm; air/ 
fuel ratio, 35. 

time step, without any smoothing, the small time 
steps result in numerical curves that are not very 
smooth. The computed, in-cylinder species are spec- 
ified with the same criterion used in the experi- 
ments. (Data are referred to the same control vol- 
ume used in the experiments, that is, approximately 
a frustum of solid cone, of about 32° angle for the 
case of optical measurement and a disk-shaped vol- 
ume with the sampling valve diameter for the case 
of fast sampling data.) The numerical results are re- 
ported at each computed time step, but the data in 
Figs. 3-5 are averaged over 5° CA to correspond 
with the sampling technique. The species measure- 
ments are referred to different volumes depending 
on whether, sampled with the fast valve or measured 
with the optical technique. The events occurring in 
the optical control volume are relative to the com- 
bustion-product pockets that departed from the first 
control volume some crank angle degrees before, 
depending on the swirl velocity. The swirl ratio dur- 
ing the early expansion stroke is about 4 (as deter- 
mined by three-dimensional computations per- 
formed with the Kiva-2 code). Therefore, the time 
shift between the two measurements is 2.5° CA. 
However, as previously discussed, the fast-sampling 
technique uses a sampling window of about 5° CA 
for each combustion cycle. Therefore, choosing an 
appropriate crank position and using ensemble av- 
erage data processing, the sampling measurements 
for the sampling window correlate properly with the 
products present in the two-color-measurements 
control volume. So the results obtained with the two 
different techniques may be compared locally in the 
combustion chamber without significant error. 

In Fig. 3 the computed and measured NOx evo- 
lution is  shown.  The  model underestimates the 
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FIG. 6. Soot volume fraction for tetradecane and n-hep- 
tane combustion. Full lines, experimental values; dotted 
lines, computed values; engine speed, 1250 rpm; air/fuel 
ratio, 35. 

experimental results in the late expansion stroke in 
a manner similar to the underestimate of heat re- 
lease in the same zone. The molecular oxygen evo- 
lution in fast-sampling control volume is shown in 
Fig. 4. It may be observed that there is no significant 
difference between n-heptane and tetradecane: this 
implies the same mixing levels in both cases. There- 
fore, the differences detected in the soot formation 
process maybe ascribed mainly to the kinetic effects. 
The computed and measured curve shapes are simi- 
lar, but the computations overestimate the oxygen 
consumption in the numerical sample volume. This 
implies that the size of the numerical sample volume 
is smaller than the experimental sample volume. 
Considering the medium resolution grid sizing, it is 
easy to overestimate or underestimate the control 
volume, especially after 10° CA when the cell size is 
increasing. The computed acetylene concentration 
is compared with the experimental measurement in 
Fig. 5. The computed acetylene patterns are scaled 
properly with the measured data, reproducing the 
decrease of the acetylene concentration peak illus- 
trated by the n-heptane combustion with respect to 
the tetradecane combustion. 

The crank angle phasing of the curves is flattened 
by the data processing, because the collected data 
are averaged over 5° CA. This method is not applied 
to the soot measurements, inferred by the two-color 
method. In this case, the phase shifting of the curves 
is properly reproduced, as shown in Fig. 6, where 
measured and computed results of soot volume frac- 
tion are reported for both fuels tested. Within the 
measurement   accuracy,   the  agreement  between 

computed and measured data may be considered 
satisfactory. The peak of the soot values for the dif- 
ferent fuels is scaled with the peak of acetylene con- 
centration. It is well correlated to the shape of the 
heat-release curve showing a decrease of soot 
loading when the premixed phase of combustion in- 
creases in n-heptane combustion. The second soot 
peak in the experimental curves may be due to the 
combustion products of the second jet that enters 
the measuring volume. In any case, it must be noted 
that in the experimental as well as in the numerical 
analysis, these results represent a small volume in- 
side the combustion chamber. This is an important 
point, because in our opinion, a three-dimensional 
code should be able to follow the details of the com- 
bustion process. Comparing numerical and experi- 
mental data, however, the measurement volume 
must be carefully evaluated; when the control vol- 
ume is positioned differently, different results are 
obtained. This is an additional problem in accuracy 
that is very difficult from the experimental and the 
numerical point of view. Within these limitations, 
the model seems able to simulate the main features 
of the diesel combustion process, confirming the ex- 
perimental trends and reproducing the soot-loading 
characteristics of tetradecane and n-heptane com- 
bustion using the same model constants. 

Conclusions 

The coupled combustion and soot-formation 
model, characterized by fuel-to-acetylene pyrolysis, 
acetylene oxidation, soot nucleation and surface 
growth, and soot oxidation, seems able to predict the 
combustion and the heat-release patterns of two ref- 
erence fuels without adjusting the model constants. 
Despite the strong simplifications that were intro- 
duced, the computational results demonstrate that 
the reduced, kinetic soot model may reproduce, with 
satisfactory accuracy, the concentrations of soot and 
pyrolytic products locally in the combustion cham- 
ber, keeping the main features of the diesel com- 
bustion. 

The absolute accuracy of the predictions is not 
fully satisfactory. The model overpredicts both acet- 
ylene and soot volume fraction. However, it should 
be noted that better results can be obtained with a 
careful optimization of the model constants. This 
process is quite difficult because of the full coupling 
between the combustion and the soot-formation 
model. Therefore, further work is required to eval- 
uate the best choice of the model constants, consid- 
ering, in addition, a wider range of engine operating 
conditions. 
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COMMENTS 

Neil Bressloff, Cranfield University, UK. How have you 
accounted for the coupling between radiative loss and soot 
formation? 

Author's Reply. The coupling between radiative loss and 
soot formation was not considered in the model. 

P. Cadman, University of Wales, UK. Your model incor- 
rectly predicts the soot burnout rate. If you use recent de- 
terminations of soot burnout with oxygen [1,2], NO [3] and 
with hydroxyl [4] which are faster, particularly above 1500 
K than older work, would this improve the predictions of 
net soot concentrations of your engine? 
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Author's Reply. Soot oxidation is a crucial point and we 
should look into it. We will try to use the soot bumout rate 
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that you suggested in the future in order to improve the Author's Reply. Soot oxidation by OH was not consid- 
prediction of net soot concentration in our engine. ered in our calculation. However OH radicals are expected 

to play an important role only for soot contained in the 
• fuel-rich eddies. The amount of 02 in every computational 

cell is high with respect to the OH concentration deter- 
Micheal G. Norris, Engelhard Corp., USA. Would an     mined by equilibrium considerations. As a consequence, 

OH-based oxidation not do a better job of oxidizing soot      the oxidation by 02 prevails over the whole examined range 
within flame where 02 levels are low? of crank angles. 
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ANALYSIS OF PYROLYSIS PROCESS IN DIESEL-LIKE COMBUSTION BY 
MEANS OF LASER-INDUCED FLUORESCENCE 
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Inelastic light scattering, excited at). = 266 nm, has been measured from 300 to 600 nm in a tetradecane 
pulsed spray injected into a high-temperature (900 K), high-pressure (4 MPa), nearly quiescent environ- 
ment. 

In each detection, spectra along the radial direction of the spray cross section have been simultaneously 
detected by means of a gated, intensified CCD camera. The inelastic light scattering has been attributed 
to laser-induced fluorescence (LIF) based on its spectral behavior and dependence on the laser intensity. 

Maxima of the fluorescence signal in the UV range occur in the central part of the test section, just after 
the ignition time, both in the averaged and individual measurements. These are related to formation of 
light, pyrolytic species and to early presence of reactive zones inside the spray core. 

LIF in the visible spectral region appears later and attains its maximum between 0.5 and 1 ms after the 
ignition, and just before the maximum of elastic scattering signal due to soot particles. The visible fluo- 
rescence is almost uniformly distributed along the spray diameter and undergoes a very peculiar nonlinear 
dependence on the laser fluence. This feature can be used to distinguish between LIF, laser-induced 
incandescence, and fluorescence from photofragmented species. LIF in the visible region is also attributed 
to pyrolytic species, which several papers specify to be polycyclic aromatic hydrocarbons (PAH) with several 
rings. Extension of this LIF signal throughout the spray cross section and its early detection indicate the 
need for particular care in improving the diesel combustion process, even in the very early stage after 
spray ignition, before massive soot formation, if organic pollutants such as PAH have to be minimized. 

Introduction addition, characteristic length scales of the whole 
spray combustion process [1], and of the soot oxi- 

Soot diagnostic techniques are based either on la- dation process [10] have been hypothesized, 
ser light scattering (LLS) effects or on laser-induced The few papers devoted to identification of pyro- 
incandescence (LII). LLS techniques rely on the lytic species, as opposed to soot particles in diesel- 
discriminative criteria based on the polarization ratio like conditions, are based mainly on sampling and 
[1,2], which can discriminate between liquid phase chemical analysis techniques [1,10-12], They have 
and submicronic particulates. Techniques based on shown that low molecular weight pyrolysis products 
LII rely on thermal emission from soot particles are present before ignition [12] whereas high mo- 
heated by means of an intense laser pulse [3,4], In lecular weight species and PAH are formed mainly 
this case, a compressed dynamic range of detectable after ignition [1,10,11]. 
signals is obtained relative to those of elastic scat- Optical techniques have demonstrated their po- 
tering [5]. Applications capable of detecting spatial tential in characterizing pyrolytic processes both in 
distributions of soot in a single pattern have been atmospheric pressure flames [13-15] and in a diesel 
exploited successfully in diesel combustion diagnos- spray bomb [16] with temporal and spatial resolution 
tics [5-8], The combination of LII and LLS results much higher than that typical of sampling-based 
in more quantitative assessment of size and number techniques. In these experiments, formation of PAH 
concentration of soot-particle clouds [8]. compounds and their temporal and spatial evolution 

The evolution of pyrolytic processes has been in- have been observed by means of fluorescence tech- 
ferred from the spatial distribution of soot deter- niques. 
mined using LLS and/or LII techniques [1,5,10]. In The work presented in this paper uses the same 
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FIG. 1. Schematic drawing of the experimental setup and measurement procedure. 

approach for the characterization of pyrolytic spe- 
cies, as opposed to soot, in a diesel spray combustion 
process, which was previously characterized [1,10] 
in terms of condensed phases by means of elastic 
light scattering. Gaseous and condensable species 
were characterized by means of sampling tech- 
niques. The combination of elastic and inelastic scat- 
tering measurements is now used to observe the 
presence of pyrolytic species, distributed throughout 
the spray core during the combustion process but 
formed before the detection of massive amounts of 
soot. However, it is not possible to give clear insight 
on the relationships between these compounds and 
soot. 

Experimental Setup 

The characteristics of the experimental apparatus 
have been described in previous work [1,2,10], 
Therefore, only a brief description is given in this 
section with specifications of some details relevant 
to the current results. 

A five-hole injector, typical of those used in light 
duty engines, injects 6 mg/stroke/hole of tetradecane 
into a high-pressure (4 MPa), high-temperature (900 
K), nearly quiescent air environment. The injection 
lasts 1.2 ms, as is shown in Fig. 1. One of the five 
spray plumes, tilted 53° on the horizontal plane to 
minimize the attenuation of the scattered light, is 
crossed by a Nd:YAG laser sheet (0.3 X 3 mm cross 
section). Either the second (10 = 532 nm) or the 
fourth harmonic (10 = 266 nm) of the laser could 
be used. 

The scattered light is collected by means of a con- 
densing lens and a flat field holographic spectro- 
graph, schematically represented in Fig. 1 as a prism. 
The pattern obtained at the exit plane of the collec- 
tion system is a rectangular field in which any hori- 
zontal line represents the spectrum at a given spatial 
position in the imaged field (right-hand side of Fig. 

1). This pattern is recorded by means of an intensi- 
fied CCD camera, gated (20 ns) on the laser pulse 
(10 ns), and then digitized by means of an 8 bit A/ 
D converter. 

In the current work, each pixel corresponds to 
light at fixed wavelength and spatial position col- 
lected from a control volume 1 mm wide (fixed by 
the chosen entrance slit), 200 jam tall, and 300 jum 
thick (because of the laser sheet thickness). Spectral 
calibration has been performed using standard 
lamps. Response linearity and spectral resolution of 
the apparatus have been verified by measuring rad- 
ical emission (e.g., C2, OH) and soot incandescence 
from a gaseous diffusion flame. Moreover, the sen- 
sitivity of the various elements of the CCD array has 
been taken into account by dividing each image by 
a calibration image, representative of both spatial 
and spectral nonuniformity of the detection system. 
Unfortunately, it was not possible to collect the cal- 
ibration image of a signal of well-known intensity 
under the same conditions used during the experi- 
ments to make absolute calibrations. 

One hundred measurements were run for each 
selected time step. Most of the measurements 
shown in this paper refer to ensemble averages. All 
time values reported in the following are measured 
as time difference (At) between the actual measure- 
ment time and the average ignition time that occurs 
0.95 ms after the needle lift. 

Results 

A temporal sequence of average spatial-spectral 
patterns, whose light intensities are reported in a 
linearly spaced, false color scale is shown in Fig. 2. 
Only half of the measured pattern is reported be- 
cause of the radial symmetry of the spray. No signal 
could be detected during the first 100 JUS after the 
spray ignition (i.e., At < 0.1 ms). At At = 0.15 ms, 
light could be detected between 300 and 400 nm, 
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FIG. 2. Average spatial-spectral 
patterns collected at different times 
{At) after spray ignition. 

but only for a limited portion of the spray. The pat- 
tern extends along the spatial coordinate (i.e., along 
the vertical direction) for less than 0.1 ms. In fact, 
at At = 0.25 ms, the patterns cover the whole spatial 
domain observed (20 mm). The maximum intensity 
at X = 350 nm is located in the central part (the red 
color) of the pattern and decreases continuously to- 
ward the periphery. This characteristic is observed 
in all the patterns of the sequence. A green or blue 
area is always present between 300 and 450 nm, and 
it is always limited along the spatial coordinate by an 
azure area, that is, a relatively low level of light in- 
tensity. Only after 1.5 ms does this area become 
nearly uniform with relatively low light intensity. The 
spatial extent of this region does not change signifi- 
cantly in the whole sequence. 

The second main feature of the pattern sequence 

is the extension of the spectra toward longer wave- 
length starting from 0.25 ms. This is shown by the 
displacement of the green-azure region toward the 
right-hand side of each individual pattern between 
0.15 and 0.65 ms. This region is still present after 
0.75 ms but becomes weaker after 1.25 ms. Even- 
tually, it disappears as is observed in the last two 
frames at 1.85 and 2.15 ms. 

The average light intensity at X = 350 nm (col- 
lected at At = 0.35 ms after ignition time) versus 
the distance from the spray center is reported with 
a black line in Fig. 3. The spatial distribution of the 
averaged inelastic scattering exhibits a nearly sym- 
metric shape with respect to the spray centerline 
with a pronounced maximum in the center. The gray 
line in the same figure is the spatial profile of the 
light intensity recorded for a single event. It is an 
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oscillating function of the space coordinate and is 
widely dispersed around the average value. This im- 
plies that nonuniformity of species, which leads to 
the inelastic scattering, extends to the central part of 
the spray and is related to spatial length scales much 
smaller than the full spray diameter. 

The temporal behavior of the inelastic light scat- 
tering can be evaluated in Fig. 4. The curves iden- 
tified by empty symbols are related to the temporal 
evolution of the light intensity collected from the full 
spray diameter (the integral of the signal along the 
space coordinate of Fig. 2) at fixed wavelength start- 
ing from ignition time {At = 0). The profile at X = 
350 nm increases before all the other. It shows max- 
ima at 0.25 and 0.85 ms. The curve at X = 450 nm 
has a shift of 0.1 ms with respect to that at 350 nm 
at the beginning and reaches its maximum at 0.45 
ms. Subsequently, it proceeds similarly to that at X 
= 350 nm passing through a relative maximum fol- 
lowed by a continuous decrease to At = 2.5 ms. The 
curve at X = 550 nm begins to increase after At = 

0.35 ms and reaches its maximum at 0.85 ms, when 
all the profiles corresponding to shorter wavelengths 
pass through a relative maximum; it then decreases 
similar to the trends of the other curves. All the pro- 
files at different wavelengths between 350 and 550 
nm follow a behavior that can be considered an in- 
terpolation of the three described profiles. Examples 
of this intermediate behavior are curves at X = 400 
nm and X = 500 nm that are placed, respectively, 
between 350 nm/450 nm and 450 nm/550 nm. 

The temporal profiles of the elastic scattering sig- 
nals integrated along the spray diameter (the verti- 
cally polarized scattered light and the polarization 
ratio [10]) are represented in Fig. 4 with full sym- 
bols. They behave quite differently from the inelastic 
profiles. In fact, the curve of vertically polarized light 
intensity is very high at ignition time (At = 0 ms), 
then decreases to the minimum at At = 0.65 ms. 
After At = 0.65 ms, the curve increases again until 
it attains a well-identified maximum at about At = 
1.35 ms. It then decreases similar to the inelastic 
scattering profiles. This is the only temporal range 
in which the elastic and inelastic signals show similar 
trends. The polarization ratio is relatively high and 
constant before At = 0.7 ms. After this time, it drops 
abruptly, maintaining very low values (around 10~2) 
until At = 2.5 ms. 

The results presented up to this point are all in 
the category of optical measurements having a linear 
response to the incident laser power. This is not a 
trivial statement because the consistency of the re- 
sults and their repeatability has been achieved only 
when the linear response of the inelastic signals was 
tested in the whole temporal range. 

Figure 5 shows this type of test by plotting the 
inelastic signals versus the laser fluence. The curves 
with empty symbols refer to inelastic light scattering 
intensity collected at At = 0.35 ms after ignition 
time at X = 350 and 400 nm. It has been normalized 
to unity for signals collected at a laser fluence of 3.3 
X 108 W cm"2. The linear trend is evident for both 
the reported wavelengths. 

On the  other hand,  the  curves pertaining to 

elastic 
scattering 

anelastic 
scattering 

■ polarization ratio □   X = 350 nm 

• VV  103 
. o   x a 400 nm 

A  X a 450 nm 

o  X = 500 nm 

x  X = 550 nm 
FIG. 4. Temporal profiles of spa- 

tially averaged (on the spray diame- 
ter) elastic and inelastic scattering 
signals. The W scattering intensity 
(•) divided by 103 and the polari- 
zation ratio (■) are relative to an in- 
cident wavelength <50 = 532 nm. The 
inelastic signals (empty simbols) are 
relative to S0 = 266 nm. 
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FIG. 5. Light intensity collected at different wavelength 
versus the incident laser fluence. Empty symbols are rel- 
ative to At = 0.35 ms; full simbols are relative to At = 
1.05 ms. 

measurements at At = 1.05 ms show a linear be- 
havior only for laser fluence up to 3.2 X 108 W 
cm'2, whereas they change the trend between 3.2 
X 108 W cm"2 and 5 X 10s W cm"2, and decrease 
for higher values of the laser intensity. It is worth 
noting that this trend is followed by all curves (i.e., 
for signals detected in the whole spectral range from 
350 to 600 nm) and that this type of behavior is com- 
mon to all the measurements after At = 0.7 ms. 

Discussion 

It has been shown [10,17] that diesel spray com- 
bustion under the present experimental conditions 
and after ignition evolves in quiescent conditions 
with a temporal evolution that does not depend on 
the distance from the nozzle outlet. This implies that 
the analysis, within a fixed spray cross section, can 
be considered representative of the whole process 
and that an increase or decrease in integrated signal, 
either on the whole cross section or along a diameter, 
should be attributed to species that are generated or 
consumed inside the control volume. For instance, 
the decrease of the elastic scattering signal reported 
in Fig. 4 is attributed to the liquid fuel consumption 
by vaporization. This is easily supported by the ex- 
pected spray evolution that has been analyzed pre- 
viously [1,10]. This implies that signals have to be 
attributed to liquid fuel, as confirmed by the fact that 
the polarization ratio is around 0.8 before At = 0.7 
ms according to experimental and theoretical con- 
siderations described in the literature [2,10]. 

The values of polarization ratio after At = 0.75 
ms is lower than 2 X 10 ~2 (see Fig. 4). Conse- 
quently, the corresponding elastic scattering signal 
can be attributed to submicronic scatterers [2,10]. 
Furthermore, these scattering signals were deter- 
mined to be much higher than those caused by low 
molecular weight gaseous species, so that it can be 
due only to condensed phase species or to large mac- 
romolecules with a very high molecular weight. 
Chemical analysis of sampled material, as discussed 
in a previous paper [10], and visible emission de- 
tected in this temporal range support the assumption 
that the elastic scattering signal is due to soot par- 
ticles. 

A more difficult task is attributing the inelastic 
scattering signal to possible optical effects such as 
Raman, fluorescence, incandescence, or emission/ 
fluorescence from species formed by single- or mul- 
tiphoton dissociation. Raman can be disregarded 
easily because its cross section is very low [18], 
whereas the inelastic signals reported here imply a 
much higher cross section [19]. The part of inelastic 
spectrum for wavelengths shorter than 400 nm and 
for At < 0.5 ms cannot be attributed to laser-in- 
duced incandescence (LII) because, even for the 
highest hypothesized temperature of soot skin (on 
order of 5000 K), the LII spectrum does not present 
the same spectral distribution [20,21]. Also, the visi- 
ble part of the spectra behaves differently from that 
of LII spectra, which are reported in the literature 
to be quite uniform for X > 500 nm [20,21]. In fact, 
the measured spectra show (see Fig. 2) a well-de- 
fined decrease in light intensity, which occurs in the 
most red-shifted condition between I = 500 and 
600 nm. 

Moreover, the LII contribution to inelastic scat- 
tering has to be disregarded, since no delayed signals 
could be detected for 100 ns after the laser pulse. 
This is also confirmed by the dependence of the in- 
elastic light scattering on the laser fluence as shown 
in Fig. 5 for At = 1.05 ms and taking into account 
that the same trends have been verified in the time 
interval between At = 0.7 ms and At = 2.5 ms. The 
curves show a decrease of the inelastic signals for a 
fluence higher than 4 X 108 W cm~2. It is reported 
in the literature that LII undergoes an increase or, 
at most, saturation [3,20,22] for a laser intensity be- 
tween 107 and 109 W crrr 2. A decrease of LII signals 
with increasing laser fluence has only been observed 
with a rectangular-shaped laser beam and/or for 
longer detection gate [23,24] (i.e., in conditions dif- 
ferent from those used in the present work). There- 
fore, LII cannot explain the decrease of inelastic 
light scattering. 

The same argument can be used for neglecting 
LIF or emission from photolyzed species. Further- 
more, the signal should be an increasing or constant 
function of the laser fluence, since both the concen- 
tration of photofragmented species and their elec- 
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tronic excitation can only rise with increasing laser 
intensity or can be, at most, saturated as has been 
demonstrated in a study on the fluorescence from 
C2 by laser-vaporized soot [21]. 

In conclusion, we attribute the inelastic signal, af- 
ter At = 0.7 ms, to LIF of species that are photo- 
fragmented at a laser fluence higher than 3.5 X 10s 

W/cm2. A more specific attribution either to single 
species or a category of species can be made on the 
basis of the available information in similar combus- 
tion processes. In fact, broadband spectra with two 
fluorescence maxima in the UV and in the green 
region have been reported for rich premixed gaseous 
flames [14], for n-heptane diffusion flames [15], and 
for other diffusion flames [25], For all of these con- 
ditions, the fluorescence spectra have been related 
to PAH species that extend their emission spectra 
toward the red region according to the number of 
aromatic rings, as is well-known [26]. This conclu- 
sion is supported by sampling measurements per- 
formed under the same experimental conditions of 
the present work using a different fuel (tetradecane/ 
a-methylnaphthalene 60/40 vol. %) [1]. In that work, 
the maximum of PAH species was attained soon after 
the ignition time as occurred for LIF signal maxima 
in the present case. Unfortunately, the poor time res- 
olution of sampling techniques does not permit a 
direct correlation of early presence of LIF signals 
with early formation of PAH compounds. 

In any case, it seems clear that the detected LIF 
signals are due to species that are formed after the 
ignition time. The same measurements in high-tem- 
perature, high-pressure N2 environment did not 
yield appreciable LIF. The spatial distribution of the 
average- and single-shot LIF at X = 350 nm re- 
ported in Fig. 3 is an example of how to exploit UV 
LIF. This is direct evidence both of the presence of 
fluorescent species formed at a temperature higher 
than that of the environment well inside the spray 
core and of early occurrence of pyrolytic oxidative 
processes inside the plume. This had been only hy- 
pothesized in the past by the late presence of soot 
clouds in the middle of the spray cross section and 
on very small length scales [1,10]. 

The LIF shown in Fig. 4 is high between 0.5 and 
1 ms for all wavelengths from 350 to 550 nm. The 
presence of inelastic light scattering at X > 400 nm 
is related to LIF from PAH having a large number 
of condensed aromatic rings as discussed earlier. It 
is of interest to emphasize that the assertion that 
inelastic scattering is due to LIF does not seem 
questionable. Also, if a fraction of the signal should 
be attributed to LII, the information content does 
not change. In fact, in both cases (LIF and LII), the 
inelastic scattering is due to early formation of heavy 
pyrolytic products (large PAH or soot). Further- 
more, visible LIF extends over the cross section with 
a uniform increase toward the core as is shown in 
Fig. 2. Such spatial distribution supports the asser- 

tion that the LIF is due to pyrolytic species, because 
the oxygen depletion is more likely to occur in the 
spray core. It is also of interest to mention that the 
LIF maxima precede LLS maximum, which is at- 
tributed to soot. This statement is not a claim that 
these fluorescent species are precursors of soot par- 
ticles, but it indicates the occurrences of pyrolysis 
and the need to prevent the reacting plume from 
quenching (e.g., by wall impingement) even before 
the soot formation. 

The LIF after At = 1 ms is a decreasing function 
of time according to the temporal trends in Fig. 4. 
This indicates a uniform decrease of fluorescent-spe- 
cies concentration, under the hypothesis of constant 
fluorescence quenching and negligible convective 
transport (as has been demonstrated thoroughly in a 
previous paper [10]). The only acceptable explana- 
tion of this evolution is that oxidation of fluorescent 
species proceeds in a similar way to that occurring 
for soot [10]. 

Finally, two points should be stressed explicitly. 
The first is that the lack of LII signal that is well 
identified and exploited in diesel engine environ- 
ment by several authors [5,7,8] can be due to low 
soot concentration related to the experimental con- 
ditions reported here. In fact, it has been shown [1] 
that less than 3% of carbon conversion to soot is 
obtained in this condition. Such a low level of car- 
bon-to-soot conversion is not mandatory for the fea- 
sibility of LIF measurements. However, a verifica- 
tion of the relative importance of LII and LIF signals 
has to be performed to validate the significance of 
experimental data. 

The second point is that UV fluorescence spectra 
has been measured for n-heptane injection, before 
ignition time [16]. The different behavior outlined 
here may be due to a much longer ignition delay 
reported for the injection of n-heptane. This, per- 
haps, allows enough time for the formation of fluo- 
rescent, low molecular weight, aromatic compounds 
before the ignition. 

Conclusions 

Diagnostics Aspects 

UV fluorescence excited by the fourth harmonic 
of Nd:YAG laser is a direct signature of the early 
combustion process in diesel-like conditions. This is 
of interest for observation of very rich zones in which 
OH detection [27] or other reaction markers cannot 
be used. 

Visible fluorescence can be distinguished, under 
the conditions reported in this paper, by laser- 
induced incandescence using its intensity depen- 
dence on laser fluence. "Photolyzable" species are 
responsible for such behavior. This is a further qual- 
ifying feature that can be used fruitfully in simpler 
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experiments relating to shock tubes and stationär)' 
gaseous flames. 

Combustion Aspects 

Reactive zones are shown to be present very early 
in the spray core by means of direct signature of 
species formed after ignition. In the past, this effect 
could be only hypothesized on the basis of spatial 
nonuniformity of soot clouds, which has been well 
proven [1,8,10] for diesel combustion. 

LIF in the green region of the spectral range ap- 
pears between the maxima of UV-LIF and elastic 
light scattering. Being caused by either LIF or LII 
implies, in both cases, that heavy pyrolytic products 
are formed and distributed across the whole spray 
at a short distance from the nozzle outlet. 
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COMMENTS 

Allan P. Smith, AEA Technology, UK. How can you be 
certain that the maximum PAH LIF intensity corresponds 
to the maximum PAH Concentration given the uncertain- 
ties in quenching of PAH LIF? 

Authors' Reply. We agree that radial distribution of PAH 
concentration can not be inferred on the grounds of the 
presented results. In fact, in the paper it is only stated that 

LIF signals present bell-shaped radial profiles and, due to 
the lack of information on quenching and absorption ef- 
fects inside the spray plume, no conclusions are advanced 
about PAH concentration profiles. 

Anyway, the comment does not affect the main conclu- 
sion of the paper, i.e. reactive zones, in which heavy py- 
rolytic compounds are formed, are present very early and 
are distributed over the whole spray section. 
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SPECTRAL EXTINCTION MEASUREMENTS OF SPRAY COMBUSTION IN A 
DIVIDED-CHAMBER DIESEL ENGINE SYSTEM 

FELICE E. CORCIONE, GIUSEPPE MAZZIOTTI AND BIANCA MARIA VAGLIECO 

Fluid-Dynamics and Combustion Division 
Istituto Motori, CNR, Naples, Italy 

Spectral flame extinction measurements from UV to visible with high temporal and spatial resolution 
were performed in an optically accessible divided-chamber diesel system. This system was developed ad 
hoc by modifying a real engine to realize a soot-forming premixed spray combustion at high pressure, high 
temperature, and high swirl. The large optical accesses of the divided chamber allowed us to follow the 
progress of fuel injection, vaporization, autoignition, and combustion by direct high-speed photography 
(8000 frames/s). Light extinction measurements were carried out in 153 different spatial locations for 250 
consecutive combustion cycles from the start of injection to the end of combustion. The photographic 
sequences have shown that the spray is strongly distorted and mixed downstream of the high-swirling flow, 
resulting in a well premixed region in which the combustion starts. Then, the combustion proceeds rapidly, 
involving the entire chamber volume. Consequently, the flame luminosity increases, denoting fast soot 
formation-oxidation processes in the region close to the tangential duct in which the mixing is higher. The 
analysis of the extinction spectra in the UV and visible range has allowed us to follow spatially and tem- 
porally the soot formation process and to identify the nature of the particulate matter and the agglomeration 
degree of soot particles, as well as the time history of the soot volume fraction. 

Introduction 

Diesel combustion is a two-phase, turbulent, mix- 
ing-controlled process that includes short timescale 
phenomena such as turbulence production and dis- 
sipation, spray breakup and evaporation, and pollut- 
ant formation. For this reason, it can be appropri- 
ately investigated by using in situ diagnostic 
techniques with high temporal and spatial resolu- 
tion. 

Recently, combined optical techniques were used 
in transparent engines, which allowed us to find 
valuable information on instantaneous structure of 
flow field [1], fuel spray distribution and evaporation 
[2,3], mixture preparation [4,5], self-ignition [6], 
spatial distribution of key transient species such as 
OH radicals [7,8], and, finally, soot temperature and 
volume fraction [9-11]. Moreover, considerable pro- 
gress was made concerning the physical and chem- 
ical characterization of particulate matter by multi- 
wavelength light scattering and extinction methods 
[12,13]. These polychromatic techniques are par- 
ticularly promising because carbonaceous material 
and large aromatic molecules exhibit absorption 
bands between 200 and 350 nm [14,15]. More re- 
cently, the application of these techniques to the ex- 
haust of a diesel engine made it possible to evaluate 
the average particle size and number density of the 

particulate matter, its agglomeration state, and its 
optical properties [16]. However, no systematic stud- 
ies of the wavelength dependence of light extinction 
in UV and visible in-cylinder soot forming in diesel 
engines have yet been carried out, since the early 
measurements were limited to the visible range [17]. 

The present paper deals with the spectral mea- 
surements of the extinction coefficients in both the 
visible and near ÜV inside an optically accessible di- 
vided-chamber diesel system developed specifically 
for the experiment by modifying a real engine to 
realize a soot-forming premixed spray combustion at 
high pressure, high temperature, and high swirl. The 
main objective is to identify temporally and spatially 
the zones in which the soot is formed with respect 
to the distribution of the injected fuel and to char- 
acterize the physical and chemical nature of soot 
particles. 

The large optical accesses of the divided chamber 
have allowed us to follow the progress of fuel injec- 
tion, vaporization, autoignition, and combustion by 
direct high-speed photography and to make flame 
emissivity and light extinction measurements in dif- 
ferent spatial locations with high temporal resolution 
from the start of injection to the end of combustion. 

By combining the complementary information 
coming from the photographic sequences and the 
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1. Injector 
2. Divided combustion chamber 
3. Piston engine 

FIG. 1. Layout of the modified engine. 

extinction measurements, different aspects of the 
combustion and soot formation processes have been 
analyzed and discussed. 

Experimental Description 

Divided-Chamber Diesel System 

A four-stroke, water-cooled, single-cylinder D.I. 
diesel engine (10-cm bore and 9.5-cm stroke), rep- 
resentative of heavy-duty engines, with displacement 
of 750 cm3 and volumetric compression ratio of 
21.3:1, was used. The engine was modified to gain 
large optical accesses of the external high-swirl, di- 
vided combustion chamber as shown in Fig. 1. Three 
major modifications were made: 

1. The standard piston with a toroidal bowl was re- 
placed with a flat one. 

2. An external divided chamber with the same pis- 
ton-bowl volume of the real engine (21.3 cm3) 
with three optical accesses, two in the longitudi- 
nal direction and one in that orthogonal, was set 
up on the top of the engine. It was connected 
with the engine cylinder by a tangential duct that 
realized a strong counterclockwise swirl esti- 
mated to be more than 50 times the angular en- 
gine speed. 

3. The injection nozzle with a single hole of 0.027 
cm was located centrally on the top of the divided 
chamber. It was electronically controlled to op- 
erate a fixed number of combustion processes. 

Measurements of diesel combustion were per- 
formed at an engine speed of 2000 rpm. Injecting 
8.3 mg European commercial diesel fuel per stroke, 
a high air-fuel ratio was realized, allowing operation 
of the engine for many minutes without obscuring 
the optical windows. Details of the specifications of 
the test engine are reported in Refs. 8 and 18. 

Optical Apparatus 

Polychromatic emissivity and extinction measure- 
ments were carried out by the experimental setup 
shown in Fig. 2. A high-pressure Xenon flash lamp 
with its broadband emission spectrum was used be- 
cause of the high emission intensity reached in the 
200-350 nm range. The light pulses had a short rise 
time of 5 jus and a duration of 1.2 ms. The silica lens 
LI (f = 50 mm) focused the light beam on the con- 
trol volume inside the combustion chamber. The 
flame emissivity and extinct light by the flame were 
collected and focused with a fused silica lens L2 (/ 
= 150 mm) on the entrance slit of a 32-cm focal 
length luminous spectrograph, blazed at 1 = 300 
nm. The spectral image formed on the polychro- 
mator exit plane was detected on a gated image in- 
tensifier coupled with a CCD camera with a reso- 
lution of 512 X 384 pixels. 

The high spatial resolution of the CCD camera 
allowed detection of nine items about each location 
simultaneously. Thus, the total measuring points in 
the combustion chamber were 153 at 17 locations. 
In the present paper, measurements relative to the 
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FIG. 2. Optical setup. 

FIG. 3. Location of optical measurement points. 

locations A, B, C, D, E, and F shown in Fig. 3 are 
reported. Location A is close to the air entrance, B 
and C are just on the spray close to the nozzle exit, 
D is also on the spray but close to the chamber wall, 
and, finally, E and F are on the first appearance of 
the flame. To minimize the statistical uncertainty of 
the results, the measurements were ensemble av- 
eraged on 250 consecutive combustion cycles. The 
synchronization trigger of the fuel injection, image 
intensifier, and CCD camera was driven by the nee- 
dle lift signal through a unit delay. Spectral and ab- 
solute calibration of the flame emissivity was 
achieved by detecting the emissivity from a cali- 
brated Tungsten lamp, with color temperature of 
2600 K, operating under the same conditions as 
those described previously. The extinction coeffi- 

cients were obtained by measuring the spectrum of 
the emission of the flame S(, the light of the lamp 
directed to the polychromator without the flame 
A], and the light coming from the attenuated lamp 
and the emission with the flame A\ +f in the optical 
path L: 

K„t = L-Hn 
M 

(A\+f - SO. 
(1) 

Theory of Light Extinction 

The extinction is the attenuation of electromag- 
netic wave by scattering and absorption as it trans- 
verses a cloud of particles in a gas or liquid and is 
defined as 

K. NCea(Dea, n, k, X) -yextVi-/eq: 

NQCJD    n, k, X) n 
Di 

(2) 

where N is the number density of the particles in 
the cloud, Cext is the total cross section for extinction, 
n and k are the real and imaginary part of the com- 
plex index of refraction, m = n — ik, Deq is the 
equivalent (mean) diameter of soot particles, and X 
is the wavelength of the incident light. Note that the 
extinction cross section is the sum of absorption and 
scattering cross sections: 

Coxt,;. = Cai,Si;  + CscaA (o) 

For small homogeneous spheres (as compared to 
wavelength of radiation), the Lorenz-Mie solution 
converges to Rayleigh approximation, where extinc- 
tion can be approximated considering a monodis- 
perse size distribution as 
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(4) 

The soot volume fraction can be calculated from 
Eqs. (2) and (4) considering the complex index of 
refraction m = 1.9 - i0.55 at X = 488 nm [19]: 

/■ = 
Xp.., • X 

1    Im2 - 1 
671 Im\ —  \     W + 2 

(5) 

Results and Discussion 

During the intake process, airflow through the 
swirl-generating inlet port and inlet valve into the 
cylinder acquires a strong rotational movement. 
Then, during the compression stroke, the piston 
rises and the airflow is compressed through the tan- 
gential inlet duct into the combustion chamber 
where a strong counterclockwise swirling motion is 
induced. Measurements of the tangential compo- 
nent of the flow, carried out by a laser Doppler ve- 
locimeter in the last 40° of the compression stroke 
[20], show that the swirl reaches its maximum values 
just a few degrees before top dead center. The fuel 
is then injected around this crank angle at high tran- 
sient pressure by a real injection system into the 
swirling flow. After the ignition-delay time, the onset 
of combustion causes a pressure increase above the 
compression curve that is converted into mechanical 
work. 

Figure 4 reports the history of the combustion 
pressure, needle lift, and rate of heat release. The 
injection starts 13° crank angle before top dead cen- 
ter (CAD-BTDC) with a duration of 16° about TDC. 
After  an  ignition  delay of 9°,  the  combustion 

pressure increases rapidly, resulting in a fast com- 
bustion of the accumulated injected fuel. The crank 
angle is called pressure start of combustion (PSOC) 
and is shorter than the luminous start of combustion 
(LSOC) that is the time from the start of injection 
(SOI) to the first appearance of the luminous flame 
determined from the photographic sequence. In the 
present experiments, PSOC is 2° shorter than 
LSOC. The duration of the luminous visible com- 
bustion in the divided chamber is 15°. The rate of 
heat release shows only one peak because 90% of 
the total fuel is injected during the ignition-delay 
time, meaning that the combustion process is a sort 
of premixed and mixing controlled combustion in- 
stead of a diffusive combustion. 

Combustion Visualization 

To examine the temporal and spatial evolution of 
the combustion process, films were taken with a 16- 
mm HYCAM-II high-speed camera at a film speed 
of 8000 frames/s. The camera generated light spots 
on the edge of the film corresponding to defined 
crank angles. The photographic system operated 
synchronously with a digital data acquisition system 
to acquire the injection and combustion parameters. 
Since the transient injection system takes time to 
reach its behavior stability, 16 consecutive combus- 
tion phenomena were detected on the film. It was 
observed that the stability was reached after the sev- 
enth combustion cycle. 

Figure 5 shows the direct photographic sequence 
of the flame, starting from the first appearance of 
the combustion and proceeding until the flame 
moves in the main chamber. It is interesting to note 
that the strong counterclockwise swirling flow dis- 
torts the spray and contributes to entrained air in it. 
The combustion starts downstream from the spray 
where it is most atomized and the mixture is most 
premixed. Then, the combustion proceeds rapidly, 
involving the entire chamber volume. Consequently, 
the flame luminosity increases, denoting fast soot 
formation-oxidation processes in the region close to 
the tangential duct where the mixing is greater. 

Spectral Extinction Measurements 

Figure 6 shows the history of soot volumetric frac- 
tion determined in the six locations, equally distrib- 
uted in the chamber volume, A, B, C, D, E, and F. 
This distribution was determined by the procedure 
shown in the previous section. The soot formation 
starts simultaneously in the locations A, E, and F in 
which the autoignition occurs. Soot forms also in the 
rich, unburned fuel-containing core of the fuel spray 
(location D), close to the flame region, where the 
fuel vapor is heated by mixing with hot, burned 
gases. In locations B and C, positioned about the 
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FIG. 5. Direct photographic sequence of spray combus- 
tion at 8000 frames/s. Location of optical measurement 
points. 

liquid core of the spray just at the exit of the nozzle, 
soot appears 4° after LSOC because of the late ar- 
rival of the flame. Moreover, in all locations, soot 
oxidizes when it contacts unburned oxygen supplied 
by the strong swirling flow. After a few crank angle 
degrees, depending on the location, soot forms again 
for two reasons. The first is related to the lack of 
oxygen caused by the exit of the gases from the 
chamber induced by the piston motion during the 
expansion stroke (locations A, D, E, and F). The sec- 
ond relates to the final stage of the injection that 
releases fuel at low pressure and, consequently, does 
not have time to burn completely (locations B and 
C). From a quantitative point of view, locations B 
and C form more soot because they are situated in 
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FIG. 6. History of soot volume fraction in six locations. 

the zone richer in fuel. Location E forms more soot 
as well because the swirling flow moves the burning 
zones from the inlet duct toward the center of the 
chamber by the strong rotational motion. 

To give information about the physical and chem- 
ical composition of the flame, the extinction spectra 
in the UV and visible, relative to more representative 
locations A, C, and D, were selected. Location A 
represents the most mixed zone because it is strongly 
influenced by the inlet air coming from the engine 
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combustion. 

cylinder; location C is just on the spray, and D is 
positioned close to the chamber wall. Figures 7-9 
show the normalized extinction spectra at different 
CAD after the start of injection and combustion. 
Figure 7 shows the spectra in the UV range at 2° 
before LSOC and 3° and 11° after LSOC for the 
location C. It shows that 2° before LSOC, the max- 
imum peak is around 250 nm, denoting the presence 
of liquid fuel. This behavior is confirmed when com- 
paring the extinction spectrum with that obtained 
using a spectrophotometer analysis of the same fuel 
under isothermal conditions. At 3° and 11° after 

LSOC, the peak moves toward 225 nm, suggesting 
that the nature of the particulate can be associated 
to that of carbonaceous material as confirmed by the 
absorption bands reported in Ref. 15. 

Figure 8 shows the normalized extinction spectra 
determined in location D from UV to visible at dif- 
ferent degrees after LSOC. The curves relative to 
3°, 4.5°, and 6° after LSOC exhibit the maximum 
peak around 235 nm, and their shape is broader than 
the curve at 9° after LSOC. This last result is very 
interesting because it defines the nature of the par- 
ticulate matter and indicates that the average size of 
soot particles is influenced by the temporal evolution 
of the combustion phenomenon [13]. Spectral ex- 
tinction measurements, carried out in the engine ex- 
haust by the present authors [16], confirm this result 
and indicate also that the particulate matter formed 
in the combustion chamber and that obtained in the 
exhaust have the same nature. The particulate ap- 
pears as a disordered structure with very little gra- 
phitic nature. The broader shape of the spectra is 
due to the agglomeration process of the soot parti- 
cles induced by the quenching effect of the chamber 
wall, which lowers the temperature of the flame [8]. 

Figure 9 shows the normalized extinction spectra 
in location A. The UV peak remains remarkably con- 
stant, denoting the stability of soot composition at 
different degrees after LSOC. However, there are 
differences in the falloff of the curves in the visible 
range that can be due to the different soot particle 
agglomeration state [16]. The interpretation of the 
results in this location is more difficult because of 
the fluid-dynamic effect of the swirling flow that 
moves the hot gases toward the main chamber dur- 
ing the engine expansion stroke. Nonetheless, it can 
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be noted that the strong movement of the gases re- 
duces the temperature stimulating the agglomera- 
tion process of the particles. 

Conclusions 

Spectral flame extinction measurements from UV 
to visible with high temporal and spatial resolution 
were performed in an optically accessible divided- 
chamber diesel system. This system was developed 
for our specific purposes by modifying a real engine 
to realize a soot-forming, premixed spray combus- 
tion at high pressure, high temperature, and high 
swirl. The progress of fuel injection, vaporization, 
autoignition, and combustion were followed by di- 
rect high-speed photography (8000 frames/s). Poly- 
chromatic extinction measurements were carried out 
in 153 different spatial locations for 250 consecutive 
combustion cycles from the start of injection to the 
end of combustion. 

The high-speed photographic sequences of the 
combustion show that the strong counterclockwise 
swirling flow, induced by the tangential inlet duct, 
distorts the spray and contributes to entrained air in 
it. The combustion starts downstream from the spray 
where it is most atomized and the mixture is most 
premixed. Then, the combustion proceeds rapidly to 
involve the entire chamber volume. Consequently, 
the flame luminosity increases, suggesting fast soot 
formation-oxidation processes in the region close to 
the tangential duct where the mixing is higher. 

Spectral flame extinction measurements show that 
the soot formation starts simultaneously in the lo- 
cations in which the autoignition occurs, as well as 
in the rich, unburned fuel-containing core of the 
spray, close to the flame region, where the fuel vapor 
is heated by mixing with hot, burned gases. Then, in 
all locations, soot oxidizes when it contacts unburned 
oxygen supplied by the strong swirling flow. 

Looking at the shape of the extinction spectra, the 
particulate matter formed in the combustion cham- 
ber and that obtained in the exhaust have the same 
nature. It appears as a disordered structure far from 
graphitic nature. Finally, the average size of soot par- 
ticles is influenced by the temporal evolution of the 
combustion phenomenon. 

I 
Aj 

C'ext 

Nomenclature 

wavelength of the incident light [nm] 
spectral signal of lamp 
spectral signal of lamp attenuated by 

flame 
cross section for extinction 
equivalent (mean) diameter of soot 

particles [cm] 

eq 
fv 

equivalent 
soot volume fraction [cm3/cm3] 

Im 
■"■ext 

imaginary 
extinction coefficient [cm-1] 

k imaginary part of the complex index 
of refraction 

L 
m = n - 

optical path [cm] 
- ik   complex index of refraction 

n real part of the complex index of re- 
fraction 

N number density of the particles in the 
cloud [cm-3] 

<?ext extinction efficiency 

^abs,;. absorption cross section [cm2] 
^ sea./. scattering cross section [cm2] 
abs absorption 
ext extinction 
/ flame 
/ lamp 
sea scattering 
S( flame emissivity signal 
v volume [cm3] 
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AN EXPERIMENTAL DATABASE FOR DIESEL SPRAY COMBUSTION 
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A-8020 Graz, Austria 

An experimental study has been made in an optically accessed research diesel engine to measure the 
influence of fuel injection pressure and nozzle hole diameter on spray penetration, spray cone angle, and 
flame liftoff distance. The experiments are documented with data for the fuel injection pressure, the rate 
of injection, rate of heat release, and cylinder pressure. The optical in-cylinder investigations comprise 
measurements of spray propagation, spray tip velocity near the nozzle (spray discharge velocity), and flame 
liftoff position. 

The experiments provide a set of data describing the influence of fuel injection pressure, nozzle hole 
diameter, and nozzle type on spray discharge velocities, spray propagation, and flame liftoff distance. In 
addition to the measurement of axial spray and flame parameters, a phenomenological study of lateral 
spray distribution gives demonstrative examples for the stability and possible fluctuations of spray direction, 
as well as spray width variations between the start and end of injection. 

The data demonstrate the governing influence of fuel injection pressure and spray hole diameter on the 
temporal and spatial distribution of the spray and consequently on the location of autoignition and flame 
distribution. The study also includes an analysis of the influence of the internal nozzle geometry—that is, 
the inflow conditions into the nozzle holes—on spray tip propagation. 

Introduction 

In engine engineering, the modeling of diesel 
spray combustion is slowly and cautiously being ac- 
cepted for conceptual studies of diesel combustion 
systems [1-3]. The reason for this caution is seen in 
the sheer complexity of the task. Today's primary in- 
terest for the engineering application of spray com- 
bustion modeling, the shaping of temporal combus- 
tion rates, involves the high-pressure hydrodynamics 
of the fuel injection process, two-phase fluid dynam- 
ics, and multicomponent fuel evaporation for the 
mixture formation process and high-pressure com- 
bustion chemistry of a heterogeneous and inhomo- 
geneous fuel-air mixture. 

This complex field implies the use of simplified 
models [1], and the interpretation of numerical re- 
sults requires knowledge about the models' correct- 
ness and limitations. This creates the need for well- 
described experimental data capable of serving as a 
database for model verification. 

On the other hand, there is considerable interest 
in the practicalities of matching fuel injection sys- 
tems to the space available in engine combustion 
chambers. In particular, the development of small, 
high-speed direct injection (DI) diesel engines re- 
quires the careful optimization of the fuel injection 
process in view of the temporal rates of fuel injected 
and its spatial distribution in the combustion cham- 
ber. Together with the air motion present at the time 

of injection, the fuel injection process is the major 
engineering element in governing spray combustion. 

Therefore, both the spray and combustion mod- 
eling, as well as engine engineering, require quan- 
titative spray data such as spray penetration length 
and velocity, spray angle, the time and location of 
ignition, and the spatial distribution of the flame un- 
der the influence of the fuel injection operating con- 
ditions. 

The aim of the present study is to provide such 
quantitative experimental data describing fuel injec- 
tion and spray propagation and their influence on 
flame position in view of the operating parameters 
of the fuel injection system in a quiescent diesel en- 
gine combustion chamber. 

Experimental 

The investigations of the diesel spray injection and 
combustion have been made in an optically accessed 
research engine. The engine is constructed from a 
two-stroke, loop-scavenged single-cylinder produc- 
tion engine and is equipped with a cylinder head 
containing a cylindrical combustion chamber. Opti- 
cal access to this combustion chamber is provided 
by flat quartz windows that allow observation of 
sprays and flames over a length of about 25 mm. 
Peak compression pressure and temperature are 53 
bar and 850 K, respectively. 

For the present study, diesel fuel was injected with 
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1.1   Bosch DSLA, 
single-hole MINISAC, 
hole diameters: 
0.14,0.18,0.20 mm 

1.2  Bosch DSLA, 
two-hole VCO, 
hole diameter: 
0.18 mm 

1.3  Bosch DLLA, 
two-hole SAC, 

_  hole diameter: 
V~--)Sä 0.18 mm 

FIG. 1. Geometry of the nozzles used in this study. 
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FIG. 2. Axial propagation of the spray tip and of spray 
parcels. Velocities are derived from length-time gradients. 

injector nozzles mounted on top of the cylinder 
head. Single-hole nozzles were used to study the in- 
fluence of different nozzle hole diameters. The sin- 
gle-hole nozzles were of the Bosch DSLA type with 
the hole drilled into the front end (the MINISAC) 
of the nozzle body. This axial single-hole arrange- 
ment is shown in Fig. 1.1. It ensures highly sym- 
metric fluid flow conditions inside the MINISAC 
volume toward the entrance of the hole; thus, inlet 
flow conditions into the holes should be similar for 
the three different hole diameters investigated. 

Injectors for production engine applications usu- 
ally are equipped with nozzle holes drilled into the 

side of the nozzle tip. These situations were studied 
with nozzles shown in Figs. 1.2 and 1.3. A DSLA- 
type nozzle was equipped with a pair of holes located 
in the needle seat area (valve-covered orifice [VCO] 
holes). The pair of holes in the DLLA-type nozzle 
was drilled into the nozzle tip (the SAC) volume. 
Inlet flow conditions into these holes are thus gov- 
erned by the nozzle hole orientation and, especially 
in the VCO nozzle, by the vicinity of the needle at 
the start and end of the fuel injection period. 

Fuel injection pressure was drawn from a pres- 
sure-accumulator system; start and end of injection 
were governed by solenoid valves. With this pres- 
sure-accumulator system, injection pressure was 
regulated between 200 and 1500 bar. Pressure levels 
were constant throughout each fuel injection period. 

The single-cylinder engine was run at a speed of 
500 rpm, and the start of injection (SOI) was at 0.6° 
CA BTDC. Laser Doppler measurements of the air 
motion in the combustion chamber showed rela- 
tively small velocities of around + /— 5 m/s just be- 
fore injection. 

Spray propagation and spray width variations were 
measured with a high-speed Iinescan camera [4]. 
The spray was illuminated with an external light 
source, and its shadow was imaged onto the camera's 
linear diode array. The temporal resolution was de- 
fined by the Iinescan period of 15.3 [is. The spatial 
resolution was given by the linear array of 128 active 
pixels that were used to observe an object length of 
5-8 mm for the spray width measurement and about 
25 mm for the spray penetration measurement, re- 
spectively. 

This recording of the spray shadow documents the 
presence of the high-density spray regimes. Even if 
there is no information on quantitative density lev- 
els, the method allows one to follow the temporal 
variation of spray contours. Thus, following the spray 
tip shadow yields quantitative data about spray tip 
propagation and consequently about spray tip veloc- 
ities. In particular, the spray discharge velocity in the 
vicinity of the nozzle is determined from the initial 
gradient of the spray penetration slope as shown in 
Fig. 2. 

With the dilution and disruption of the spray, the 
propagation of spray parcels can be followed during 
the ongoing fuel injection process and their velocity 
may be extracted from the length-time gradient also 
shown in Fig. 2. This information about the propa- 
gation of the high-density spray regime is essential 
in linking fuel injection properties with the processes 
of spray atomization and combustion in the down- 
stream, low-density spray regimes. 

Flame position and the temporal variation of the 
flame are recorded with the same Iinescan camera 
arrangement as used for the spray shadow measure- 
ments. However, instead of illuminating the com- 
bustion chamber with an external light source, the 
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3.1 2.5mm    3.2        2.5mm 
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FIG. 3. Temporal variation of spray position and width 
in cross sections 2.5 and 5 mm downstream of the nozzle 
hole. MINISAC-, VCO-, and SAC-type nozzles. 
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FIG. 4. Temporal spray width variation at the axial cross 
section z = 5 mm; SAC and VCO nozzles yield different 
spray patterns. 

flame luminosity itself is now recorded with the 
high-speed camera system. 

Fuel injection conditions such as injection pres- 
sure and start and end of injection are monitored 
together with the combustion chamber pressure for 
each engine cycle. The cylinder pressure measure- 
ments were also used to determine the instanta- 
neous rates of heat release by means of a thermo- 
dynamic cycle analysis. The injected fuel quantity 
and the rate of fuel injection (ROI) were measured 
on a fuel flow rig [5]. 

Results 

Lateral Distribution 

The study of temporal spray width variations near 
the nozzle orifice documents the direction and di- 
ameter of the spray throughout the fuel injection 
period. They are usually constant, as seen for the 1 
X 0.11-mm nozzle in Fig. 3.1, but even under the 
nominally constant pressure conditions of the accu- 
mulator fuel injection system and with the axial sin- 
gle-hole nozzles, spray orientation and spray diam- 
eter may fluctuate between the start and end of 
injection. The fluctuations seen with the 1 X 0.18- 
mm nozzle in Fig. 3.2 were found to be highly re- 
petitive and are presumably caused by hydraulic in- 
stabilities inside the nozzle. 

Significant influence on spray width variations is 
found in VCO-type nozzles during the opening and 
closing phase of the injector needle. This is docu- 
mented in Fig. 3.3 with spray width measurements 
taken at the spray cross section 5 mm downstream 
of the nozzle hole. The initial spray width is about 
2-3 times larger than the width throughout the on- 
going injection and rises again at the end of injection. 
The very short (<70 /is) duration of this widened 
spray period corresponds with the influence of the 
needle seat on the inflow conditions to the hole of 
the VCO nozzle. This broad initial spray distribution 
was not found in the SAC-type nozzle shown in Fig. 
3.4. 

Examples of a systematic comparison of sprays in- 
jected with VCO- and SAC-type nozzles at pressure 
levels between 200 and 1500 bar are given in Fig. 4. 
The spray width patterns confirm the influence of 
the needle opening and closing phase in the VCO 
nozzle; however, this influence is less pronounced 
with increasing fuel injection pressure. In contrast 
to the VCO nozzle, the sprays injected with the SAC- 
type nozzle holes are narrow at the start and end of 
injection but broader during the main injection pe- 
riod. 

Lateral Flame Distribution 

Studies of spray ignition processes [6-8] suggest 
that the location of spray ignition is determined by 
the transport of those fuel portions that enter the 
combustion chamber in the early phase of injection 
and by the evaporation and mixing of these fuel por- 
tions with air surrounding the spray. Consequently, 
the different initial spray patterns of the VCO and 
the SAC hole nozzles should result in ignition flame 
patterns governed by the different behavior of the 
initial spray portions. The time-resolved records of 
flame distribution in the cross section 10 mm down- 
stream of the nozzle tip as shown in Fig. 5, however, 
did not demonstrate any noticeable influence of the 
initial spray patterns of VCO or SAC hole nozzles. 
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SAC 2x0.18mm 200bar   V CO2x0.18mm 200bar 
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FIG. 5. Temporal flame width variation of SAC and VCO 
sprays at z = 10 mm, P = 200, and 300 bar. Data averaged 
for groups of five sprays. 

FIG. 6. Spray discharge velocities for various nozzle 
types and injection pressure levels. Data averaged for 
groups of five sprays. 
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FIG. 7. Spray tip penetration and rate of injection for 
single-hole MINISAC nozzles. Data averaged for groups 
of five sprays. 

FIG. 8. Spray tip penetration and rate of injection for 
0.18-mm SAC, VCO, and MINISAC nozzles. Data aver- 
aged for groups of five sprays. 

Under the present engine conditions, in particular 
with the ignition delay of 890 jus, the turbulent mix- 
ing during the ignition-delay interval may be too ef- 
fective and does not allow preservation of the influ- 
ence of the initial spray distribution on the later 
ignition and flame distribution. 

Axial Spray Distribution 

Spray discharge velocities, extracted from the 
spray propagation measurements by the procedure 
given in Fig. 2, are summarized in Fig. 6. The com- 
parison of VCO and SAC hole sprays in Fig. 6.1 
shows the systematic lag of initial penetration rates 
of the VCO sprays, which again corresponds with the 
influence of the needle seat throttling at the start of 
injection. 

Further comparison of spray discharge velocities 
is given in Figs. 6.2 and 6.3. As expected, the primary 
influence of fuel injection pressure is well estab- 
lished. For nozzles of the MINISAC single-hole 
type, however, spray discharge velocities and hence 
the initial rate of spray propagation are independent 
of the nozzle hole diameter, as shown in Fig. 6.3 for 
hole diameters of 0.14, 0.18, and 0.20 mm. Fur- 
thermore, the SAC and MINISAC sprays have simi- 
lar discharge velocities. 

This comparison of discharge velocities suggests 
the predominant influence of fluid flow conditions 
inside the nozzle [9], In the SAC and MINISAC 
nozzles, the fuel first fills the nozzle tip volume and 
then discharges through the nozzle hole. However, 
in the VCO nozzle, the inflow into the nozzle hole 
is throttled initially by the rising gap between injec- 
tor needle and needle seat. 
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FlG. 9. A set of data describing fuel injection and combustion with conventional rate and pressure measurements and 
i specific diagram for axial spray propagation and flame distribution at P = 800 bar. MINISAC nozzle 1 X 0.18 mm. 
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FlG. 10. Flame liftoff distances for various nozzle types 
and injection pressure levels. Data are given for individual 
sprays. 

Spray Tip Penetration 

The spray discharge velocities measured within a 
time interval of about 50 /zs after the start of injec- 
tion and along a distance of some 5 mm downstream 
of the nozzle were found to be independent of noz- 
zle hole diameters and, consequently, independent 
of the mass and momentum of fuel entering the 
combustion chamber. The further propagation of the 
spray, however, is affected by the transfer of mo- 
mentum into the surrounding gas via drag forces and 
by evaporation. This momentum transfer deceler- 
ates the spray, and now spray tip propagation down- 
stream of the nozzle is expected to depend not only 
on fuel injection pressure but also on the mass of 
fuel injected and hence on nozzle hole diameter. 

Data for the three MINISAC holes, together with 
the respective rates of fuel injection, are given in Fig. 
7. They confirm the influence of the nozzle hole di- 
ameter and demonstrate the dependence on fuel 

injection pressure. Similar investigations have been 
published in Ref. 7 for hole diameters between 0.11 
and 0.27 mm, but there the limited flexibility of the 
fuel injection pump did not allow this systematic in- 
vestigation of fuel injection pressure levels. 

Sprays injected with holes of the same diameter 
but with the MINISAC, SAC, and VCO nozzle type 
are compared in Fig. 8, again together with data for 
the rate of fuel injection. The results further em- 
phasize the predominant influence of the fluid flow 
conditions inside the nozzle already noted in the dis- 
charge velocity analysis. 

Axial Flame Distribution 

The recording of the axial flame distribution and 
its temporal variation along with the study of the 
spray propagation, is shown in Fig. 9. It demon- 
strates the axial position of the flame relative to the 
spray throughout the injection and combustion pro- 
cess. The optical data are complemented with a set 
of conventional rate and pressure measurements to 
describe the injection and combustion process. Such 
measurements provide precise data for the mass of 
fuel injected, ignition delay intervals, location of ig- 
nition, flame liftoff distance, and rate of heat release. 
The data reduction procedure is sketched in Fig. 9. 
The ignition-delay interval is determined by the 
identification of the start of injection and the start of 
flame radiation. The flame liftoff distance is identi- 
fied by the local rise of flame radiation intensity. Be- 
cause both parameters are extracted from uncali- 
brated light intensity measurements, they are 
influenced by camera sensitivity, camera aperture, 
and window transparency. Therefore, to allow the 
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relative comparison of the sprays, these experimen- 
tal parameters have been kept constant throughout 
the investigations. 

The accuracy of ignition-delay intervals measured 
by this procedure for each individual spray is within 
+ /-50 /is, because both the start of injection and 
the start of luminous combustion are easily identified 
by the large signal gradients in the linescan records. 
The accuracy of determining the flame liftoff dis- 
tance, however, is poor and since the liftoff distance 
itself is governed by stochastic processes of turbulent 
fuel-air mixing in the periphery of a turbulent spray, 
the extracted liftoff parameters are used primarily 
for the relative comparison of the individual sprays. 

The summary of flame liftoff data is given in Fig. 
10 for sprays injected with holes of 0.18-mm diam- 
eter at injection pressure levels between 200 and 800 
bar. At higher injection pressure levels, the faster 
propagation of the spray gives rise to larger liftoff 
distances. Liftoff distances are similar for the sprays 
injected with the two-hole SAC and VCO nozzles 
but significantly larger for the axial single-hole MIN- 
ISAC nozzle, even if its ignition-delay time is 
smaller. 

Discussion and Summary 

The data obtained in this study demonstrate and 
quantify the predominant influence of fuel injection 
pressure and of nozzle hole diameters on the tem- 
poral and spatial distribution of the spray. Moreover, 
the effect of nozzle hole types on spray propagation 
was measured, and the results could be ascribed to 
the influence of fluid flow inside the nozzle tip. 

Emphasis was put on the analysis of the early spray 
propagation phase because it governs the further 
distribution of fuel and the formation of a combus- 
tible fuel-air mixture. The data obtained for the ig- 
nition and combustion phases reflect the overall 
trends of spray propagation. The distance between 
the nozzle hole orifice and the location of ignition 
and flame position is enlarged considerably with the 
faster and further propagation of the spray. 

The particular structure of the fuel sprays found 
to be characteristic for the nozzle hole types (espe- 
cially during the needle opening and closing phase) 
was not found in the analysis of ignition and flame 
distribution. This is reflected by the time intervals 
relevant for the temporal sequence of spray propa- 
gation, local mixture distribution, and combustion. 
The influence of the needle opening phase was 

found to be on the order of 70 /is, followed by the 
spray tip propagation phase of about 400 /is at 300 
bar and 150 /is at 800 bar fuel injection pressure. 
Ignition occurred about 0.9 ms after the start of in- 
jection. Thus, it is evident that the spray structure 
formed within the needle opening phase of 70 /is is 
unlikely to be preserved throughout the ignition-de- 
lay interval of about 0.9 ms. 

In view of todays spray and combustion modeling 
efforts, the results derived from the optical analysis 
together with corresponding data for the rates of fuel 
injection and of heat release as given in Fig. 9 serve 
as reference for model verification [10]. 
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COMMENTS 

W. Hentschel, Volkswagen Ab, Germany. In what way 
would a swirl flow and the presence of a bowl wall influence 
the early spray formation? 

Author's Reply. The interaction of spray and flow field is 
governed by the drag forces between the gas surrounding 
the spray and the spray droplets or spray fragments. Here 
the velocity difference and the density ratio between liquid 
and gas phase are the main factors of influence. 

In swirling flow fields, we see distinctive stages of spray 
propagation: 

Spray core regime: Fuel sprays are injected into the flow 
field at discharge velocities of 40 up to 200 m/s and at spray 
cone angles of about 20 deg. as shown in this paper. Hence, 
near the nozzle there is a high concentration of fuel prop- 
agating at high velocities and the flow field just has minor 
influence on the bulk of the spray motion. 

Spray dispersion: Further along its propagation the spray 
is dispersed and its decreasing concentration allows for an 

efficient transfer of momentum between the droplets and 
the gas phase. In swirl type flow fields the circulation of 
droplets along with the gas motion is observed [1]. 

Spray vapor regime: With the evaporation of fuel, the 
spray concentration is further decreased. Fuel vapor flow 
is governed by the turbulent mixing with the surrounding 
in-cylinder air and by the large scale convective air motion 
and consequently is carried along with the swirl flow. 

The spatial extent of these regimes is governed by fuel 
injection parameters as given in this paper and by the in- 
cylinder gas density and gas motion. Rate shaping injectors 
with initial injection throttling can considerably reduce 
spray discharge velocities and consequently the initial 
propagation phase and thus allow the flow field to interact 
with the spray closer to the nozzle. 

Combustion chamber walls take influence as they 

• govern the peripheral gas motion, 
• redirect the fuel vapor jet, and 
• give rise to complex droplet-wall interaction. 
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NEAR-FIELD ENTRAINMENT IN UNSTEADY GAS JETS AND DIESEL 
SPRAYS: A COMPARATIVE STUDY 
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Entrainment of surrounding gas into diesel sprays and impulsively started, axisymmetric round jets was 
investigated experimentally to identify the main characteristics of the gas/fuel mixing process. Diesel sprays 
and gaseous jets were injected into quiescent air under different ambient temperature and density. The 
entrainment was evaluated by measuring the air velocity normal to a cylindrical control surface surrounding 
the jet/spray cone. The comparison was performed over two periods: (a) the initial transient period, char- 
acterized by a strong variation of the entrainment velocity, due to the passage of the jet-head vortex; (b) 
the quasi-steady period, after the passage of the jet head, where the entrained gas velocity undertakes only 
smooth variations because of the varying injection conditions. A strong similarity between gas jets and 
diesel sprays was observed in the transient period when appropriate dimensionless variables were intro- 
duced, whereas differences were observed during the quasi-steady period, which may be related to the 
different momentum transfer mechanism acting during that period. A simple qualitative model, based on 
an analogy with the movement of a growing solid sphere, is also provided to interpret the experimental 
results about the leading vortex of diesel sprays and impulsively started gas jet. 

Introduction 

Single- or multiphase fluid jets have the charac- 
teristic of entraining the surrounding fluid. For axi- 
symmetric steady gaseous jets, the mass flow rate 
through a section normal to the jet axis is equal to 

m(z) = 2n f pU<r' rdr (1) 

where p is the gas density, U(r, z) is the axial velocity, 
z, r the axial and radial coordinates. If m0 is the in- 
jected mass flow rate and the jet is steady, me = m 
— m0 is the entrained mass flow rate. The entrain- 
ment in axisymmetric steady gas jets has received 
considerable attention both theoretically and exper- 
imentally. Ricou and Spalding [1] investigated the 
fully developed region from z/D = 50 to 200 (D = 
nozzle diameter) by using injected and surrounding 
gases of equal or different density. They directly 
measured the entrained mass flow supplied through 
a porous wall surrounding the jet and showed that 
its rate increased linearly with the distance from the 
nozzle exit (in the far field, me = m), for jet Reynolds 
number higher than 25,000. They also measured the 
entrainment coefficient defined as 

dz  \m, 
Po (2) 

where p0 and pe are the densities of the injected and 
surrounding fluid. The entrainment coefficient was 
found to be constant ( = 0.32). Hill [2] applied a 
similar technique to both the near and far field and 
found that K'e = 0.32 for x/D > 13.6 and Re > 
30,000. 

Although measurements in the near-field region 
have shown discordance, the entrainment coefficient 
has generally been found to be lower than that in 
the fully developed region. The air entrainment can 
be determined by direct measurement of the axial 
velocity profile and numerical integration of Eq. (1). 
Uncertainties can arise because of the lack of axial 
symmetry and higher relative errors near the jet 
edge, which can be amplified by the integration. As 
reported by Hill [2], early works based on this 
method show quantitative differences in the near- 
field zone and the common indication that the en- 
trained mass flow rate does not increase linearly with 
z. More recently, the entrained mass flow rate de- 
termined by a constant-temperature thermoane- 
mometer [3] and a laser Doppler anemometer [4] 
was found to increase linearly; the entrainment co- 
efficient is thus constant (= 0.183 and 0.24, respec- 
tively). Hill [2] by using an adaptation of the porous 
wall method, found that the entrainment coefficient 

2549 



2550 DIESEL ENGINES 

increased with nozzle distance in the near-field re- 
gion (x/D < 13.6) from about 0.12 to the far-field 
constant value (0.32); the behavior was independent 
of Reynolds number in the range covered by the 
experiments, 6 X 104 - 29 X 104. 

Impulsively started gas jets have received less at- 
tention, although lately the possible application of 
gaseous fuel injection in the automotive field is mo- 
tivating the search for more detailed information. A 
theoretical analysis of the transient behavior of a 
laminar jet was given by Abramovich and Solan [5]; 
based on it and on the early work of Turner [6], a 
theoretical analysis of an impulsively started gas jet 
was given by Witze [7], who also reported detailed 
flow velocity and tip penetration measurements. He 
claimed that the suddenly started jet quickly reaches 
the steady state condition after the transit of the 
leading vortex. 

Even though air entrainment in steady and un- 
steady full cone sprays is important in many appli- 
cations (such as internal combustion engines), this 
phenomenon has received comparatively little atten- 
tion and the similarity between gas and spray jets 
has often been claimed. The entrainment of hot air 
into diesel sprays under engine conditions controls 
evaporation rates, mixing rates, and liquid penetra- 
tion length [8]. A common finding of recent work 
was the nonlinear dependence of the entrained-mass 
flow rate on the nozzle distance [9-11] also in the 
so-called far field (hundreds of diameters down- 
stream from the nozzle). The numerical value of the 
entrainment coefficient K!c (also called nondimen- 
sional entrainment rate) was found to vary over sev- 
eral orders of magnitude and usually to be lower 
than the corresponding value for steady gas jets. 

Indeed, the mass flow rate through a jet cross sec- 
tion is expected to have a linear dependence on the 
nozzle distance whenever the momentum flow rate 
through any section is independent on axial distance 
and self-similarity of the velocity gas profiles exists; 
both conditions are fulfilled in steady turbulent gas 
jets as long as z/D is sufficiently high (z/D > 14) [2], 
However, no reliable information about the validity 
of those hypotheses is available for unsteady jets and 
steady and unsteady full cone sprays. The previously 
mentioned nonlinear dependence on the nozzle dis- 
tance of the entrained mass flow rate in sprays seems 
to support the expectation that gas momentum flow 
rate does change with axial distance because the mo- 
mentum exchange between the injected liquid and 
gas phase is not as efficient as in gas jets. Thus, it 
takes place over a longer distance from the nozzle, 
likely up to z/D > 200 [12]. 

The purpose of the present work was to compare 
the entrainment process originated by impulsively 
started gas jets and diesel sprays operated under a 
variety of experimental conditions; the study has 
been limited to the near-field region, extending up 

to 60 mm from the nozzle, because it presents the 
major interest for engine applications. 

Experimental Setup 

Gas or liquid fuel was injected in a closed cylin- 
drical chamber (206 mm inner diameter) equipped 
with four quartz windows and designed to withstand 
variable air temperatures and pressures. Both the 
gas and diesel injectors were aligned with the cham- 
ber axis and positioned with the tip protruding less 
than 1 mm from the top flat wall. More details about 
the experimental setup can be found elsewhere [13]. 

The gas nozzle (3-mm diameter) was connected 
to a stagnation chamber through an electronically 
controlled solenoid valve; the back pressure was 
monitored and remained almost constant during the 
measurement period (50 ms). The nozzle discharge 
coefficient was measured under stationary condi- 
tions and then used to evaluate the injected mass 
flow rate from the injection pressure during un- 
steady injections; the injected air density was eval- 
uated assuming an adiabatic irreversible gas flow 
through the nozzle. 

A single-hole Bosch injector (0.25-mm nozzle di- 
ameter) was used for the spray experiments; ordi- 
nary diesel oil (p = 820 kg/m3) was supplied by a 
Bosch high-pressure injection pump driven by a 
variable-speed electric motor and operated in single 
injection mode. The nozzle opening pressure was 
fixed at 21.4 MPa, and the injection pressure history 
was measured at the injector inlet by a pressure 
transducer and found very repeatable (within 
± 0.5%, based on the rms value). The injected mass 
flow rate was calculated from the pressure trace, ac- 
counting for the average nozzle discharge coefficient 
measured by collecting and weighing the injected 
fuel over many injections and by measuring the in- 
jection duration (3.3 ms) by laser beam obscuration. 

Entrained air velocity was measured by a dual- 
beam LDV system (DANTEC), comprising a 5-W 
Ar+ laser and a 40-MHz Bragg cell for frequency 
shifting and directional sensitivity. The backscatter 
configuration was used with a geometrical measure- 
ment volume 1 mm in length and 0.1 mm in diam- 
eter. The data processor (Dantec PDA) allowed 1- 
jis time resolution in data acquisition. For the jet 
experiments, the ambient air was seeded with aero- 
sol micrometric particles, whereas droplets left be- 
hind from previous injections (arithmetic mean di- 
ameter « 5fim, measured by PDA) were used as 
tracer particles for the spray experiments. The nee- 
dle lift opening at 21.4 MPa (spray experiments) or 
the TTL signal activating the solenoid valve (jet ex- 
periments) was used to trigger data acquisition. 

Measurement Technique 

The method adopted in the present work to mea- 
sure the entrainment was the same as that used in 
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FIG. 1. Schematic of the cylindrical control surface that 
defines the measurement locations. 

parallel to the jet axis (from z = 2.5 to 57.5 mm, 5- 
mm step), and each measurement was considered 
representative of the air velocity relative to a half 
ring (Fig. 1). The choice of the radius of the cylinder 
was critical. In fact, a small radius is expected to 
reduce the relative error in the measured velocity 
because the entrainment velocity increases going to- 
ward the axis; on the other hand, near the jet/spray 
edge, the measurement of the radial velocity be- 
comes less accurate because of interference with the 
jet turbulent boundaries and the existence of a non- 
negligible axial velocity component. Tests were car- 
ried out to optimize the choice [10], and a cylinder 
radius of 10 mm for the spray and 20 mm for the 
gas jet was chosen as the best compromise. 

previous investigations [10,14] and consisted of mea- 
suring the air velocity normal to a cylindrical control 
surface enclosing the jet. The cylinder can be sub- 
divided into many rings (Fig. 1), and the air mass 
flow rate entering through any ring (partial entrained 
mass flow rate) can be estimated from the measured 
normal velocity: 

IRing-p 
peV(z, t) dQ (3) 

The total entrained air mass flow rate crossing any 
section of the cylinder normal to its axis is then eval- 
uated by summing all the partial entrained mass flow 
rates from the top plate (z = 0) to the actual z po- 
sition. The major advantage of this method is that it 
can be applied easily to unsteady jets. The actual 
measurements of the radial velocity component 
were performed along two opposite straight lines 

Results and Discussion 

Table 1 summarizes the conditions under which 
the experiments on diesel spray and gas jet were per- 
formed. Gas density was calculated from the mea- 
sured air temperature and pressure using the perfect 
gas law; for the spray experiment, the effect of sus- 
pended particles in the air on the average density of 
the entrained flow was estimated to be lower than 
0.1% for the worst condition [13]. Data were col- 
lected over many consecutive injections and ensem- 
ble averaged over time windows of 0.1 ms for the 
spray and 0.3 ms for the gas jet; the estimated sta- 
tistical error of the mean velocity, U(z, t), was lower 
than 4% for the quasi-steady period. 

Observation of the measured velocity (both for 
diesel spray and gas jets) reveals two distinct time 
periods: (a) the initial transient period, character- 

TABLE 1 
Operating conditions. 

Ambient Ambient Density ratio Injection 

pressure Temperature density Pe pressure v„ 
Experiments (MPa) (K) (kg/m3) Pj (MPa) (m/s) 

Spray—A 0.1 298 1.17 0.00142 70" 83.1 

Spray—B 0.6 298 7.02 0.00853 70" 55.2 

Spray—C 0.1 373 0.93 0.00114 70» 89 

Spray—D 0.6 373 5.60 0.00682 70" 58 

Spray—E 0.57 393 5.04 0.00685 70« 55.8 

Spray—F 0.1 413 0.84 0.00103 70" 96.4 

Spray—G 0.6 413 5.06 0.00616 70« 64.2 

Spray—H 0.69 473 5.07 0.00685 70" 65 

Spray—I 0.1 298 1.17 0.00142 140" 94.3 

Jet—A (Air) 0.1 298 1.17 0.954 0.144 20.6 

Jet—B (Air) 0.1 298 1.17 0.84 0.22 22.4 

Jet—C (CO,) 0.1 298 1.17 0.63 0.14 18.7 

Jet—D (C02) 0.1 298 1.17 0.585 0.25 21.0 

"peak pressure 
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FIG. 2. Entrainment velocity ver- 
sus time as measured by LDV for 
both gas jet A and diesel spray B. 
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FIG. 3. Entrainment coefficient in 
steady and unsteady gas jets and die- 
sel sprays. 

ized by a wide oscillation of the radial velocity (Fig. 
2), with a characteristic interval during which it is 
negative (i.e., directed outward) implying the pas- 
sage of the jet head vortex; (b) the quasi-steady pe- 
riod after the passage of the head vortex, when the 
radial velocity is positive (i.e., directed inward) and 
undertakes only smooth variations because of the 
varying injection conditions. The characteristics of 
those periods are so different that it proves useful 
and necessary to separate the analysis of the results. 

Quasi-Steady ]et Period 

Entrainment during this period can be evaluated 
through the nondimensional entrainment rate, K!e, 
for both gas jets and diesel sprays. Figure 3 shows 
the measured values o£K'e for the impulsively started. 

gas jet, as well as the results obtained on steady gas 
jets injected through the same nozzle, with Re rang- 
ing between 5200 and 53,000. The comparison in- 
dicates that the quasi-steady approximation is ade- 
quate, at least for entrainment data, and confirms 
that quasi steadiness is quickly reached after the pas- 
sage of the head vortex, as already pointed out by 
Witze [7]. Moreover, K'e is not constant in the near 
field, confirming the results of Hill [2], although the 
far-field value, 0.32, is reached only for z/D = 20 
rather than z/D = 14; this discrepancy may be due 
to the different nozzle design, which may also influ- 
ence the potential core length [7]. 

For the unsteady diesel spray, K'e depends on z 

over the whole investigated region up to z/D = 200, 
with a strong dependence on gas temperature and 
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density. Figure 3 shows the main differences be- 
tween entrainment into gas jets and diesel sprays; 
which can be explained by considering that the mo- 
mentum exchange in gas jets is due mainly to tur- 
bulent mass transfer from the injected fluid to the 
ambient gas. In liquid sprays, on the other hand, 
momentum is transferred mainly by viscous drag act- 
ing on the liquid droplets, although the component 
associated with mass transfer may play a more rele- 
vant role in evaporating sprays. 

A tentative correlation of the spray results was 
given by Cossali et al. [13]: 

K = 0.044 te+13j      £ 

(for z/D < 200), 

05° 'PeY31 (JA10 

273/ 

(4) 

where pe and Te are the entrained gas density and 
temperature and p„ is the injected fuel density. The 
unsteady gas jet results of Fig. 3 were fitted best by 
the following correlation: 

(for z/D < 18)     (5) Ke = 0.0718 I - + 7.77 

From Eqs. (4) and (5) it appears that the magnitude 
of K^ at comparable z/D may be much lower in diesel 
sprays than in gas jets, because of the less-efficient, 
momentum-transfer mechanism. However, to obtain 
similar penetration for gas jets and diesel sprays in 
a swirling, in-cylinder flow and a comparable amount 
of injected fluid in the same time interval, the fol- 
lowing conditions should be fulfilled: 

^Q,S   ^    -I _ J O.S   =^    -I 

moJ J°.j 
(6) 

where s and j stand for spray and gas jets, m0 is the 
injected mass flow rate, and J0 is the injected mo- 
mentum flux. By assuming uniform distribution of 
the velocity at the nozzle exits, U0, Eq. (6) requires 
that U0j = U0iS; this implies D/Ds = (p0Jp0j)

0-5- At 
downstream location z, the nondimensional dis- 
tances that appear in Eqs. (4) and (5) are related by 

*-H ■j      Ds \p0J 
s \p0. 

On substituting in Eqs. (4) and (5) and integrating 
Eq. (2) for K'es and K'ep we obtain the ratio between 
the entrained mass flow rate for gas jets and diesel 
sprays at the same nozzle distance z, under the con- 
ditions imposed by Eq. (6) 

meJ(z) 
, .      1.63 p 

1/2 

+ 7.77 7.773/2\ 

[C, + 13F2 - 133/2 

m     (7) 
where the exponent of (z/D + 7.77) in Eq. (5) was 
taken equal to 1/2. Under enginelike conditions, z 
= 30 mm, Ds = 0.25 mm, p0/p0jS = 0.023, T = 
960 K, and pe = 22 kg/m3, Eq. (7) gives TOe/mc>s ~ 
0.70, showing that diesel sprays may entrain more 
air than gas jets. 

Initial Transient Period 

The initial transient period is characterized by a 
wide oscillation of the radial air velocity outside the 
jet cone that can be attributed to the passage of the 
jet head vortex. It was possible to evaluate the av- 
erage velocity, V„, at which this structure is con- 
verted downstream, by measuring the time at which 
the velocity curve crosses the zero line (Fig. 2) at 
consecutive z locations and interpreting it as the 
time at which the center of the head vortex passes 
across the measurement location. A common feature 
of all the experiments is that this velocity does not 
change significantly with z in the investigated range 
(0 < Cj < 20; 0 < Cs < 210); for a diesel spray, Vv is 
about 30% lower than the tip velocity, as measured 
by a high-speed image acquisition system. 

The head velocity depends on the entrained and 
injected density ratio, for both the diesel spray and 
the gas jet (Fig. 4), but it is almost independent of 
the injection velocity. This is implied by the obser- 
vation that the spray head velocities for high- (140 
MPa) and low-pressure (70 MPa) cases are only 
slightly different. This is also true for the gas jet ex- 
periments (Jet A-B and Jet C-D). 

The entrained velocity time history of gas jets and 
diesel sprays shows a qualitative resemblance to that 
caused by the passage of a solid sphere moving at 
constant velocity along the jet centerline. A solid 
sphere would produce a symmetric oscillation of the 
velocity, with minimum and maximum values of the 
same magnitude. In the present case (Fig. 2), Vmin/ 
Vmax < 1 as shown in Fig. 5 where this ratio is plotted 
versus z° = z/b (b is the distance of the measure- 
ment location from the jet axis) for both sprays and 
jets. A sphere of increasing radius would produce a 
similar velocity oscillation with a ratio Vmin/Vmax < 
1. The lines in Fig. 5 represent the values of Vmin/ 
Vmax calculated for a sphere moving at constant ve- 
locity, but with an increasing radius given by r" = 
kr" (where r° = rib and x = tVJb). Calculations 
were performed by assuming quasi steadiness of the 
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FIG. 5. Vmin/Vmax ratio versus z° 
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comparison with the solid sphere 
model. 

flow around the sphere, which is equivalent to ne- 
glecting the acceleration term in the Euler equa- 
tion—a simplification that was estimated quantita- 
tively to be acceptable for the present dynamic 
conditions. 

The model of a growing sphere for the jet head 
evolution, proposed by Witze [7], implies that the 
jet/spray head does not entrain gas during its move- 
ment and its size increases only because of the quasi- 
steady jet that feeds it. To support this hypothesis, 
the axial velocity along the spray axis was measured 
before and during the passage of the head; compar- 
ison with the expected values of the axial velocity for 
the case of a solid sphere moving at the velocity of 
the spray-head vortex showed strong but inconclu- 
sive analogies. 

The similarity of the unsteady behavior of sprays 
and jets is emphasized when nondimensional vari- 

ables are used. In terms of x = tVJb, the duration 
of the velocity oscillation Ax (Fig. 6) becomes com- 
parable at the same nondimensional distance z" = 
z/b; however, for a growing sphere, Ax would reach 
the asymptotic (i.e., z" —> <») value of 0.5 that is much 
lower than the values obtained for sprays and jets. 
The observed similarity of gas jets and sprays, de- 
spite the large difference in injection conditions and 
flow characteristics (one- and two-phase flows), sug- 
gests that the head structure is determined mainly 
by the gas entrainment into the quasi-steady jet/ 
spray rather than the type and characteristics of the 
injected fluid. 

Figure 7 compares the time history of v" = V7 
Vmax at different z", for both the diesel spray and the 
gas jet. The similarity of the velocity histories in non- 
dimensional form suggests the existence of a com- 
mon   underlying   mechanism   and   confirms   the 
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similarity between gas jet and diesel spray when ob- 
served on a proper nondimensional basis. It should 
be pointed out that entrainment of surrounding gas 
into the jet begins only after the passage of the head 
vortex; thus, it is the head vortex penetration and not 
the tip penetration that controls the length of the 
region in which gas is entrained. 

Conclusions 

From the experiments performed on gas jets and 
diesel sprays, two important temporal characteristics 
were identified: 

a. A transient period: caused by the passage of the 
jet head vortex and characterized by a strong sim- 
ilarity between jets and sprays when appropriate 
dimensionless variables were introduced. The jet 
head vortex was found to move at almost constant 
velocity that appears to depend strongly on the 
entrained-to-injected density ratio (Vc ~ (pj 
A))-0'23) and slightly on the injection velocity. The 
motion of the surrounding gas revealed a consid- 
erable analog)' with the motion of the gas around 
a solid sphere moving at velocity Vc, and after 
proper nondimensionalization, jet and spray en- 
trainment velocities compared well. 

b. A quasi-steady period: this was reached quickly 
after the passage of the head vortex, when the gas 
entrainment begins and the nondimensional en- 
trainment rate depends on the nozzle distance, 
for both jets and diesel sprays. Tentative corre- 
lation of the available data shows a similar depen- 
dence of K'e on z, while the magnitude of K'c at 
comparable z/D may be much lower in diesel 
sprays than in gas jets. However, diesel sprays and 
gas jets entrain a comparable quantity of sur- 
rounding gas in the near field (z/D < 20 for gas 
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jets and z/D < 200 for diesel spray) under com- 
parable conditions in terms of injected mass, pen- 
etration capability (Eq. [6]), and distance from 
the nozzle. 

The comparison of computer simulations with 
measured entrainment data could provide valuable 
information about the capability of the model to pre- 
dict correctly the large-scale phenomena such as liq- 
uid/gas momentum transfer; it should be more 
meaningful than the usual comparison with tip pen- 
etration data, which are often technique dependent. 
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transfer rate is higher for smaller droplets. The injection of 
smaller droplets is expected to bring closer to the nozzle 
the region where the entrainment coefficient should be in- 
dependent of nozzle distance (drops-gas equilibrium re- 
gion) and where the spray would behave like a particle- 
laden jet. 

N. Peters, RWTH Aachen, Germany. How did the en- 
trainment coefficient for Diesel sprays in your measure- 
ments depend on the density ratio? 

Author's Reply. The definition of entrainment coefficient 
(Eq. 2) contains the factor (pjp0)u2 which renders the en- 
trainment coefficient (Ke) in gaseous jets independent of 
the density ratio. The constancy of Ke in steady gaseous 
jets can be derived theoretically assuming self-similarity of 
the gas axial velocity profiles and constancy of the momen- 
tum flux through any jet cross section. For Diesel sprays 
such a derivation is no longer valid, and in fact, the mea- 
sured entrainment coefficient depends on the density ratio 
as (pJPo)0-31 (Eq. 4). 
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Flame liftoff and stabilization in nonstationary n-heptane sprays is studied for diesel engine-like con- 
ditions using a numerical simulation involving complex chemistry and a novel subgrid stirred reactor model 
of turbulence-chemistry interaction. By following ignition and flame formation processes, it is shown that 
the flame stabilizes at a certain point due to the upstream propagation of a triple flame where the leading 
edge is at the stoichiometric surface and the combustion occurs both on the lean and on the rich side. 
Due to the evaporative cooling, large injection velocities, and the strong flame stretch, the stabilization 
distance is very large. This allows a considerable amount of air to enter the central part of the flame to 
feed the internal rich flame, and a large amount of fuel to escape combustion in the stoichiometric flame 
and support the external lean flame. Both soot and NOr emissions reduction are expected to follow for 
large liftoff distances (i.e., high pressure and small orifice injection). The flame stabilization mechanism is 
a result of complex physical and chemical interactions and cannot be described by a simplified theory but 
to the leading order is determined by the chemical reaction time at the leading edge, the turbulent dif- 
fusivity, and the flow velocity so that there exists a balance between the local convection velocity and the 
triple flame propagation speed. The unburned/burned gas density ratio determining the shape of the 
leading edge of the flame is important in this process. Due to fast evaporation, the spray properties have 
little effect on flame stabilization except for the heat of evaporation affecting the temperature at the 
stoichiometric surface and the combustion kinetics of the fuel. Liftoff trends are studied, and available 
data on liftoff distances are compared with the predictions. The accuracy achieved is good. 

Introduction are interested in the basic physics of the processes, 
simple axi-symmetric spray geometry is studied with 

Recently, there has been a renewed interest in no wall interaction and no cross flow which well re- 
flame liftoff, mainly in conjunction with flame sta- produces the basic features of contemporary, direct 
bilization in diffusion flame-based combustion injection diesel engines with quiescent combustion 
equipment [1-7]. Since liftoff is close to blowoff, systems and a single-component model fuel. We se- 
operation in the lifted flame mode is considered to lected n-heptane for that purpose because it has a 
be abnormal and no aspects of liftoff other than the cetane number close to 50, typical for diesel fuels, 
critical conditions were studied in the literature. In and also because the detailed reaction mechanism 
diesel sprays, due to strong evaporative cooling of for it is well known [8-10]. However the physical 
the leading edge of the flame, high injection veloc- properties of n-heptane differ substantially from typ- 
ities, and small sizes of the injection orifices, highly ical diesel fuels, 
lifted flame operation is typical and other aspects 
become important, particularly, the effects of liftoff 
on emissions. Since the liftoff causes substantial pre- 
mixing and, thus, strongly changes the combustion A detailed discussion of the model and numerical 
conditions, the effects can be important. method can be found in Ref. 11. Here, we have to 

The paper focuses on the mechanism of diesel restrict ourselves to a simplified description focusing 
flame stabilization, analyzes trends in liftoff behavior, on features of the model that are different from 
and makes comparisons with some current theories those in standard approaches: the chemical kinetics 
of flame stabilization and the available data on liftoff and turbulence-chemistry interaction. Some details 
distances. The pollutant formation consequences of of the approach can also be found in Refs. 12 and 
the liftoff operation are also discussed. Because we 13. 
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The Model and Numerical Method 
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TABLE 1 
Rate coefficients for the generic reaction mechanism, A [mol/m3], ß and E„ [kj] are the Arrhenius coefficients in 

k = AT"exp(-E„/RT) and [RH] is evaluated as [H2C7/S] 

Reaction 

1 RH + 02 -> R + HOO 
2 RH + OH -> R + H20 
3 R + 02 -> ROO 
4 ROO -> R + 02 

5 ROO -4 ROOH 
6 ROOH -> ROO 
7 ROOH + 02 -> HOOROO 
8 HOOROÖ -» ROOH + 02 

9 HOOROO -> HOOROOH 
10 HOOROOH -> is 02 - RH + s CO + OH 
11 ROOH -> -ii 02 + s CO + OH + HOO 
12 R + 02 -> -ra 02 + I CO + HOO 
13 RH + HOO -» R + HOOH 
14 RH + Ö -> R + OH 

ROOH 

1.11 107 

1.01 103 

2.00 106 

2.00 1015 

5.44 109 

6.01 1010 

2.00 106 

2.00 101S 

1.92 109 

1.00 109 

8.40 1014 

2.00 106 

4.11 10« 
2.15 106 

0.04 201.19 
1.25 3.42 
0.00 0.00 
0.00 117.23 
0.59 44.97 
0.59 44.97 
0.00 0.00 
0.00 117.23 
0.71 44.48 
0.00 31.40 
0.00 180.03 
0.00 25.10 
0.26 70.77 
0.31 21.13 

A Lagrangian-Eulerian formulation is used to an- 
alyze the droplet motion and flow field. Turbulent 
dispersion of the droplets is modeled by random 
walk and droplet collisions, including bouncing col- 
lisions, permanent coalescence and coalescence and 
separation, as well as droplet break-up are accounted 
for. Forced convection is considered in the droplet 
heating and evaporation model. When the critical 
conditions are reached, the droplet is instantaneous- 
ly transferred to the gas phase and uniformly dis- 
tributed within a computational cell. The analysis of 
the gas phase involves solving equations for mass, 
momentum, and energy. The variable density k-e 
model for turbulence is also included. The spray 
model consists of separate algorithms of the individ- 
ual processes which are then coupled together by a 
method of fractional steps or time-step splitting. The 
above framework may now be considered standard 
and closely follows the approach of Amsden et al. 
[14]. Only a modified droplet break-up model is in- 
troduced, assuming the continuous reduction of the 
droplet size of large droplets due to stripping and a 
sudden destruction after a characteristic deforma- 
tion time as a result of bag break-up. Both processes 
form droplets that are stable in local flow conditions. 
A prediction of gas-phase penetration for evaporat- 
ing n-heptane sprays in very close agreement with 
experiments was obtained by using the spray model, 
with a fairly good prediction of the liquid-phase pen- 
etration [13]. 

Chemical Kinetics 

The detailed diesel spray combustion models 
known from the literature [15], with the exception 
of Ref. 16 and the more recent ones [17,18] use very 

crude reaction models (either single-step chemistry 
or eddy break-up or both with a switching criterion) 
and, thus, are unable to reproduce the very complex 
ignition or, extinction and combustion behavior of 
higher hydrocarbons as a function of temperature 
and pressure. In the advanced diesel spray combus- 
tion models, the "Shell" mechanism [19,20] is most 
often used. Since the mechanism does not provide 
reactions for the postignition combustion, phase 
switching to an irreversible global reaction after ig- 
nition is applied. This switch does not provide a good 
basis for flame propagation, and stabilization studies 
in which ignition and extinction phenomena are im- 
portant. Thus, a more complex, reduced n-heptane 
reaction model has been developed for our study 
based on the Refs. 8 and 9. It contains a fairly ex- 
tensive treatment of the primary propagation reac- 
tions based on simple, lumped fuel reactants and a 
detailed treatment of the CO-H2-02 system. The 
primary reactions involving the fuel are shown in Ta- 
ble 1. The remaining reactions are well established 
and are omitted here. The full system of 59 reactions 
used can be found in Refs. 11-13. Very good accu- 
racy in predicting the experimental shock tube ig- 
nition delays [21] was achieved using the system over 
a wide range of temperatures and pressures [11-13]. 

Turbulence-Chemistry Interaction 

Modeling the diesel combustion process requires 
a turbulence-chemistry interaction model that can 
cover the full range of chemical and turbulence time 
scales, from distributed, slow chemical reactions to 
turbulent, mixing controlled fast chemical reactions. 
Furthermore, the model must be able to deal with 
both premixed and diffusion-controlled combustion 
and the very difficult in-between case of partially 
premixed   combustion.   The   above   requirements 
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practically exclude the possibility of using flamelet 
modeling to treat the complex chemistry, due to the 
large dimensionality of the flamelet libraries, com- 
puter power limitations for on-line flamelet calcu- 
lations, and problems in treating ignition and 
extinction processes. Flamelet-like subgrid turbu- 
lence-chemistry interaction is, however, possible if 
the molecular diffusion terms of the flamelet treat- 
ment are simplified. An obvious solution is to use a 
local stirred reactor model for the turbulence-chem- 
istry interaction, thus omitting the molecular fluxes 
calculation but accounting for them by including the 
Kolmogorov scale mixing in the interaction and ran- 
dom turbulent motion of the reacting regions. Such 
an approach is proposed here. It is based on the 
pioneering works of Magnussen summarized in 
Refs. 22 and 23, and Gonzales and Borghi [24], In 
the model, we assume that each cell is composed of 
reacting and nonreacting locally uniform elements. 
The interaction of all elements occurs by "exchange 
with the mean." For the mean value we have 

Y; = (1 - K) yf + KYP (1) 

where K is the molecularly mixed fraction of the cell 
volume available for chemical processes, and the su- 
perscripts R and N indicate properties in the react- 
ing and the nonreacting volume, respectively. The 
rates of change of mean species concentration can, 
thus, be calculated as 

KWj (2) 

In this way, complex chemistry, large-scale segrega- 
tion, and micromixing effects are included in the 
simulation, and only the internal nonuniformities of 
the molecularly mixed reacting regions are disre- 
garded. 

The problem now arises how to estimate the re- 
acting volume fraction (K). It seems to be quite clear 
that it is to be proportional to the ratio of the chem- 
ical reaction time (TCI,) to the total conversion time 
in the reactor, i.e., the sum of micromixing (eddy 
break-up) time (rm) and reaction time (Tch), as given 
by 

Teh 

+  Tch 

(3) 

The estimation of both times is a problem, however. 
Let us first discuss the mixing time problem. Nor- 

mally, only the large-scale eddy break-up times are 
considered. This method was tried by the authors 
with good results in the ignition delay prediction for 
the sprays, but with poor results in the energy re- 
lease rate predictions. The time appeared to be 
much too long. Magnussen [22,23] assumed that the 
reactions occur in the fine structure part of the flow 
only, and proposed certain geometry and kinematics 
of the fine structures as well as a certain mechanism 
of heat and mass exchange with the surroundings to 

obtain the proper time scales. Basically, the charac- 
teristic dimension of the fine structures is assumed 
to be close to the Kolmogorov scales and their in- 
teraction with the surroundings based on Kolmo- 
gorov times. Gonzales and Borghi [24] propose to 
consider the whole spectrum of time scales. How- 
ever, multiple time scales are difficult to account for 
in case of complex reactions. A compromise is to 
consider only the two most important time scales: 
the eddy break-up time leading from large-scale 
nonuniformities to Kolmogorov-scale nonuniformi- 
ties, and the Kolmogorov time scale determining the 
local molecular interaction for the reactions. To ac- 
count for both times in the simplest way, we used a 
geometrical mean of the two, as given by 

<-/;(T Re-, 
(4) 

Since there are as many times as reactions, a syn- 
thetic quantity, which best represents the changes in 
the reacting system, must also be selected for the 
global chemical time, Tch. The global conversion rate 
of the fuel and oxygen is to be used for that purpose. 
Accounting for the limiting species leads to 

-w0. 
(5) 

Within a cell, the concentration, Y,P, of species i 
in the reactor volume fraction follows the equation 

i(YR)+l(([/  + ,/)YR)+il 
dt dx r or 

I y _ yp 
(r(V + v')Y?) = - Sy.rf +  + at 

P     ' im 

(6) 

and the reactor enthalpy, hR, is given by 

d 

dt 
(/zR) +f ((£7 + u')hR) + ~ 

dx r dr 

(r(V + v')hR) = " (J + SM 

h - /iR 

(7) 

where S^,/ are the phase interaction terms. In these 
equations, the turbulent diffusion of reacting ele- 
ments has been replaced by a random-walk process 
similar to the model used for particle dispersion. A 
randomly chosen fluctuating component («', v') is 
added to the mean velocity and acts during the min- 
imum of the eddy lifetime or residence time of the 
reactor in the computational cell. 

Some Numerical Details 

The gas-phase equations are solved by using the 
finite volume technique on a cylindrical mesh, and 
by using a staggered-grid arrangement for the veloc- 
ities. The convective and diffusive fluxes are repre- 
sented by the hybrid of central and upwind differ- 
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FIG. 1. Reactor temperature field (K) at different times 
after injection start. Constant injection speed 223 m/s dur- 
ing the whole calculation period; injection nozzle diameter 
0.2 mm; air temperature 800 K; pressure 50 bar. Large 
chamber. Thick line shows the stoichiometric surface. Max- 
imum spray penetration —75 mm. 

encing schemes and are evaluated in a fully implicit 
fashion. All source terms are, if possible, treated as 
fully implicit, at least by means of suitable lineari- 
zation. A special treatment is developed for the spray 
and chemical source terms, as discussed later. Start- 
ing from specified initial field conditions, the evo- 
lution of the spray is obtained using a time-marching 
procedure. The time-advanced solution for the 
nonlinear coupled system of equations is found 
through a sequence of guess-and-correct operations 
in the so-called SIMPLE-C algorithm. An alternat- 
ing direction implicit (ADI) scheme, using the 
Thomas algorithm in the different sweeps, together 
with the method of underrelaxation are used in or- 
der to increase the convergence rate. When walls are 
present, standard wall functions are used, zero nor- 
mal gradients are assumed otherwise. 

The species equations are split into a convection/ 
diffusion part and a chemical source part. For the 
convection/diffusion part, the same procedure as for 

other scalar properties is applied, and for the chem- 
ical source part a fully implicit (backward) Euler in- 
tegration method with a local adaptive time step is 
used. The latter is implemented as a postprocedure 
after each global time step, strongly reducing the 
computational effort, but with minor or no numeri- 
cal errors introduced as long as the global time step 
is kept small (typically 1-10 fis) as compared with 
the time scales of the convection/diffusionprocesses. 
This result will, in fact, always be the case if the 
recommended restriction on the global time step 
(not allowing droplets to pass more than one com- 
putational cell in one time step) is considered. 

According to the Lagrangian formulation of the 
droplet phase, all droplet equations are expressed as 
ordinary differential equations. The integration of 
these is done by using an explicit (forward) Euler 
method for droplet position, a semi-implicit Euler 
method (described later) for droplet mass and en- 
thalpy, and a fully implicit (backward) Euler method 
for droplet momentum. 

The fully implicit integration of droplet momen- 
tum is possible if the relative velocity is calculated 
from "old" time-level velocities. To likewise find a 
fully coupled procedure for droplet mass and energy 
and gas-phase energy will be very difficult, and if 
such a procedure can be found, it will be very costly 
owing to the complex nonlinear linkages between 
the evaporation and the heat-up processes. An al- 
ternative is to integrate the droplet mass and energy 
equations using a drop-adaptive time step, and to 
simultaneously solve simplified equations for the 
gas-phase density, fuel mass concentration, and en- 
ergy. The latter enhances the accuracy and elimi- 
nates temperature overshoots and unrealistically 
high evaporation rates. This approach also has the 
advantage of allowing the two processes to be 
treated in sequence at every "intermediate" time 
level, but with minor or no numerical errors intro- 
duced, thus greatly reducing computational require- 
ments. The procedure was adopted in the present 
work. 

Results 

Flame Development and Structure 

Simulations were first conducted for constant in- 
jection speed. Figure 1 illustrates the processes of 
ignition and flame formation, Fig. 2 the fully devel- 
oped flame structure. As can be seen, ignition occurs 
locally in a small, lean premixed region at the side 
of the vapor jet, moves quickly toward the stoichio- 
metric surface as a nonadiabatic, auto-ignition wave, 
and propagates both downstream and upstream 
along the stoichiometric surface with very different 
velocities. The downstream propagation due to the 
addition   of  the   convection   velocity   and  flame 
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MEAN GAS TEMPERATURE [K] 
 666      1067     1468     1868  2269 

^ "S'^z-'-~~~--~:^^- 

OH MASS FRACTION 
-0.00018 0.00054 0.00090 0.0013 - 0.0016 

Hj MASS FRACTION 
-0.00049 0.0015 0.0025 - 0.0034 0.0044 

CO MASS FRACTION 
-0.013 0.040 0.066    0.093 

C02 MASS FRACTION 
-0.046 0.077    0.11 

FIG. 2. Fully developed flame structure at 3 ms after 
injection start. Conditions as in Fig. 1. Thick line shows the 
stoichiometric surface. 

MEAN HEAT RELEASE RATE [kJ/s] 

I 

o 4^ 1 h 

FIG. 3. Energy release rate structure of the flame at 3 
ms after injection start. Conditions as in Figs. 1 and 2. 

propagation is fast leading to a rapid energy release 
(the diesel knock), whereas the upstream propaga- 
tion against the convection velocity is slow. Both the 
upstream and downstream propagating flames are 
typical triple flames for which the leading edge is at 
the stoichiometric surface and in which the com- 
bustion occurs both on the lean and the rich side. 
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FIG. 4. Normalized liftoff distance as a function of in- 
jection velocity for different air temperatures and pres- 
sures. 

The upstream flame finally stabilizes at a consider- 
able distance from the nozzle which allows a large 
amount of air to enter the central part of the spray 
and a large amount of fuel to omit the combustion 
in the stoichiometric flame with obvious conse- 
quences for soot and NOj. emissions. The fully de- 
veloped flame structure is shown in Fig. 2. Compar- 
ing Figs. 1 and 2, one can note the very substantial 
difference between the reactor (reacting subgrid 
fraction) and mean temperatures. A very interesting 
feature is the high temperature in the core of the 
spray generated by the reactions in the rich branch 
of the leading triple flame, and high concentrations 
of the radicals and partially reacted fuel (CO + H2) 
in the central part of the jet. The overall flame struc- 
ture differs considerably from the classical Burke- 
Schumann structure, resulting from continuous 
flame sheet models. This is further illustrated in Fig. 
3, showing the heat release rate structure of the Figs. 
1 and 2 flame for the time of 3 ms after start of 
injection. A very high energy release peak can be 
seen at the flame stabilization point, rapidly decreas- 
ing further downstream due to decreasing mixing 
(turbulence) intensity. The mixing intensity and, 
consequently, energy release rate are minimal at the 
leading point where laminar-like conditions occur. A 
double-layer flame appears close to the leading 
point. The double flame is a transient and short-time 
event caused by diffusion of the fuel injected during 
ignition delay from the bulk of the flow back toward 
the flame and burning in the high temperature re- 
gion. The fuel does not react far from the flame due 
to dilution (over-leaning). 

Lift-off Distances and Core Equivalence Ratios 

Figure 4 shows the lift-off distances as a function 
of injection velocities, nozzle diameters, (Dnoz) air 
temperatures, and pressures. A very interesting fea- 
ture of the results is the linear dependence of the 
liftoff height normalized by the nozzle diameter on 
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FIG. 5. Core equivalence ratio as a function of injection 
velocity for different air temperatures and pressures. 
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FIG. 6. Ratio of the axial convection speed to the tur- 
bulent triple flame speed (Ru) at the flame stabilization 
point. 

injection velocity observed previously in many gas 
jet experiments [4,25,26]. Experimental data ob- 
tained by Winklhofer et al. [27,28] for T = 900 K 
and typical diesel fuel are also shown in the figure. 
It can be seen that the predicted liftoff distances are 
close to the measured ones. The most remarkable 
for diesel sprays however, is that the liftoff distances 
are orders of magnitude larger than what is observed 
for gas jets at normal temperatures. This difference 
is caused by very high flow velocity and small nozzle 
diameters, both leading to veiy large flame stretch 
and cooling by the evaporating fuel. On the other 
hand, flame stabilization is made possible due to the 
high temperatures and pressures in the combustion 
chamber. Figure 5 shows the overall core equiva- 
lence ratio in front of the rich branch of the triple 
flame as a function of fuel injection velocity, air tem- 
perature, and pressure. The level of dilution is re- 
markably high. Parallel to air entrainment into the 
spray core, an equivalent amount of fuel bypasses 
the stoichiometric surface and diffuses away from 

the flame region to be burned in a lean flame. The 
core dilution by air leads to reduced soot formation, 
whereas the lean burning decreases NO, production 
but also leads to bulk quenching and increased HC 
emissions. Thus, in general, calculations not ac- 
counting for the liftoff cannot lead to correct emis- 
sion predictions, and this phenomenon becomes 
very important indeed. The simultaneous reduction 
of particulate and NO,, emissions with increasing in- 
jection pressure was demonstrated experimentally 
for a quiescent combustion system similar to that in 
our calculations [29]. 

The veiy strong effect of combustion chamber 
pressure on the liftoff distances and core equiva- 
lence ratios is of particular interest since contem- 
porary, highly super-charged diesels with intercool- 
ers operate at very high pressures and reduced 
temperatures. The sensitivity to pressure indicates 
that the flame stabilization phenomenon is linked to 
low-temperature chemical reactions, that is, it is re- 
lated to auto-ignition. This relationship in turn 
means that the upstream propagating flame is actu- 
ally a nonadiabatic (flame supported) auto-ignition 
wave. The reduction of the liftoff and core dilution 
at high pressures explains why high-pressure diesels 
have both higher soot and NC\ emission indexes. 

Test of Flame Stabilization Theory 

The computations have shown that the numerical 
model predicts the flame liftoff in accordance with 
available experimental data. Now, we would like to 
compare our results with existing theories of flame 
lift. The theories were reviewed recently by Pitts [7] 
and Sanders and Lamers [2], so we will avoid a more 
extensive discussion. First of all, we shall note that 
due to large liftoff distances in the flames under con- 
sideration, premixed conditions prevail in the flame 
stabilization zone and, thus, the most appropriate 
theory appears to be the premixedness theory of 
Vauquickenborne and van Tiggelen [30]. The theory 
assumes that the fuel and air along the stoichiomet- 
ric contour of the lifted flames are completely pre- 
mixed and that flame stabilization occurs at the po- 
sition where the local turbulent flame propagation 
velocity is equal to the local time-averaged axial ve- 
locity. For the turbulent flame speed in this reaction- 
time-limited case invoicing the KPP theorem [31] 
and considering the strong streamline curvature of 
the triple flame [32], we shall use 

MT 2    / — (8) 

where DT is the local turbulent diffusivity and TC the 
local reaction time composed of the mixing and 
chemical times 

Tc  =   Tm   +   Tcll (9) 

Figure 6 shows that the ratio of the convection speed 
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to MT as a function of injection speed for different 
temperatures and pressures is close to unit)', which 
proves the theory. However, the problem is that no 
simple expression can be provided for TC. 

Flame liftoff is a steady-state concept that may be 
considered unappropriate for the inherently un- 
steady diesel-type flames. However, for fully devel- 
oped flames, the flame stabilization occurs on a short 
time scale (typically 0.2 ms), thus the problem may 
be treated as quasistationary. In our calculations, 
only constant injection speeds are considered. 

Summary 

Diesel spray flame stabilization has been studied 
using time-dependent, multidimensional, reactive 
flow simulations based on Navier-Stokes equations 
and Lagrangian droplet treatment, accounting for 
droplet collisions, evaporation, and interaction with 
turbulence. Complex reaction chemistry and a novel 
turbulence-chemistry interaction model based on 
subgrid stirred reactor approximation were used in 
the simulations. Although the computations are 
based on axi-symmetric geometry and single com- 
ponent fuel, they are able to capture the basic fluid 
mechanical interactions that are important for flame 
formation and liftoff. The liftoff heights are in rea- 
sonable agreement with the few known experiments, 
and the predicted liftoff height increases linearly 
with nozzle exit velocity, which is a veiy well known 
feature of lifted turbulent diffusion flames. The com- 
putations are compared with the premixedness 
flame stabilization theory and are in agreement with 
the theory in that flame stabilization is shown to oc- 
cur on the stoichiometric surface at a height where 
the local axial velocity is approximately equal to the 
turbulent triple flame propagation velocity. In the 
region upstream of the flame stabilization point, 
strain rates exceed the chemical times and there is 
no appreciable chemical reaction even though a stoi- 
chiometric surface and high temperatures exist 
there. The veiy large liftoff distances for diesel 
flames result in a large amount of air being able to 
enter the fuel core and a large amount of fuel to 
avoid burning in the stoichiometric flame. Both soot 
and NO,, emission reduction can follow for high- 
pressure, small orifice injection. Future work will fo- 
cus on detailed simulations of the emissions. 
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A SIMPLE MODEL OF IGNITION MODES OF DENSE DROPLET CLOUDS 

D. THIBAUT" AND S. CANDEL 
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F-92295 Chatenay-Malabry, France 

Multiphase combustion is of practical importance in many applications and has received growing interest 
in the last few decades. However, all the details of the mechanisms involved in this field of research are 
far from being fully understood. The aim of this work is to bring a new insight to the coupling between 
vaporization and ignition of a dense cloud of droplets. Therefore, a system of one-dimensional equations 
including source terms for the vaporization is solved numerically for a spherical cloud of fuel droplets in 
a hot, oxidizing atmosphere. The different cases investigated show two main ignition modes: internal 
homogeneous or external diffusion ignition. The analysis of the results proceeds in two steps: first, analytical 
expressions are derived for the temporal evolution of the cloud before ignition; second, the characteristic 
time of homogeneous and diffusion ignition is estimated continuously during the vaporization process. 
This decomposition provides useful information about the dynamics of the phenomenon. The coupling 
between cooling and chemical reaction is explained on the basis of this decomposition. A classification of 
the ignition modes follows from this analysis, and an ignition diagram is proposed. 

Introduction 

In all liquid-fueled combustors, it is well known 
that injection characteristics govern the flame struc- 
ture and the overall efficiency of the device. A de- 
tailed understanding of the mechanisms related to 
multiphase combustion is more and more a key to 
the development of nonpolluting and high-perfor- 
mance devices. The mode and delay of ignition are 
important questions in designing diesel, aircraft, or 
rocket engines. 

Although single-droplet ignition and combustion 
have been studied extensively, the case of droplet 
clouds is not as well documented. Controlled exper- 
iments are less easy to design, and modeling is less 
advanced. Basic understanding is achievable by suit- 
ably combining theoretical considerations and nu- 
merical simulations. Mawid and Aggarwal [1] are 
studying numerically the ignition of a fuel cloud in 
contact with a high-temperature wall in a one-di- 
mensional domain. Their model takes into account 
isolated droplet burning as well as gaseous reaction. 
The liquid phase is represented by droplet groups 
followed in a Lagrangian way (point-source method). 
The addition of a volatile component to the liquid 
phase is shown to have a great influence on the ig- 
nition delays. In a recent review, Annamalai and 
Ryan [2] prefer a space-averaged formulation for the 
liquid phase based on a droplet-number-density de- 
scription (group method). The results obtained with 

"Also with Snecma,  Centre de Villaroche, F-77550 
Moissy-Cramayel, France. 

their technique are compared with Labowsky's [4] 
more fundamental studies of droplet arrays relying 
on the method of images. The two approaches are 
in good agreement, demonstrating the validity of the 
group method in the case of dense clusters of drop- 
lets [3,4]. The group method is used by Correa and 
Sichel [5] in an asymptotic study of vaporization and 
ignition of spherical clouds. The chemical reaction 
is supposed to develop in the external gas phase. The 
results highlight the propagation of a vaporization 
wave toward the saturated core. Rangel and Contin- 
illo [6] are investigating theoretically the ignition of 
droplet clusters in the field of a vortex. The initial 
temperature distribution leads to a thermal runaway 
in the premixed vortex center in their analysis. Bel- 
Ian and co-workers [7,8] have conducted detailed 
studies on the ignition and combustion of clusters of 
droplets. Equations are solved for the droplet and 
for the continuous gas phase. Each particle is as- 
sumed to be surrounded by a sphere of influence 
and interacts with the ambiance through it, (see, for 
example, [7,8]). The combustion mode (isolated 
droplet combustion, flames inside or outside the 
cloud) is determined on the basis of several criteria 
[9]. Convective effects associated with the relative 
motion of the droplets and the gas can also be taken 
into account in the model. An ignition Damköhler 
number is calculated and compared to a critical 
value to determine the onset of reaction [10]. 

The present study is motivated by questions 
arising in the design of premixed, prevaporized gas- 
turbine combustors (Fig. la). In these devices, ig- 
nition in the premixing tube is to be avoided. In most 
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FIG. 1. (a) Schematic representation of a lean, premixed 
combustor. (b) Simplified problem investigated in this 
work: a droplet cloud in a hot, oxidizing atmosphere. 

cases, the residence time in this tube is shorter than 
the complete evaporation time of the droplets. The 
particles are wrapped around in clusters by vortical 
structures developing in sheared and swirled zones 
downstream of the injector. It is therefore relevant 
to study the temporal evolution of a droplet cloud in 
a convective system of coordinates. This approach is 
followed in the work of Bellan and Harstad [7], as 
mentioned earlier. In the same way, Thevenin and 
Candel [11] are investigating the ignition of gaseous 
diffusion flames rolled up in vortices. These authors 
distinguish two modes: a premixed mode of ignition 
in the viscous core of the structures and a diffusion 
mode outside the vortex when the center is too cold. 
The present work follows this line of thought. Its 
objective is not to describe the practical problem in 
its full complexity but to provide a comprehensive 
model of auto-ignition modes of droplet clouds. To 
analyze this point, one may examine the simplified 
situation of a spherically symmetrical droplet cloud 
placed in a hot, oxidizing atmosphere (Fig. lb). We 
will thus describe the ignition of small droplets that 
rapidly adjust their velocity to the surrounding mo- 
tion. 

In all the cases presented here, the group com- 
bustion number G [12] is of the order of 105. The 
interdroplet length-to-diameter ratios lid are less 
than 10. In these conditions, individual droplet 
flames cannot exist. The model proposed in this ar- 
ticle reproduces the competition between the va- 
porization process and the heat release due to com- 
bustion by solving the unsteady, reactive equations 
inside and outside the cloud. The model describes 
the structure of external cluster flames or the auto- 
ignition of the internal mixture in formation. A pre- 
diction method of the ignition mode and a way to 
estimate the delay are then devised. 

Model Formulation 

The physical system of interest in this work is sche- 
matized in Fig. lb. A monodisperse spray of droplets 
is placed in a hot, oxidizing atmosphere at a given 
pressure. No fuel is present in the cloud interior at 
the beginning of the simulation. Initial temperature 
within the cloud is uniform. It can be set either equal 
to or different from the ambient value. The liquid 
particles stay inert in the gas, and their distribution 
is characterized by a constant density n. Using the 
group-averaging method, the liquid phase is repre- 
sented by a continuous mass source and heat sink. 
The vaporization is modeled by a d2 law for each 
droplet in the cloud with the local temperature as 
the driving temperature. Temperature within the 
liquid phase is supposed to be uniform and equal to 
the saturation temperature. Isolated droplet burning 
is not taken into account. Density is given by the 
perfect gas law. 

In the ignition process, the initial temperature in- 
crement is small. Specific heat and thermal conduc- 
tivity are thus assumed constant in the domain, with 
Lewis number equal to unity. The values of physical 
parameters used in this study refer to heptane and 
can be found in the Nomenclature. In order to study 
the interplay between kinetics, vaporization, and dif- 
fusion, we have chosen to use a single-step Arrhen- 
ius reaction between fuel (F) and oxidizer (O): 

vFF + v00 -> vFP 

The chemical source term will be written as fol- 
lows: 

expl 

This formulation yields an ignition delay and has the 
advantage of simplifying the analysis. In order to 
keep the proper characteristic times, the pre-expo- 
nential factor B has been adjusted to reproduce ex- 
perimental ignition delays of homogeneous heptane- 
air mixtures. Flame structures presented in this work 
suffer from these limitations and are qualitative. In 
a specific application, detailed kinetics, transport al- 
gorithms, and thermodynamic properties could be 
used. 

The conservation equations for the gas phase [13] 
are listed below: 

dp       1  3 
 1—- — (rzpv) = run 
dt      r1 dr 

dYF dYF       .  „ ,  , _ 

dt dr rl dr \ dr ) 

= nrh (1 - YF) — VfWpä) 

öYc 
dr        r2 dr \ dr , 

=  —nmY0 — v0W0cb 

pHg + po^-iKw^ 
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TABLE 1 
Values of the main parameters for the simulations 

Case p (ba T„ (K) Tc0 (K) d0 (//m) I (urn) Ty UTISj Ign. delay (ms) Mode 

1 30 900 900 40 100 9.72 4.94 external 

2 30 1100 1100 20 100 1.81 0.79 internal 

3 30 1100 900 40 100 9.72 4.13 external 

r (mm) 

FIG. 2. Case 1, t = 4.5 ms. External ignition regime. 
 : T/2500 K; ••••: Y0; : YF; : (b; •-•-: d/d0. The 
initial cloud radius is 5 mm. 

r (mm) 

FIG. 3. Case 1, t = 5.5 ms. Double flame structure. 
-: T/2500 K; 

dT 
PC,, — + pvcp 

dT _ 

dr 

:YF; 

H dr \       dr 

-. d/d0. 

= nriicp(-L/cp + Ts - T) + vFWFQw 

The vaporization rate of a droplet in the cloud is 
related to the diameter evolution dcP/dt = 8(A/ppp) 

ln[l + cJT - Ts)/L]. As boundary conditions, zero 
gradient at the origin and prescribed temperature 
and composition at r = °° close the problem. 

Typical Ignition Sequences 

At the beginning of each computation, no fuel is 
present in the interior of the cloud. The droplets 
vaporize, the temperature diminishes, and vapor dif- 
fuses toward the hot surroundings. Different igni- 
tion scenarios are possible depending on the relative 
velocities of vaporization and chemical reaction. Two 
cases illustrating the different ignition modes are dis- 
cussed hereafter. The values of the parameters used 
in the computations are listed in Table 1. 

External Ignition (Case 1) 

When the cooling due to vaporization is impor- 
tant, the chemical reaction is quenched in the cloud. 
Combustion begins in the surrounding gaseous 
phase where some fuel has diffused in the high-tem- 
perature ambiance (Fig. 2). This case will be de- 
noted as external ignition. It is not purely a diffusion- 
flame ignition because the flame develops between 
the internal, premixed region and the external, oxi- 
dizing atmosphere. After ignition, the reaction zone 
splits into two parts (Fig. 3). A rich, premixed flame 
travels inward to the cloud. A classic diffusion flame 
burns the excess of fuel downstream of the first pre- 
mixed front. 

Internal Ignition (Case 2) 

In the case of lower fuel loadings, the temperature 
remains high enough in the cloud and may lead to 
thermal runaway (Fig. 4). When oxidizer is con- 
sumed in the cluster, the homogeneous reaction 
vanishes, and the vaporization supplies fuel to an ex- 
ternal diffusion flame (Fig. 5). 

Comparison between the heat release levels 
reached at ignition in the two modes shows that the 
homogeneous mechanism is an order of magnitude 
more powerful than the diffusion mode. This point 
is particularly relevant to the design of rocket 
engines, for example, where it is well known that 
violent,   premixed   ignition   can   have   disastrous 
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FIG. 4. Case 2, t = 0.8 ms. Internal ignition regime. 
 : T/2500 K; ••••: Y0; : YF; : cb; ■-•-: d/d0. The 
initial cloud radius is 5 mm. 

 <            T™ 

N \ \ \ \ \ 
• 

^X^ 
\ 
\ | 

i 
'. J. .■■*'" 

 !'        ""->>- 

r (mm) 

FIG. 5. Case 2, t =  1.2 ms. External diffusion flame 
combustion.  : 772500 K; - - -: Y0; : YF; : 
cb; ■-•-: d/d0. Note that the radial scale in this plot differs 
from that used in Fig. 4. 

consequences for the combustion chamber. A reli- 
able method for predicting the ignition mode is, in 
general, of great interest. 

Ignition Analysis 

The latter discussion suggests that the time evo- 
lution of cloud temperature (Tc) and cloud compo- 
sition (YFc, Y0c) is of prime importance in the anal- 
ysis of the ignition phenomenon. Approximate 
analytical expressions for Tc, YPc, and Y0c can be de- 
rived from the conservation equations by setting spa- 
tial gradients to zero. Constant density and constant 
Spalding number BT = cp(Tc0 — Ts)/L are used in 
this approximation analysis. Chemical reaction is 
supposed to be negligible before ignition. Integra- 
tion yields 

YFc = 1 - (1 - YPcfi) exp[g«] 
Y0c = Y0c,o exp[g(i)] 
TC = TS- L/cp + (TCi0 - Ts + L/cp) exp[g(t)] 

(1) 

where 

git) = TF" 
?v, 

and 

vlim 
XF 

4   (d0\
3
Pl 

3   \2)  p 

The  droplet characteristic vaporization time is 
given by 

TV 

dlppp 

81 In 1 + c„ 

These relations describe the state of the cloud at any 
time t during vaporization. An appropriate descrip- 
tion of the ignition modes is then needed. The ex- 
ternal ignition mechanism concerns a reactive inter- 
face between hot air and the mixture characterized 
by YFc, Y0c, and Tc. By analogy with a diffusion-con- 
trolled situation, one may use Linan s analysis to es- 
timate the characteristic ignition time [14]: 

where 

Tdiff = fißi)h 

Ä = ^^and 

t,  = 

j2 

w0c„n (Ta 

QTa 
eXpfe BpY0cYFc\ 

In a parallel way, an asymptotic expression can be 
easily derived for the ignition delay of a homoge- 
neous, premixed mixture that characterizes the in- 
ternal mode: 

w0cvn     IT, 
Thom      BpY0cYFcQTa 

eXp\Tc 

The ignition of the cloud can be decomposed in 
two successive steps: a first, cooling phase during 
which internal temperature drops and mass fractions 
evolve according to the relations (1) and a second, 
reactive phase characterized by the delay Tdiff or 
Thom. The effective duration of the ignition process 
can be written as the sum of these two times. It is 
convenient to introduce the following notations: 

Oadt) = t + Tdiff[YFc«,Y0c«),Tc(i)] 

OhoJt) = * + Thom[YFc«), Yoc(t), Tc(t)] 

Figure 6 compares d^f and 0hom for the internal 
ignition case presented in this study (case 2). The 
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FIG. 6. Case 2, internal ignition regime. Comparison of 
ediff and 0hom. 

■ Homogeneous mode 
 Diffusion mode 

2.0 4.0 
t (ms) 

FIG. 7. Case 1, external ignition regime. Comparison of 

#diff and 8hom. 

20.0 

two curves show a minimum: At the beginning of 
vaporization, ignition is impossible because the fuel 
mass fraction is too low. Inversely, after a long time, 
the cloud is cold, and chemical reaction is slower. 
For this case, the homogeneous ignition time $ilom 

is shorter than for the diffusive time 0^ during all 
the vaporization, and this explains the internal igni- 
tion observed in the computation. The minimum 
value 6mi" corresponds to the ignition time actually 
calculated with a good precision. 

The same representation for case 1 is shown in 
Fig. 7. The minimum value ömin equals 3.81 ms and 
is reached for the homogeneous regime. But at t = 
3.81 ms, the diffusion mode is predominant because 
of the shorter ignition time. The homogeneous 
mode prevails only for a short time, and external 
ignition is finally observed. The critical time tcross 

where the two curves 0hom and f?diff intersect (see 
Fig. 7) thus appears to be an important parameter 
in the analysis. 

Figure 8 shows a third case where the diffusive 
time is always shorter than the homogeneous time. 
This situation has been obtained by imposing a cold 
initial temperature inside the cloud. 

As far as the internal ignition mode is concerned, 
the delay corresponds to the value öjjjjjj, predicted by 
the characteristic time approach. The external igni- 
tion delay cannot be estimated with such good ac- 
curacy. This last remark is probably due to the ex- 
ternal interface not being purely diffusive, as 
mentioned earlier. 

One may wonder if the same reasoning will apply 
to homogeneous mixtures. In that case, the first con- 
tribution to 0hom will be zero, and ignition will be, 
as expected, determined by Thom. 

Ignition Diagram 

Three characteristic times are relevant to the de- 
scription of the coupling between vaporization, cool- 
ing, and ignition of a cloud of droplets: 

• ö™öm is the minimal ignition time achievable in the 
internal homogeneous regime. 

• ö^ff is the minimal ignition time in the external 
diffusive regime. 

• icross is the instant after which diffusive ignition 
becomes faster than premixed ignition. 

It is convenient to characterize an ignition case by 
the two ratios oh^'m^diff and £cross/Ö2jff- The plane 
may then be subdivided into four regions (Fig. 9): 

^cliff 

FIG. 8. Case 3, external ignition regime. Comparison of 
8m and 0hom. 

Region I is characterized by Ö]™ < 
$hom < *eross- The homogeneous mixture will ignite 
faster than the external diffusion flame. The sec- 
ond inequality ensures that the chemical reaction 
in the homogeneous mixture has enough time to 
develop before the change to diffusive mode at t 
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ödiff T    £i,_ •'.'.• V O External Ignition 

■  Internal Ignition 

FIG. 9. Classification of the ignition modes as a function 
of the ratios Clm^Sfr and tmJff^- Open symbols: exter- 
nal ignition. Filled symbols: internal ignition. 

• In region II, the relations between the character- 
istic times are now 0J™ < 0d!ff and ^iTom > across' 
The minimum ignition time is obtained in the ho- 
mogeneous regime. However, the corresponding 
delay is longer than the period dedicated to the 
homogeneous mode because of intensive cooling. 
Ignition will finally occur outside the cloud in the 
external diffusive mode. 

• In region III, the inequality 0]™" > 0d]f" leads to 
external ignition. 

• Region IV is not of physical interest. An explana- 
tion is given in the Appendix of this article. 

A simple method for predicting the ignition mode 
can be derived from this analysis as follows: 

1. Plot 0hom and 0diff as a function off conformably 
to the relations (1). 

2. Determine the minima 0]™" and 0]J]ff, as well as 
the critical crossover time tcmss, where the two 
curves intersect each other. 

3. Report the ratios Cm^Sff and tcmJ6™m in the 
ignition diagram of Fig. 9. The regions discussed 
above indicate the ignition mode. In the internal 
regime, 0]™", provides a good estimate of the ig- 
nition delay. 

Extensive calculations are in excellent agreement 
with the classification proposed in this article, as 
shown in Fig. 9, where open and filled symbols cor- 
respond, respectively, to external and internal igni- 
tion. 

Conclusion 

A simple model of the autoignition of dense clouds 
of droplets in a hot, oxidizing atmosphere has been 
investigated by one-dimensional numerical compu- 
tations. Two main ignition modes have been identi- 

fied depending on the relative intensity of the com- 
bustion heat release and the heat sink due to 
vaporization. If the cooling is fast compared to the 
characteristic ignition time of the homogeneous mix- 
ture in the center of the cloud, combustion begins 
outside in the hot ambiance. The reaction evolves in 
a double flame after ignition: A rich, premixed front 
propagates inward through the vaporizing cloud, and 
a diffusion flame establishes itself farther out in the 
surrounding atmosphere. If vaporization is less in- 
tense, temperature remains high in the cloud, and 
homogeneous ignition can occur. After ignition, 
combustion is sustained by an external diffusion 
flame when all the oxidizer is consumed in the cloud. 

A characteristic time approach has been devel- 
oped in order to classify the different cases as a func- 
tion of the initial conditions. First, analytical expres- 
sions have been derived for the temporal evolution 
of the temperature and the composition of the cloud. 
At each instant, characteristic ignition times in in- 
ternal, homogeneous mode and external, diffusion 
mode are then estimated asymptotically. In most 
cases, results show that the system follows two suc- 
cessive phases. At first, when vaporization has just 
begun, the interior of the cloud is still hot, and in- 
ternal, premixed ignition prevails. After a certain 
critical time, cooling has suppressed the homoge- 
neous reaction mode, and ignition is more probable 
outside the cluster. Comparison between the mini- 
mum ignition times in both homogeneous and dif- 
fusive modes, and with the critical crossover time 
after which premixed ignition is no longer possible, 
yields a reliable description of the ignition mecha- 
nisms. 

A diagram is proposed on the basis of the relative 
magnitude of these characteristic times. The predic- 
tion method that arises from this classification is easy 
to use and can be of interest in practical applications 
where a violent, premixed ignition is often harmful 
to the combustion device and has to be avoided. 

Appendix 

In this appendix, we wish to show that region IV 
l the ignition diagram (Fig. 9) has no physical 

■    ■ ^j?and, 
93]]?. We will now show that 

meaning. This region is such that taoss > 
nultaneously, > 

these two inequalities are incompatible. For this 
analysis, it is convenient to refer to the t-9 diagram 
(Figs. 6-8). The two curves 0difr(t) and dhom(t) fea- 
ture the following asymptotic behavior: For t —> co, 
the cloud temperature is low and diffusive ignition 
prevails (0hom > 0diff for t -> 00). Inversely, at the 
beginning of vaporization, the mixture in formation 
is hot, and only small amounts of fuel have diffused 
outside the cloud. The homogeneous ignition is then 
faster for t -» 0 (0hom < 0diff for t -> 0). Given that 
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ödiff and 0hom have only one minimum and consid- 
ering the inequality <C > 9"^, the asymptotic be- 
havior of the two curves implies that ÖJJ? is reached 
at a time t™, which is greater than the crossover time 
t      ■ tm ~> t ''cross- ld '•cross- 

Now, one has by definition öjjjf" = t"J + T&^fJ). 
Consequently, 9™^ is greater than £cross, which is in 
disagreement with the first condition defining region 
IV. This clearly shows that region IV should not be 
considered. 

Subscript 

c 
diff 
hom 
0 

cloud interior 
diffusive mode 
homogeneous, premixed mode 
initial condition 
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Nomenclature 

pre-exponential factor 3.3 X 105 mol-1 

m3 s_1 

specific heat 1950 J kg-1 K~> 
di'oplet diameter m 
mass diffusion coefficient m2 s ~x 

interdroplet distance m 
latent heat of vaporization 295 X 103 J 

kg"1 

droplet vaporization rate kg s  : 

droplet number density m~3 

heat of combustion per unit mass of fuel 
42 X lO^kg-1 

radial coordinate m 
time s 
temperature K 
activation temperature 12,870 K 
droplet temperature K 
radial velocity m s"1 

fuel molecular weight 0.1 kg mol-' 
oxidizer   molecular   weight   0.032   kg 

mol"1 

fuel mass fraction — 
oxidizer mass fraction — 
thermal  conductivity 0.00215 W m_1 

K-1 

fuel stoichiometric coefficient 1 
oxidizer stoichiometric coefficient 11 
reaction rate mol m~3 s"1 

gas-phase density kg m~3 

liquid-phase density 582 kg m~3 

characteristic chemical time s 
ignition time s 
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COMMENTS 

Dr. Josette Bellan, Jet Proptdsion Laboratory, USA. We 
have published about 3 years ago in Combustion and 
Flame (authors: Fichot, Bellan and Harstad) a paper where 
we calculate ignition for a configuration almost identical to 
yours except that: (a) we calculate the evaporation rate 
from first principles taking drop interactions into account, 
(b) we calculate the two-way dynamic interaction between 
flow and drops, and (c) we can have an arbitrarily large 

number of drops. Our results show that ignition depends 
upon the initial slip velocity in a complex way. Have you 
compared your simplified calculations with our more re- 
alistic predictions? Are your results realistic? 

You mentioned that there is drop interaction in the 
cloud. The use of the classical D2 law precludes accounting 
for this interaction. Since the initial slip velocity is null, how 
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is the drop interaction impacting the model through the 
thermodynamics ? 

Author's Reply. We do not take convective effects into 
account in our study. We are aware of this limitation and 
that we may miss some aspects of the complicated process 
of spray ignition. However, we believe that our model is 
well suited to the injection of small particles as is the case 
in a LPP combustor. In this situation, the droplets are rap- 
idly in dynamic equilibrium with the gas, and one may ne- 
glect the slip velocity as a first approximation. 

We mentioned that our model deals with dense clouds 
where isolated drop ignition is not possible. We did not 
intend to take drop interaction into account in the evapo- 
ration process. 

A. Kowalewicz, Radom Technical University, Poland. 
Did you determine the evaporation constant K for the fol- 
lowing: (a) a cloud of droplets, and if you did, how does it 
depend on the configuration of droplets? (b) a single drop- 
let in the cloud, and if you did, what is the probability 
density function for the K value? 

Author's Reply. The evaporation constant (noted RT in 
our text) is related to a single droplet in the cloud. We 
assume that the droplets are distributed uniformly and that 
there are no changes in the value of JBr due to heteroge- 
neities in the spatial distribution of the particles. Thus we 
use implicitly a delta function for the BT probability density 
function. 

Friedrerich Dinkelacker, University of Erlangen, Ger- 
many. Are you aware of experimental evidence of the two 
ignition types you proposed? 

Author's Reply. Our model has not been compared to 
experimental results. Let us mention that Chiu and Lin 
presented the same type of transient behavior in studies of 
premixed clusters combustion (Anomalous Group Com- 
bustion of Premixed Clusters, H. H. Chiu and C. L. Lin, 
this Symposium), p. 000. 

y. Neumeir, Gerogia Tech, USA. How practical is the 
assumption of a spherical cloud for gas turbine injection 
when there is a continuous, flowing cloud of droplets? 

Author's Reply. Our model has been built to follow the 
ignition of small droplets convected in groups in the pre- 
mixing section of a LPP device. A spherical cloud can be 
seen as a convective element of the entire spray. It can be 
used to represent the multidimensional problem of the 
continuous cloud by the temporal study of a simplified local 
system. 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 2573-2579 

SELF-IGNITION OF HYBRID (H2 + ATOMIZED LIQUID HYDROCARBON 
FUEL + GASEOUS OXIDIZER) MIXTURES AT ENGINE RELEVANT 

CONDITIONS 

B. E. GELFAND, A. M. BARTENEV, S. V. KHOMIK, S. P. MEDVEDEV AND A. N. POLENOV 

N. N. Semenov Institute of Chemical Physics, RAS 
117977, Moscow, V-334, ul. Kosigina, 4, Russia 

The self-ignition of several nondiluted hybrid mixtures of gaseous hydrogen + atomized liquid hydro- 
carbon fuel + gaseous oxygen was studied at high pressure. Decane has been used as a representative 
hydrocarbon liquid fuel. Hydrogen mass fraction range was (3-35%) in compound fuel. 

Experiments have been performed using the reflected shock wave technique. Recordings of pressure 
and light emission were analyzed. The hybrid mixtures exhibited only strong self-ignition modes. It was 
demonstrated that hydrogen is a very weak promoter of self-ignition phenomena for the mixtures of 
atomized decane + gaseous oxygen. Additional experimental data on the self-ignition features of hydrogen 
+ oxygen mixtures at high pressure were obtained. 

Introduction 

The addition of hydrogen to hydrocarbon fuels is 
considered as a prospective way to increase process 
efficiency, both in internal combustion engines and 
in liquid propellant rocket engines. The addition of 
hydrogen to hydrocarbons leads to the improvement 
of emission characteristics, changes in the dynamics 
and feedback response of fuel consumption, and an 
increase in the heat of combustion. Three-compo- 
nent compositions (for example, hydrogen + kero- 
sene + oxygen/air) are rather attractive as prospec- 
tive fuels for utilization in the next generation of 
liquid propellant rockets or airbreathing engines. 

The key phenomena are self-ignition, burning, 
and detonation in three-component combustible 
systems. There is a lack of experimental information 
about the features of the above steps in nondiluted 
combustible mixtures at a pressure level of P > 10 
bar, which is typical for engines. And it is rather sur- 
prising that the problem of hybrid mixtures self-ig- 
nition has never been discussed in the literature. 
There exist only scattered contradictory data on the 
self-ignition of homogeneous multicomponent gas- 
eous mixtures: CH4 + H2 + 02 + Ar. Only a lim- 
ited amount of experimental data is available con- 
cerning the effect of hydrogen on CH4 + Oz + Ar 
self-ignition [2]. Experiments [2] were performed 
for hydrogen mass fraction in compound fuel where 
1m = "W(WH2 + WCH4) = °-3%. alld 7H2 = 2%- 

It was pointed out by Rafael and Slier [3] that the 
data [2] give no basis for definite conclusions about 
variations of self-ignition time delays for multifuel 
homogenous mixtures at high temperature, 1600 K 
< T < 1800 K, and moderate pressure, P < 10 bar. 
It was shown [3] that the interpretation of certain of 

the results [2] does not correspond to the data ob- 
tained. Some of the conclusions from Ref. 3 were 
based on kinetics calculations whose validity was not 
confirmed by experiments [5]. Only qualitative pre- 
dictions were made [1,3] about the possibility of the 
similarity of ignition delays of hydrogen and some 
hydrocarbons at moderately high temperature and 
high pressure. A very weak influence of hydrogen 
addition on some gaseous hydrocarbon self-ignition 
at P = 1 bar, 1200 K < T < 1400 K, and r\Yll <C 1% 
was pointed out in Ref. 1. 

Cheng and Oppenheim [4] investigated the self- 
ignition characteristics of compound fuel H2 + CH4 

in 02 + Ar atmosphere at temperatures 1200 K < 
T < 2000 K, pressure P < 3 bar, and hydrogen mass 
fractions of 5-20%. Additional reduction in time de- 
lays (Titr) was found for multifuel compositions in the 
range TiH2(T) < Titr(T) < TiCH4(r). However TiH2 <C 
TiCH4 in this range of parameters and the case of 
mixtures H2 + CH4 considered in Ref. 4 is not typ- 
ical for a full set of hydrogen + hydrocarbon com- 
pound fuels. Moreover, the dependencies T(T, 

T]H2, .. .) in Ref. 4 are not suitable for the applica- 
tions at high pressure and nondiluted mixtures. As a 
result, the existing database is not sufficient for re- 
liable recommendations about the possible modifi- 
cations of combustion processes using three-com- 
ponent combustible mixtures. 

The phenomenology of combustion processes in 
three-component hybrid mixtures maybe elucidated 
only on the basis of proper experimental investiga- 
tions. According to the state of the art, it is important 
to investigate the explosion phenomena in two-com- 
ponent (gaseous fuel + gaseous oxidizer, atomized 
fuel + gaseous oxidizer) and in three-component 
systems with the help of a similar experimental 
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FIG. 1. Experimental apparatus. 

technique. It is assumed that representative mea- 
surements may be produced in shock tubes. The 
shock tube is the only experimental facility with 
short compression and heating times. The shock 
tube possesses have definite advantages concerning 
cleanliness and complete coverage of pressure and 
temperature without the necessity of changing the 
measurement technique for different gaseous or at- 
omized liquid fuels. 

Experimental Apparatus and Procedure 

The main feature of the shock-tube technique is 
the ability to cover easily the range of pressure (1 
bar < P < 200 bar) and temperature (800 K < T < 
2500 K). There is no problem in a shock tube with 
setting the exact composition of oxidizing gaseous 
medium. The simplicity of the dispersion of liquid 
(or pulverized) materials by gas flow behind the 
shock waves permits a comparison of self-ignition 
characteristics for gaseous atomized liquid and pul- 
verized solid fuels under similar conditions of pres- 
sure, temperature, and composition of oxidizing con- 
tinuous medium. In the shock tubes, the pressure 
and temperature behind the incident (P1; Tj) and 
reflected (P2, T2) shock waves are functions of the 
Mach numbers M. Due to the changing initial pres- 
sure in a low-pressure chamber (LPC), one can carry 
out the experiments at M = const, and T = const, 
at different pressures behind shock waves. 

For measuring ignition delay of hybrid mixtures, 
the available laboratory shock tube [6,9] was modi- 
fied to meet the above-mentioned requirements 
(Fig. la). LPC, 1, is a rectangular 34-by50-mm cross 

section, 1000 mm long with carefully polished walls 
and no grease. The LPC was divided from the high 
pressure section (HPC), 2, by means of a bursting 
membrane, 3. The HPC is a circular stainless steel 
tube 50 mm in diameter with variable length (0.4 < 
L < 0.7 m). Variation of HPC length enables control 
of the pressure profile in the incident shock wave 
(ISW). The HPC and LPC are filled with a gas using 
a gas-feed system, I, and evacuation system, II. 

For measuring shock wave velocity and pressure 
profiles, pressure gauges, G1-G4, are flash mounted 
along the waveguide. Gauge G4 is also used for trig- 
gering a measuring system. Gl and G2 are mounted 
at the side wall in the vicinity of the LPC endwall. 
The use of these gauges permits measurements of 
the velocity of explosion processes behind a reflected 
shock (RS). The end of the LPC is equipped with a 
window. It permitted use of a specially designed 
photodiode (PD) measuring system near the endwall 
of the LPC. A test mixture was prepared in a mixing 
vessel, 4, with an electric fan. Technically pure gas- 
eous ingredients, H2, 02, and N2, were taken from 
industrial containers. For recording, signals from the 
pressure transducers, G1-G4, and the photodiode, 
digital oscilloscopes, 5, and a PC-based data pro- 
cessing system, 6, were used. 

The pressure around the self-igniting drops was 
also monitored using two pressure gauges installed 
on the side wall. The light emission during self-ig- 
nition was registered with the help of a detector sys- 
tem made from a photodiode placed opposite the 
pressure gauges. The fuel drop hangs at the center 
of the test section of the shock tube at the tip of a 
thin metallic wire (see model in Fig. lb). 

The experimental technique with a single hanging 
drop [6] has advantages over the techniques that use 
a line of drops or a spray [7]. These require a special 
feeder for the drops at the top wall, and a receiver 
of the liquid at the bottom wall. The presence of the 
attached volumes influence the self-ignition phe- 
nomena. The injection of the fuel into the low-pres- 
sure chamber creates conditions for liquid film for- 
mation on the bottom wall [7], It is very difficult to 
recognize in this case the true source of the tiny mist 
involved in the self-ignition phenomena. Addition- 
ally, the heating of the thin liquid layer produced 
soot formation on the tube walls. In the technique 
using a single hanging drop, the presence of liquid 
film before the arrival of the shock wave is excluded 
and the pollution of the wall is minor. 

The liquid hydrocarbon fuel was n-decane. The 
main parameters of n-decane are: surface tension, a 
= 239 • 10"3 N/m; density, ps = 730 kg/m3; viscosity 

H = 1.27 • lO-3 Ns/m2. 
A complete picture of the main wave interactions 

in the shock tube is presented in Fig. 2a. Figure 2a 
was obtained with the help of a special computing 
program [8]. Line IS on the distance (x) - time (t) 
diagram shows the incident shock. Line RS denotes 
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FlG. 2. Distance-time wave diagram with spray forma- 
tion apparatus. 

the reflected shock. Line CS presents the trajectory 
of contact surface between a driver gas (He) and a 
driven oxidizing gas (air, oxygen, etc.). A set of lines 
presents the fan of incident rarefaction waves 
(RAWI) and the fan of reflected rarefaction waves 
(RAWR). Intersection of RS and CS near point I 
produces refracted shock wave (RSW) in the driver 
gas and refracted wave in driven gas preliminary 
compressed by IS and RS. The trajectory of a drop 
hanging at a distance of 15 mm from the endwall is 
represented by the vertical line (at x = 0.85 m). 

The trajectory of drops, after interaction with IS 
and RS, splits into two parts. These parts are back 
(K) and head (T) boundaries of atomized liquid fuel. 
The compression of a spray behind RS is followed 
by decompression in RAWR. Different variants are 
possible when a spray experiences additional pres- 
surization by a pressure wave refracted from the 
contact surface. If the drop is hanging at a larger 

distance from the endwall, then the complete pic- 
ture of wave interactions will be the same, but the 
trajectory of the drop movement will be somewhat 
different. 

The location of secondary spray back and head 
boundaries in relation to the endwall was deter- 
mined in preliminary runs. Fortunately, the locations 
of these boundaries are approximately the same as 
in the previously illustrated case with Al = 15 mm. 
The main difference is connected with the ratio of 
preevaporated fuel mass (mpr) to the mass of tiny 
drops (?nt) given at initial conditions m0 = mt + 
mpr, where m0 is the mass of the parent drop. 

The method of preparation of the heterogeneous 
mixture for self-ignition behind IS is presented in 
Fig. 2b. The IS breaks up decane droplets (3) and 
creates a selfignition zone (SZ). The most distant 
edge of the SZ is located 15 mm from the endwall. 
Arrangement of the gauges 1 and 2 is clear from Fig. 
2b. This arrangement enables observation of the 
phenomena inside the SZ (gauge 1) and outside the 
SZ (gauge 2). 

The self-ignition zone (SZ) in shock tube experi- 
ments can be considered as the analog of the com- 
bustion zone in a combustion chamber. The tem- 
perature increase inside the SZ in shock tube 
experiments passes through two stages. In the first 
(preliminary) stage, the IS raises the temperature up 
to T\ in a short period of 50 ■ 10~6 s. In addition, the 
gas flow behind the IS disperses the fuel inside the 
SZ volume. In the second or main stage, the tem- 
perature increases up to T2. This level corresponds 
to the temperature behind RS. The processes of va- 
porization and component mixing proceed simulta- 
neously. The SZ response on the pressure and tem- 
perature jumps can be considered as an indicator of 
chemical activity and stability of the self-ignition 
processes in dispersed fuel. The mixture composi- 
tion can be characterized by the volumetric average 
value. The local composition is practically unknown. 

By contrast to the case with dispersed fuel, the 
self-ignition zone, SZ, in a homogenous hydrogen + 
oxygen mixture in a shock tube has a rather definite 
geometrical boundary. The compression of the gas- 
eous mixture is governed by gas dynamics laws and 
can be described in terms of the displacement of the 
main surfaces (IS, RS, CS, RAWR). Eventually, the 
pressure gauges located as shown in Fig. 2 are im- 
mersed in a volume of combustible mixture. In this 
case, it is possible to investigate wave phenomena in 
a premixed, combustible gaseous mixture. The local 
mixture composition corresponds to the initial uni- 
form mixture and is known a priori. 

Thermodynamic calculations of operating condi- 
tions for a three-component system with liquid 
atomized hydrocarbon (HC) + gaseous H2+ gase- 
ous oxidizer (02 or air) are based on the parameter 
that defines the hydrogen mass fraction of com- 
pound fuel: HC + H2. The total fuel flow rate is 
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mE ~ mnz + mHC- Then, the hydrogen mass frac- 
tion //H2, at flow rate mH2, and HC (in the present 
case, decane) flow rate mHC is defined as ^H2 = 
mm/(mm + mHC) = (1 + A)-1. The ratio of HC 
and H2 flow rates is X = mHC/mm- Parameters t]H2 

and k describe the composition of a compound in 
the self-ignition zone of the shock tube according to 
accepted experimental procedure. The fully atom- 
ized liquid decane is placed inside the volume be- 
tween the plane of the droplet hanger and the end- 
wall. Thus, the expected dimensions of the 
self-ignition zone occupied by compound fuel: (dec- 
ane + H2) consist of a parallelepiped with length L 
= 15 mm, cross section S = 34 X 50 mm2, and 
volume V = L X S = 25.5 cm3. The weight of 
liquid fuel dispersed in that self-ignition zone is mHC 

= N (4/3 nR3 pi) for N decane droplets with radius 
R before IS. In general, N = 1 or N = 2. The mass 
of hydrogen mH2 in the self-ignition zone after a 
double shock compression behind IS and RS in gas- 
eous mixture (H2 + 02) ism = ßp2V. The gas den- 
sity behind RS is related to the initial gas density p0 

= Po/(R"T0) ahead of the IS as 

A> 

 (X + l)M2[2yM2 -7+1] 
~ [(y - 1)M2 + 2][(y - 1)(2M2 - 1) + 2] 

Here, ß is the hydrogen volume fraction in prelim- 
inary, prepared gaseous mixture H2 + 02, M is the 
Mach number of IS, y = Cp/cv (specific heats ratio), 
T0 is the initial temperature ahead of the IS (as usual, 
T0 = 293 K), P0 is the initial pressure in the LPC, 
and R° is the universal gas constant. 

The variation in the gasdynamic function_f(M) can 
be easily compensated for by an appropriate choice 
of mixture composition and initial pressure P0. Thus, 
the method of the investigation permits measure- 
ments of the self-ignition time delays of triple hybrid 
mixtures, viz., fine atomized decane + H2 + Oa 

over a range of hydrogen mass fraction in the com- 
pound fuel (3-35%). 

Results and Discussion 

The following cases may be distinguished accord- 
ing to the known experimental data [1-7,9] for dou- 
ble mixtures: (gaseous H2) + (gaseous 02) and (at- 
omized decane) + (gaseous 02): 

1. Moderate temperature, T < 1000 K, and medium 
pressure, 10 bar < P < 20 bar 

2. Moderate temperature, T < 1000 K, and high 
pressure, P > 20 bar 

3. High temperature, T > 1000 K, and medium 
pressure, 10 bar < P < 20 bar 

4. High temperature, T > 1000 K, and high pres- 
sure, P > 20 bar 

This simplest scheme of possible cases is based on 
the specific regions in the pressure + temperature 
plane, which correspond to various self-ignition re- 
gimes [4-7,9] as follows: 

1. The mild self-ignition in a gaseous mixture: (H2 

+ 02), and the strong self-ignition in a hetero- 
geneous mixture: (atomized decane + 02) 

2. The strong self-ignition in a gaseous mixture: (H2 

+ 02), and the strong self-ignition in a hetero- 
geneous mixture: (atomized decane + 02) 

Relying on this classification, several special cases 
of triple-mixture self-ignition can be analyzed. In ad- 
dition, the data on the self-ignition of compound fuel 
(decane + H2) + 50% 02 + 50% N2 are used to 
simulate the burnout of the initial component. 

Figure 3a shows the time dependencies of pres- 
sure (lines P) and luminosity (lines L) during the 
self-ignition of a gaseous premixed mixture: 15% H2 

+ 85% 02 (top), heterogeneous two-phase mixture: 
decane + 02 (middle), and hybrid mixture with 
compound fuel: 15% H2 + 85% 02 + decane (bot- 
tom). The column of graphs in Fig. 3a was obtained 
using a pressure gauge and photodiode placed 6 mm 
from the endwall. As mentioned [5,9], the self-ig- 
nition of mixture, H2 + 02 (or air), is mild without 
sharp, powerful pressure spikes at T2 = 970 ± 10 
K and P2 = 27 ± 3 bar. At the same conditions, the 
heterogenous mixture, decane + 02, ignites in a 
strong mode with powerful pressure disturbances. 
The most interesting is the self-ignition of a hybrid 
mixture with compound fuel, Decane + H2, at the 
same pressure + temperature conditions and tjHZ 

= 9%. As seen from Fig. 3a, the injection of at- 
omized decane into a gaseous mixture, 15% H2 + 
85% 02, results in strong ignition escalation. The 
self-ignition time delay in this case is not less than 
that for the heterogeneous mixture, decane + 02. 
Therefore, at above-mentioned pressure and tem- 
perature conditions, gaseous hydrogen is not a pro- 
moter of the self-ignition of atomized decane. Pres- 
sure disturbances do not disappear when the 
combustion wave propagates from a hybrid combus- 
tible mixture (zone SZ in Fig. 2a) to a gaseous mix- 
ture region at a distance of more than 15 mm from 
the endwall. 

Also, it is possible to compare the duration of the 
luminosity in two-component (gaseous or heteroge- 
neous) and hybrid combustible mixtures. This pa- 
rameter characterizes indirectly the rate of the fuel 
conversion to combustion products. It is worth 
pointing out, that hydrogen addition into the mixture 
decane + 02 prolongs the duration of the combus- 
tion in a heterogeneous system. 

Fig. 3b illustrates the effect of pressure on self- 
ignition. The pressure is increased up to P2 = 58 ± 
4 bar in comparison with the previous case, while 
the temperature remains at T2 = 970 ± 10 K. The 
self-ignition of the mixture decane + 02 proceeds 
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FIG. 3. Typical (pressure + light) time histories during self-ignition of two-component (gaseous hydrogen + gaseous 
oxygen, liquid atomized decane + gaseous oxygen) and hybrid (gaseous hydrogen + liquid atomized decane + gaseous 
oxidizer) mixtures. 

in the strong mode with significant random pressure 
spikes. The self-ignition of the mixture 15% H2 + 
85% 02 is close to the mild mode but with more 
noticeable pressure disturbances than at lower av- 
erage pressure. The self-ignition of a hybrid mixture 
with hydrogen mass fraction in the compound fuel 
with 7/H2 = 14% at P2 = 58 ± 4 bar is strong and 
self-ignition time delay is TiH2 < TiHyb < THC. Hy- 
drogen admixing into the heterogeneous mixture 
decane + 02 prolongs the duration of the luminos- 
ity signal because zft3 > Z/T2, but Ax^ > Az3. Here, 
Ali, Ax2, Az3 are durations of the luminosity during 
the self-ignition of the mixtures 15% H2 + 85% 02, 
decane + 02, and 15% H2 + 85% 02 + decane. 
The difference in self-ignition time delays in hybrid 
and heterogeneous mixtures is negligible in spite of 
the significant volumetric and mass concentration of 

hydrogen in the hybrid mixture. It means that hy- 
drogen remains a weak promoter of atomized dec- 
ane self-ignition at moderate temperature and high 
pressure. 

Fig. 3c illustrates the influence of the inert dilu- 
tent that simulates the generation of combustion 
products. The tests presented in Fig. 3c were per- 
formed at higher temperature, T2 = 1180 ± 20 K, 
and pressure, P2 = 68 ± 4 bar, with the gaseous 
oxidizer consisting of 50% N2 + 50% 02. Upper 
graphs correspond to the gaseous mixture 15% H2 

+ 85% (0.5N2 + 0.5O2). Middle graphs correspond 
to the heterogeneous mixture atomized decane + 
50% N2 + 50% 02. Bottom graphs correspond to 
the hybrid mixture atomized decane + 15% H2 + 
85%(0.5N2 + 0.5O2) at hydrogen mass fraction t]m 

= 12% in compound fuel. Similar to a pure oxygen 
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FIG. 4. Self-ignition time delays of 
gaseous, two-phase, and hybrid com- 
bustible mixtures. Lines: (1) decane 
+ 02, P = 10-15 bar; (2) ibid., P = 
40-50 bar; (3) ibid., P = 65-80 bar; 
(4) ibid., P = 4-6 bar; (5) 7.5% H2 

+ 92.5% 02> P = 10-15 bar; (6) 
7.5% H2 + 92.5% 02, P = 40^5 
bar; (7) 15% H2 + 85% 02, P = 30- 
40 bar; (8) 7.5% H2 + 92.5% 02, P 
= 10 bar (calculated); (9) ibid., P = 
40 bar (calculated). Points: hybrid 
mixtures, ", 7.5-15% H2 + 92.5- 
85% 02 + atomized decane, P = 
25-30 bar; A, ibid., P = 50-60 bar. 

atmosphere, the self-ignition modes of hydrogen and 
decane in equimolar oxygen + nitrogen oxidizer is 
strong, with TiH2 < TiHC. The transition to the hybrid 
mixtures is usually accompanied by the essential in- 
crease of pressure oscillations so APiiyh > APliC. 
Moreover, the self-ignition time delay becomes TiHyb 
> riHC > riH2. As was mentioned, the duration of 
the luminosity signal zfTHyt, > ^fTHC. 

Results of self-ignition time delay measurements 
are plotted in Fig. 4 for the set of double-compo- 
nent, premixed, gaseous and nonpremixed, heter- 
ogenous mixtures. Lines 1, 2, 3, and 4 correspond to 
heterogeneous mixtures (decane + 02). Lines 5, 6, 
and 7 correspond to premixed gaseous mixtures (H2 

+ o2). 
Also plotted are the results of calculations for ho- 

mogeneous gaseous mixtures (hydrogen-oxygen) on 
lines 8 and 9. Relative positions of calculated de- 
pendencies TiH2 = TiH2(P, T) and measured values 
TiHC = TiHC (P, T) partially confirm the prediction 
[1] about the possibility of intersection between cor- 
responding curves so that TiH2 < TiHC at T > Tf, but 
TiH2 > T

IHC at T < Tf (Tf is some reference value 
of temperature). The region of approaching ignition 
delays of heterogeneous and homogeneous mixtures 
is Tf = 1000-1400 K. Especially high possibility of 
ignition times approaching TiH2 and TiHC lies in the 
range T < 1000 K, P > 40 bar. This fact explains 
the independence of decane-oxygen self-ignition 
from hydrogen additives at moderate pressure and 
temperature. A definite discrepancy between TiH2 

and TiHC takes place at T = 1400-1500 K. In that 
domain, the hydrogen additive to the decane-oxygen 
mixture slightly reduces self-ignition time delay so 
that TiH2 < TiHyb < TiHC. 

The present experimental data have cast some sus- 
picion on the theoretical conclusions [3] about a 
strong hydrogen effect on the combustion of hydro- 
carbons (butane) at P > 30 bar and T < 1000 K. 
Calculation results [3] and the present experimental 
results come into agreement at T > 1200 K. For 
example, it was pointed out in Ref. 3 that the time 

delay changes negligibly in compound mixtures (hy- 
drogen + n-butane) at r]m = 6%. Also confirmed 
is the conclusion [3] about the relation TiH2 < ritr < 
TiC4Hio The difference between ziH2 and Titr is no 
more than twice, as shown in the experiments. 

Therefore, we can expect that at high pressure and 
moderate temperature (T < 1100 K), the addition 
of hydrogen to the decane-oxygen mixture at /7H2 < 
10% does not change self-ignition delay because riH2 

= TiHC. At high temperature conditions (T > 1200 
K), the addition of hydrogen to the decane-oxygen 
mixture slightly reduces the self-ignition delay. 

The main difference between combustion pro- 
cesses in double-gaseous (heterogeneous) and triple- 
hybrid mixtures with compound fuel is a different 
type of pressure oscillation. As a rule, the self-igni- 
tion of triple mixtures with compound fuel is accom- 
panied by large pressure amplitudes in the self-ig- 
nition zone. In every test considered, the injection 
of liquid hydrocarbon into a homogeneous gaseous 
mixture of hydrogen-oxygen results in a changing 
self-ignition regime. Usually, the mild regime trans- 
forms into a strong one. 

It seems that the basic reason for the change in 
the pressure oscillation regime is the violation of spa- 
tial uniformity of the combustible mixture. In fact, 
the dispersion of liquid fuel inside the zone filled by 
the homogeneous, gaseous combustible mixture 
leads to the appearance of cavities with transient 
temperature and composition. The local tempera- 
ture variation is conditioned by heat losses due to 
liquid fuel vaporization. The variation of composi- 
tion is determined by different concentrations of dis- 
persed fuel relative to the place of the initial droplet. 
Temperature decreases inside particular (distinct) 
volumes of the self-ignition zone, and the variation 
of the mixture composition results in prolongation 
of the triple mixtures combustion. 

Conclusions 

1. It was found on the basis of careful experimental 
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investigations that the admixing of hydrogen into 
a two-phase mixture (decane + 02 at T < 1100 
K, P > 40 bar, and hydrogen mass fraction tjm 

< 15%) does not change the self-ignition time 
delay. 

2. Hydrogen is a weak promoter of atomized decane 
self-ignition in an oxygen atmosphere at T > 1100 
K, P > 40 bar, and hydrogen mass fraction 7/H2 

< 15%. 
3. The injection of atomized hydrocarbon fuel in a 

premixed gaseous H2 + 02 mixture causes a 
transformation from the mild self-ignition regime 
to a strong ignition regime. 

4. The self-ignition of hybrid mixtures is accompa- 
nied by more intensive pressure disturbances 
than in the double-component gaseous mixtures. 

5. The duration of combustion for heterogeneous 
mixtures (Decane + 02) does not decrease as a 
result of hydrogen addition at hydrogen mass 
fraction ^H2 < 15%. 

6. Existing chemical kinetics models are of limited 
value in describing the process of hybrid mixture 
combustion at pressure and temperature levels 
relevant to engine conditions. 
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ADVANCED DIAGNOSTICS FOR MINIMIZING HYDROCARBON EMISSIONS 
FROM A DIRECT-INJECTION GASOLINE ENGINE 

MICHAEL C. DRAKE, DONALD T. FRENCH AND TODD D. FANSLER 

General Motors Research ir Development Center 
Warren, Ml 48090-9055, USA 

Minimizing unbumed-hydrocarbon (HC) emissions at light load is essential for realizing the potential 
fuel-economy, cold-start, and transient-HC advantages of direct-injection (DI) stratified-charge engines. 
This paper summarizes the application of several advanced diagnostics to understand and quantify HC 
sources in an experimental DI two-stroke engine. Single-cycle (two-dimensional) and multicycle-averaged 
(two-dimensional and reconstructed three-dimensional) laser-induced-fluorescence (LIF) imaging of gas- 
oline (1) characterizes the highly stratified fuel distribution at the time of ignition, (2) identifies cyclic 
variations in the fuel concentration near the spark gap as a principal cause of misfires and partial burns, 
(3) reveals regions of fuel-air mixture around the periphery of the fuel cloud that are too lean to burn, and 
(4) detects the outgassing of unbumed fuel from the fuel injector nozzle-exit crevice late in the engine 
cycle. Cyclic variations are investigated further by collecting continuous, time-resolved data on liquid fuel 
distributions, combustion, and exhaust hydrocarbon emissions over many consecutive engine cycles. Spe- 
cifically, high-speed (4000 frames/s) video imaging of the fuel spray and of spectrally resolved combustion 
luminosity is combined with simultaneous exhaust-HC sampling using a close-coupled fast-response (~2 
ms) flame-ionization detector. Cylinder pressure is also digitized simultaneously, so that the imaging results 
can be correlated with the heat released and the exhaust HC mass for each engine cycle. The results (1) 
show that combustion begins as partially premixed flame propagation and ends as slower mixing-limited 
or diffusion burning, (2) reveal quantitatively the fate of unburned fuel in misfire and partial-burn cycles, 
and (3) provide strong evidence that the dominant HC sources are incomplete combustion of the injected 
fuel cloud and late release of fuel trapped in the injector nozzle-exit crevice (rather than fuel trapped in 
the piston top-ring-land crevice, which is the dominant HC source in conventional homogeneous-charge 
four-stroke engines). 

Introduction acquired cylinder-pressure data [6,7]. These tech- 
niques, although valuable for characterizing fuel-air 

Both two-stroke and four-stroke direct-injection mixture preparation and combustion, provide little 
stratified-charge (DISC) spark-ignition (SI) engines quantitative information about HC emissions during 
have attracted interest as automotive power plants individual engine cycles. We have therefore inte- 
because of their potential advantages in fuel effi- grated high-speed exhaust-HC sampling [8] with si- 
ciency and in reduced emissions during starting and multaneous high-speed spectrally resolved imaging 
speed-load transients. However, DISC engines suf- and cylinder-pressure measurements. Our analysis 
fer   from   elevated   unburned-hydrocarbon   (HC) provides engine-out HC mass data that we relate to 
emissions at light loads, which are sometimes wors- imaging and heat-release data on a cycle-by-cycle ba- 
ened by misfires and partial burns. Available evi- sis. The results offer further insight into the fate of 
dence points toward bulk flame quenching as the unburned fuel in the cylinder and the relative im- 
dominant HC source [1-4]. By contrast, in conven- portance of various HC sources in a two-stroke 
tional homogeneous-charge four-stroke SI engines, DISC engine, 
the dominant HC source is thought to be fuel-air 
mixture that is forced into crevices (in particular the 
piston top-ring-land crevice)  during compression Experiment 
and combustion and that  subsequently outgases 
from the crevices but fails to burn as the cylinder vn„ine 

pressure and temperature fall [5]. 
Here, we first summarize new insight into DISC- Figure 1 shows a simplified schematic of our en- 

engine combustion that has been obtained using gine (see also Table 1). It is a single-cylinder version 
two- and three-dimensional laser-induced-fluores- of an experimental V6 DI two-stroke engine, and it 
cence  (LIF) imaging of fuel and simultaneously uses the same crankcase-compression scavenging, 
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FIG. 1. Simplified schematic of optical two-stroke direct- 
injection stratified-charge engine. Gray curved line indi- 
cates scavenging airflow pattern. Not shown here is a con- 
ventional heated-line FID probe that is mounted further 
downstream from the exhaust port. 

TABLE 1 
Engine specifications and operating conditions 

Displacement 0.5 L 
Bore 86 mm 
Stroke 86 mm 
Connecting-rod length 191.5 mm 
Compression ratio 6.5 

(trapped) 

Exhaust Port Opens 90°ATDC (after fop dead 
(EPO) center crankshaft position) 

Intake Port Opening 120°ATDC 
(IPO) 

Intake Port Closing 240°ATDC 
(IPC) 

Exhaust Port Closing 270°ATDC 
(EPC) 

Fuel Amoco 91 RON gasoline 
Fuel-injection pressure 540 kPa (gauge) 
Coolant temperature 90°C 

cylinder block, piston, rings, air-assist fuel-injection 
[6,7], ignition, and lubrication systems as the V6 en- 
gine. To provide optical access, the combustion 
chamber in the cylinder head is modified to a nearly 
rectangular shape, with flat quartz windows forming 
two orthogonal sides. A piezoelectric transducer 
mounted in the rear wall of the combustion chamber 
measures cylinder pressure as a function of engine 
crank angle (14-bit pressure digitization at 0.5° in- 
tervals), from which individual-cycle heat-release 
rates, fuel-mass burned, and so forth are evaluated. 

^ 

Laser 

Optical Engine 
(Top view) Pressure 

- Transducer 
■ Injector 

L Spark plug 

\HZ] 
Camera(s) 
and Filter(s) 

FIG. 2. Schematic diagram of laser-based imaging ap- 
paratus. 

Exhaust-port pressure measurements are also used 
to determine exhaust mass flow rates (as described 
later). Time-resolved exhaust-HC concentrations are 
measured with a Cambustion HR200 fast-response 
flame-ionization detector (FID), whose probe is 
close mounted to minimize mixing and sampling re- 
sponse time (—2 ms here). Time-averaged HC con- 
centrations are measured with a conventional 
heated-line FID located further downstream in the 
exhaust passage. 

The engine is fueled with commercial gasoline and 
fired continuously; note that we do not alternate 
fired and (one or more) nonfired cycles as is some- 
times done to reduce thermal and mechanical 
stresses. At the light and moderate loads studied 
here, the optical engine closely replicates the pro- 
totype engine's indicated work, fuel consumption, 
combustion stability, and time-averaged engine-out 
HC emissions [6,7], To reduce window fouling, the 
engine was typically warmed up only 30-60 s before 
beginning optical measurements. 

Optical Diagnostics 

Figure 2 illustrates the imaging experiments. For 
fuel-LIF imaging, a thin (—0.5 mm) sheet of UV 
laser light (266 nm wavelength; —10 ns pulse dura- 
tion; —40 mj pulse energy) is formed from the out- 
put beam of a frequency-quadrupled Nd:YAG laser 
and is directed through the combustion chamber's 
side window. Fluorescence excited from compo- 
nents of commercial gasoline is collected through 
the front window, filtered to reject elastically scat- 
tered light and flame luminosity, and imaged onto a 
cooled, intensified slow-scan CCD camera (Prince- 
ton Instruments ICCD-576; 200-ns gate duration). 
The laser is fired (at most once per engine cycle) to 
acquire single-laser-shot or multishot averaged im- 
ages at selected crank angles. 

High-speed imaging experiments use a copper-va- 
por laser (CVL) (511 and 577 nm wavelengths; —30 
ns pulse duration; —2 mj pulse energy). Light from 
the CVL sheet that is Mie scattered by the liquid 
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fuel spray together with natural flame luminosity is 
directed by a reflective beam splitter to a pair of 
image-intensified Kodak EM1012 high-speed video 
cameras, one of which is sensitive to ultraviolet 
wavelengths. The CVL fires continuously at 4000 
pulses/s (once per camera frame). Interference fil- 
ters (—10 nm FWHM) isolate combustion luminos- 
ity from radical species, for example, OH (306 nm), 
CH (432 nm), and C2 (516 nm). At 900 and 1500 
rpm engine speeds, images can be recorded contin- 
uously every 1.35° and 2.25° crank angle over as 
many as 60 and 100 consecutive engine cycles, re- 
spectively. 

Results 

Fuel-Fluorescence Imaging 

Figure 3a is a three-dimensional rendering of the 
fuel-vapor distribution in the combustion chamber 
1° crank angle before firing the spark (i.e., 
40°BTDC) at a 1500 rpm cruise condition. The raw 
LIF data were taken as a series of 11 two-dimen- 
sional Tomographie images; each was a 16-shot av- 
erage image recorded successively as the UV laser 
sheet was moved in 2.5-mm steps across the com- 
bustion chamber. Although LIF from liquid- and va- 
por-phase gasoline cannot be distinguished spec- 
trally, Fig. 3a represents fuel vapor because 
Mie-scattering images, which respond only (and sen- 
sitively) to liquid, show that essentially no liquid fuel 
remains in the combustion chamber at this crank 
angle [6,7]. 

Although we were not able to determine absolute 
fuel concentrations or equivalence ratios of multi- 
component gasoline from the measured fuel LIF in- 
tensities, we obtained approximate fuel/air equiva- 
lence ratios from the LIF data by assuming that (1) 
at fixed crank angle, the fluorescence intensity is pro- 
portional to the fuel concentration and (2) at spark 
time, the fuel-air equivalence ratio </> = 1 near the 
spark gap for optimized engine operation [6]. 
Clearly the fuel-air distribution exhibits steep gra- 
dients and encompasses a wide range of equivalence 
ratios. Figure 3b shows that, just before spark, ig- 
nitable mixture (estimated roughly as 0.6 < 4> < 1.6) 
is present only within a thin shell. 

Cyclic variations in engine performance, including 
misfires and partial burns, are a major practical prob- 
lem in SI engine development. Single-shot two-di- 
mensional fuel LIF imaging just before ignition re- 
veals appreciable cyclic variation in the overall shape 
and location of the fuel cloud and significant cyclic 
variation in the fuel concentration near the spark 
gap. Figure 4 is a histogram of the fuel-LIF intensity 
in a small (=0.75 X 1 X 0.5 mm) region just above 
the spark gap that was evaluated from 50 single-cycle 
two-dimensional images with the light sheet directed 

through the central plane that contains the fuel-in- 
jector and spark-plug centerlines. Relating LIF in- 
tensity to equivalence ratio as described previously 
shows that a few cycles were either too rich or too 
lean for successful ignition and rapid flame propa- 
gation, consistent with the incidence of misfires and 
partial burns determined from simultaneously ac- 
quired cylinder-pressure data [6]. 

The release of fuel trapped in the injector nozzle- 
exit crevice as the cylinder pressure falls has also 
been detected by LIF imaging, as illustrated in Fig. 
5. Beginning typically about 50°ATDC, the emerg- 
ing fuel forms a low-velocity plume that remains 
largely intact until fresh air from the transfer (intake) 
ports reaches the combustion chamber around 
150°ATDC, by which time combustion has long 
since ceased (see next section). Most of the injector- 
crevice flow is vapor, although Mie-scattering images 
reveal liquid mist during part of the crevice-flow pe- 
riod [7]. Little of this crevice flow reacts because it 
is fuel-rich, it mixes very slowly with cylinder gases, 
and the cylinder gases are relatively cool and very 
dilute (residual fraction —65% at light load). 

High-Speed Spectrally Resolved Imaging 

DISC-engine HC emissions typically are highest 
at the lightest loads when injection is delayed to in- 
crease charge stratification [1-4]. In the remainder 
of this paper, we discuss 900-rpm, near-idle opera- 
tion with a narrower-spray injector that leads to 40% 
lower engine-out HCs on average (but also to more 
frequent misfires) than the injector used in the LIF 
experiments just described. Taken from a continu- 
ous 4000-frames/s video record of 60 consecutive 
engine cycles, Fig. 6 shows selected images of the 
fuel spray and spectrally resolved combustion lumi- 
nosity during ignition and early flame growth for 
three consecutive cycles. Simultaneously acquired 
cylinder-pressure data and the mass-burning rate 
evaluated therefrom are shown in Fig. 7 together 
with individual-cycle exhaust-HC results. 

Cycle 14 in Figs. 6 and 7 represents fairly typical 
combustion. Cycle 15 is a misfire: detectable flame 
luminosity disappears shortly after the end of the 
=T-ms spark discharge (spark fired at 30°BTDC), 
and only «=2% of the injected fuel is consumed. 
Some of the unburned fuel remaining in the cylinder 
(see next section) burns during cycle 16, producing 
above-average combustion luminosity and heat re- 
lease. The fuel sprays from the three cycles (illus- 
trated at mid-injection) are all typical and offer no 
clear explanation for the flame extinction in cycle 15, 
but the near-absence of 520-nm radiation suggests 
that it is a lean misfire. (During early combustion, 
the 520-nm luminosity originates from both C2-rad- 
ical and continuum emission and hence indicates 
comparatively rich burning. CH-radical emission, 
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(Equiv. Ratio <I>« 0.6-1.6) 

FIG. 3. Three-dimensional LIF images of average fuel distribution 1° before ignition at 1500 rpm cruise condition, (a) 
Isosurface rendering with top front quadrant removed to show interior, (b) Ignitable-mixture region rendered in yellow 
along two intersecting cutting planes that pass through the spark gap. 

520 nm       430 nm 520 nm       430 nm 
Dark Bright 

FIG. 6. Spectrally resolved dual-camera images from three consecutive engine cycles (narrow-spray injector; 900 rpm 
light-load test condition). The spray images at the top of each column are formed by Mie-scattered 511-nm laser light 
that passes through the 520-nm filter. Combustion-luminosity images begin at spark (denoted time 0.0 ms) and continue 
at 0.5-ms (2.7° crank-angle) intervals. Detected light intensity is depicted using the rainbow false-color scale shown at 
the bottom of the figure. 
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FIG. 4. Histogram of fuel LIF intensity within small re- 
gion immediately above spark gap. 

associated primarily with <f> «* 1 burning, contributes 
significantly to the 430-nm luminosity recorded.) 

The mass-burning-rate curves in Fig. 7 for cycles 
14 and 16 display an initial rapid partially premixed 
combustion phase during which =40% of the fuel is 
consumed, a transition phase («»40-60% mass 
burned), and finally a slow mixing-limited or diffu- 
sion-burning phase during which the burning rate 
decreases approximately linearly with the amount of 
unburned fuel remaining in the cylinder [4,6,7]. De- 
tectable heat release lasts until just before the piston 
uncovers the top of the exhaust port (see Fig. 1) at 
90°ATDC. 

8000 10000 

FIG. 5. LIF image of fuel emerging from injector nozzle- 
exit crevice at 150°ATDC. 

Individual-Cycle HC Emissions Measurements 

To interpret the fast-FID data for HC concentra- 
tion or mole fraction [HC(0)] versus crank angle 9 
(e.g., Fig. 7) and to quantify the HC mass emitted 
each cycle, we have evaluated the exhaust mass flow 
rate dMeA(6)ldt for each cycle from the measured 
cylinder and exhaust pressures Pcy\(0) and Pesh(0) by 
approximating the process as spatially uniform, 
quasi-steady flow through an orifice—the exhaust 
port—whose effective flow area Ae{^6) was deter- 
mined in separate steady-flow measurements. The 
individual-cycle HC concentration and dMeA(9)/dt 
are then converted to HC mass flow rate dMHC(0)/ 
dt (Fig. 7) using effective molecular weights of the 
fuel and exhaust gas (the latter evaluated from 
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FIG. 7. Heat-release and fast-HC-sampling results for the same three engine cycles as in Fig. 6. (Upper) Cylinder 
pressure (dashed line) and mass burning rate (solid line). (Lower) HC concentration (dashed line) and HC exhaust mass 
flow rate dMHC/dt (solid line). Note that the HC concentration data have been shifted in crank angle to account for the 
fast-FID sampling delay. Also labeled for each engine cycle are the indicated work produced (expressed as indicated 
mean effective pressure [IMEP]), the total mass of fuel burned relative to the average mass of fuel injected, and the 
total HC mass that leaves the cylinder during the exhaust event. 
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FIG. 8. Correlation between individual-cycle heat-re- 
lease and exhaust-HC-mass data (900 RPM). For clarity, 
the upper graph includes data from only the first 40 of the 
100 engine cycles shown in the lower graph. 

emissions data). Integrating dMHC(6)/d,t from ex- 
haust-port opening (90°ATDC) to exhaust-port clos- 
ing (90°BTDC, i.e., -90°ATDC in the next cycle) 
yields the total exhaust-HC mass for each cycle (la- 
beled in Fig. 7). Ensemble-averaged, mass-flow- 
weighted HC emissions evaluated thus from the fast- 
FID data agree well with simultaneously acquired 
time-averaged HC data from the conventional FID 
over a wide range of HC levels and operating con- 
ditions (0-30% misfires). 

For normal cycles (e.g., cycle 14 in Fig. 7), the HC 
mass flow rate dMHC(9)/dt exhibits four important 
features: (1) the cylinder blowdown peak as the pis- 
ton uncovers the top of the exhaust port (90°ATDC); 
(2) a second, higher peak as the transfer (intake) 
ports are uncovered (120°ATDC) and fresh airflows 
into the cylinder; (3) bacWow from the exhaust into 
the cylinder around BDC; and (4) a final outflow 
peak as the rising piston covers first the transfer 
ports and finally the exhaust port (120°-90°BTDC of 
the following cycle). Misfire cycles (e.g., cycle 15) 
exhibit not only elevated HC concentration and net 
HC mass outflow but also initial backflow instead of 
a normal cylinder blowdown. When the exhaust port 
closes after a misfire, the fast-FID HC concentration 

declines slowly because of mixing within the exhaust 
system. 

Figure 8a shows that the engines high residual 
fraction (—65% at light load) leads to a strong cou- 
pling between cycles: a misfire increases HCs for 
about three cycles. Most of the unburned fuel re- 
mains in the cylinder, where some bums during the 
next cycle (cycles 16 and 35 in Fig. 8 consume —25% 
more fuel than the average quantity injected). Much 
of the fuel retained after a misfire escapes combus- 
tion, however, as implied by the fact that the cycle 
just after a misfire has HCs comparable to the mis- 
fire cycle itself. Note that, provided outliers associ- 
ated with such cycles (e.g., cycles 16,17, 35, and 36) 
are excluded, the HC mass falls off linearly with the 
fuel mass burned (Fig. 8b). 

Discussion and Conclusions 

Coupling in-cylinder optical diagnostics (two- and 
three-dimensional fuel LIF imaging; 4000-frames/s 
video imaging of the liquid fuel spray, and spectrally 
resolved combustion luminosity) with high-speed 
probe measurements (individual-cycle cylinder- 
pressure and fast-FID exhaust-HC sampling) has 
provided the most direct and quantitative character- 
ization available of the processes that lead to ex- 
haust-HC emissions from a stratified-charge SI en- 
gine. The results imply that the major HC sources 
(and approaches to minimizing HC emissions must 
therefore) differ significantly between two-stroke 
stratified-charge and conventional premixed-charge 
four-stroke SI engines. 

Misfires and partial burns, associated with cyclic 
variation in local equivalence ratio at ignition, con- 
tribute significantly to HC emissions, but only —25% 
of the injected fuel appears in the exhaust immedi- 
ately after a misfire because of the reduced exhaust 
mass flow combined with the two-stroke engine's 
high residual fraction. The top-ring-land crevice is 
not a significant light-load HC source in this DISC 
engine because charge stratification ensures that 
gases trapped in the crevice contain relatively little 
fuel. The fast-FID data support this because the first 
gas to leave the cylinder (e.g., 85°-120°ATDC in cy- 
cle 14 of Fig. 7b) comes from near the top-ring-land 
crevice and typically has lower HC concentration 
than that observed during the main scavenging 
phase (120°ATDC-120°BTDC). 

Most of the cylinder contents and 60-70% of the 
total HC mass are exhausted during the main scav- 
enging phase when the exhaust mass flow and HC 
concentration are both high. These HC emissions 
result primarily from four sources of incomplete 
combustion: (1) misfires and partial burns, as dis- 
cussed previously; (2) injected fuel that overmixes, 
forming regions of mixture that are too lean to bum 
(e.g., outside the ignitable-mixture zone in Fig. 3b); 
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(3) fuel that outgases from injector crevices (Fig. 5); 
and (4) fuel-rich pockets that mix and react too 
slowly to burn completely [6,7]. The relative impor- 
tance of these four sources has not been quantified 
individually and is expected to vary with specific en- 
gine design and operating conditions. 
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COMMENTS 

Norman Chigier, Carnegie Mellon University, USA. On 
the basis of your measurements, can you prescribe the ideal 
spray characteristics in terms of drop size, velocity, number 
density and spray angle for different operating conditions? 

gines for automotive, marine, and motorcycle applications, 
and several companies are also pursuing four-stroke DI 
engine development. 

Author's Reply. The detailed in-cylinder measurements 
for this engine as described in this and previous papers 
[6,7] illustrate the importance of precise control of the fuel 
distribution, particularly at the time of spark for light and 
medium load conditions. For stable ignition, the equiva- 
lence ratio at the spark gap must be between roughly 0.6 
and 1.6. However, to minimize HC emissions, fuel in 
regions where the equivalence ratio is <0.6 must be min- 
imized because it is too lean to burn, and fuel in regions 
where the equivalence ratio is >1.6 must mix with air fast 
enough to bum before the cylinder pressure drops too 
much and reactions are quenched. Also, the injector must 
work over a wide range of engine speed and load condi- 
tions, including heavy load where one wants homogeneous 
stoichiometric operation for maximum power. What are the 
ideal spray characteristics which fit these criteria? Although 
the answer will always depend in significant part on design- 
specific details (e.g., combustion-chamber shape, location 
of the spark plug, etc.), four desirable characteristics 
emerge: (1) high repeatability, (2) good atomization even 
for fuel injected into elevated cylinder pressure close to 
TDC, (3) a compact spray cone angle with steep gradients 
at the periphery of the spray cloud for stratified operation, 
and (4) small drop sizes to enhance vaporization and mix- 
ing. Advanced injection systems, e.g., air-assist injection, 
have led to new development efforts in two-stroke DI en- 

A. Kowalewicz, Radom Technical University, Poland. 
What was fuel/air ratio, especially for stratified charge 
operation of the engine? What was the source of fuel which 
was supplied to the engine for cycles that apparently 
burned more than 100% of the fuel injected, as shown in 
the top graph of Figure 8? 

Author's Reply. During light and moderate load opera- 
tion, the engine runs at a very lean overall equivalence 
ratio. Two conditions were described in the paper: a light- 
load/near-idle condition at 900 rpm, where the average 
trapped equivalence ratio is 0.44 and a moderate-load/ 
cruise condition at 1500 rpm, where the trapped equiva- 
lence ratio is 0.69. More details regarding the engine op- 
erating conditions can be found in reference 7. 

Under the conditions described in our paper, this engine 
operates at a veiy high residual fraction of —0.65 (i.e., 
nearly two thirds of the cylinder contents are left over from 
the previous cycle). Thus, following a misfire (i.e., cycles 
15 and 34 in the example shown in Figure 8), subsequent 
cycles contain a lot of unburned fuel from the residual con- 
tents in addition to the fuel injected during the cycle. A 
significant fraction of the unburned fuel in the residual is 
burned in the 3 cycles following any misfire, so the total 
fuel burned during these cycles can be higher than the fuel 
injected. 
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For precise spontaneous Raman scattering measurements of species densities in hydrocarbon fueled 
combustion, it is vital to separate the Raman scattered light from interfering (broadband) fluorescence 
light. This paper describes the application of a detection scheme for separated and simultaneous acquisition 
of both polarization components of the laser-induced emissions (i.e., perpendicular and parallel to the 
polarization of the incident laser light). Using highly polarized incident laser light, the Raman scattered 
light maintains almost this polarization, whereas broadband fluorescence and most laser-induced predis- 
sociation fluorescence (LIPF) emissions are strongly depolarized. Therefore, it is possible to extract the 
Raman signal by subtracting the signals separately obtained for the two polarization directions (i.e., vertical 
polarized light consists of fluorescence and parallel polarized light consists of fluorescence and Raman 
scattering). This detection scheme is used to acquire high-precision single laser shot multispecies, polari- 
zation separated, and crank angle-resolved spectra in the combustion chamber of a firing spark-ignition 
(SI) engine. 

In addition, a combinative approach for cycle-resolved mixture composition and exhaust gas analysis is 
demonstrated. In this approach, the air-fuel ratio before ignition and the NO LIF intensity in the burned 
gas are measured within the same engine cycle using the different polarization properties of Raman scat- 
tered and fluorescence light. 

The measurements are carried out in a standard production, four-cylinder SI engine that is modified 
only slightly to allow optical access. The engine data have not been changed by these modifications (e.g., 
the compression ratio is maintained at 10). 

Introduction Raman    signals    from    interfering   laser-induced 
(broadband) fluorescence. Signal separation using 

Spontaneous Raman scattering is a major spatially the different polarization properties of LIF and Ra- 
precise laser diagnostic technique for species and man scattered light has been suggested previously 
temperature measurements in fluid dynamic and by other authors [4,5,6]. 
combustion processes [1]. The advent of powerful The application of polarization analysis for the de- 
lasers operating in the ultraviolet spectral region al- termination of interfering (broadband) fluorescence 
lows one to take advantage of the scaling of the scat- from combustion intermediates in the combustion 
tering cross section with the fourth power of the fre- chamber of a firing spark-ignition engine and in the 
quency and of additional resonant enhancement spray flame of an oil-burning furnace has been dem- 
because of the vicinity of molecular absorption onstratedby Grünefeldetal. [7]. They recorded two 
bands [2,3]. For measurements in hydrocarbon-fu- subsequent images. One image was taken with the 
eled combustion, it is vital to distinguish the desired electric vector of the incident laser beam perpen- 
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FIG. 1. Top view of the optical setup. The Glan prism is 
positioned in the focal plane of the imaging spectrograph. 
Two intensified CCD cameras acquire the light with dif- 
ferent polarization direction. The electric field vector is 
sketched as a dot or as a line, dependent on its orientation. 

dicular to the observation axis. In this case, they ob- 
tained maximum Raman signal and the unpolarized 
broadband fluorescence background signal. Then a 
second image was taken with the electric vector of 
the laser light rotated by 90°, that is, with the electric 
vector parallel to the observation axis. For this align- 
ment, the unpolarized fluorescence background and 
the depolarized portion of the Raman signal were 
acquired. Both images had to be taken one after the 
other in subsequent engine cycles. Consequently, 
the technique is not suited to single shot measure- 
ments. Nevertheless, for measurements in stationary 
flames, this technique has offered high measure- 
ment precision for averaged measurements as de- 
scribed by Luczak et al. [8]. An approach for simul- 
taneous detection of both polarization directions is 
described by Brockhinke et al. [9]. They used an 
experimental setup involving two optical-multichan- 
nel analyzer detection units. The detection axis of 
both units were placed at right angles to each other 
and in a plane perpendicular to the incident laser 
beam. Unfortunately, this configuration is not suited 
for engine applications with limited optical access. 
Barat et al. [10] described flame thermometry via 
Rayleigh scattering excited by highly polarized light 
at 532 nm. They used a simple polarizing beam split- 
ter to separate both polarization directions, one 
composed of the desired Rayleigh scattering, back- 
ground glare, and black body radiation and the other 
the sum of background glare and black body radia- 

tion. Both composite signals were detected by pho- 
tomultipliers and subtracted from each other to ex- 
tract the pure Rayleigh signal. 

For the measurements described in this paper, the 
different polarization directions are separated in the 
focal plane of a spectrograph, thus making possible 
single laser shot and multispecies measurements in 
a combustion device with limited optical access. This 
detection scheme will be described in detail in the 
section Optical Setup. Each polarization component 
is imaged separately onto two intensified CCD cam- 
eras. For pure polarization analysis, the detection is 
possible with only one camera, but we record two 
independent spectra in one single engine cycle. For 
example, measurements are carried out in which the 
laser is fired twice. In this case, the tunable KrF 
excimer laser is tuned to an NO transition within the 
A2S+ <— X2TI, (0, 2) y-band system. The Raman scat- 
tered light with the polarization direction parallel to 
the electric vector of the incident laser light from 
the first laser shot before ignition is used to char- 
acterize the charge (i.e., to determine the air-fuel 
ratio and residual water content). The second laser 
shot is triggered within the combustion stroke of the 
same cycle and excites NO fluorescence, which is 
detected with the second camera system recording 
light polarized perpendicular to the polarization di- 
rection of the incident laser light. 

Experimental 

Test Engine 

The investigations reported here are carried out 
in one cylinder of a standard production, four-stroke, 
four-cylinder, in-line Si-engine supplied by VOLKS- 
WAGEN AC The engine is modified to facilitate 
optical access by placing a spacer plate between cyl- 
inder head gasket and crank case. The spacer plate 
has three cylinder-like orifices, as outlined in Fig. 1. 
They are the housings of quartz windows with a di- 
ameter of 10 mm. The pistons are extended to main- 
tain the compression ratio at 10. In our case, we 
attached great importance to keeping the engine de- 
sign is as close as possible to a production line en- 
gine. There is no piston window, and we accepted 
the blocking of the windows in the spacer plate by 
the piston near top dead center (TDC). The mea- 
suring cylinder is also equipped with a pressure 
transducer. The engine is mounted to a motor/dy- 
namometer combination that allows flexible opera- 
tion at different speed and load settings. Zso-octane 
(C8H18) is used as fuel because it does not absorb 
the ultraviolet radiation of the KrF excimer laser, the 
Raman scattered light, or LIF. 

Optical Setup 

Figure 1 shows the principal optical setup. The 
light source is a tunable excimer laser (EMC 160 
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FIG. 2. Schematic of the combustion chamber geometry 
and optical configuration. The location of the probe volume 
with respect to the combustion chamber geometry and the 
laser beam orientation are shown. 

MSC, Lambda Physik) operated with a KrF gas fill- 
ing. Its optical configuration is altered according to 
the description by Grünefeld [7]. The laser light is 
formed with a single lens (f = 2000 mm) and di- 
rected through the combustion chamber. The cross 
section of the laser beam forming the measuring vol- 
ume is approximately 4 mm X 1 mm. The location 
of the measuring volume with respect to the com- 
bustion chamber geometry is sketched in Fig. 2. The 
orientation of the electric field vector of the laser 
light crossing the combustion chamber can be ro- 
tated by tilting a birefringent MgF2 plate in the 
beam path using a stepper motor. The detection axis 
is perpendicular to the laser beam. A section of the 
laser beam 15 mm in length is imaged onto the en- 
trance slit of a low-resolution flat field spectrograph 
by a combination of two spherical lenses providing 
1:1 imaging. 

The spectrometer (f# 3.8, 275 mm focal length, 
Czerny-Turner type with in-line optical path) has 
high output and good imaging qualities. In the spec- 
tral plane of the spectrograph, a Glan prism (aper- 
ture 20 mm) is mounted to separate both polariza- 
tion components. A detailed description of the 
polarization separation will be given in the following 
section. One beam leaves the prism without deflec- 
tion, whereas the other is totally reflected internally 
and leaves the prism at the side. An aluminum mir- 
ror is used to reflect the latter in the direction of the 
detection optics. Two spherical lenses, one for each 
polarization component, collect the polarization sep- 
arated and spectrally dispersed light and refocus it 
onto two separate Peltier-cooled intensified CCD 
cameras. The CCD cameras have a dynamic range 
of 12 bit and a chip size of 384 X 286 pixel. The 
image data and simultaneously acquired analog data 
(pressure traces) are transferred to a multiplexer that 
is linked to a single PC. Laser trigger and camera 

actions are all synchronized with the engine crank- 
shaft, making possible the acquisition of spectra at 
defined crank angles. 

Choice of the Polarization Separating Component 

Because of limited optical access, and to minimize 
the instrumentation, we separate the polarization 
components in the focal plane of the spectrograph. 
In this case, there are some special requirements for 
the polarization separating device. First, high output 
in the spectral range of interest for both polarization 
directions is a must. This means the analyzer must 
have high transmission, low reflection, and low scat- 
tering and must not vignette the beams in the range 
of 248 nm (Rayleigh) to 273 nm (H20 Raman). In 
principle, prism polarizers made of calcite with an 
air spacing and large aperture are useful analyzers 
for this application. On the one hand, the absorption 
coefficient for calcite rises for wavelengths smaller 
than 300 nm. The transmission of unpolarized light 
through a Glan prism such as ours at 300 nm is about 
45%, whereas it drops to about 30% at 248 nm. This 
suggests the use of other materials such as crystalline 
quartz or magnesium fluoride, which can transmit 
wavelengths as short as 160 nm and 120 nm, re- 
spectively [11]. 

On the other hand, the birefringence of calcite is 
one order of magnitude larger than for those mate- 
rials at 250 nm. A small birefringence makes the de- 
sign of the polarizing prism difficult, since the angle 
of incidence for which the polarization directions are 
still separated is determined by the value of the bi- 
refringence. The prisms are generally made in two 
parts. One ray (usually the extraordinary ray) passes 
through the entire prism while the other ray is totally 
reflected at the air spacer because of the difference 
in the refractive index. Thus, the greater the bire- 
fringence, the greater the usable angular polarized 
field. 

A large angle of acceptance is vital for our appli- 
cation, as illustrated by the following calculation. 
With a nominal reciprocal linear dispersion of 3 nm/ 
mm of our spectrograph, a spectral interval of 25 nm 
spreads over a distance of Ax = 8 mm in the focal 
plane. Since to Ax ~ /spectrograph X AQ, the angular 
spread of the system (A6) can be calculated. With 

/spectrooraph = 275 mm and Ax = 8 mm, the angular 
spread" is A9 = 1.6°, which can be covered by a Glan 
(air-spaced Glan-Thompson prism) made of calcite. 
Additionally, the f# of the spectrometer has to be 
taken into account since it determines the angle of 
aperture at each wavelength. For an f# 3.8, this angle 
is 15°. In principle, this angle cannot be covered by 
the Glan prism, which offers a usable angular polar- 
ized field symmetrical about the prism axis of about 
12° (at 215 nm). However, it turned out that because 
of the confocal parameter of our imaging system, it 
is possible to place the Glan prism directly in the 
focal plane of the spectrograph without loss of po- 
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FIG. 3. Spectra taken at 690°KW in the combustion 
chamber of a firing SI engine. Both spectra are recorded 
simultaneously and are averaged over 10 engine cycles. 
One spectrum shows the desired Raman scattering with 
the electric vector parallel to the polarization direction of 
the incident laser light. The other spectrum shows the de- 
polarized portion of the Raman emissions. 

larization separation quality. If the prism is ce- 
mented together (glycerine or mineral oil are used 
in the ultraviolet), the field of view could be in- 
creased to 30° [12]. In this case, additional losses 
caused by stronger absorption by glycerine or min- 
eral oil need to be taken into account. 

Calibration and Data Analysis 

For calibration of the different overall sensitivities 
of both optical paths (different cameras, polariza- 
tion-dependent reflectance of the grating), unpolar- 
ized light of a mercury pen lamp is used. The lamp 
is placed in the combustion chamber orientated par- 
allel to the spectrometer entrance slit and is oper- 
ated to obtain high output at the 253.4 nm line. All 
spectra shown in the following are corrected for the 
different overall sensitivity of the corresponding op- 
tical path. 

Absolute calibration of the frequency-dependent 
transmission of the detection system is not necessary 
since the quantities of interest, including the equiv- 
alence air-fuel ratio and the residual water content, 
can be determined from the ratio of two Raman sig- 
nals as described later. To characterize the in-cylin- 
der mixture, the laser is fired before ignition. Figure 
3 shows two spectra averaged over 10 cycles ac- 
quired in the compression stroke at 690° crank angle 
(CA), that is, 30°CA before combustion TDC. The 
engine was operated at low speed and part load 
(1500 rpm, manifold pressure 53 kPa [40 Nm load], 
stoichiometric air-fuel ratio). One spectrum gives 
the desired polarized Raman signals and the broad- 
band contribution, whereas the other shows the de- 

polarized portion of the Raman signals and the 
broadband portion. Subtracting the latter from the 
first, the broadband portion can be removed. How- 
ever, the background fluorescence shows no pro- 
nounced curvature; therefore, it is possible to extract 
the Raman signals in principle by interpolating the 
background emission from both sides of the Raman 
lines. In this spectroscopically clean precombustion 
environment, our technique is more suited for tem- 
perature measurements via Rayleigh scattering since 
polarization analysis can be used to monitor contri- 
butions of Mie and surface scattered light, while si- 
multaneously acquired multispecies Raman spectra 
can be used to account for variations in mixture frac- 
tions. In our case, Mie and surface scattered light at 
the laser wavelength do not interfere with the spon- 
taneous Raman scattering that appears at a different 
wavelength. 

Five different Raman lines can be identified in 
Fig. 3. These lines correspond to the five important 
species that occur in the charge before ignition: 
C02, 02, N2, fuel (here C8H18), and H20. The in- 
tensity I(i) of each line is proportional to the density 
pt of the corresponding species (i = C02, 02, N2, 
fuel, H20) and also to the single-shot laser energy 
E, to the Raman scattering cross section at of species 
i, and to the overall detection efficiency C: I(i) = pt 

E ffjC. Laser pulse energy and detection efficiency 
vary from cycle to cycle because of shot-to-shot laser 
power fluctuations and decreasing transparency of 
the combustion chamber windows. However, the 
quantities of interest, such as the equivalence air- 
fuel ratio or residual water content, can be calculated 
as ratios of two densities, as described by Grünefeld 
[7]. The air-fuel ratio is proportional to the ratio of 
I (02) and I (fuel), and the water content is propor- 
tional to the ratio of I (H20) and / (N2). In this case, 
variations of £ and C play no role and measurement 
precision is determined essentially by the photon 
statistical noise (shot noise) [1]. The single-shot mea- 
suring precisions at 690°KW for these conditions, 
according to photon statistical noise, are N2 and fuel 
2%, 02 3%, and H20 10%. 

It should be noted that because of accumulation 
of deposits of oil and partially burned hydrocarbons 
on the windows, their frequency-dependent trans- 
mission may fluctuate from cycle to cycle. Therefore, 
transmission spectra of the windows were recorded. 
The ratio of the window transmission at 258 nm 
(spectral position of 02 Raman scattering) to the 
transmission at 278 nm (spectral position of fuel Ra- 
man scattering) drops by about 1% during 15 min 
engine operation at part load. This introduces an ad- 
ditional error of the same magnitude. 

Furthermore, the quartz windows could be sus- 
ceptible to stress-induced birefringence. However, 
it seems that this effect plays no role in our case since 
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FlG. 4. Simultaneously acquired excitation emission 
spectra. The spectra were acquired at 60° crank angle after 
combustion TDC. (a) Emissions with the electric vector 
parallel to the polarization direction of the incident laser 
light: Raman scattered light of the majority species (C02, 
N2, H20) in the burned gas and laser-induced fluorescence 
of 02, OH, and NO. (b) Emissions with the electric vector 
perpendicular to the direction of polarization of the inci- 
dent laser light: laser-induced fluorescence of 02, OH, and 
NO. 

we didn't observe pressure- and temperature-depen- 
dent changes in the known polarization ratio of N2. 

The absolute calibration of the relative ratios is 
accomplished by measurements at certain engine 
operating conditions. For example, measurements 
while an engine is motored allow calibration of the 
water content since the mole fraction of water in 
ambient air is known; measurements before ignition 
in the fired case allow calibration of the cycle-aver- 
aged ratio of oxygen and fuel according to the cycle- 
averaged equivalence air-fuel ratio measured by a X 
probe or determined from exhaust gas analysis. 

To characterize the combustion environment, we 
started by recording excitation-emission spectra. 
The principal acquisition strategy is described else- 
where [13]. Figures 4a and 4b show excitation-emis- 
sion spectra recorded simultaneously in the com- 
bustion stroke 60° CA after TDC. The engine is 
operated at 1500 rpm with a stoichiometric air-fuel 
mixture and a manifold pressure of 53 kPa (part load 
40 Nm). The laser frequency (ij axis) is scanned from 
247.8 nm to 248.5 nm. Scattered and fluorescence 
light, with the electric vector parallel to the electric 
vector of the polarized incident laser light, are shown 
in Fig. 4a. Ideal combustion of a stoichiometric iso- 
octane-air mixture results in an exhaust gas com- 
position of 13% C02, 14% H20, and 73% N2. The 

Raman scattering of these majority species and fluo- 
rescence light of 02, OH, and NO can be observed. 
Some absorption lines of the vibrational transition 
(3, 0) in the A2Z+ <- X2!! band of OH, absorption 
lines of the 02 Schumann-Runge bands B3£~ <— 
X?Z~, and rovibronic transitions in the NO (A2S+ 

<r- X277) y (0, 2) band are accessible with the KrF 
excimer laser. 

The line assignments of some prominent lines are 
given in Figs. 4a and 4b. At 264 nm (excitation with 
248.5-nm light), the N2 Raman line shows up as a 
nearly vertical line in Fig. 4a. The intensity of the 
Raman scattering is fading when the excitation fre- 
quency approaches the high end of the tuning range. 
By readjusting the expansion prisms and the grating 
of the excitation laser, we obtain a pulse energy of 
about 150 mj at the absorption wavelength of the P 
branch bandhead of the NO., (0, 2) band at 247.94 
nm (40,332 cm-1), which is 70% of the maximum 
available pulse energy in the center of the tuning 
range. 

Figure 4b shows the spectra acquired simulta- 
neously with the second camera system, which cap- 
tures the light with the electric vector perpendicular 
to the polarization direction of the incident laser 
light. In this case, no Raman lines are visible because 
of their small depolarization; however, the strongly 
depolarized fluorescence signals of 02, OH, and NO 
are recorded. 

The feasibility of NO LIF measurements with the 
unshifted wavelength of a KrF excimer laser for a 
qualitative analysis of NO formation in the combus- 
tion chamber of an SI engine has been described in 
a previous paper [18]. It offers several advantages 
compared to detection schemes of NO at 193 nm or 
226 nm. Radiation at 248 nm is less absorbed in hy- 
drocarbon combustion environment than radiation 
at 193 nm or 226 nm. To avoid line interferences by 
02 and OH fluorescence, we excite NO at 247.94 
nm (40,322 cm-1). At this frequency, the rotational 
transitions P12 (8.5), P12 (9.5), and P12 (10.5) of the 
violet-shaded P branch bandhead of the NOr (0, 2) 
band are excited simultaneously. 

These two spectra demonstrate the potential of 
the technique. First, it is possible to record both po- 
larization components separately and to analyze 
spontaneous Raman scattering and (broadband) 
fluorescence. Especially in hydrocarbon-fueled com- 
bustion environments with the well-known strongly 
interfering broadband fluorescence, this is a great 
advantage. Second, using two cameras, the two po- 
larization separated spectra can be recorded time re- 
solved, for example, within one engine stroke. 

It should be mentioned that the separation of Ra- 
man scattering and LIF holds only for broadband 
fluorescence. For example, Doherty and Crosley 
[14] reported on a significant degree of polarization 
in LIF in OH (A2Z+ <- X2/7 system) in the burned 
gases of a flame at atmospheric pressure. A more 
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FIG. 5. Equivalence air-fuel ratio and water content (for 
motored and fired engine operation) as a function of crank 
angle. Each data point is extracted from an average of 10 
laser shots accumulated on chip. 
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FIG. 6. Single laser shot spectra before ignition and 85° 
crank angle after ignition in the burned gases of the same 
cycle. The first spectrum is acquired when the laser is fired 
at 690° crank angle and contains the Raman scattering with 
the electric vector parallel to the polarization direction of 
the laser light. The second spectrum is acquired 10 ms 
(120° crank angle) later (i.e., in the combustion stroke) and 
shows NO LIF emissions. 

general treatment of the theory of polarization of the 
radiation of diatomic molecules is given by Feofilov 
[15]. The polarization properties of NO, OH, and 
02 fluorescence excited with a tunable KrF excimer 
laser in different atmospheric flames have been stud- 
ied by Frodermann [16]. 

Engine Results 

As an example for mixture composition analysis, 
Fig. 5 presents the cycle-averaged equivalence air- 
fuel ratio and water content (for fired and motored 
engine operation) as a function of crank angle during 
compression stroke. Every data point is calculated as 
described previously from spectra acquired by inte- 
grating on chip over 10 subsequent laser shots at 
each crank angle. This acquisition strategy intro- 
duces an additional error because the signals are av- 
eraged before calculating their ratio [17]. In addi- 
tion, it is not possible to make a statement on the 
fluctuations of the quantity of interest. However, 
Fig. 5 illustrates that no charge stratification is visible 
within the measuring volume. Before ignition (igni- 
tion takes place at 695°CA), the averaged equiva- 
lence air-fuel ratio (X) reaches its desired value of I 
= 1.00. 

In addition, measurements are carried out where 
the laser is fired twice in a single engine cycle. First, 
it is fired before ignition at 690°CA to record the 
Raman scattering for mixture composition analysis. 
Second, it is fired during the combustion stroke of 
the same cycle at 90°CA after combustion TDC to 
excite NO fluorescence. Because of the flow in the 
cylinder, the measurement of NO as combustion 
product does not correspond to the initial charge at 
this point. 

For this combinative approach, we chose an en- 
gine operating condition with higher speed and load 
(2000 rpm, manifold pressure 88 kPa [80 Nm load], 
X = 1.00). For this engine speed, the laser has to be 
capable of firing at 100 Hz (120°CA equals 10 ms) 
with constant pulse energy. Figure 6 shows a pair of 
single-shot spectra taken at 690°CA and 90°CA 
within one engine cycle with the laser tuned to the 
NO resonances at 247.94 nm (40,332 cnr1). One 
spectrum with the electric vector parallel to the po- 
larization direction of the incident laser light con- 
tains the Raman signals desired for mixture com- 
position analysis, that is, C02, 02, N2, C—H, and 
H20 at 690°CA, and the other shows the depolarized 
emission spectrum of NO excited 120°CA later. Pairs 
of polarization separated single-laser-shot spectra of 
this type are acquired in 150 subsequent engine cy- 
cles. Figure 7 shows the NO LIF signal as a function 
of equivalence air-fuel ratio that was detected in the 
same cycle before ignition using Raman scattering. 
According to Fig. 7, the average air-fuel ratio is I = 
1.00 ± 0.09. 

The measured data points do not correspond to 
the well-known variations of exhaust NO concentra- 
tion with air-fuel ratio. This is understandable be- 
cause the in-cylinder gas flow transports the mixture 
portion analyzed with the first laser shot away from 
the measuring volume, and the burned gas analyzed 
with the second pulse is not fixed in space either. 

The observation of any correlations would be 
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FIG. 7. NO LIF intensity as a function of equivalence 
air-fuel ratio. The data points correspond to the simulta- 
neously measured air-fuel ratio and NO LIF in 150 sub- 
sequent engine cycles. Also shown is the averaged NO LIF 
intensity as a function of equivalence air-fuel ratio. 

more likely if the measuring volume was a greater 
fraction of the combustion chamber volume. For the 
results presented here, the measuring volume is 15 
mm X 4 mm X 1 mm = 60 mm3. This corresponds 
to a fraction of approximately 0.1% of the combus- 
tion chamber volume at 690°CA. Figure 7 also shows 
the averaged NO LIF intensity as a function of air- 
fuel ratio, for example, the first section of the line 
gives the averaged NO LIF intensity in the interval 
from 0.8 < X < 0.85. 

Summary and Conclusions 

A technique is presented for polarization sepa- 
rated, spatially resolved, single-laser-shot multispe- 
cies analysis. A tunable KrF excimer laser is used for 
Raman measurements during compression and com- 
bustion stroke of a realistic SI engine. The Raman 
scattered and fluorescence light is separated accord- 
ing to the different polarization properties in the fo- 
cal plane of a spectrometer using an air-spaced Glan 
prism made of calcite. This approach offers the op- 
portunity to detect simultaneously the desired Ra- 
man signal and the interfering (broadband) LIF to 
obtain high single-shot measuring precision. 

In addition, a combinative approach for cycle-re- 
solved mixture composition and exhaust gas analysis 
is demonstrated. The air-fuel ratio before ignition 
and NO LIF intensity in the burned gas are mea- 
sured within the same engine cycle using the differ- 
ent polarization properties of Raman scattered and 
fluorescence light. 

Future work will be aimed at temperature mea- 
surements  using polarization  separated Rayleigh 

scattering. The polarization technique will be used 
to account for interfering Mie scattering and surface 
scattered light. 

This technique is also suited for planar imaging; 
therefore, double-pulse. measurements of two-di- 
mensionally resolved Rayleigh scattering is possible. 
The study of in-cylinder flow dynamics using a dou- 
ble laser pulse for two-dimensionally resolved and 
polarization separated tracer visualization is another 
very promising application. 

In conclusion, an imaging system for combinative 
measurement approaches is presented. Some initial 
results from an SI engine are described and prove 
the feasibility of the technique. To illustrate the po- 
tential, examples for possible future work are given. 
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COMMENTS 

E. Winklhofer, AVL-List, Austria. You have shown data 
for NO-LIF at a rather late time of combustion at 90° CA 
ATDC. Ignoring mechanical restraints, how close to TDC 
can you measure NO? What are the limits set forth by 
pressure, gas composition or other factors of influence? 

Author's Reply. In the presented study, rotational-vibra- 
tional transitions of NO are excited via the A2I7+ <- X277 
(0,2) band system around 248 nm and detection was car- 
ried out at wavelengths greater than the excitation wave- 
length. The excitation wavelength chosen for NO LIF al- 
lows us to avoid laser beam attenuation by the combustion 
gases, i.e., radiation at 248 nm is less absorbed than at 226 
nm or at 193 nm and allows NO LIF excitation at all crank 
angles [18]. Interference free detection was possible be- 
cause a polarization separating detection scheme was em- 
ployed. However, in a recent study [18] single laser shot 
planar NO distributions were obtained using the same ex- 
citation scheme but observing the fluorescence at shorter 
wavelength than the excitation wavelength, i.e., at 226 nm 
and 237 nm. It should be emphasized that the absorption 
problem is also present for the fluorescence light, i.e., NO 
fluorescence at 226 nm will be as strongly absorbed by the 
combustion gases as the 226 nm laser wavelength. This 
problem can be avoided for example by spectrally exclud- 
ing this emission from detection. It was possible to acquire 
planar NO-LIF distributions with good signal-to-noise ra- 
tio at all crank angles in an optically accessible engine and 
to locate areas of NO formation during combustion. This 
detection scheme allows us to selectively detect NO LIF 
even under high pressure conditions since no interfering 
emissions show up at wavelengths shorter than the excita- 
tion wavelength. If quantification of the data is desired 
broadening of the absorption lines and effects like quench- 
ing, RET, and VET are ultimately accounted for by per- 
forming in-situ calibration. This can be done by seeding 
known amounts of NO. 

Tobias Plessing, RWTH-Aachen, Germany. The Raman 
cross sections are strongly dependent on temperature. Did 
you take this effect into account for your calibration? 

Author's Reply. The Raman scattering cross-sections ex- 
hibit only small changes in the relevant temperature inter- 
val which ranges from 300K gas temperature in the early 
intake stroke to about 700K in the late compression stroke. 
Furthermore, temperature fluctuations at a fixed crank an- 
gle are relatively small and therefore hardly affect the cor- 
responding ratios of Raman scattering cross-sections. Nev- 
ertheless, calibration measurements in the relevant range 
of temperature were done. The ratios of H20 to N2 and of 
02 to N2 were calibrated in-situ during motored engine 
operation. In this case, the mole fractions of these species 
are known, and they are homogeneously mixed. This cali- 
bration can also be performed for the C-H Raman signal 
if the vaporized isooctane is homogeneously delivered into 
the cylinder. A premixed air-isooetane mixture was pre- 
pared by sucking a certain fraction of the intake air through 
a big reservoir filled with isooctane during motored engine 
operation. The results of the calibration measurements will 
be presented elsewhere [1]. 
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Grünefeld, G, and Andresen, P., "In-Cylinder Mixture 
Formation Analysis with Spontaneous Raman Scatter- 
ing Applied to a Production SI Engine," submitted to 
1997 SAE International Congress, February 24-27, De- 
troit, Michigan. 
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QUANTITATIVE 2D SINGLE-SHOT IMAGING OF NO CONCENTRATIONS 
AND TEMPERATURES IN A TRANSPARENT SI ENGINE 
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The formation of nitric oxide in a transparent spark-ignition (SI) engine was studied experimentallyusing 
a combination of planar laser-induced fluorescence and Rayleigh scattering. Simultaneous images were 
obtained after excitation with a single pulse from a tunable KrF excimer laser. Tuning the laser to 247.9 
nm allows excitation of the NO A-X (0,2) band, and subsequent fluorescence emission is spectrally well 
separated to image Rayleigh scattering from the same laser pulse. The advantages of using the (0,2) band 
for excitation of NO under engine conditions are demonstrated, and quantitative distributions of NO 
concentrations are shown along with temperature fields calculated from the Rayleigh images. We inves- 
tigated various engine operation conditions with propane and iso-octane as fuels. Cycle-resolved measure- 
ments show strong cycle-to-cycle variations of the NO formation with peaks in the spatial NO distribution, 
whereas the temperature field is nearly homogeneous, leading to the conclusion that small variations in 
the temperature distributions lead to peak NO concentrations via the Zeldovich mechanism. 

Introduction 

Nitric oxide, one of the major pollutants in com- 
bustion, is of particular interest in improving the en- 
vironmental acceptance of internal combustion en- 
gines. A substantial amount of NO released by 
combustion processes is formed in spark-ignition 
(SI) and compression-ignition (CI) engines used in 
cars and trucks. To meet the future legislative reg- 
ulations; much effort is put into the development of 
new and improved engines. To optimize the com- 
bustion process, a detailed understanding of the el- 
ementary physical and chemical steps involved, as 
well as their coupling, is necessary. This allows a 
mathematical description of the combustion process 
with the ability of predicting optimal combustion 
chamber geometries and operating conditions. The 
full treatment of chemical and physical processes 
with direct numerical simulation methods (DNS) far 
exceeds todays computing power. Other models 
with reduced computing demands are therefore 
used to simulate the processes in internal combus- 
tion (IC) engines. Each of these approaches needs 
input and feedback, preferably from quantitative ex- 
periments. 

Laser-induced fluorescence (LIF) has been used 
in the past for the detection of a large variety of 
combustion-relevant species [1] in engines, point- 

wise, and two-dimensional arrangements [2], Most 
of these studies, however, are qualitative in their re- 
sults. Nitric oxide has been detected in a SI engine 
[3] as well as in diesel engines [4,5], These investi- 
gations applied two-dimensional laser-induced fluo- 
rescence using a tunable ArF excimer laser operat- 
ing at 193 nm. Rotational transitions in the NO D-X 
(0, 1) band were excited. Despite the high sensitivity 
of this excitation scheme, there are several limita- 
tions for quantitative application in engines. Spectral 
separation of LIF from 02 is difficult [6,7]. Another 
limitation of this method is absorption of the exciting 
laser beam, especially higher pressures in early 
stages of combustion, shortly after top dead center 
(TDC). This is due mainly to intermediates formed 
during combustion, such as unsaturated hydrocar- 
bons, partially oxidized hydrocarbons, and PAH mol- 
ecules. In an investigation of the NO formation in a 
transparent SI engine fueled with propane, Bräumer 
et al. [8] used excitation at 225 nm with a Raman- 
shifted tunable KrF excimer laser in the A-X (0, 0) 
band. However, when using iso-octane, gasoline, or 
diesel fuel, the absorption by intermediates, as dis- 
cussed previously, occurs again. Also, at concentra- 
tion levels found in engines, NO can cause signifi- 
cant absorption of the laser beam as well. Schulz et 
al. [9] describe the use of exciting NO in the A-X (0, 
2) band to minimize absorption at the shorter UV 
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FIG. 1. Experimental setup for the simultaneous single- 
shot measurement of NO concentration and temperature 
fields in a transparent SI engine. The insert shows a top 
view to illustrate the position of the laser light sheet. 

TABLE 1 
Technical data of the transparent SI engine 

Cross section 7.5 X 7.5 cm 
Stroke 6.7 cm 
Clearance volume 37.7 cm3 

Compression ratio e 10:1 
Maximum speed 2000 rpm 
Actual speed 1000 rpm 
Resolution of crank 

angle encoder 1 °CA, i.e. 167/is @ 1000 rpm 
Ignition timing 340 °CA 
Fuel propane or iso-octane 
X (Air/fuel ratio) 1.0 

wavelengths. We use this scheme for quantitative 
measurements of NO distributions in a transparent, 
square-piston SI engine fueled with propane or iso- 
octane. Since the formation of NO is strongly de- 
pendent on temperature, simultaneous information 
on the temperature distribution is desirable. As 
shown by Orth et al. [10], temperature fields can be 
measured by Rayleigh scattering in the transparent 
engine. 

Experimental 

Optical access in the single-cylinder engine was 
possible for the entire combustion chamber. This 
was achieved by building the combustion chamber 

walls from polished quartz plates, mounted on a 
small Hatz single-cylinder engine (see Fig. 1). The 
piston is not lubricated, thus allowing extended mea- 
surements without obscuring layers on the windows. 
An electrical motor and brake permits the engine to 
run at different speeds and loads. The engine could 
be operated with gaseous or liquid fuels. Flow con- 
trollers (Brooks) were used to carefully control the 
flow rates of all gases. For liquid fuels, an L-Jetronic 
injection system (Bosch) was used. With an optical 
encoder, the crank angle positions (CA) were mea- 
sured. These data, together with the measured ac- 
tual cylinder pressure were stored with the images 
taken with the laser-imaging system. Additionally, 
the encoder signals were used to trigger the laser 
system and the image intensifiers of the cameras 
(Princeton Instruments ICCD-576 GIRB). Table 1 
summarizes technical data of the engine design and 
operating conditions. 

The beam from a tunable, narrow band (Av = 1 
cm-1) KrF excimer laser at 248 nm (Lambda Physik, 
LPX 150) was formed into a vertical light sheet (65 
mj/pulse in a 12 X 0.5 mm cross section) using cy- 
lindrical lenses, and aligned through the cylinder in 
a plane directly below the spark plug between the 
intake and outlet valve. This is depicted in the insert 
of Fig. 1. The pulse energies were measured on a 
single shot basis behind the engine. Perpendicular 
to the light sheet plane, the slow scan cameras were 
mounted on opposite sides of the engine. The image 
intensifiers were triggered for exposure times of 250 
ns to exclude detection of the self-luminosity of the 
flames. A combination of four mirrors with narrow 
spectral-reflection characteristics centered around 
230 nm and a 0° mirror centered at 248 with a half- 
width at half maximum (HWHM) of 10 nm were 
used to isolate the NO fluorescence from any other 
fluorescence, mainly from Oa and the Rayleigh sig- 
nals caused by the 248 nm light [9,11]. Rayleigh sig- 
nals were filtered similarly with a filter set centered 
at 248 nm. Signals from the two intensified, slow- 
scan cameras were digitized, stored, and later pro- 
cessed using the software package Khoros [1,12]. 
The pressure curve was measured for each engine 
cycle with a crank angle resolution of 1° and stored 
with the corresponding images. 

Analysis of Data and Results 

The head of the 012 branch of the NO A-X (0, 2) 
band is accessible with a tunable KrF excimer laser 
at 247.95 nm, which provides enough energy to ob- 
tain good signal strengths for imaging purposes. The 
lower state population varies around an average pop- 
ulation by ± 5%/100 K over the temperature range 
of our measurements. Calculations [13] and experi- 
ments in high-pressure flames [11] show that with 
excitation at 247.95 nm, the interference with 02 
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FIG. 2. Absolute NO concentration fields in the transparent engine fueled with propane/air at X = 1.0 as a function 
of the crank angle. Ignition timing was at 340 °CA; the engine speed was 1000 rpm. The grey bar indicates the spark 
plug position. The figure shows averages over 25-30 frames. Note the different color codings for the two columns. The 
images at 367 and 370 °CA are corrected for absorption effects (see text). 

Schumann-Runge transitions is minimized using a 
detection bandpass centered at 230 nm ± 8 nm). 
The effect of oxygen fluorescence and some minor 
anti-Stokes-Raman signals from nitrogen and water 
on the measured NO concentration add up to less 
than 5% of the NO LIF signals. This was determined 
experimentally in a lean (air/fuel ratio X = 1.1. based 
on oxygen/fuel), high-pressure methane/air flame, 
operated at 10 bar in the presence of 1000 ppm NO 
[11]. The images shown here were measured under 
stoichiometric conditions. Additionally, emissions 
caused by PAH molecules, OH radicals, and so forth 
will be at longer wavelengths and can thus be sup- 
pressed efficiently. 

Quenching must be taken into account for quan- 
titative LIF concentration measurements. Published 
data for quenching cross sections for a variety of col- 
liders with NO [14-16] were used to compute the 
total quenching rate in a premixed methane/air 
flame. The concentrations of all major species and 
of radicals such as OH, O, H, and CH were included 
in the calculation. The calculations show constant 
quenching rates within ± 5% in areas where NO is 
formed in the engine [8], that is, mainly in the ex- 
haust gas zone. This means that it is not necessary 
to correct the fluorescence images for quenching ef- 
fects on a pixel by pixel basis. The absolute magni- 
tude of the quenching rate in the burned gas de- 
pends on the kind of fuel used, since this determines 
the amounts of carbon dioxide and water (the major 
quenching species) present in the burned gas. 

NO absorption lines are strongly broadened with 
increasing pressure [17,18], also, the center wave- 
lengths of the lines are shifted [18]. Dependent on 
pressure, the overlap of the laser line and the ab- 
sorption line is varying. For the analysis of the engine 
measurements, the spectral profile of the laser was 
calculated as a Gaussian profile with a measured 
FWHM of 1 cm-1. The overlap of this line with the 
absorption spectrum of NO as a function of pressure 
was included in the data reduction. Taking the laser 
characteristics and the absorption spectrum into ac- 
count, we calculate, using the simple two-level 
model, that the intensities used in the experiments 
were less than the saturation intensity. 

The engine was first operated with propane/air 
mixtures. The data discussed here were all obtained 
for stoichiometric mixtures. Ignition timing was at 
340 °CA and the engine was running at a speed of 
1000 rpm. All engine measurements were taken as 
single-shot images to allow the correction of each 
image for pressure effects as described. Also, varia- 
tions in laser pulse energy were taken into account. 
Averaged concentration distributions were then cal- 
culated from the corrected single-shot images. Fig- 
ure 2 shows a series of averaged (25-30 single im- 
ages) NO concentration images for different times 
after ignition, taken around top dead center. Only 
images from cycles with maximum pressures higher 
than 18 bar were included in the analysis. The area 
where NO is formed expands rapidly into the com- 
bustion chamber. In addition to the spatial growth, 
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the absolute concentration of NO rises very rapidly. 
(Note that the color coding for the right-hand col- 
umn of Fig. 2 is different from that on the left.) At 
367° and 370 °CA, some absorption of the laser 
beam was measured. These images were corrected 
for by analyzing the images according to Beer's law. 
While keeping the left side of the images unchanged, 
the intensities were increased from left to right, ac- 
cording to the measured absorption. Absolute con- 
centrations were determined by comparing LIF sig- 
nals measured at 352 °CA for the case where the 
engine was running with propane/air only, to runs 
where different amounts of known quantities of NO 
were added to the fuel. Pressure and temperature 
effects on the LIF signals were included in the cal- 
ibration procedure as described earlier. 

For a crank angle position, where high concentra- 
tions of NO were measured, a comparison of the 
excitation at 225 nm (0, 0 band) to that at 248 nm 
(0, 2) is given in Fig. 3. The averaged images were 
taken in the same engine, fueled with propane/air, 
at the same crank angle positions (364°). In the right 
image, measured with excitation at 248 nm, the ab- 
sorption is negligible. The left image, measured with 
excitation at 225 nm, shows significant absorption 
along the laser beam path. In addition to the ab- 
sorption by NO, other intermediates could contrib- 
ute to the overall absorption at this stage of the en- 
gine cycle. The calculated absorption by NO alone 
for this condition is 30% for 225 nm and 0.2% for 
248 nm for 7.5 cm (i.e., the cylinder diameter). 

Having demonstrated that it is possible to measure 
quantitative NO concentration distributions in an 
engine, we measured single-shot image pairs show- 
ing LIF of NO on one image and Rayleigh scattering 
on the other. The Rayleigh signals were then con- 
verted into temperature images using the procedure 
as described by Orth et al. [10]. Image processing 
allowed us to distinguish automatically between 
burned and unburned gases. The corresponding ar- 
eas were analyzed with the appropriate Rayleigh 
scattering cross sections, 232 X 10~28 cm2 for un- 
burned andl71 X 10 ~28 cm2 for burned gases, lead- 
ing to a total uncertainty of 15% for the temperature 
measurements. The simultaneously measured image 
pairs, obtained with a single laser shot, directly show 
the correlation between temperature and NO con- 
centration. The images of Fig. 4, taken at 352 °CA 
have been selected from engine runs, where the 
peak pressures were 20 ± 0.5 bar, with the actual 
pressure at the time of the measurements being 6.9 
±0.1 bar. Strong variations from cycle to cycle were 
found in the magnitude and the spatial distribution 
of temperature and NO concentrations. Profiles 
along the lines, as indicated in the lower image pair 
of Fig. 4, show that the temperature distribution is 
rather homogeneous, compared to variations of a 
factor of 2 in the NO concentrations (Fig. 5). 

Finally, the engine was fueled with stoichiometric 

wo-octane/air mixtures. The image series of Fig. 6 
shows the increase of the NO concentration in the 
engine as a function of increasing crank angles. 
Compared to the images shown in Fig. 2, two major 
differences can be seen. Although the ignition tim- 
ing (340 °CA) is identical for both operating condi- 
tions, the flame propagates more slowly for the iso- 
octane/air mixtures. The first significant NO 
formation is visible at 349 °CA for the propane case 
in contrast to 352 °CA for iso-octane. Again, as in 
the case for propane/air mixtures, images at late 
crank angles were corrected for absorption effects 
as described previously for Fig. 2. The peak NO con- 
centrations measured for «so-octane are lower than 
for propane. When burning zso-octane, the flame de- 
velops much slower in our engine and measured 
peak pressures are lower compared to the propane 
fueled engine. This indicates lower peak tempera- 
tures and in turn lower NO concentrations. 

Conclusions 

The successful use of a tunable KrF excimer laser 
for quantitative imaging of nitric oxide concentration 
distributions in a SI engine was demonstrated. La- 
ser-induced fluorescence signals can be converted 
into quantitative concentration data if the actual 
pressure at the time of the measurement is known. 
For the temperature range found in our experi- 
ments, the influence of temperature on the fluores- 
cence signal due to variations in the lower state pop- 
ulation (± 5%) can be neglected without introducing 
large systematic errors. The absolute concentration 
was determined by adding known amounts of nitric 
oxide into the intake. The uncertainty of the absolute 
nitric oxide concentrations using the excitation in the 
A-X (0, 2) band are similar to uncertainties when 
using the A-X (0, 0) band (i.e., 30%) [8]. Contribu- 
tions to the uncertainty are mainly given by the cal- 
ibration procedure that includes the calculation of 
the quenching cross sections and the overlap integral 
of laser and absorption line. The excitation at 248 
nm prevents problems with laser beam attenuation 
along the beam path compared to excitation at 225 
or 193 nm, even when the engine is fueled with iso- 
octane. At 193 nm, the laser beam is absorbed within 
a few millimeters, and absorption as high as 90% at 
225 nm is observed in the transparent engine. For 
excitation at 248 nm, the absorption is less than 20%. 

The spatial and temporal evolution of nitric oxide 
formation in a SI engine were studied for stoichio- 
metric propane/air and iso-octane/air mixtures. For 
both conditions, the initial formation of NO shortly 
after ignition is slow; later in the engine cycle, when 
temperatures are high, it accelerates. While aver- 
aged NO distributions are reproducible between en- 
gine runs, strong cycle-to-cycle fluctuations are 
found for every engine operating condition. Spatial 
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FIG. 3. Comparison of the NO LIF signal using two different detection schemes. The upper image was taken after 
excitation of the NO A-X (0, 0) band at 225.25 nm. In this case, strong absorption of the incoming laser beam can be 
seen. In the lower image, obtained after excitation of the NO A-X (0, 2) band at 247.95 nm, absorption of the excitation 
beam is negligible. The left image shows LIF signals in relative units, whereas the data in the right image show absolute 
concentrations. 
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FIG. 4. Simultaneous single-shot absolute NO concentration and temperature fields in the transparent engine fueled 
with propane/air at X = 1.0. Ignition at 340 °CA; detection at 352 °CA, 1000 rpm. The horizontal line in the lowest 
picture indicates the position of the profiles shown in Fig. 5. 
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FIG. 5. Instantaneous absolute NO concentration and 
temperature profiles as indicated in Fig. 4. 

distributions of NO and high-temperature regions 
are well correlated. Combining single-shot planar 
Rayleigh temperature measurements with the NO 
images, more information about the NO formation 
can be revealed. Simultaneously measured NO and 
temperature distributions using only a single laser 
pulse show that the spatial temperature variation is 
relatively small in the burned gases. However, NO 
concentrations show strong variations, demonstrat- 
ing that even small differences in temperatures 
strongly affect NO formation. This indicates in 
agreement with the strong temperature dependence 

of the rate coefficient for NO formation via the Zel- 
dovich mechanism that this mechanism is the dom- 
inant NO formation path in the engine. The reasons 
for these temperature inhomogeneities have to be 
addressed in future work. 

Acknowledgments 

This work has been funded by the Bundesministerium 
für Bildung und Forschung under contract No. 13N6283. 
Contributions to the calibration of the NO concentrations 
from A. Bräumer and the assistance of T. Tempel during 
the data reduction are acknowledged. 

REFERENCES 

1. Eckbreth, A. C, Laser Diagnostics for Combustion 
Temperature and Species, Abacus Press, Tumbridge 
Wells, UK, 1988. 

2. "Symposium on Laser Diagnostics for Industrial Pro- 
cesses," Ber. Bunsenges. Phys. Chem. 97 (1993). 

3. Andresen, P., Meijer, G., Schlüter, H., Voges, H., Koch, 
A., Hentschel, W., Oppermann, W., and Rothe, E. W, 
Appl Opt. 29:2392-2404 (1990). 

4. Arnold, A., Dinkelacker, F., Heitzmann, T, Monk- 
house, P., Schäfer, M., Sick, V, Wolfrum, J., Hentschel, 
W, and Schindler, K. P., Twenty-Fourth Symposium 
(International) on Combustion, The Combustion In- 
stitute, Pittsburgh, 1992, pp. 1605-1612. 

5. Brugman, T. M., Klein-Douwel, R., Huigen, G., van 

4bar~)w mt 364 ca 

8.7 bar )— 15.7 baT^— 

7.5 cm 

1.5 
SI 

3  x 1016 NO molecules/cm3 

FIG. 6. Absolute NO concentration fields in the transparent engine fueled with iso-octane/air at X = 1.0 as a function 
of the crank angle. Ignition at 340 °CA, 1000 rpm. The grey bar indicates the spark plug position. The figure shows 
averages over 25-30 frames. Because of the lower flame speed compared to propane/air flames, the NO formation 
develops more slowly compared to Fig. 2. The images at 370 and 376 °CA are corrected for absorption effects (see text). 



QUANTITATIVE NCYT IMAGING IN ENGINES 2603 

10 

11 

Walwijk,  E., and ter Meulen, J., ]. Appl. Phys. B 
57:405^110 (1993). 

6. Wodtke, A. M., Huwel, L., Schlüter, H., Meijer, G., 
Andresen, P., and Voges, H., Opt. Lett. 13:910-912 
(1988). 

7. Sick, V. and Wolfram, J., Joint Meeting of the British/ 
German Sections of the Combustion Institute, Cam- 
bridge, 1993, pp. 299-302. 

8. Bräumer, A., Sick, V, Wolfram, ]., Drewes, V, Maly, 
R. R., and Zahn, M., SAE Paper No. 95-2462, 1995. 

9. Schulz, C, Yip, B., Sick, V, and Wolfram, J., Chem. 
Phys. Lett. 242:259-264 (1995). 
Orth, A., Sick, V, Wolfram, J., Maly, R. R„ and Zahn, 
M., Twenty-Fifth Symposium (International) on Com- 
bustion, The Combustion Institute, Pittsburgh, 1994, 
pp. 143-150. 
Schulz, G, Sick, V., Heinze, J., and Strieker, W, in 
"Laser Application to Chemical and Environmental 

Analysis."  OSA Technical  Digest  Series 3:133-135 
(1996). 

12. The software package 'Khoros' is freeware from the 
University of New Mexico, available on several Inter- 
net servers. 

13. Sick, V. and Szabadi, M.,/. Quant. Spectrosc. Badiat. 
Transfer 54:891-898 (1995). 

14. Paul, P. PL, Gray, J. A„ Durant, J. L. Jr., and Thoman, 
J. W. Jr., Appl. Phys. B 57:249-259 (1993). 

15. Paul, P. PL, Gray, J. A., Durant, J. L. Jr., and Thoman, 
J. W. Jr., AIAAJ. 32:1670-1675 (1994). 

16. Furlanetto, M. R., Thoman, J. W Jr., Gray, J. A., Paul, 
P. H., and Durant, J. L. Jr.,/. Chem. Phys. 101:10452- 
10457 (1994). 

17. Dodge, L. D., Colket, M. B. Ill, Zabielski, M. F., and 
Seery, D. J., DOT-FAA Report No. FAA-EE-80-28, 
UTRC, East Hartford, CT, 1979. 

18. DiRosa, M. D. and Hanson, R. K.,/. Quant. Spectrosc. 
Badiat. Transfer 52:515-529 (1994). 

COMMENTS 

Yung-cheng Chen, Tsing Hua University, BOC Using 
KrF Excimer laser at 248 nm, it is possible to have C-atom 
fluorescence interfere with the Rayleigh signals for tem- 
perature determination. This effect could be very severe 
for higher hydrocarbon combustion in engine conditions. 
How do you quantify this interference? 

Author's Beply. Strong C-atom fluorescence is reported 
[1] to appear at 247.8 nm after exciting flames at 193 nm 
with near air-break-down laser intensities (3°1010W/cm2). 
This is due to photodissociation of COo forming CO with 
a subsequent dissociation via a two-photon process and a 
resonant excitation of the produced C atom. 

Our measurements are carried out at 247.95 nm, a fre- 
quency not resonant with the C 21D-31P" transition. How- 
ever spectroscopic measurements [2] show no increase of 
the Rayleigh signal at 247.8 nm which would be due to the 
low natural abundance of C atoms under engine combus- 
tion conditions. 

REFERENCES 

1. Laufer, G., et al, Opt. Lett. 13:99-101 (1988). 
2. Schulz, C, et ah, Appl. Opt., submitted. 

W. Hentschel, Volkswagen BirD, Germany. What will 
happen with your NO-LIF-Signals if you run the engine 
with standard gasoline fuel instead of iso-octane? 

Author's Beply. Using standard gasoline fuel with a high 
concentration of aromatic compounds will probably cause 
an attenuation of the incident laser beam in the unburnt 

gas region outside the flame front. The extent of this effect 
has not been investigated yet. We don't expect a strong 
influence of the fuel composition on the spectroscopic 
properties of the burnt gas region which is where we expect 
to measure NO. 

Thierry Baritaud, IFP, France. How do you explain your 
NO concentration is not maximum at /. = 1.1 (as compared 
to 0.8 or 1) while pressure levels are quite similar? 

What is the time evolution of your NO for the different 
cases as measured with LIF? 

Did you capture post-combustion integrated NO levels 
with exhaust measurements? 

Author's Reply. Our measurements show NO number 
densities along cross sections through the middle of the 
combustion chamber. For comparison of the overall pro- 
duction of NO at different air-fuel ratios, consideration of 
actual pressures and flame-diameters is necessary. We per- 
formed measurements at X = 0.8, 1.0, and 1.1. The flame 
speed is maximal in the rich flame and minimal at X = 1.1. 
Since the NO formation via the Zeldovich mechanism is 
verv slow, the speed of growth of the burnt gas region 
where NO is formed has an important impact on the NO 
number densities shown in the measurements. 

Whereas in the rich flame the NO number density in- 
creases veiy slowly with time and the NO distribution be- 
hind the flame front is rather homogeneous, the measure- 
ments under stoichiometric and lean (X = 1.1) conditions 
show a steep temporal rise in NO concentration and there 
is a strong maximum in the middle of the burnt gas region 
indicating the very efficient NO formation by the thermal 
mechanism. Since the amount of NO is quite similar at X 
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= 1.0 and 1.1, the maximum of NO formation may be in 
between. 

The measurements were performed in the skip-fired en- 
gine. Since no cycle-resolved NO measurement in the ex- 
haust gases was available, a comparison of the measure- 
ment to post-combustion NO levels was not possible. 

Hans ter Meiden, University of Nijmegen, The Nether- 
lands. You showed a nice agreement between experimental 
and calculated pressure broadened absorption spectrum of 
NO. Aside of the line broadening, an intensity decrease 
will be induced at high pressures. This intensity decrease 
will probably be linearly proportional to the density of 

those particles which are most efficient in the quenching, 
but may not be linearly proportional to the total density or 
the density of NO. Consequently this loss of signal may not 
be compensated for by the increase of intensity due to a 
larger density. Shouldn't you take this into account in your 
analysis of the NO density distributions? 

Author's Reply. The pressure dependence of NO LIF 
signal intensity is due to changes in the number density, 
the excitation efficiency that depends on line broadening 
effects and collisional quenching. In the burnt gas region 
NO is most efficiently quenched by H20 and C02. There 
are only minor changes in the concentration of these spe- 
cies behind the flame front, resulting in an overall quench- 
ing cross section that is constant within 10% [8]. Hence, 
quenching scales linearly with the total pressure. 
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AN EXPERIMENTAL STUDY ON QUENCHING CREVICE WIDTHS IN THE 
COMBUSTION CHAMBER OF A SPARK-IGNITION ENGINE 
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Gunma College of Technology 

Maebashi, Japan 

Hydrocarbon (HC) emissions from spark-ignition engines are now a major environmental problem in 
many cities of the world. It is difficult to reduce HC emissions during engine warm-up because the catalysts 
do not work well at low temperatures. The sources of unburned HCs from spark-ignition engines seem to 
be crevices in the combustion chamber, oil layer, deposits, and quench layer on the cylinder wall surfaces. 
Single-surface and two-surface flame quenching (crevice) play a large role in generating unburned HCs. 
Two-surface flame quenching distances (quenching crevice width) in the combustion chamber of a spark- 
ignition engine were investigated using an ion probe capable of detecting flame arrival at a narrow width. 
The crevice width could be controlled precisely. Because engine combustion has cycle-by-cycle fluctua- 
tions, quenching crevice widths were estimated by the statistical analysis. It was defined as the width when 
the ion detector could detect flame arrival in 50 of 100 cycles. The effects of the mixture equivalence ratio, 
exhaust gas recycle (EGR) rate, ignition timing, charging efficiency, and combustion chamber wall tem- 
perature on the quenching crevice width were investigated. HC emissions in the exhaust port, cycle-by- 
cycle combustion fluctuation, and temperature of a quenching plate of the ion probe in the combustion 
chamber were also estimated in the experiments. The quenching crevice width was relatively uniform at 
the surface of the combustion chamber except in the area close to the ignition spark plug and end gas. 
The quenching crevice width increased with leaner mixture ratio, larger EGR rate, lower charging effi- 
ciency, greater ignition timing, and lower wall temperature. 

Introduction 

Since unburned hydrocarbons (HCs) exhausted 
from spark-ignition engines are recognized as one of 
the main causes of photochemical air pollution, a 
great deal of experimental and theoretical research 
has been done. 

The quenching distance in the combustion cham- 
ber of a spark-ignition engine was first estimated in 
photographic studies done by Daniel [1]. Subse- 
quently, HCs from small crevices in the combustion 
chamber, especially the piston top land crevice, have 
been investigated extensively [2-5]. Later, it was 
found in constant-volume combustion chamber ex- 
periments that the lubricant layer on the combustion 
chamber surface contributed significantly to the 
amount of unburned HCs [6-7]. Several studies ex- 
amined the interaction between the mixture and the 
oil layer in the combustion chamber and the cylinder 
of the engine [8-10]. Recently, the main sources of 
HCs are thought to be quenching crevices and the 
oil layer on the combustion chamber walls under 
normal steady-state operating conditions [11]. How- 
ever, single-surface flame quenching effects on un- 
burned HCs will be larger with an increase of EGR 
gas or a decrease of equivalence ratio. 

Quenching distances have been measured with 

various experimental methods. Recently, the effect 
of wall temperature on single-surface quenching dis- 
tance was investigated intensively [12]. In most 
cases, however, the quenching distances have been 
estimated in the experiments involving a burner 
flame, a constant-volume combustion chamber, and 
a CFR engine [13-14]. 

In this study, two-surface flame quenching dis- 
tance (the quenching crevice width) in the cylinder 
of a spark-ignition engine that had a conventional 
hemispherical combustion chamber was measured 
with an ion current detector that was fitted to the 
top of a specially designed probe. It was assumed 
that the singe-surface quenching distance is propor- 
tional to that of two-surface distance. The effect of 
engine operating parameters on the quenching crev- 
ice and the relationship between the quenching 
crevice width and HCs were investigated. An exper- 
imental equation for quenching crevice width was 
formulated as a function of the maximum cylinder 
pressure and wall temperature. 

Experimental Method and Apparatus 

Experimental Engine and Operating Conditions 

A single-cylinder four-stroke spark-ignition engine 
was used in the experiments. The engine spec- 
ifications are given in Table  1. The combustion 
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TABLE 1 
Engine specifications 

No. of 1 
cylinders 
Valve train OHV 
Bore and stroke 85 X 78 mm 
Combustion chamber Hemispherical 

configuration 
Compression ratio 8.5 

Valve              Intake 12° BTDC—48° ATDC 
timing             valve 

Exhaust 60° BBDC—10° ATDC 
valve 

Ion probe 
Ceramic tube 
Electrode 

Cylinder head 
wall 

Spacer 
Quenching 

Thermocouple 
Cement 

\  Crevice 
\ width 

FIG. 1. Schematic of ion detector. 

chamber had a hemispherical shape and fuel was 
supplied to the engine with a magnetic-electronic- 
controlled fuel injector installed in the intake pipe. 
Since emissions from vehicles are a major source of 
urban air pollution, the engine was operated under 
conditions equivalent to the load of city driving, that 
is, a vehicle speed of 40 km/h (approximately 1400 
rpm) and engine load of 0.31 MPa indicated mean 
effective pressure. To study the influence of the mix- 
ture equivalence ratio, EGR rate, ignition timing, 
charging efficiency, and combustion chamber wall 
temperature on the quenching crevice width, these 
engine operating parameters were varied in the ex- 
periments. Gasoline obtainable in the Japanese do- 
mestic market was used as the fuel. 

Measurement of Quenching Crevice Width, HC 
Concentration, and Cylinder Pressure 

A schematic of flame ion detector and quenching 
crevice width measurement technique is shown in 
Fig. 1. It has a narrow crevice between the quench- 
ing plate and ion probe tip of the ion detector. In 
the preliminary experiment using a Bunsen burner, 
the function of the ion probe to detect ion current 
was verified. The crevice width was controlled pre- 
cisely by a spacer made of aluminum foil. Measure- 
ments were made at increments of 0.1 mm. The 
electrodes were supplied with a voltage of 50 V to 
detect the ion current. If the flame was extinguished 
before reaching the electrodes, no ion current was 
detected. The surface temperature of the quenching 
plate was measured with a thermocouple (constan- 
tan). Although the temperature of the other plate 
projecting into the combustion chamber was not 
measured, both wall temperatures were assumed to 
be equivalent. Quenching crevice width was defined 
as the width at which the ion detector could detect 
flame arrival in 50 of 100 cycles (50%). Quenching 
crevice width depends on the definition of flame 
quenching criteria. If the criteria of 50% flame ar- 
rival is made larger, the quenching crevice width will 
also increase. However, the dependence on the en- 
gine operating parameters of the measured quench- 
ing widths was expected to be equivalent. The ion 
current was observed with an oscilloscope and pho- 
tographed with a camera. Piezoelectric pressure sen- 
sor and a charge amplifier were used to measure the 
cylinder pressure. Cycle-by-cycle combustion fluc- 
tuations were estimated by analyzing the cylinder 
pressure data of 400 continuous cycles. Since the 
exhaust gas was sampled at the exit of the exhaust 
port 20 mm from the exhaust valve, there was little 
influence of oxidation of HC in the exhaust pipe on 
HC-emission measurement. The ion detector was 
replaced with a blind plug when the exhaust gas was 
sampled, so that the effect of the detector s quench- 
ing crevice on the exhaust HC concentration was 
removed. The HC-emission concentration was ana- 
lyzed by a flame ionization detector (FID). 

Results and Discussion 

Output of Ion Detector 

An example of the ion current detected by the ion 
probe and the cylinder pressure is shown in Fig. 2. 
Maximum ion current was detected just after the 
maximum cylinder pressure occurred. It is expected 
that the flame reaches the ion probe at the end of 
the combustion process. Ion current outputs for 
more than 70 continuous cycles are shown in Figs. 
3 and 4. In Fig. 3, because the mixture ratio supplied 
to the cylinder was stoichiometric, the flame was 
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Cylinder pressure 

Cycle number 
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(TDC) 

Crank angle degrees 

FIG. 2. Cylinder pressure and ion current. Engine con- 
ditions: 1400 rpm, <f> = 1.0, MBT ignition timing, IMEP 
= 0.31 MPa central ignition and ion detector location 
ofD. 

able to enter the crevice and an ion current was de- 
tected by the ion probe in every cycle. The flame 
reached the electrodes in the crevice of the detector, 
but each cycle had a different ion current and 
showed cycle-by-cycle fluctuation. 

The results in Fig. 4 indicate that cycle-by-cycle 
fluctuations became larger and some cycles lacked 
an ion current when a leaner mixture was supplied 
to the cylinder. Because engine combustion has cy- 
cle-by-cycle fluctuations, quenching crevice widths 
should be estimated by statistical analysis. 

FIG. 3. Ion current. Engine conditions: 1400 rpm, <j> = 
1.0, MBT ignition timing, IMEP = 0.31 MPa central ig 
nition and ion detector location of D. 

CO 

Ö 
<D 

O 

a o III , ll 1 MllJiJl 
Cycle number 

FIG. 4. Ion current. Engine conditions: 1400 rpm, (f> ■ 
0.87, MBT ignition timing, IMEP = 0.31 MPa central i 
nition and ion detector location of D. 

Effect of Location of Spark Plug and Ion Detector 
on Quenching Crevice Width 

The dependence of the quenching crevice width 
(Wc) on the location of the spark plug and the ion 
detector in the cylinder head is shown in Fig. 5. Two 
locations were examined. In one case, the sparkplug 
was located in the center of the combustion chamber 
(central ignition) and, in the other case, in the neigh- 
borhood of the cylinder bore far from the center of 
the cylinder (side ignition). For central ignition, Wc 
was measured at four different locations. Widths of 
about 0.4 mm were measured at three points, but 
that at the point near the spark plug was 0.28 mm. 
Because of the flame propagation in the combustion 
chamber, the flame arrival time depends on the lo- 
cation of the spark plug and the ion detector. The 
flame reaches the ion probe at the end of the com- 
bustion process. The cylinder pressure reaches a 
maximum and begins to decrease before the end of 

combustion. Since the unburned gas temperature in 
the crevice of the ion detector near the spark plug 
was higher than those of other locations, the flame 
could enter the crevice more easily. 

The lower portion of Fig. 5 shows the Wc results 
for side ignition. Two points showed about the same 
Wc results as the values obtained with central igni- 
tion, but Wc at the point far from the spark plug was 
about 1.45 mm. This width was much larger than 
the other measurements and may have been caused 
by delayed flame arrival and lower unburned gas and 
flame temperatures. The measured widths were rel- 
atively uniform at the surface of the combustion 
chamber, excluding the points near the spark plug 
and far from it. The spark plug was located in the 
center of the combustion chamber and the ion probe 
at point D to obtain average quenching crevice width 
characteristics in the combustion chamber in the fol- 
lowing experiment. 
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Wcmm 
Al 0.41 

15000 

Di 0.4: 

B2 0.43 

(a) Central ignition 

(b) Side ignition 

FIG. 5. Effect of location of spark plug and ion detector 
on quenching crevice width (a) central ignition, (b) side 
ignition. Engine conditions: 1400 rpm, <f> — 1-0, MBT ig- 
nition timing, IMEP = 0.31 MPa. 
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FIG. 6. Effect of equivalence ratio on quenching crevice 
width. Engine conditions: 1400 rpm, MBT ignition timing, 
IMEP = 0.31 MPa. 

FIG. 7. Effect of EGR rate on quenching crevice width. 
Engine conditions: 1400 rpm, 4> = 1-0, MBT ignition tim- 
ing, IMEP = 0.31 MPa. 

Characteristics of Quenching Crevice Width 

The dependence of Wc on the mixture equiva- 
lence ratio is shown in Fig. 6 for maximum brake 
torque (MBT) ignition timing along with the HC 
concentration to examine the relation between the 
flame quenching distance and exhaust HCs. The co- 
efficient of variations in indicated mean effective 
pressure (COVimep) was also shown in Fig. 6 to in- 
dicate the cycle-by-cycle combustion fluctuations. 
The smallest Wc was obtained at an equivalence ra- 
tio of 1.13. When the engine was operated on a lea- 
ner mixture, Wc increased; when the mixture equiv- 
alence ratio was below about 0.8, Wc began to 
increase sharply. Cycle-by-cycle combustion fluctu- 
ation and the number of cycles in which slow burn- 
ing occurred increased. In this case, there may have 
been some cycles in which the flame was quenched 
in the crevice before it reached the electrodes and 
other cycles in which the flame was extinguished be- 
fore it reached the detector. It is difficult to distin- 
guish the cycles in which flame quenching occurred 
in the crevice of the detector from those in which 
slow and partial burning occurred because of the 
quenching crevice measuring technique. Wc was af- 
fected by slow and partial burn when the engine was 
operated on a lean mixture. In the case of rich mix- 
ture operation, HC emissions increased because of 
incomplete combustion caused by lack of oxygen. 
The HC emission concentration was lowest when 
the engine was operated on a mixture equivalence 
ratio between 0.8 and 0.9. When a leaner mixture 
was supplied, HC emissions also increased. In these 
conditions, the quenching layer is expected to con- 
tribute significantly to HC emission. 

Figure 7 shows the characteristics of Wc, HC- 
emission concentration, and COVimep under engine 
operation with EGR. The quenching crevice width 
became larger with an increasing EGR because of a 
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FIG. 8. Effect of ignition timing on quenching crevice 
width. Engine conditions: 1400 rpm, <f> = 1-0, IMEP = 
0.31 MPa. 
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FIG. 9. Effect of charging efficiency on quenching crev- 
ice width. Engine conditions: 1400 rpm, MBT ignition tim- 
ing. 

lower flame temperature. As the EGR rate became 
larger, cycle-by-cycle fluctuations increased and the 
number of cycles in which the flame propagated 
slowly and combustion duration was lengthened also 
increased. In these cycles, because of lower flame 
and unburned gas temperatures, the flame was ex- 
tinguished in the crevices or before entering them. 
In the partial burning cycles, there was not enough 
time to complete combustion before the exhaust 
valve opened and the flame could not reach the de- 
tector [15], The HC concentration and Wc showed 
good correlation as EGR increased. Since HCs re- 
leased from sources in the combustion chamber ex- 
cept from the quenching layers have little depen- 
dence  on  EGR  rate,  the  quenching layers  are 

expected to contribute significantly to total HC 
emissions. At EGR levels greater than about 30%, 
Wc was affected by the slow and partial burning, as 
well as those in the lean mixture experiments. 

Figure 8 shows the Wc results, HC-emission con- 
centration, and COVimep when the ignition timing 
was chosen as the operating parameter. Wc was re- 
duced as the ignition timing was advanced. When 
the ignition timing was retarded from MBT ignition 
timing, Wc and COVimep increased, whereas the 
HC-emission concentration decreased. Compared 
with MBT ignition timing operation, the combustion 
duration was longer and the gas temperature in the 
cylinder higher during the late expansion and early 
exhaust strokes. Since Wc and the HC concentration 
show a poor correlation, it is believed that mixing 
and the gas temperature play an important role in 
the oxidation of HCs released from the quenching 
layer after flame propagation in the cylinder during 
the expansion and exhaust strokes [16-18]. Wc mea- 
sured at TDC ignition timing would be affected by 
the slow burning because of the increase of cycle- 
by-cycle fluctuations. 

Figure 9 shows the Wc results, HC-emission con- 
centration, and COVimep as a function of charging 
efficiency. As the charging efficiency increased, Wc 
decreased while the HC-emission concentration in- 
creased. The decrease in Wc is due to the increased 
cylinder pressure when the flame reached the 
quenching crevice. HC emissions arising from sur- 
face quenching would be expected to decrease sim- 
ilarly, implying this mechanism is not dominant un- 
der these conditions. HC emissions from the piston 
top crevice would be expected to be independent of 
the charging efficiency, since the fraction of the fuel 
that is trapped is unchanged. The cause of the ob- 
served increase in HC-emission concentration with 
charging efficiency remains unknown. 

To investigate the dependence of the quenching 
width on the quenching wall temperature, Wc was 
estimated at different coolant temperatures. Exper- 
iments were performed with two air-fuel mixtures, 
one stoichiometric and the other a lean mixture. The 
Wc results and HC-emission concentration are 
shown in Fig. 10. R is seen that Wc decreased with 
a rising wall temperature. Since the flammability 
limit was extended because of reduced heat loss 
from the flame to the combustion chamber walls, the 
flame was able to enter the crevices more easily. The 
HC-emission concentration also showed depen- 
dence on the wall temperature and decreased as the 
wall temperature rose. It was reported recently that 
the single-surface quenching distance varied ap- 
proximately linearly with low wall temperature in the 
steady flame experiments [12], 

Dependence of Quenching Crevice Width on 
Cylinder Pressure and Temperature 

Friedman and Johnston [13] proposed an equation 
describing the dependence of quenching distance on 
pressure and temperature of the form: 
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FIG. 10. Effect of cylinder wall temperature on quench- 
ing crevice width. Engine conditions: 1400 rpm, MBT ig- 
nition timing. 
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FIG. 11. Experimental dependence of quenching width 
on cylinder pressure and cylinder wall temperature. Engine 
conditions: 1400 rpm, <f> = 1.0. 

Wc = Kx pr™ T^-5 
(1) 

where K± is a constant, Pmax is the absolute maximum 
cylinder pressure (MPa), and Tw is the quenching 
wall temperature (K). The parameters in the equa- 
tion will depend on stoichiometry and dilution; thus, 
for proper comparison with literature results, we 
present data in this form only without EGR and at 
a single engine speed of 1400 rpm. Figure 11 shows 
a good correlation with K± = 14.8. Friedman and 
Johnston [13] found Kx = 4.2 for their measure- 
ments of critical flashback slit width with propane as 
the fuel. Goolsby and Haskell obtained Ki = 7.0 
from measurements of quenching crevice widths in 
a CFR engine with iso-octane fuel [14]. The differ- 
ences are probably due mainly to differences in the 
fuel, although other design and operating parame- 
ters could play a part. 

Conclusion 

Two-surface flame quenching distances (the 
quenching crevice width) under various engine op- 
erating conditions were investigated with a specially 
equipped ion probe that could control a width pre- 
cisely and detect the flame arrival at a narrow width. 

The quenching crevice width was relatively uni- 
form at the surface of the combustion chamber and 
did not depend sensitively on the location in the 
combustion chamber, excluding the area close to the 
spark plug and the end gas area. It was narrower 
near the spark plug than in other locations and wid- 
est in the end gas region. 

The quenching crevice width increased with a lea- 
ner mixture ratio, larger EGR rate, lower charging 
efficiency, greater ignition timing retard, and lower 
wall temperature. When the mixture equivalence ra- 
tio was below about 0.8 and EGR rate exceeded 
about 30%, it began to increase sharply. This maybe 
due to the increase of cycle-by-cycle fluctuation in 
addition to a lower flame temperature. As the un- 
burned mixture becomes lean or diluted with EGR, 
the flame quenching layers contribute significantly 
to total HC emissions. 

An experimental equation for the quenching crev- 
ice width that was effective for a near-stoichiometric 
mixture, without EGR and identical engine speed, 
was deduced as a function of the quenching plate 
temperature and maximum cylinder pressure. 
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An infrared fiber-optic spark plug probe has been developed that will measure the instantaneous fuel- 
air ratio of the unburned fuel-air mixture near the spark plug in the cylinder of a production automobile 
engine. The heart of the device is a probe that is placed into the spark plug hole of an engine. It can house 
both a spark electrode and a pair of optical fibers. Radiation from an infrared source is supplied to one 
fiber, while the other fiber carries the absorption signal from the probe to a detector and data acquisition 
equipment. The probe measures variations in the light transmitted through a region surrounding the spark 
gap due to fluctuations in the fuel concentration in this region. It can record variations in the air-fuel ratio 
in an engine cylinder at high enough rates to show how engine operating conditions affect the mixing 
inside the engine cylinder. 

The probe was tested in a CFR engine motored at 600 rpm using propane as the fuel. The probe 
measured the fuel/air ratio spatially averaged over a distance of 8 mm from the tip of the spark plug. The 
temporal resolution of the measurements was 2.6° crank angle. Four air/fuel equivalence ratios were 
examined for each of two conditions: one in which the fuel was introduced far upstream of the intake, 
allowing homogeneous mixing, and one in which the fuel was introduced at the intake port. In the cases 
where the fuel was introduced at the port, strong inhomogeneities were measured during the intake stroke. 
The mixture in the vicinity of the spark plug became relatively homogeneous by the middle of the com- 
pression stroke. 

Introduction 

An infrared, fiber-optic spark plug has been de- 
veloped that will measure the instantaneous air-fuel 
ratio of the unburned gas mixture near the spark 
plug in the cylinder of a production automobile en- 
gine. The probe fits into the spark plug hole in the 
cylinder head of a spark-ignition (SI) engine. It can 
house both a spark electrode and a pair of optical 
fibers. Radiation from an infrared source is supplied 
to one fiber, while the other fiber carries the return 
radiation from the probe to a detector; the signal is 
then recorded by data acquisition equipment. The 
fiber-optic probe can record variations in the air-fuel 
ratio in an engine cylinder at rates high enough to 
show how engine operating conditions affect the 
mixing inside the engine cylinder. 

The motivation for the development of this device 
is for use as a diagnostic tool for engine development 
and analysis. Proper mixing of the fuel and air in a 
spark-ignition engine is very important for both per- 
formance and emissions. Poor mixing resulting in in- 
homogeneities in the cylinder can lead to poor 
driveability, but more importantly to excessive emis- 
sions. This is a crucial issue as the auto companies 
struggle to meet the stringent emissions standards 
set by the 1990 amendments to the Clean Air Act 

that will require them to significantly reduce emis- 
sions in the near future. 

In recent years, auto makers have almost univer- 
sally switched to port fuel injection for their engines 
to provide the most accurate metering of fuel to each 
cylinder of the engine. An undesirable consequence 
of this is that fuel-air mixing problems within the 
cylinder have intensified. Carburetor and throttle 
body fuel injection systems introduce the fuel far 
upstream of the engine intake port; this provides ad- 
ditional time for mixing to occur before the fuel-air 
mixture reaches the cylinder. Port fuel injectors pro- 
vide better control of the amount of fuel supplied to 
each cylinder, but because of their close proximity 
to the cylinder, there is less time for mixing with the 
air to occur. This may result in mixture inhomoge- 
neities. The conditions of the mixture in the spark 
gap near the time of ignition strongly influence ig- 
nition and subsequent flame propagation. Studies 
have shown that the time for the flame kernel to 
grow to a size of the order of 1 cm correlates strongly 
with burn duration and peak cylinder pressure [1,2]. 

Another potentially important application is for di- 
rect injection spark-ignition engines in which the 
fuel is injected directly into the engine cylinder 
rather than into the intake manifold at the entrance 
to the cylinder. Rapid mixing is especially important 
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FIG. 1. Schematic of experimental setup. 

for these engines since the fuel is often injected rel- 
atively late in the cycle resulting in even less time 
for the fuel to mix with the air. These engines often 
purposely make use of a stratified fuel-air mixture in 
which mixing inhomogeneities are desired to, for ex- 
ample, present a richer mixture near the spark plug 
during ignition. A probe is being developed to quan- 
tify these inhomogeneities. It is likely, however, that 
in firing engines, inhomogeneities associated with 
the mixing of the fresh charge with the residual are 
more significant than those of the intake flow. 

In-cylinder mixing of the fuel and air has been 
examined previously by several researchers. Lee et 
al. [3] used Rayleigh scattering to measure air-fuel 
mixture fluctuations in the vicinity of the spark plug. 
Reboux et al. [4] used planar laser-induced fluores- 
cence to image fuel-air ratio fluctuations in an optical 
engine. Espey et al. [5] and Zhao et al. [6] used pla- 
nar Rayleigh scattering to image fuel vapor concen- 
trations in optical engines. Sleightholme [7] used a 
fast-response flame ionization detector to measure 
in-cylinder mixture inhomogeneities in a SI engine. 
Morishima and Asai [8] determined mixture strength 
in an ST engine by measuring the absorption of ul- 
traviolet light by gasoline vapors. Their configuration 
was similar to that used here. They passed the UV 
light through a quartz rod mounted in a sensor that 
fit into the spark plug hole. A mirror mounted on 
the sensor, 5 mm from the end of the rod, reflected 
the light, which was transmitted through a second 
quartz rod. Sohma et al. [9] and Ohyama et al. [10] 
measured air-fuel ratio fluctuations in SI engines by 
detecting the UV and visible emissions from CH and 
C2 radicals, respectively, in the burned gases. 

Several researchers have used optical fibers to 
make in-cylinder measurements of engine flow and 
combustion processes. Witze et al. [11] developed a 

spark plug with optical fibers that detected the lu- 
minous emission from the flame kernel. These re- 
searchers were able to quantify the rate of early 
flame growth and its movement [12]. Spicher et al. 
[13] developed an engine that used large arrays of 
optical fibers to detect in-cylinder flame location by 
detecting flame luminosity. More recently, Philipp et 
al. [14] developed a tomographic technique to locate 
the flame position in the engine cylinder using a fi- 
ber-optic instrumented head gasket. Shoji et al. [15] 
used optical fibers to gather spectroscopic measure- 
ments of radical behavior in an engine under knock- 
ing conditions. 

To the authors' knowledge, this research presents 
the first use of infrared grade optical fibers for en- 
gine measurements and specifically, for infrared ab- 
sorption spectroscopy to make in situ measurements 
of gaseous species within an engine cylinder. The use 
of these fibers for remote spectroscopic sensing has 
been examined extensively by researchers at the 
Technical University of Vienna [16], and Mongia et 
al. [17] have used them for IR absorption measure- 
ments of methane concentration fluctuations in a 
non-premixed burner. 

Methodology 

Experimental Setup and Principle of Operation 

The recent availability of infrared transparent op- 
tical fibers made the development of the probe pos- 
sible. Typical telecommunications optical fibers do 
not transmit radiation beyond approximately 1.5/zm. 
This necessitated the use of IR grade chalcogenide 
fibers (from Amorphous Materials, Inc.), which are 
transparent (losses between 0.5 and 4 dB m_1) from 
approximately 2.5 to 12.5 jum. The fibers had a core 
diameter of 500 /im and were glass clad and plastic 
coated. A schematic of the device is shown in Fig. 
1. The probe is housed within a conventional spark 
plug body. A pair of optical fibers was located along 
the axis of the plug body, inserted into a 4.8-mm- 
diameter ceramic rod with four 0.8-mm-diameter 
holes. One fiber was placed in each of two holes. A 
tungsten wire spark electrode can be situated in one 
of the two remaining holes but was not used for the 
work presented here since only motored measure- 
ments were gadiered (the fourth hole was not used). 
The ends of the fiber were flush with the in-cylinder 
end of the ceramic rod and spark plug housing. The 
radiation from the IR light source (a 50-W quartz 
tungsten-halogen bulb) was collimated using a 25- 
mm focal length (fl) concave mirror and passed 
through a 3.3-3.5-jum IR band-pass filter to a second 
25-mm fl concave mirror that focused the radiation, 
coupling it into one of the fibers. The IR band-pass 
filter allowed the transmission of the radiation cor- 
responding to the C—H stretch vibrational band, 
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FIG. 2. Normalized detector output voltage (V/V0) ver- 
sus optical path length (partial pressure x path length) for 
propane measured in a combustion bomb at a temperature 
of 25°C and total pressure of 100 kPa. 

the strongest absorption feature that is common to 
all hydrocarbon fuels. Before entering the fiber, the 
radiation passed through a chopper wheel that pro- 
duced a square wave signal of 1.3 kHz. 

The radiation exited the fiber in the engine cyl- 
inder, passed through a 1-mm-thick quartz window, 
and was reflected back by a 4.5-mm fl concave cop- 
per mirror brazed to the ground electrode of the 
spark plug body. This mirror can be replaced to 
change the focal length to alter the spatial resolution 
and the sensitivity of the measurements. The re- 
flected IR radiation entered the second fiber after 
some of it had been absorbed by the fuel vapor in 
the spark gap. The radiation traversed a distance in- 
side the engine equal to twice the distance between 
the edge of the quartz window and the mirror before 
entering the second fiber. This resulted in a path 
length of 1.6 cm and, hence, a spatial resolution of 
0.8 cm. It should be noted that this is considerably 
larger than a typical spark plug gap. The reflected 
signal received by the transmitting fiber was de- 
tected by an InSb liquid N2 cooled IR detector after 
being focused by another pair of concave mirrors. 
The output was read by the A/D converter of a PC 
at a sample rate of 25 kHz. The PC simultaneously 
recorded the time, radiation intensity, and engine 
cylinder pressure. Since the mirror is larger than a 
typical spark plug electrode, it will cause some dis- 
turbance of the flow; it is doubtful, however, that it 
will seriously affect large-scale inhomogeneities. The 
signal-to-noise ratio of the measurements ranged 
from about 40 to more than 100, allowing us to re- 
solve fuel concentration fluctuations of about +/ 
-2-3% or less. 

The radiation intensity at a given wavelength can 
be related to the average concentration of fuel vapor 
in the spark gap through Beer's law: 

In y  -   OfuelCfuel^ (1) 

where / is the measured intensity of the radiation 
detected in the 3.3-3.5-/zm band, 70 is the intensity 
of radiation detected with no fuel present, fffuei is the 
absorption cross section of the fuel, Cfue[ is the av- 
erage fuel concentration, and L is the optical path 
length (twice the distance from the ends of the fibers 
to the mirror). 

Signal Strength 

An important question at the onset of the research 
was what absorption path length would be required 
to obtain a sufficient amount of absorption for the 
measurements. Very little information on hydrocar- 
bon absorption intensities exists in the literature, so 
required path lengths were estimated based on the 
work of Fuss et al. [18], as well as, their unpublished 
work on propane. 

The variation in the signal from crank angle to 
crank angle indicates the variation in the integrated 
concentration of fuel vapor in the spark gap that may 
be due to compression and/or fluctuations in mixture 
homogeneity. The absorption increases during the 
compression stroke as the mixture density increases. 
The fluctuations can be separated from the system- 
atic change because of the compression by subtrac- 
tion during data analysis. The signal then yields the 
cycle-to-cycle variation in mixture strength at each 
crank angle. The measurements of instantaneous 
mixture strength can be made quantitative through 
a calibration procedure using a well premixed fuel/ 
air mixture of known equivalence ratio in the engine 
for comparison. 

In the case of liquid fuels, droplets are usually not 
present just before ignition, having vaporized earlier; 
however, the presence of droplets along the optical 
path or wetting of the mirror may also be detectable 
since this may cause a sudden dropout of the signal. 
This aspect has yet to be investigated, however. 

Results and Discussion 

Testing and Evaluation 

Initial testing of the probe and detector system 
was conducted in a high-pressure combustion vessel. 
The vessel was pressurized with propane/air 
mixtures to pressures similar to those in an engine 
just before ignition (about 13 atm). Figure 2 shows 
the transmittance signal as a function of the optical 
density of propane (product of the concentration and 
path length). The intensity was found to monotoni- 
cally decrease as the optical density of the propane 
increased. The response was not the simple expo- 
nential function predicted by Beer's law at a given 
wavelength. This deviation from Beer's law was to 
be expected because the measurements were inte- 
grated over the 3.3-3.5-/im band in which the 
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FIG. 3. Chopped signal of the radiation intensity reach- 
ing the detector for a narrow band of crank angle around 
TDC of compression. The cylinder pressure is shown as 
well. 

adsorption cross section of propane varies with 
wavelength; it is thus an integration of many differ- 
ent exponential functions. These tests also ensured 
that the probe could withstand elevated pressures. 

Engine Experiments 

The probe was tested in a high-speed CFR engine 
motored at 600 rpm using propane as the fuel. The 
airflow rate was measured using a bellows-type flow 
meter. The engine was operated unthrottled and the 
volumetric efficiency was 79%. A surge tank was lo- 
cated 0.4 m upstream of the intake port. The pro- 
pane was introduced as a continuous flow and me- 
tered by a calibrated rotometer. The compression 
ratio was 8.4. 

Four air/fuel equivalence ratios were examined for 
each of two conditions: one in which the fuel was 
introduced 3 m upstream of the surge tank, allowing 
homogeneous mixing, and one in which the fuel was 
introduced 10 cm upstream of the intake port. The 
four equivalence ratios (<f>) were 0.0, 0.78, 1.14, and 
1.46. The probe measured the fuel/air ratio spatially 
averaged over the 8-mm distance between the edge 
of the window and the mirror. 

Figure 3 shows the detector signal and cylinder 
pressure as a function of crank angle degrees from 
TDC for a 4> = 0.0 case. The baseline voltage of the 
signal was found to rise and fall slightly along with 
the cylinder pressure (difficult to resolve in Fig. 3). 
This may have been due to surface emissions from 
the mirror or ceramic as the in-cylinder tempera- 
tures changed through the cycle. The peak height of 
the modulated signal did not change significantly 
since there was no fuel present. The temporal res- 
olution of the measurements was 2.6° crank angle, 
equal to the separation between the peaks in the 
chopped signal. The 2.6° crank angle resolution of 
the measurements was arbitrary and determined by 
the speed of our chopper motor. There were about 
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FIG. 4. (a) Radiation intensity versus crank angle for cj> 
= 0.78. Two upstream and two port injected cycles are 
shown along with the cylinder pressure, (b) Radiation in- 
tensity versus crank angle for <f> = 1.14. Two upstream and 
three port injected cycles are shown along with the cylinder 
pressure, (c) Radiation intensity versus crank angle for <f> 
= 1.14. Two upstream and three port injected cycles are 
shown along with the cylinder pressure. 

22 measurements between chops. The rms fluctua- 
tion of the preaveraged data was less than 1% of 
signal amplitude for the raw data shown in Fig. 3. 
The radiation signals were analyzed using a data re- 
duction code that found each individual peak height 
as the difference between the highest average of the 
five points at a peak minus the average of the lowest 
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FIG. 5. Radiation intensity versus crank angle for the 
four equivalence ratios. One port injected cycle is shown 
for each. 
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FlG. 6. Equivalence ratio in the region of the spark gap 
versus crank angle for three individual port injected cycles 
each having a different nominal equivalence ratio. 

average of five points in the troughs on either side. 
This corrected for changes in baseline height. 

Figure 4 shows the peak heights over the complete 
engine cycle for the three nonzero equivalence ratio 
cases and compares runs in which the fuel was added 
far upstream with the runs using port injection. Each 
part of the figure shows two or three cycles taken 
with upstream injection and two or three cycles with 
port injection. The engine cylinder pressure is also 
shown. The peak heights shown represent the inten- 
sity of radiation reaching the detector during each 
crank angle interval and is an indication of the in- 
stantaneous equivalence ratio in the vicinity of the 
spark plug. 

For each of the three equivalence ratios, the same 
characteristics are noted. The fuel and air are well 
mixed by the middle of the compression stroke and 
through the exhaust stroke. Within the accuracy of 
the measurements, no cycle-to-cycle or crank-angle- 
by-crank-angle fluctuations are seen through the ex- 
haust stroke. Some oscillations in the signal that are 

repeatable from cycle to cycle can be seen during 
the exhaust stroke; however, these are related to 
pressure fluctuations rather than to fluctuations in 
the local equivalence ratio. A dramatic difference 
between the upstream and port injection cases can 
be seen beginning with the start of the intake stroke. 
As the mixture enters the cylinder, the signal rises, 
indicating that the mixture is initially fuel lean; this 
represents the composition of the charge that en- 
tered the cylinder toward the end of the previous 
cycle. The signal then drops rapidly, indicating a very 
rich mixture; this is due to the slug of rich mixture 
that accumulated near the fuel injection point be- 
tween intake events. The signal then rises again as 
the fuel-lean mixture is inducted toward the end of 
intake. As the charge mixes during the end of the 
intake stroke and the beginning of the compression 
stroke, the mixture becomes homogeneous, at least 
over length scales equal to and greater than the spa- 
tial resolution of 8 mm. While the homogeneity of 
the mixture in the surge tank was not verified, the 
extremely good reproducibility of the upstream in- 
jection measurements is a good indication of the ho- 
mogeneity on the scale of the spatial resolution; in 
addition, the symmetry of the signal about TDC in- 
dicates that the mixture was homogeneous. 

Figure 5 shows peak height data from one cycle 
for each of the four equivalence ratios for the port 
injection case. The figure provides a quantitative cal- 
ibration that can be used to determine the instan- 
taneous equivalence ratio. It can be seen, for ex- 
ample, that for the 4> = 1.46 case, the mixture in 
the spark gap is at one point as lean as approximately 
4> = 0.8 during the intake stroke and for the (j> = 
0.78 cycle, the mixture in the spark gap became 
richer than <f> = 1.5. 

The data taken from the homogeneous charge 
eases were used to convert the intensity signal from 
the IR detector into equivalence ratio (or equiva- 
lently fuel concentration) data. This was done at 
each crank angle interval in the engine cycle to ac- 
count for the effects caused by variations in density 
and temperature. A least-squares fit to a rational 
function of the form 

I 

b + c — 
Io 

(2) 

was used, where <j> is the equivalence ratio, a, b, and 
c are the coefficients that are fit to the homogeneous 
charge data, I is the signal intensity taken from the 
probe, and I0 is the signal intensity taken from the 
probe during the no fuel case. I0 and I were evalu- 
ated at each crank angle interval in the engine cycle 
to correct for variations in the background light in- 
tensity. This calibration was done using an algorithm 
that performs a parabolic expansion of x2 to create 
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a least-squares fit of the data to an arbitrary function 

[19]. 
Some of the results from this analysis are pre- 

sented in Fig. 6, which shows the equivalence ratio 
at each 2.6° crank angle interval through most of the 
engine cycle for three individual port injected cycles, 
each having a different nominal equivalence ratio. 
The behavior reflects the data shown in Fig. 5. The 
accuracy of the derived equivalence ratios that are 
richer than (f> = 1.46 will be somewhat less than the 
leaner equivalence ratios because those data were 
extrapolated rather than interpolated from the ho- 
mogeneous case data. 

Summary and Conclusions 

An infrared fiber-optic spark plug probe has been 
developed that will measure the instantaneous fuel- 
air ratio of the unbumed fuel-air mixture near the 
spark plug in the cylinder of a production automo- 
bile engine. The probe was tested in a CFR engine 
motored at 600 rpm using propane as the fuel. The 
probe measured the fuel/air ratio spatially averaged 
over a distance of 0.8 cm from the spark plug. The 
temporal resolution of the measurements was 2.6° 
crank angle. 

The probe was found to be very sensitive to 
changes in the density of the propane in the cylinder; 
these are the result of either changes in the total 
pressure or the local equivalence ratio. By calibrat- 
ing the probe using homogeneous mixtures of 
known equivalence ratio, it is possible to obtain 
quantitative cycle-resolved measurements of the lo- 
cal equivalence ratio near the spark plug. 

For cases in which the fuel was introduced near 
the intake port, strong mixture inhomogeneities 
were measured during the intake stroke. The mix- 
ture in the vicinity of the spark plug became rela- 
tively homogeneous by the middle of the compres- 
sion stroke. 
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Within the last few years, the understanding of the origins of engine knock has advanced considerably. 
Numerical experiments have shown that inhomogeneities in temperature distribution of premixed gases 
of only 10 K, or even less, can lead to the onset of autoignition. This is called ignition by exothermic 
centres (ETCs) or, more colloquially, by "hot spot". Still, there is no experimental technique available to 
detect such small temperature fluctuations directly. In an earlier paper, the existence of hot spots was 
verified by application of two-dimensional laser-induced fluorescence (2D-LIF) using formaldehyde as 
tracer. In the two-stage ignition of hydrocarbons, formaldehyde is formed early and then is decomposed 
very rapidly after ignition. 

The core of the experimental set-up consists of a modified, single-cylinder, two-stroke engine with full 
optical access to the combustion chamber from above. The engine is run with primary reference fuel 
(PRF), a mixture of n-heptane and zxo-octane. Two excimer lasers, coupled into one dye laser, make the 
double-pulse excitation of formaldehyde possible. The fluorescence signals are detected with two inten- 
sified, charge-coupled device (ICCD) cameras, amplified, and stored in a PC. 

Under different knocking conditions, pairs of two-dimensional LIF pictures, separated by 50 /us and 
less, and corresponding pressure traces have been recorded. These pairs of frames show both the evolution 
of hot spots in the end-gas region as well as the evolution of the regular flame front at the border between 
unburned end gas and burned exhaust gas. Hot spot expansion speeds between 30 and 750 mr1 have 
been detected, as well as flame front reverse speeds between 10 and 180 ms_1. 

Introduction to 1883 [2], followed by a paper from Nernst in 1905 
[3], and one by Clerk in 1926 [4]. From then on, 

Both  increasing pollutant  emission  originating scientific reports on knocking combustion have been 
from still-growing individual traffic and consumer published regularly. 
demands for more fuel economy are major reasons In knocking combustion, thermochemical and gas- 
to increase the efficiency of combustion engines. dynamic effects are involved as well as the stochastic 
This can be done by simply increasing the engine nature of hot-spot occurrence. This undesired mode 
compression ratio. However, as it increases, a limit- of combustion is initiated by exothermic centers 
ing value is reached above which engine knock sets (ETCs), so-called hot spots, occurring at one or 
on, giving an upper limit of fuel economy by im- more sites in the end gas due to inhomogeneities in 
pairing the engine power output and deteriorating its temperature [1,5]. In numerical experiments, dif- 
its torque. In addition, heavy or prolonged knocking ferences in temperature of 10 K [6], or even less [1], 
may seriously damage engine parts such as pistons were found to initiate spontaneous autoignition. The 
and the cylinder head. The knocking sound origi- evolution of a hot spot is characterized by three 
nates from both vibratory movements of the charge stages: induction, ignition, and expansion appearing 
[1] and steep pressure pulses exciting the engine as flame front propagation. In an internal-combus- 
block. Hence, knocking combustion is an undesir- tion (i.e.) engine, the remaining end gas (unburned) 
able mode of combustion that has been of scientific is enclosed by the combustion-chamber walls, and 
interest right from the beginning of motorization. A the regular flame front and is compressed by both 
first paper by Mallard and Le Chatelier dates back the piston and the hot burned gases behind the 

2619 
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FIG. 1. Schematic of the experimental set-up. 

regular flame front. At temperature and pressure 
levels sufficiently high, the end gas will autoignite, 
starting at the hot spots, before the regular flame 
front can consume the remaining charge. 

In some cases, when the rate of energy release 
inside the hot spot(s) is high enough, shock waves 
will develop. These can also initiate a detonation 
wave if the chemical reaction front accelerates suf- 
ficiently that it eventually travels with one of the 
shock waves. This self-sustaining process is possible 
due to the large temperature rise as a result of both 
chemical energy release and compression by the 
shock waves. Local stresses attained from the com- 
bined load by the heat release from detonation and 
pressure levels due to the shock wave can signifi- 
cantly exceed the material tensile strengths in the 
surface layers of piston and cylinder (to a depth of 
15 fim) [7] and, hence, cause the damage mentioned 
above. 

As yet, it is not possible to directly detect temper- 
ature fluctuations as small as 10 K (or less) at tem- 
perature levels of ^700 K and higher. However, the 
thermochemical aspect of hot spots will give some 
information enabling their detection spectroscopi- 
cally within the end-gas region. Autoignition in hy- 
drocarbon combustion begins with a two-stage ig- 
nition, the detailed chemical processes of which are 
fairly well understood. During the induction time, 
in cool flames—where low-temperature chemistry 
governs chemical reaction processes—a lot of par- 
tially oxidized species (e.g., peroxides) are formed. 
Later in the ignition process, these will internally 
rearrange to form aldehydes (e.g., formaldehyde). 

This is a relatively slow process. Finally, after au- 
toignition has taken place and high-temperature 
chemistry governs the chemical reaction processes, 
these intermediates will be oxidized very quickly to 
form carbon dioxide. Experimentally, formaldehyde 
was detected in knocking spark-ignition (s.i.) engine 
cycles as early as 1933 by Rassweiler and Withrow 
[9], As an intermediate species, occurring under 
cool-flame conditions and producing fairly high con- 
centrations, it has been detected in a jet-stirred re- 
actor [10,11]. 

Because of this "slow" formation in the low-tem- 
perature chemistry regime and directly following 
"fast" consumption under high-temperature condi- 
tions, formaldehyde is a good natural tracer for hot 
spots and burned gases, respectively. Its abundance 
in the end gas—concentrations of up to 12,000 ppm 
(averaged) and 35,000 ppm (single shot) have been 
measured [12]—together with its simple excitation 
makes it an ideal tracer for studying the evolution of 
hot spots by means of a two-dimensional double- 
pulse laser-induced fluorescence (2-D double-pulse 
LIF) technique. 

Experimental 

The experimental set-up used here is an extended 
and slightly modified version of that described in 
earlier papers [13,14]. The set-up (Fig. 1) comprises 
five main units: the laser system, the light-sheet op- 
tics, the research engine with oscilloscope (pressure 
traces), the imaging system, and a trigger unit. 
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FIG. 2. Cross section of the research engine. 

In order to obtain the temporal evolution of hot 
spots, ultra-high-speed detection with frame inter- 
vals down to 10 /us is needed. This is equivalent to a 
frame rate of 100 kHz and exceeds available exci- 
mer-laser repetition rates by several orders of mag- 
nitude. Therefore, two excimer lasers (both Lambda 
Physik LPX 205i) are used, where excimer 1 and the 
dye laser (Lambda Physik FL 3002) are aligned for 
maximum energy output (=2.6 mj). Afterward, the 
beam of excimer 2 is steered into the dye laser by 
means of two mirrors. One of the two mirrors re- 
flects only half of the beam into the dye laser, the 
other half is directed into a beam dump. The rear of 
this mirror also cuts off half of the beam of excimer 
1, which is also directed to the beam dump. With 
this laser set-up, a second, but weaker, dye laser 
beam ( = 1.3 mj) is obtained. Its lack of beam power, 
in comparison to the power of beam 1, is confirmed 
by the fact that beam 2 can be aligned only by using 
two external mirrors. Any change of the alignment 
inside the dye laser deteriorates the power of both 
beams, or the dye-lasing obtained by one of them 
vanishes. 

The dye-laser beams of both input beams travel 
along the same light path. They are shaped into a 
two-dimensional laser light sheet by means of three 
quartz cylinder lenses. The first two of them form a 
Galileian telescope, expanding and collimating the 
beam in its horizontal plane. The third lens is turned 
90° and focuses the light in the horizontal plane into 

a sheet of less than 60 /xm thickness in its line of 
focus. 

The above-mentioned tracer species, formalde- 
hyde, is excited at 353.2 nm, the 4j transition in the 
A1A2 <— X1 Ai band. The fluorescence can be de- 
tected in the visible blue between 400 and 450 nm. 

The research engine is a modified, industrial, sin- 
gle-cylinder, two-stroke engine (ILO L 372) with a 
displacement of 372 cm3 and a bore of 80 mm. Fig- 
ure 2 shows a cross section of the engine cylinder 
with the piston at top dead center (TDC). Both the 
piston and the cylinder have undergone major mod- 
ifications, and the cylinder head has been replaced 
by a full-sized quartz window. Except for a pocket 
for the spark electrode, which is introduced through 
the top end of the cylinder wall, the combustion 
chamber is disc shaped with a clearance height of 
only 4 mm. This ensures that flame propagation can 
be looked upon as essentially two-dimensional, 
which has been verified in former investigations. A 
quartz ring at the upper end of the cylinder enables 
the excitation-laser light sheet to traverse the com- 
bustion chamber in a plane parallel to the piston 
crown. The fluorescence signal obtained is detected 
perpendicularly to that plane through the full-sized 
top window. 

In the experiments, the engine is run under full 
load and kept at constant speed of 1000 rpm by an 
electric dynamometer coupled to the crank shaft. 
Speed fluctuations are minimized by means of a 
large flywheel. The fuel, a PRF of 90 ON, is supplied 
by the original carburettor. The in-cylinder pressure 
is measured by a relative pressure transducer (Kist- 
ler 6001, upper, see Fig. 2) and an absolute pressure 
transducer (Kistler 4045-A20, lower, see Fig. 2) and 
stored using a digitizing oscilloscope (Tektronix 
11201). 

The frames are taken by two intensified, charge- 
coupled device (ICCD) cameras (Proxitronic Nano- 
cam). Lens equipment and stray-light filters are de- 
scribed in Refs. 13 and 14. The overall weaker 
signals require the use of video amplifiers, which in 
addition offer output connector sockets for the video 
synchronization signal. This signal has to be fed into 
the logical AND gate in the trigger unit in order to 
always achieve chip readout at the same moment. 
This also ensures a constant quality of the frames. 
The PC and the frame-grabber board are both de- 
scribed in more detail in Refs. 13 and 14. 

The trigger unit comprises two four-channel, dig- 
ital, pulse/delay generators (Stanford Research SRI 
250) and an AND gate. The first delay generator 
receives a master trigger from the shaft encoder of 
the engine and produces one trigger signal to drive 
the ignition device and a second one to be fed into 
the AND gate. If this trigger and the video-synchro- 
nization signal are present at the same time, the sec- 
ond delay generator will receive a master trigger in 
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order to start the lasers, the cameras, and the PC (in 
that order). 

Results and Discussion 

Two pairs of images of laser-induced fluorescence 
of formaldehyde and their corresponding pressure 
traces of the respective engine cycles, chosen from 
a wide number of pairs of frames, are presented 
here. Each pair is taken from an individual knocking 
cycle. Ignition timing was set to 16° crank angle be- 
fore top dead center (CA BTDC). Skip firing ensures 
good cylinder filling [13,14], The use of two excimer 
lasers and two cameras makes it feasible to attain a 
short-time temporal resolution of the rise and evo- 

FlG. 3. First frame of 2-D double-pulse LIF of formal- 
dehyde (9.6° CA ATDC). 
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FIG. 4. Second frame of 2-D double-pulse LIF of for- 
maldehyde (+0.3° CA). 

FIG. 5. Corresponding pressure trace for Figs. 3 and 4. 

lution of hot spots in a knocking engine cycle. Fig- 
ures 3, 4 and 6, 7 show four frames taken by double- 
pulse excitation of formaldehyde, looking into the 
combustion chamber from above via the full-size top 
window. The camera gates (exposure times) have 
been set to 50 ns, to fully enclose the laser pulses of 
28 ns duration (nominally). The original grey values 
produced by the frame-grabber board are trans- 
formed, applying a false-color code in which 0 (no 
intensity) is denoted by white and 255 (maximum 
intensity) by red. 

In the LIF-frames, the solid circular lines repre- 
sent the cylinder walls. The dashed line in the lower 
half of an image represents the left border of the 
laser light sheet, which travels from right to left; its 
right-hand border is outside of the image. The red 
arrow on the lower right indicates the position of the 
spark electrode. It is noticeable that the correspond- 
ing second frame of each pair (Figs. 4 and 7) exhibits 
much weaker fluorescence due to the weaker second 
laser beam. Above the dashed lines within the range 
of the light sheet, the end-gas region on the left- 
hand side (colored areas) with enclosed hot spots 
(white), and the burned gases on the right-hand side 
(white) can be seen. The border between end gas 
and burned gas shows the contour of the regular 
flame front originating from the spark electrode. The 
corresponding pressure traces are plotted versus 
time and show the ignition trigger marks as well as 
the trigger marks of the first frame. Due to the very 
short delay between the two frames, in these plots, 
the trigger mark of the second frame coincides with 
the one of the first. Both frame and ignition triggers 
are fixed with respect to the crank shaft angle. 
Hence, the pressure traces after ignition can move 
relative to the trigger marks due to cycle-to-cycle 
variations. 
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FIG. 6. First frame of 2-D double-pulse LIF of formal- 
dehyde (6.6° CA ATDC). 
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FIG. 8. Corresponding pressure trace for Figs. 6 and ' 

FIG. 7. Second frame of 2-D double-pulse LIF of for- 
maldehyde (+0.06° CA). 

Figure 3 shows the first frame of a double-pulse 
pair taken at 9.6° crank angle after top dead center 
(CA ATDC), 4.27 ms after ignition. It shows various 
hot spots of different sizes within the end-gas region. 
Near the center of the light sheet, some regions of 
higher fluorescence intensity can be seen due to 
higher power in the center of the laser beam. At the 
right-hand border of the end-gas region, the regular 
flame front shows an unwrinkled contour. This phe- 
nomenon has been observed in quite a number of 
frames, but has yet not been associated to an effect 
relevant to knocking combustion, such as pressure 
gradient, hot-spot expansion speed, etc. The same 
effect has been detected with an ultra-high-speed 
Schlieren technique (up to some 700,000 frames per 
second) by König et al. [15] and Bradley et al. [16] 

during a joint project using the same engine type. 
The pressure trace (Fig. 5) shows a "moderately" 
knocking cycle with a peak pressure of 55 bar and a 
pressure gradient of 55.7 bar/ms between the first 
local minimum pressure and the peak pressure. The 
trigger location for the first frame is immediately af- 
ter the pressure peak. This can also be seen from 
the relatively large sizes of the hot spots in Fig. 3. 
This late timing causes the second frame (Fig. 4), 
taken 0.3° CA (50 /is, respectively) later, to show a 
very weak fluorescence intensity. In addition to the 
usually weaker excitation, this is due to the advanced 
state of reaction. Nevertheless, it can be calculated 
from these two frames that hot-spot expansion 
speeds of 170-180 ms-1 are attained. Furthermore, 
it can be seen that the regular flame front is driven 
back, contrary to its original direction of propaga- 
tion. Reverse speeds of 90-100 ms-1 are found. 

The second pair of frames (Figs. 6, 7) is taken 
during a very "violently" knocking cycle, as can be 
seen from the pressure trace in Fig. 8. The cycle 
exhibits a very steep gradient of 75.8 bar/ms, arising 
directly from the first local maximum pressure of 
32.3 bar. The peak pressure reaches a very high value 
of 68.4 bar and declines with strong oscillations that 
still attain local maxima of 65.2 bar and 50.0 bar. The 
latter clearly exceeds the peak pressure of most of 
the "moderately" knocking cycles. The first frame 
shows the situation at the onset of autoignition (see 
trigger mark in Fig. 8). Several small hot spots along 
the cylinder wall, as well as some end-gas-enclosed 
ones, can be seen. The original size of the enclosed 
hot spots in the first frame (Fig. 6) is approximately 
0.5-1.0 mm, and it is difficult to recognize them as 
hot spots (no intensity = white) due to insufficient 
printer resolution. One of these hot spots is situated 
in  the  region  of highest  intensity  (red)  and  is 
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enclosed by weaker (blue) fluorescence intensity. 
This structure can clearly be seen in the second 
frame, taken 0.06° CA (10 fis) later. This hot spot 
and a second one, situated at the wall just above the 
horizontal line of symmetry, have been used to eval- 
uate hot-spot expansion speeds in this cycle. Even 
at this early stage, they attain speeds of 350-500 
ms_1 (at the wall) and up to 750 ms"1 for the en- 
closed hot spot. In comparison to this, reverse 
speeds of the regular flame front are rather moder- 
ate. Because of the early state of autoignition, veloc- 
ities of 30-180 ms-1 are found. It is possible that 
this changes a few microseconds later, as, at the time 
given, most of the end gas has not yet reacted. 

Conclusions 

To avoid the undesired mode of knocking com- 
bustion, one has to understand the underlying pro- 
cesses. Numerical simulations of end-gas autoigni- 
tion show local fluctuations in temperature of 10 K 
[6] and even less [1] being sufficient to initiate au- 
toignition in the end-gas region. This has been vali- 
dated in several experimental investigations [13-15]. 

Up to now, detection of hot spots by spectroscopic 
means has been performed only in single-shot mode, 
delivering only a single image per cycle. Ultra-high- 
speed Schlieren frames can temporally resolve the 
evolution of hot spots, but, due to the fact that this 
technique is based on density gradients, the effects 
made visible might result from either temperature 
or pressure gradients. 

In order to combine the temporal resolution of the 
ultra-high-speed Schlieren technique and the un- 
ambiguous character of the spectroscopic method, 
the 2-D double-pulse LIF experiment was set up. 
The results presented here are taken from a wide 
number of frame pairs recorded with their corre- 
sponding pressure traces. The first pair presented 
has been taken in a "moderately" knocking cycle 
with a pressure gradient of 55.7 bar/ms and a peak 
pressure of 55 bar. The trigger for the first frame is 
slightly after peak pressure. This can be seen from 
the relatively large sizes of the hot spots detected 
and from the fact that in the second frame there is 
hardly any visible fluorescence. Here, hot-spot ex- 
pansion speeds between 170 and 180 ms-1 and re- 
verse speeds of the regular flame front between 90 
and 100 ms-1 are detected. The second pair has 
been taken in a very "violently" knocking cycle with 
a pressure gradient of 75.8 bar/ms, a peak pressure 
of 68.4 bar, and very strong oscillations on the down- 
ward slope of the pressure trace. The trigger of the 
first frame is early with respect to the pressure trace. 
It is situated in the pressure rise leading to peak 
pressure. This early state is underlined by the small 
sizes of the hot spots. In this case, they are situated 
at the wall as well as isolated within the end-gas re- 

gion. Expansion speeds of 350-500 ms-1 (at the 
wall) and up to 750 ms-1 (enclosed hot spots) are 
calculated, whereas the flame-front reverse speeds 
only attain values of 30-180 ms-1. 

The results presented here clearly verify the con- 
cept of hot spots as a starting point for processes 
leading to engine knock. A possible and desirable 
extension of this work is the application of multiple 
laser shots separated by a few microseconds to get a 
better impression of the evolution of hot spots. Ad- 
ditionally, a numerical study of two interacting flame 
fronts, one originating from the electrode, the other 
from a hot spot, should allow an interpretation of 
the flame-front reversal reported here. 

Acknowledgments 

The authors would like to thank the "Physikalisch- 
Chemisches Institut" of "Universität Heidelberg" for sup- 
plying parts of the imaging software and leaving the video 
amplifiers and optical equipment with us. 

The authors would also like to thank Dr. R. R. Maly and 
Dr. G. König, Daimler-Benz, for their support during the 
early phase of the experiments. 

Finally, the authors would like to thank F. Hoffmann for 
his support during the preliminary experiments, and E. 
Kull for his great assistance. 

REFERENCES 

1. Oppenheim, A. K., The Knock Syndrome—Its Cures 
and Its Victims, SAE Paper 841339, 1984. 

2. Mallard, E. and Le Chatelier, H., Ann. Mines 8:274- 
568 (1883). 

3. Nernst, W, Z. Deutscher Ing. 49:1426-1436 (1905). 
4. Clerk, D., Trans. Faraday Soc. 22:338-375 (1926). 
5. König, G., Maly, R. R., Bradley, D., Lau, A. K. C, and 

Sheppard, C. G. W., Role of Exothermic Centers on 
Knock Initiation and Knock Damage, SAE Paper 
902136, 1990. 

6. Goyal, G., Maas, U., and Warnatz, J., Simulation of the 
Transition from Deflagration to Detonation, SAE Pa- 
per 900026, 1990. 

7. Klein, R., Twenty-Fifth Symposium (International) on 
Combustion, The Combustion Institute, Pittsburgh, 
1994, pp. 553-579. 

8. Pollard, R. T, in Hydrocarbons, (C. H. Bamford and 
C. F. H. Tipper, Eds.), Elsevier, Amsterdam, 1977, 
Chap. 2. 

9. Rassweiler, G. M. and Withrow, L., Ind. Eng. Chem. 
25:1359-1366 (1933). 

10. Dagaut, P., Reuillion, M., and Cathonnet, M., Com- 
bust. Sei. Technol 95:233-260 (1994). 

11. Dagaut, P., Reuillion, M., and Cathonnet, M., Com- 
bust. Flame 101:132-140 (1995). 

12. Kull, E., "Laserinduzierte Fluoreszenz bei instation- 
ärer Hochdruckverbrennung von Kohlenwasserstof- 



2D-D0UBLE-PULSE LIF OF HOT SPOTS 2625 

fen," Diploma Thesis, Inst. f. Techn. Verbrennung, 
Universität Sttutgart, 1994. 

13. Hoffmann, F., Bäuerle, B., Behrendt, F., Warnatz, J., 
Third International Symposium on Diagnostics and 
Modeling of Combustion in Internal Combustion En- 
gines, COMODIA 94, Yokohama, Japan, 1994, pp. 
517-522. 

14. Bäuerle, B., Hoffmann, F., Behrendt, F., Warnatz, J., 
Twenty-Fifth Symposium (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1994, pp. 
135-141. 

15. 

16. 

König, G„ Maly, R. R., Schöffel, S., Blessing, G.: Gas/ 
Surface Interactions and Damaging Mechanisms in 
Knocking Combustion: Effects of Engine Conditions, 
Sixth Periodic Report, CEC-Research Contract: 
JOUE-0028-D-(MB), 1991. 
Bradley, D., Pan, J„ Sheppard, C. G. W.: Gas/Surface 
Interactions and Damaging Mechanisms in Knocking 
Combustion—Turbulence and Flow Field Effects, Sixth 
Periodic Report, CEC-Research Contract: JOUE- 
0028-D-(MB) (1991). 

COMMENTS 

Andrew G. Astill, AEA Technology pic, UK. Your paper 
described the use of LIF of formaldehyde to monitor 
regions of high temperature in the unburnt gas. I have two 
questions. 

1. Have you investigated the temperature dependence of 
the fluorescence quenching of formaldehyde LIF and 
have you accounted for the variation in local composi- 
tion leading to local variation in fluorescence quenching 
cross sections? 

2. What is your S/N for each image? It appeared to me 
that the 2nd image, for each pair, had a number of pixels 
in the burnt zone with the same color code as the ma- 
jority of the formaldehyde LIF. If this is noise then most 
of the LIF was also noise. If not, how is the formalde- 
hyde re-appearing in the burnt gas zone in the 2nd im- 
age of each pair? 

Author's Reply. We have investigated the temperature 
dependance of the fluorescence quenching of formalde- 
hyde in synthetic air and nitrogen. For the temperature 
region the images are taken in, there is only a slight, neg- 
ligible dependence due to nearly equal population of the 
two levels involved in the excitation process. Besides, we 
know from literature that quenching by oxygen is negligi- 
ble, and that fuel molecules exhibit an even weaker 
quenching cross section. Therefore we do not expect a sig- 
nificant influence of variation in local mixture composition. 

The average noise level is 20 grey values with a peak 
signal level of 256. The "noise pixels" you noticed in the 
unburnt of the second images have maximum values of 25 
whereas the "signal pixels" exhibit levels of at least 50 to 
60. Some of the brighter "noise pixels" are related to par- 
ticles on either the piston top or the top window and can 
be seen on the same position on subsequent pairs of im- 
ages. 

John Griffiths, University of Leeds, UK As you have de- 
scribed, the formation and destruction of formaldehyde is 
related to changes from "low temperature" to "high tem- 
perature" mechanisms. Have you been able to use your 
quantitative kinetic understanding and some knowledge of 

sensitivity of the detection system to infer a maximum tem- 
perature of the end gas that has not been consumed in 
autoignition centers? 

Author's Reply. We have performed simulations of 
knocking cycles (former single shot experiments) with de- 
tailed reaction mechanisms and found good agreement 
with both the respective pressure traces and the measured 
(one-dimensional) peak concentrations of formaldehyde. 
These computations gave us temperatures of 770 K of the 
unconsumed end gas. 

John B. Hey wood, M.I.T., USA. Two questions about the 
smooth flame fronts you observed when autoignition oc- 
curred: Did you observe such smooth flames when knock 
did not occur? Do you have any explanation for the cause 
of this flame front smoothing? 

Author's Reply. In preliminary experiments for our ear- 
lier single-shot experiments we have also taken images in 
non-knocking cycles. None of these images showed any 
flame front smoothing, no matter at which point of time 
during the cycle they were taken. As for the second ques- 
tion, so far, we have no explanation for this effect, nor can 
we specify any correlations between the occurrence of the 
flame smoothing and the measured data. 

W. Hentschel, Volkswagen Rb-D, Germany. You have vi- 
sualized the unbumed gas region by LIF of formaldehyde. 
Why do you expect to achieve the same type of images 
when performing simple LIF of the unbumed fuel (e.g., 
standard gasoline or tracers in a model fuel)? 

Author's Reply. There are several reasons why we used 
formaldehyde as a tracer: 

a. It is a natural tracer which does not have to be added 
to the fuel (important for simulations using detailed reac- 
tion mechanisms), 



2626 SPARK IGNITION ENGINES 

b. its abundance in the end gas region (In experiments one also must expect a weaker signal. This occurs due to 
under same conditions with one-dimensional excitation of the fact that a considerable amount of the mixture and 
formaldehyde we measured peak concentrations of 12,000 hence the fuel, is already in a state of reaction (interme- 
ppm, averaged, and 35,000 ppm, single shot.), and diate species) at the considered instant. These intermedi- 

c. the simple excitation which produces ample signal un- ates might not be excited and hence give no signal, al- 
der engine conditions using primary reference fuel. though the fuel has not yet completely reacted to final 

Basically, the same type of images can be expected, but products and can be looked upon as burnt (exhaust). 
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A conditional averaging approach is used to model combustion and pollutant formation in stratified 
charge spark-ignition (SI) engines. A set of diagnostic equations follows the local composition and tem- 
perature of the unbumed gases during combustion. The coherent flame model is chosen to simulate 
combustion and extended to rich or diluted conditions. NO and CO reaction rates are computed condi- 
tionally based on the burned gas temperature with two contributions: a source-term function of the flamelet 
density and unbumed gas composition and temperature, and another source term including equilibrium 
and kinetic mechanisms in the burned gas. The coupled combustion and pollutant models are implemented 
in the Kiva-2 code and tested on a simple engine geometry for a set of operating conditions including 
variation of equivalence ratio, dilution by residual gases, and fuel stratification. The ability of the model 
to reproduce observed trends for combustion rate is demonstrated. The influence of the local laminar 
flame on the burn rate is pointed out. 

A much larger production rate of NO and CO during combustion, resulting in higher computed NO 
levels for most of the operating conditions and similar final CO levels after combustion completion, is 
observed for the conditional averaging as compared to the usual ensemble averaging procedures. The 
predicted levels of emissions are comparable to measured engine values. 

Introduction 

The design of new, efficient and environmentally 
friendly engines is becoming extremely complex be- 
cause of the number of options that must be tested 
to find the best trade-off. Three-dimensional mod- 
eling of the internal flow can provide a significant 
reduction of the industrial development phases. 
However, computational fluid dynamics is not yet 
used to predict combustion and emissions reliably. 
The complex nature of reacting flows in engines in- 
volving multiphase, turbulence, heat and species 
transfer, combustion, and chemical kinetics makes it 
extremely difficult to model. 

In spark-ignited engines, combustion occurs in 
three phases: ignition, propagation, and flame-wall 
interaction. This takes place in a transient flow 
formed by the intake process and subsequent mix- 
ing. The mixture is made up of newly admitted air, 
gaseous fuel originally gaseous or liquid, and burned 
gases from the previous cycle and/or exhaust-gas re- 
circulation. Heat transfer to the wall occurs contin- 
uously. At ignition time, the mixture is not homo- 
geneous in concentration or temperature. 
Experiments [1-3] have shown that combustion oc- 
curs in engines in the flamelet regime. This has stim- 
ulated the development of flamelet models to sim- 
ulate the combustion process. 

Pollutants are essentially HC, NOx, and CO. NO 

and CO are controlled by the local equivalence ratio 
and temperature and formed at the flame front and 
in the burned gases. HC comes essentially from trap- 
ping of the charge in the crevices and in the wall oil 
film. 

NO production is mainly thermal in SI engines. 
The equivalence ratio is never much larger than 1, 
making prompt NO unlikely, as confirmed by the 
measurements of Bräumer et al. [4], Moreover, the 
volume occupied by the flamelets, where prompt 
NO could be produced, is negligible as compared to 
the volume occupied by the burned gases. The pro- 
duction of N02 is negligible since it is decomposed 
almost instantaneously because of the high temper- 
ature of burned gas. CO production in the flame 
front is a function of the local equivalence ratio. In 
most practical CFD calculations, CO kinetics is com- 
puted from simple CO-C02 equilibrium laws. 

In CFD codes such as the Kiva code [5], 1989, 
reaction rates are usually computed based on ensem- 
ble-averaged values of concentrations and tempera- 
ture. Because of their high nonlinearity, the actual 
reaction rates of pollutants formed essentially in the 
burned gases may differ greatly from those com- 
puted with averaged cell values. This difference is 
expected to be greatest in the flamelet regime of 
combustion, which is characterized by a thin react- 
ing zone (flamelet) separating the burned and un- 
bumed phases of the mixture. Pollutant calculations 
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based on conditional averaging such as those used 
by Gosman et al. [6] for knock calculations should 
bring significantly improved modeling predictivity. 

The first goal of this study is to develop new mod- 
els to extend the range of application of the CFM to 
stratified charge such as that found in actual engines 
by using a conditional averaging technique. The sec- 
ond goal is to use this conditional approach to com- 
pute NO and CO formation. The models developed 
are implemented in the Kiva-2 code, tested for a 
range of operating conditions, and compared to en- 
gine measurements. 

Extension of the CFM to Stratified Charges 

Application of the Coherent Flame Model to SI 
Engines 

The coherent flame model for combustion was de- 
veloped on an empirical basis. The reaction rate is 
computed as the product of a flame surface density 
and a laminar flame velocity. A recent development 
(CFM2a) corrected the stretch term, a, with the in- 
termittent turbulent net flame stretch (ITNFS) 
model according to Meneveau and Poinsot [7]. It has 
been applied successfully in SI engines by Boudier 
et al. [8], Zhao et al. [9], and Torres and Henriot 
[10]. 

Extensions of the CFM to actual situations found 
in SI engines are required. The laminar-ignition, LI- 
CFM initiation model of Boudier et al. [8] and the 
flame interacting with surface and turbulence 
(FIST) wall-flame model of Poinsot et al. [11] have 
been proposed. The important issue of partial pre- 
mixing is still to be addressed. The incomplete mix- 
ing ahead of the flame front implies that composition 
and temperature are changing locally and temporally 
during flame propagation. This causes changes of the 
local laminar flamelet velocity and burned gas tem- 
perature and composition that must be accounted 
for. 

Most engine CFD codes solve Favre-averaged 
equations for species and temperature. The mass 
and momentum exchange is computed with a tur- 
bulence model (most often the k-s model) providing 
turbulent diffusion coefficients and with a law of the 
wall for momentum and heat transfer. The quantities 
obtained are essentially mean scalars and velocity 
and turbulent kinetic energy and its dissipation. 

When combustion begins, new terms are com- 
puted: source terms and flamelet area density with 
the CFM, for instance. For flamelet models involv- 
ing the assumption of burned and unburned phases 
in the combusting cells, the original set of computed 
mean variables is not sufficient to describe the sep- 
arate properties of the two phases without adding 
variables. In this work, only the two-phase scalar 
variables will be computed separately, with turbu- 

lence and velocity terms being determined uncon- 
ditionally. The unburned gas properties are deter- 
mined by implementing equations that are not 
coupled directly with the unconditioned mean val- 
ues, as proposed by Veynante et al. [12]. The added 
set of diagnostic equations follows the unburned gas 
properties only to modify the local laminar flame 
speed, SL, and thickness, SL, and to evaluate some 
of the CFM terms and compute pollutant kinetics. 

Formulation of the CFM2afor Lean Combustion 

The original Favre-averaged set of equations 
solved for fuel, oxygen, temperature, and combus- 
tion used in Boudier et al. [8] for lean combustion 
was 

dpYp + dpukYF = ±(f±SYz\_^ 
dt dxk dxk \aF dxkJ 

dpY, 
dt 

dpe 

o + dpukY0 

dxk 

dpuke _ 

d  (fitdY0 

dt dxk 

dxk \o> dxk 

duk        d   I    df 
-P — + —[K — 

dxk       dxk \   dxk 
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dYi 

dxk 

WF = puYFSLZ 

a j = i     dxkj 
-pe + Qc + Qw      (3) 
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(5) ^ + ^ = ±(^) + S-D, 
dt dxk dxk \a£ dxk) 

with D = ßPnYFSL/pYZ2 and S = a s/kf(u'/SL, LI 
öL) E with the ITNFS stretch. The expression forD 
was slightly different than expressed here, but it 
gives the same results with the usual turbulence and 
flame conditions in SI engines. This set was com- 
pleted by the usual equations for mass, momentum, 
and a k-E model for turbulence. 

This set of equations was solved using mean prop- 
erties in the cells, except for the evaluation of SL, 
which was estimated from the unburned gas prop- 
erties for a uniform equivalence ratio mixture and 
an unburned gas temperature obtained assuming is- 
entropic compression after ignition, and neglecting 
heat transfer to the walls during combustion. More- 
over, it was assumed that no residuals were trapped 
in the charge. 

Extension to Rich and Diluted Mixtures and 
Diagnostic Equations for the Unburned Phase 

Favre-averaged diagnostics equations that are not 
directly coupled to Eqs. (1) through (5) are added 
to follow the evolution of the unburned gases ahead 
of the flamelets. YFu and Y0u are, respectively, the 
mass of fuel and oxygen in the unburned gases di- 
vided by the total mass. YF and Yfr are, respectively, 
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the mass of fuel and oxygen in the unburned gas 
divided by the mass of unburned gas. hu and Tu are 
the enthalpy and temperature in the unburned 
gases: 

öPJFM      dpukYFu 9   Ißt 9YFM 

dt 

dpYt O.u 

dt 

dxk 

dpukYc 

dxk \aF  dxk 
<»F,u      (6) 

dxk \aF   dxk )       0 

U>F,U = PU^FSLZ 

SpK      dpukhu = 

dt dxk 

S   |ft4 
dxk \Pr dxk 

pe 

p dp 

Tu dt 
+   Qw.u 

(7) 

(8) 

(9) 

The flame surface density destruction term of Eq. 
(5) becomes D = ßpuY^,S i/pY0 Z2 when the equiv- 
alence ration is greater than 1. SL and dL are then 
deduced from the computed, unburned equivalence 
ratio and temperature. 

This formulation for D can lead to trouble since 
D becomes large when the limiting reactant disap- 
pears, which is expected for oxygen in the rich case. 
However, engine calculations always include post- 
flame gas kinetics (such as CO-C02, for instance) 
that produce 02, which should not be considered in 
D. Thus, a better formulation is D = ß pu Y& SL/ 
pY0u£2, which is not influenced by the burned gas 
composition. Y'F and Yfo can be evaluated from YF„ 
and Y0u if the ratio of nitrogen to oxygen is constant 
in the unburned gases. 

In the set of equations, Eqs. (6) through (9), it is 
assumed that gas-phase exchange occurs indepen- 
dently in the burned and unburned regions, except 
through the reaction rate at the interface, which is 
fully consistent with the flamelet regime. Recent di- 
rect numerical simulation of flame-wall interaction 
by Bruneaux et al. [13], with locally low reaction 
rates, has shown that the flamelet concept was still 
valid and that there was no inert mixing across the 
flamelets. Another assumption underlying these 
equations is that exchange fluxes are statistically oc- 
curring through the whole external area of the cell. 

Eq. (9), describing the evolution of the enthalpy, 
is retained instead of an energy equation because it 
provides an easier way to integrate the contribution 
of combustion heat release through the total pres- 
sure variation as formulated in the third term on the 
right-hand side. It also supposes a Lewis number of 
1, which is the case in Kiva-2. The last term, Qwu, 
representing heat transfer of the unburned gases 
with the walls, is taken as the heat transfer computed 
with the model of Diwakar [14] such as imple- 

mented by Gilaber and Pinchon [15] but taking into 
account the unburned gas temperature. The un- 
burned gas temperature is deduced directly from the 
enthalpy. 

The laminar flame speed, SL, is a function of the 
equivalence ratio and temperature in the unburned 
gases, as well as its thickness, dL. It also depends on 
the burned gas temperature that can be estimated 
from the state of the computed cell. Finally, there is 
also a dependence on the pressure and on the 
amount of residual gases in the unburned region. SL 

is computed according to Blint's work [16] and SL 

from the correlation of Metghalchi and Keck [17], 
which accounts for residuals. 

NO and CO Formation 

NO and CO are formed and evolve both in the 
flame front and in the burned gases. Typical of SI 
engines, the volume of the laminar flamelets is small 
as compared to the volume of the hot burned gases 
(which are hot for a long time). Hence, it is expected 
that most of the pollutant kinetics is controlled by 
the phenomena in the bulk of the burned gases. 
However, the possibility of creation of pollutants di- 
rectly in the flamelet that acting as a local and tem- 
poral source term must be considered. 

Complex chemical schemes are very dependent 
on temperature, composition, and pressure, while 
the accuracy of these computed quantities in CFD 
codes is presently limited. Hence, schemes with a 
limited number of steps and species, which allow a 
reasonable predictivity-versus-computing-time 
trade-off are preferred. Although flamelets are thin, 
CFD codes predict average statistical variable values 
in each cell of the domain. This produces a large 
combustion zone with a weak temperature gradient 
including intermediate temperatures that do not ex- 
ist in individual engine cycles, while the quantity of 
interest for computing pollutants is the temperature 
of the burned gases. 

Determination of the Burned Gas Temperature 

The procedure previously described to extend the 
CFM to stratified charge involves the computation 
of the unburned gas temperature, T„, and compo- 
sition, Y; „, along with the averaged values in the do- 
main. The burned fraction of each cell can be ob- 
tained from the ratio b — Y/YF. Hence, it is possible 
to compute the enthalpy in the burned gases by 

(10) 
1 - b 

from which Tj, can be computed. 
For very small burned fraction, Eq. (10) can be 

ill-determined. Thus, if c < 0.01, the burned-gas 
temperature of the cell is evaluated as if it has 
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completely burned adiabatically with the correction 
for chemical equilibrium described in the next sec- 
tion. The influence of this approximation on pollut- 
ant calculations is marginal. 

Pollutant Kinetics 

A new approach is developed to compute NO and 
CO for both rich and lean combustion. First, a 
source term of species created at the flamelets is 
determined. From the composition of the unbumed 
gases and the thermodynamic state of the cell, it is 
assumed that the flamelets produce species from 
which atom production corresponds to the burn rate 
in the cell as computed by 'coCju = puY£jSL£ from 
the CFM model. These species are distributed in 
product molecules and radicals, corresponding to 
the equilibrium mechanism (11) proposed by Me- 
intjes and Morgan [18] at the burned-gas tempera- 
ture: 

2N^N2 

2HoH2 

20o02 

H, + O,o 20H 

20H + 02 O H20 

CO + o2 <-» co2. (ID 

The assumption of equilibrium may appear too sim- 
ple. However, SI engine flamelets are very thin, and 
if the equilibrium is reached at a distance of a few 
flame widths, it can still be considered as a flamelet 
source term. 

In the burned gases, the same equilibrium mech- 
anism is used, but without the CO-C02 contribu- 
tion. It is coupled to a kinetic mechanism for slower 
reactions using a numerical-implicit procedure pro- 
posed by Ramshaw and Chang [19]. The kinetic re- 
actions are for thermal NO (extended Zeldovich) 
and CO and C02. The purpose of kinetic CO-C02 

is to deal with lower temperatures (close to walls, for 
instance). The constants are from Seshadri and Wil- 
liams [20] and Heywood [21] 

CO + OH o C02 + H 

N + 02HNO + N2 

N2 + OHNO + N8 (12) 

N + OH o NO + H 

and the chemistry is supposed frozen below 1300 K. 
Chemistry is computed conditionally on the burned 
gas fraction in each cell based on the amount of each 
species, the estimated burned-gas temperature, and 
the pressure. 

Engine Simulations 

The conditionally averaged combustion and pol- 
lutant models have been implemented using KMB, 
an extended version of Kiva-2 [22] and applied in a 
two-dimensional mesh representative of the cylin- 
drical engine geometry of Baritaud [23]. This engine 
has a bore and stroke of 86 X 82 mm and a com- 
pression ratio of 6.2. The clearance height at top 
dead center (TDG) is 15.4 mm. A swirl flow of in- 
tensity 3.8 and nearly solid body rotation was ob- 
served at bottom dead center (BDC). The volumet- 
ric efficiency for all simulated cases is 0.5. The spark 
plug is located on the cylinder axis, 7.5 mm below 
the head, and the spark energy was 20 mj (2 ms X 
10 w). The fuel is propane. The computed axisym- 
metric domain is a plane delimited by the cylinder 
axis and liner and the piston and head surfaces. The 
turbulence level at the time of ignition and 1200 rpm 
was determined to be about 2 m/s. The computa- 
tional mesh is fine near the wall, and the ignition 
point, located on the chamber axis, was 40 cells in 
the radial direction and 42 in the axial direction. The 
work of Boudier et al. [8] had shown that this was 
sufficient to have a grid-independent combustion 
simulation; the LI-CFM model of the authors was 
used. The FIST flame-wall model is implemented 
to provide correct behavior of the combustion rate 
close to the walls. 

The runs are conducted starting at compression 
BDC. k, s, and a transverse swirl-velocity profile rep- 
resentative of the measured values are imposed. The 
concentration fields are also imposed at BDC, ac- 
cording to realistic values measured by Deschamps 
et al. [24] and in the validity range of the SL corre- 
lation. 

Stratified Charge Combustion 

Numerical tests were conducted to assess the va- 
lidity of the equations and coding. The equation sys- 
tem (6) through (8) with the new formulation of the 
destruction term D was compared, in the case of 
homogeneous rich and lean combustion, to the orig- 
inal equation set (1) through (5). Inactivating the 
conditional unburned enthalpy equation (keeping 
the approximation of an unburned temperature cor- 
responding to an isentropic compression starting at 
ignition) gave consistent results. The final amount of 
the excess species (fuel YF or oxygen Y0) also gave 
the consistent results. The conditional enthalpy 
equation was tested by comparing the evolution of 
the predicted unburned temperature with the adia- 
batic compression temperature during combustion. 
This was done for an adiabatic, homogeneous-mix- 
ture combustion with Ow „ = O. The two values of 
unburned temperature stayed within 1 K. Finally, 
the simple correction of SL with residual gases 
showed no application problems. 
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HFHT 
VFHT 

HOFHT 
HFIT 
HFCT 
VFIT 
VFCT 

TABLE 1 
Computed operating conditions for stratified charges 

Homogeneous mixture, 0 = 0.9 
Vertial fuel stratification, 0 = 1.0 at spark/cylinder axis and 0.8 at liner side wall at 

-25 CAD 
Horizontal fuel stratification, <P = 1.1 at top wall and 0.7 at lower wall at -25 CAD 
Homogeneous mixture, 0 = 0.9, isentropic unconditioned and conditioned T 

Vertical fuel stratification, 0 = 1.0 at spark/cylinder axis and 0.8 at liner wall at - 25 
CAD, isentropic unconditioned and conditioned T 

o 10 
Crank Angle (deg.) 

FIG. 1. Fuel burned mass fraction in the combustion 
chamber. Effect of fuel stratification: homogeneous HFHT, 
vertically stratified VFHT, and horizontally stratified 
HOFHT. Effect of isentropic unconditioned/conditioned 
temperature: homogeneous HFIT, HFCT, and vertically 
stratified VFIT, VFCT. 

Calculations of stratified charge combustion are 
now presented. They involve variation of the strati- 
fication of fuel and residuals and the heat transfer 
effects described in Table 1. At this stage, pollutant 
chemistry in the burned gases is not considered in 
order to provide a clearer understanding. The wall 
temperature is 400 K. 

The effect of a stratification of the fuel charge is 
shown in Fig. 1 by comparing burned mass fractions 
for cases HFHT (homogeneous), VFHT (vertical 
fuel stratification), and HOFHT (horizontal fuel 
stratification). Stratification patterns imposed at 
TDC result in the stratification amplitude at TDC 
given in Table 1. The ability of the model to repro- 
duce the expected trends in a stratified charge is 
clear. As found experimentally by Deschamps et al. 
[24] igniting a stratified mixture on the richer side 
favors the global combustion speed as compared to 

the homogeneous case. A horizontal stratification 
gives a lower heat-release rate. The fields of S, SL, 

and &>F, when the flame is in the middle of the cham- 
ber for the horizontal stratification case HOFHT, are 
plotted in Fig. 2. With a higher equivalence ratio, SL 

is larger at the top of the chamber than at the bot- 
tom. In the leaner and lower part of the chamber, 
the flame surface density, E, is larger. The resulting 
combustion rate is larger in the region of larger SL, 
showing the importance of the laminar flame speed 
even in the very turbulent environment of engine 
chambers. This emphasizes the essentiality of an ac- 
curate determination of SL to predict the combus- 
tion rate accurately; the conditional averaging pro- 
cedure proposed in this work is necessary. 

The effect of using a conditional temperature to 
determine SL is now discussed. This time, Yf and 
Yf, are solved directly as tracers without source 
terms. A new, three-dimensional version of the LI- 
CFM ignition model, equivalent to the two-dimen- 
sional LI-CFM for the present calculation, is acti- 
vated. The effect of conditioning the unbumed 
temperature, instead of using an isentropic evolution 
to compute the laminar flame speed, has an effect 
mostly in the second half of the combustion process 
(Fig. 1). The reason is that heat exchange with the 
walls is the unique source of temperature inhomo- 
geneity in the test cases and more strongly affects 
the gases close to the walls. In actual engines, there 
would be more temperature variation across the 
chamber due to mixing with residuals and more 
complicated chamber shapes. The time evolution 
observed in a cell 1 mm from a wall in Fig. 3 shows 
that 20-30 K differences between isentropic and 
conditioned temperature are obtained and lead lo- 
cally to 10-20% differences in laminar flame speed. 

Pollutant Formation 

To compute the pollutants conditionally, the same 
numerical configuration is retained. The chemical 
equilibrium and kinetics schemes already presented 
are coupled with this system to observe the evolution 
of NO and CO. 

Runs are made for homogeneous charge with 0 
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FLAME SURFACE.. 
DENSITY, E 

HORIZONTAL STRATIFICATION 
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1/cm 
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FIG. 2. Spatial distribution of 

flame surface density S, laminar 
flame speed SL, and reaction rate 
cbF for case HOFHT with horizontal 
fuel stratification. 5°CA after TDC. 
Average equivalence ratio <P — 0.9. 
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FlG. 3. Evolution of isentropic and conditioned un- 
burned temperature T„ and resulting SL in a cell 1 mm 
from a 400-K wall for the fuel stratified case VFCT. 

ranging from 0.85 to 1.1, engine speeds of 1200 and 
2400 rpm, and vertically and horizontally stratified 
charges with mean 0 of 0.85 and 1.0. Comparisons 
between unconditioned and conditioned pollutant 
calculations are made. For the nontemperature-con- 
ditioned cases, the coupled kinetic systems are used 
based on the averaged cell temperature, while the 
source terms at the flamelets were only C02 and 
H20. 

Detailed engine measurements not being avail- 
able, the pollutant predictions of the simple two-di- 
mensional engine case will be compared to typical 
exhaust levels measured at IFP and reported in Ta- 
ble 2 for a 4-valve commercial engine. In this engine, 

it is possible to stratify the charge as shown by Des- 
champs et al. [24]. The numbers are indicative of 
trends when varying parameters, but care should be 
taken when doing comparison with the present cal- 
culations (e.g., different geometry, turbulence, strat- 
ification, spark location and timing). 

During combustion, the new conditioned kinetic 
scheme and procedure predict a larger rate of pro- 
duction of CO (Fig. 4). However, because of the long 
residence time of the chemical species in the fully 
burned gases, the values given by the old and new 
procedure become almost equal after a certain delay 
following combustion completion. The end values 
are close to the equilibrium values for all the lean 
cases. The variation of equivalence ratio predicts 
evolution and levels close to the measured values in 
Table 2, the absolute levels being lower in the mod- 
eled chamber with 0.85 < <P < 1.1, since the con- 
tribution of the unburned HC chemistry present in 
the experiment is not considered. For the same rea- 
son, the calculations do not predict CO for lean com- 
bustion. The model shows its ability to reproduce 
the CO elevation for a rich case and a horizontally 
stratified charge case, with an equivalence ratio 
ranging between 1.1 and 0.9 at ignition time. The 
production rate for a lean, vertically stratified case 
with average 0 of 0.85 and ignition on the rich side 
also produces more CO than the homogeneous case. 
Finally, adding 20% residual gases while keeping the 
same volumetric efficiency produces an expected de- 
crease of CO because of diluted and leaner com- 
bustion. 

The difference in the evolution of NO between 
the conditioned and unconditioned runs shown in 
Fig. 5, depends on the operating conditions. With a 
homogeneous equivalence ratio of 0.99, NO is not 
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TABLE 2 
Measured exhaust emissions in 4-valve SI engine: 1200 rpm, 441 cm3, compression ratio 8.7, volumetric efficiency 0.6, 

optimized ignition timing for each point, fuel iso-octane. In the three right columns are corresponding 
configurations of Table 2 and computed values from Figs. 4 and 5 with the modeled flat head engine. 

Measured and computed cases and values NO       CO        Ign. "Equivalent" NO       CO 
4-valve engine configurations ppm        %        timing computed case ppm        % 

Homogeneous charge, medium turbulence, 
side ignition, 0 = 1 

Homogeneous charge, high turbulence, side 
ignition, 0 = 1 

Stratified charge, medium turbulence, side 
ignition on rich side, 0 = 0.9 

Stratified charge, medium turbulence, side 
ignition on rich side, 0 = 0.8 

Stratified charge, medium turbulence, side 
ignition on rich side, 0 = 0.8, 15% EGR 

3128     0.43 

3458     0.24 

3000     0.64 

5700     0.2 

293     0.21 

11 HFCT, 0 = 0.99 3660 0.23 

6.5 HFCT, 0 = 0.99 3660 0.23 

16 VFCT, 0 = 0.85 4400 0.05 

17 VFCT, 0 = 0.85 
VFCT, 0 = 0.85, 

4400 0.05 

25 20% residuals 160 0.03 
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FIG.  4.  CO  integrated relative 
mass in the combustion chamber. 

significantly influenced by the conditioning. How- 
ever, for the leaner homogeneous cases at <P = 0.85, 
where NO is expected to peak, the NO formation 
rate is much higher. This is because with the 
conditioning procedure, the production of NO be- 
gins in a cell as soon as some hot burned gas exists. 
The resulting levels after the completion of com- 
bustion can differ by as much as 20% with the tested 
conditions. The predominance of the NO thermal 
kinetics is reflected in the lower NO level at higher 
engine speed where there is less time available for 
the same crank angle period. The rich homogeneous 
case also behaves well, with a marked reduction of 

NO. In all cases, the obtained levels are very close 
to those measured, and, more importantly, the influ- 
ence of the varied parameters is similar. Lower val- 
ues for the lower compression ratio, flat-head engine 
is expected, but it is probable that the weaker wall 
heat transfer in the computations is partially com- 
pensating. Both the computed fuel-stratified cases 
produce less NO, with a larger difference for the 
leaner case, although there was no attempt to opti- 
mize ignition timing. Adding 20% residuals produces 
a dramatic decrease of NO because of both diluted 
charge and delayed combustion causing very low 
burned-gas temperatures. 
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mass in the combustion chamber. 

Conclusion 

The conditional approach developed to compute 
the scalar properties (equivalence ratio, 
temperature, dilution) of the unburned gases in the 
flamelet regime coupled to the coherent flame 
model has been shown to allow CFD codes to sim- 
ulate the combustion of stratified charge such as that 
found in SI engines. It is valid in the flamelet com- 
bustion regime, and for all equivalence ratios, if 
combustion stays in the premixed mode. The ob- 
served behavior is very similar to the experimental 
observations, although there are no relevant data 
available to quantify in detail the accuracy of the 
predictions. It will be necessary to design specific 
experiments in which flow and stratification are well 
controlled to validate stratified charge combustion 
models. Improvements can be sought, including the 
use of a more accurate laminar flame speed versus 
gas composition, pressure, and temperature or han- 
dling of close-to-extinction combustion. 

The calculation of NO and CO using a chemical 
approach coupling equilibrium and kinetic schemes 
with source terms at the flamelet, and with bulk re- 
actions conditioned by the actual temperature of the 
burned gases in the combusting cells, leads to more 
realistic results than conventional, simple ensemble- 
averaged procedures. Computations of a set of typ- 
ical SI engine conditions for charge stratification 
have shown the ability of the new conditioned com- 
bustion and pollutant approach to reproduce the 
pollutant production behavior and levels usually 
measured in engines. There is a lack of local mea- 
surements of pollutants inside the combustion 
chamber that precludes a direct validation of the 

models. Improvements of chemical schemes easily 
could be included in the presented approach. 

Despite the lack of detailed validation by relevant 
experiments, the present approach is a significant 
step toward modeling of combustion and pollutants 
in engines. The major features of engine combustion 
and NO and CO formation in actual SI engines have 
been taken into account, and the simulation system 
obtained allows for an estimation of the impact of 
engine design on performances and emissions. 

Nomenclature 

SL      laminar flame speed 
SL       laminar flame thickness 
S       flame surface density divided by the mass in 

the cell 
wF      reaction rate of the fuel 
S        production/stretch term of flame surface 
D       destruction/curvature term of flame surface 
s stoichiometric ratio 
Qw     heat transfer to the wall 
Qc      chemical heat release 
0       equivalence ratio 
YFu     mass of unburned fuel divided by the mass in 

the cell 
YF      mass of unburned fuel divided by the mass of 

the unburned gases in the cell 
eu       energy of the unburned gases divided by the 

mass in the cell 
k        kinetic energy of the turbulence 
e dissipation rate of the kinetic energy 
jut       turbulent viscosity 
Pr       turbulent Prantdl number 
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aF      turbulent Schmidt number for the fuel 
u        subscript or superscript for the unburned gas- 

phase properties 
b        subscript or superscript for the burned gas- 

phase properties 

No subscript or superscript for averaged quantities 
in the cells. In the equations, the variables are es- 
sentially Favre averages and the usual tilde symbol 
is omitted. 
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COMMENTS 

Micheal Drake, General Motors, USA. Your paper shows 
models of large scale stratification of A/F in engines. How 
will your model work for smaller spatial scale of stratifica- 
tion? 

Author's Reply. The effect of small scale fluctuations of 
gas composition at a scale smaller than the computing cell 
size of the order of 1 mm is not taken into account. There 
is actually not even an equation to compute these fluctua- 
tions in the presented model. Their effect could be impor- 
tant if they are large and lead locally to flame extinction 
for instance. However, most LIF measurements in engines 
shows that local values of A/F fluctuations rarely exceed 10 
to 20%. 

L. A. Rahn, Sandia National Laboratories, USA. How 
important is radiation in the modeling of pollutant produc- 
tion in an engine? 

Author's Reply. Radiation effects on bulk gas tempera- 
ture are supposed to be very limited in SI engines since 
the medium is transparent (no soot). It is generally ne- 

glected in the energy balance. When computing NO which 
is sensitive to small temperature differences, some effects 
could possibly be observed, but such effects should cer- 
tainly be lower than present uncertainties in the calcula- 
tions. 

George Lavoie, Ford Motor Co., USA. Does your model 
take into account the effect of wall layer on NOx formation? 
Since much of the combustion takes place near the wall 
due to expansion, do you think that this effect is important? 

Author's Reply. There is no specific treatment for NO in 
the wall layer. However, the fact that the unburned and 
burned gas temperatures are conditionally computed and 
that a law of the wall for heat transfer is applied separately 
for these two phases allows for a good determination of 
thermal NO levels. Moreover, the mesh density is in- 
creased close to the walls. Finally, even if a large fraction 
of combustion occurs close to the wall, it is not located in 
the boundary layer, and very little specific wall effects are 
expected. 
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RELATION BETWEEN FLAME PROPAGATION CHARACTERISTICS AND 
HYDROCARBON EMISSIONS UNDER LEAN OPERATING CONDITIONS IN 

SPARK-IGNITION ENGINES 

NICOLAS HADJICONSTANTINOU, KYOUNGDOUG MIN AND JOHN B. HEYWOOD 
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Massachusetts Institute of Technology 

Cambridge, MA 02139, USA 

The objective of this work was the investigation of the hydrocarbon emissions of a spark-ignition (SI) 
engine under very lean operating conditions. A series of experiments has been conducted in which cycles 
exhibiting high hydrocarbon (HC) emissions were analyzed using the fast response flame ionization de- 
tector (FID) in conjunction with a recently developed diagnostic, the head gasket ionization probe. It was 
found that for relative air/fuel ratios (A) close to 1.4, single-cycle emissions correlate with single-cycle 
maximum pressure and indicated mean effective pressure (IMEP), which suggests that around that point 
postflame oxidation starts becoming less important. For relative air/fuel ratios greater than 1.4, cycles with 
very high emissions appear. We have divided these partial burns into two types depending on their HC- 
emission signature profiles and flame propagation characteristics. The first type is a global, slow-burning 
cycle that does not finish the oxidation of the charge by the time the exhaust valve opens. The second type 
is a normal burning cycle that exhibits a localized quench phenomenon: although the flame has propagated 
to the extremities of the cylinder, it has left a region of the charge unbumed. The two types of cycles have 
different IMEP and flame speeds for the same mass fraction of the charge burned, as well as different 
HC emissions because of the different spatial and temporal location of the partial bum and the varying 
degrees of postflame oxidation the HC are subjected to. 

Introduction 

In recent years, much attention has been focused 
on the concept of lean-burning spark-ignition (SI) 
engines as a means of improving the engine effi- 
ciency. Lean air/fuel ratio excursions can also occur 
during transient periods of operation. However, as 
the air/fuel ratio is increased above the stoichiomet- 
ric value, the speed and repeatability of combustion 
deteriorates. Poor combustion is one source of en- 
gine-out hydrocarbon (HC) emissions. It is well- 
known that as the air/fuel ratio of an engine is in- 
creased above a certain value, the engine HC 
emissions increase rapidly. This is attributed to de- 
creasing flame speeds that result in lower peak cycle 
pressures and temperatures and, eventually, flame 
quenching [1]. 

Slow flame propagation may also result in the 
charge continuing to burn after the exhaust valve 
opens, which in turn means that more of the charge 
escapes combustion. Two reasons for this are the ad- 
verse conditions (low pressure and temperature) for 
burning encountered during the exhaust process and 
high flame stretch rates. Even if the preceding ef- 
fects do not cause flame quenching, they result in a 
further reduced burning rate and, thus, in an incom- 
plete burn. However, retarded burning also means 
that less work is extracted from the mixture and so 

the exhaust gas tends to be hotter. This hotter ex- 
haust would tend to increase HC oxidation in the 
cylinder and exhaust port. The HC emissions of a 
cycle are influenced by the balance of these two op- 
posite trends. We were interested in what happens 
to this balance when the engine is run well lean of 
stoichiometric and whether any new HC-emission 
effects become important in this operating regime. 

The objective of this work was to combine the fast 
response FID hydrocarbon analyzer with the newly 
developed head gasket ionization probe diagnostic 
[2] to gain insight into the relationship between HC 
emissions and flame propagation characteristics, es- 
pecially near the operating limit when combustion 
quality is poor. 

Experimental Apparatus 

The engine used for this study was a Ricardo Hy- 
dra Mark III single-cylinder research engine with a 
bore and stroke of 85.7 and 86 mm and a compres- 
sion ratio of 8.3:1. The engine has two valves and 
two overhead camshafts, each driving a single valve. 
The combustion chamber shape is hemispherical, 
with a radius of curvature of 51 mm. The spark plug 
lies between the two valves but is offset from the 
center by 17 mm. A similar hole, symmetrically 
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placed with respect to the center of the combustion 
chamber, accommodates the water-cooled pressure 
transducer. 

A laminar airflow element was used to measure 
the airflow rate into the engine. The air/fuel ratio 
was measured by an NTK exhaust gas air/fuel ratio 
analyzer. The head gasket ionization probe used in 
our experiments was manufactured at MIT using 
standard printed circuit board techniques [3]. The 
probe has eight electrodes equally spaced around 
the circumference of the cylinder bore. The cooling 
water flow rate was set to its maximum to keep the 
head gasket as cool as possible. The cooling water 
temperature was 50°C. Although this value is ap- 
proximately 40° lower than the usual operating tem- 
perature, the conclusions of this work will not be 
affected by the difference, primarily because the fo- 
cus is in flame propagation before the flame reaches 
the wall. 

Because of the hemispherical combustion cham- 
ber shape and the cross-flow valve arrangement, the 
flow field was characterized as a weak tumbling flow 
(at 45.7 cm of HaO pressure drop and 11.4 mm valve 
lift the tumble frequency was 48 Hz with negligible 
swirl). The experiments were performed using MBT 
spark timing. Gaseous propane (the fuel) was intro- 
duced continuously through an orifice 5 cm away 
from the inlet valve seat and was metered using a 
manually operated valve. 

Data Analysis 

Obtaining the Flame Contours from Flame 
Arrival Times 

A model was developed [4] to convert flame arrival 
times at the eight head-gasket electrode locations 
into approximate flame contours at any given time. 
The model is based on the assumption that the flame 
evolution curve for any engine can be expressed in 
the form 

(1) r0        U. 
that is, the distance traveled by the flame in any di- 
rection normalized by a known distance r0 is given 
by a function of the time to travel there t normalized 
by the time t0 taken to travel to r0. The function/is 
obtained from analysis of flame propagation in other 
S.I. engines that is scaled to account for the different 
geometry of this combustion chamber. We also as- 
sume that the flame evolution obeys this relation in 
every direction. Hence, given eight arrival times and 
the distances of the ionization probes from the point 
of ignition, by setting r0 to 25 mm, for example, we 
can solve for the eight t0 values (i.e., the time it took 
for the flame to reach a radius of 25 mm in the eight 
different directions). Then, for a given time t, we 

calculate the distance traveled in the eight probe di- 
rections and join these flame locations smoothly us- 
ing a spline fit to produce the flame contour at time 
t. Although the flame contour is two dimensional, it 
was shown in Ref. 4 that estimating the inflamed 
volume by assuming that the contour extends spher- 
ically in the third dimension, with a radius equal to 
the radius of a best-fit circle to the two-dimensional 
contour, gives a good approximation of the mass frac- 
tion burned. 

Calculation of Mass-Averaged HC Emissions 
per Cycle 

The fast response flame ionization detector (FID), 
because of its high-frequency response, allows the 
HC-emission signature of a single cycle to be re- 
corded for its entire duration. The exhaust gas was 
sampled from two locations. For most of the study, 
it was sampled 15 cm from the exhaust valve seat. 
This was the shortest distance at which the HC con- 
centration was relatively uniform across the exhaust 
pipe and hence could be used to calculate the mass- 
weighted average emissions per cycle. The output 
signal from the fast response FID gives the instan- 
taneous HC concentration at the sample location. To 
obtain a proper average of the HC emissions of a 
single cycle, the emissions signature must be mass 
averaged using the instantaneous exhaust gas mass 
flow rate. This is calculated using an energy balance 
on the time-varying contents of the cylinder during 
the blowdown process and exhaust stroke [5]. The 
instantaneous mass flow is given by 

m 
m 

it + t 
y p      V 

l^A£_ (2) 
y    pV 

where m is the mass flow rate, m is the total mass in 
the cylinder, p is in-cylinder pressure, V is cylinder 
volume, and y is the ratio of specific heats. After 
leaving the cylinder, the exhaust gas has to travel for 
15 cm before it reaches the probe. The time taken 
for this (the delay introduced) is calculated by inte- 
grating the velocity of the exhaust gas by dividing it 
into thin gas layers that do not mix. It is also assumed 
that there is no heat loss to the exhaust port wall. 
The fast response FID internal delay is calculated 
using SATFLAP [6], a program developed for that 
purpose. The time-varying HC concentration is cor- 
rected for all the delays discussed previously before 
being integrated. The mass-averaged single-cycle 
HC emissions are then 

rrvo fivo 
[EC] = [HC]md.t/\       malt (3) 

JEVO JEVO 

Later in the study, the sampling point was moved 
much closer to the vaWe (1 cm) so that the emission 
profile characteristics could be attributed to the 
physical processes taking place during the exhaust 
stroke such as the blowdown process that occurs af- 
ter exhaust valve opens and the piston scraping the 
quench layer off the cylinder liner during the ex- 
haust stroke. The details of the operation, calculation 
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FIG. 1. Mass-averaged hydrocarbon emissions plotted 
against maximum pressure for 120 cycles (inlet pressure = 
0.5 bar, MBT spark timing, 1600 rpm). 
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FIG. 2. Mass-averaged hydrocarbon emissions plotted 
against maximum pressure for 120 cycles (inlet pressure = 
0.5 bar, MBT spark timing, 2500 rpm). 

of delay times, and general setup of the FID are 
covered in Ref. 5. 

Calculation of Fuel Mass Fraction Burned for 
Individual Cycles 

The mass fraction of the fuel charge burned by 
the individual cycles was obtained by an analysis per- 
formed on the pressure trace of each cycle. The anal- 
ysis is a one-zone burn-rate analysis with submodels 
for the effects of residual fraction, heat transfer, and 
crevices [7]. Burn durations were obtained from 
these mass-fraction burned profiles. 

Experimental Results and Discussion 

As explained previously, the HC concentration 
profile through each exhaust process, 15 cm down- 
stream of the exhaust valve, was used to obtain sin- 
gle-cycle mass-averaged HC emissions. At the same 
time, the flame arrival times were recorded, and, 
hence, the flame contours for all the cycles were 
available. Experiments were conducted at 1600 and 
2500 rpm in the relative air/fuel ratio ranges 1.25- 
1.5 and 1.25-1.55, respectively. The spark timing 
was always chosen to give the maximum brake 
torque. At the lean end of the range studied, the 
percentage of misfiring cycles was substantial (ap- 
proaching 10%). 

We first observe (Figs. 1 and 2) that the mean HC- 
emission level increases when the relative air/fuel 
ratio increases. Cycle simulation calculations for this 
engine showed that increasing the relative air/fuel 
ratio from 1.0 to 1.45 resulted in a decrease in ex- 
haust gas temperature of 150 K at the exhaust valve 
opening, large enough to cause a change in the HC- 
emission behavior of the two operating conditions. 
HC oxidation mechanisms are very complicated but 
are often approximated by one-step reactions with 
fitted coefficients. The Arrhenius-type dependence 
of these rates on the temperature is responsible for 
the fast transition or switching behavior of these re- 
actions. Fitted results of a kinetics calculation based 
on the mechanism by Dagaut et al. [8] suggests that 

rf[C3H8 

dt 
exp! -25,000 

A temperature change of 1100-1250 K results in 
a 20-fold increase in the reaction rate. The average 
(over 300 cycles, excluding the partial burns) mass 
fraction burned decreases from k = 1.25 to 1.45 but 
only by 0.5% (95% versus 94.5%), which not only 
cannot account for the twofold increase in hydro- 
carbons but suggests that fewer unburned HCs left 
the cylinder in the leaner case. The preceding indi- 
cates that a decrease in the amount oxidized is the 
major reason for the increase in HCs observed. 

Figure 1 also shows that for k up to about 1.35, 
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FIG. 3. Characterization of single 
cycle behavior of data in Fig. 1 at A 
= 1.45 into four different regimes. 
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lution contours for the four regions 
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the individual-cycle HC emissions are independent 
of the value of the maximum pressure that is a mea- 
sure of the burn rate (a faster burning cycle gives a 
higher maximum pressure). The individual-cycle 
HC emissions show similar behavior when plotted 
against the area of the flame contours of those cycles, 
determined at the same time after spark discharge, 
which is another measure of the speed of combus- 
tion. For X below about 1.35, any tendency for the 
HC emissions to increase because of late burning is 
apparently offset by the additional oxidation caused 
by increased temperatures during most of the ex- 
pansion and exhaust strokes. However, when X in- 
creases to 1.45, we see that the HC emissions of 
slow-burning   cycles   are   higher   than   those   of 

fast-burning cycles. A plausible explanation for the 
behavior is that for these very lean operating con- 
ditions, the expansion and exhaust stroke gases are 
becoming too cool for significant postflame oxidation 
to occur. Hence, while more hydrocarbons escape 
normal combustion by the mechanisms explained 
previously, the portion that is oxidized is smaller. 

In addition to these phenomena, for relative air/ 
fuel ratios greater than 1.4, single cycles with very 
high HC-emission values start to appear, which can- 
not be attributed to reduced oxidation alone. To 
study these cycles more systematically, we divided 
individual cycles into four separate groups or regions 
(Fig. 3) according to their behavior. Figure 4 shows 
the flame contours from representative cycles in 
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FIG. 5. Representative single-cycle hydrocarbon-emis- 
sions profiles measured 15 cm from exhaust valve seat for 
the regions identified in Fig. 3 (X = 1.45, 1600 rpm). 

TABLE 1 
Summary of results for two different sampling 

locations. 

Mass fraction IMEP HC emission 2-20% burn 
Burned (region) (bar) peak at duration 

Case 1: Sampling 15 cm from valve 
85% (3) 2.831 Bl° 61 
85% (3) 3.153 Bl & Ex str3 53 

86% (3) 3.166 Bl" 60 

87% (4) 3.318 End Ex str3 46 
87% (3) 3.209 Bl & Ex str" 53 
87% (3) 3.013 Bl» 53 
89% (4) 3.519 Ex str« 47 

Case 2: Sampling 1 cm from valve 
74% (3) 2.071 Bl & Ex str" 74 
79% (4) 2.586 End Ex str3 58 
85% (3) 3.13 Bl & Ex str3 50 

86% (3) 2.525 Bl" 65 
89% (4) ■ 3.282 End Ex str3 50 

89% (3) 3.065 Bl & Ex str3 56 

91% (4) 3.44 End Ex str3 44 

"agreement with proposed explanation 

each region where the respective contours for all cy- 
cles were plotted at the same time after spark onset. 
In region 1, the cycles are described as normal. 
Some are slower burning and some faster, but none 
are excessively so. In region 2, we have the cycles 
that are substantially slower burning, which have 
higher HC emissions (for X greater than about 1.4, 
as discussed). Cycles in region 3, however, have sig- 

nificantly higher HC emissions but about the same 
slower burn rates as in region 2. Cycles from region 
3 are globally slow burning (the flame contours are 
closely spaced and do not fill the cylinder cross sec- 
tion in the same time as do cycles from region 1); 
cycles from region 4 are on average faster burning 
but exhibit a slow burning region of charge. In cycles 
from region 3, slow burning probably continues after 
the exhaust valve opens, and, hence, these cycles 
tend to have HC emissions at the level of cycles from 
region 4 although they normally burn less fuel before 
the exhaust valve opens (average mass fraction 
burned, based on a pressure trace analysis, is 87% 
compared to that for cycles from region 4, which is 
90%). Their IMEP values, however, which reflect 
how usefully the mixture was burned, are lower than 
those of cycles from region 4 (the comparison was 
made for cycles with the same maximum mass frac- 
tion burned). Although maximum pressure was used 
as a sorting parameter for the various types of cycles, 
when plotted against the cycle IMEP, the HC emis- 
sions exhibit the same behavior as in the maximum 
pressure plots and the same regions can still be iden- 
tified containing the same cycles (as previously). 

Cycles from region 3 undergo slow burning in all 
flame propagation directions. The resulting low 
pressures and temperatures favor incomplete charge 
burning during the main combustion period. Flame 
propagation stops where the effective air/fuel ratio 
will be even higher because of mixture inhomoge- 
neties or residual gas fraction dilution. Cycles from 
region 4 also undergo incomplete combustion. The 
relatively high IMEP and maximum pressure values 
of these cycles suggest an initially fast flame propa- 
gation and relatively small amounts of unburned 
fuel. The small amount of unburned fuel points to a 
localized flame extinction. This extinction is more 
likely to occur in the middle part of the expansion 
stroke because of the more adverse conditions for 
flame propagation. An example of a phenomenon 
that would lead to region 4 behavior would be flame 
extinction by stretching when the piston moves 
down the cylinder. Cycles from region 4 are also 
rarer than those from region 3. 

Hence, cycles from region 3 that are expected to 
have unburned HC distributed in the bulk of the 
exhaust gas and the extremities of the cylinder would 
tend to have high HC-emission signatures (Fig. 5) 
extending all the way from blowdown (the early part 
of the exhaust process where the bulk of the exhaust 
gas exits the cylinder) to the last part of the exhaust 
stroke, on the other hand, cycles from region 4 with 
less mixture left unburned exhibit a peak at a specific 
point in the exhaust stroke (depending on where the 
localized unburned region is). Note that because of 
the much higher mass flow rate of exhaust gases, 
blowdown contributes more to the overall HC emis- 
sions [5]. 

Table 1 (case 1: 1600 rpm, k = 1.45, spark timing 
= 45 BTC) summarizes the results of a set of 300 
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FIG. 6. Representative single-cycle hydrocarbon-emis- 
sions profiles measured 1 cm from exhaust valve seat (A = 
1.45, 1600 rpm). 

cycles. The first column gives the mass fraction of 
the fuel burned (obtained from pressure trace anal- 
ysis) and the region in which the cycle lies based on 
its flame contour behavior. The second column gives 
the IMEP of the cycle. A region 3 cycle should have 
a lower IMEP than a region 4 cycle that has the same 
mass fraction burned. The third column gives a de- 
scription of the HC-emission profile of the cycle. 
The fourth column gives the 2-20% mass burn angle 
in CAD. This burn angle was chosen because region 
4 cycles start to slow down after 25% (to about 40%) 
of the charge was burned, which corresponds to ap- 
proximately 15 CAD ATC. Agreement is seen be- 
tween the expected and obtained HC profiles, even 
though there was an occasional excursion of HC 
emissions halfway along the exhaust stroke for cycles 
belonging to region 4, as can be seen in Fig. 5. 

Changing the Sampling Location 

It is expected that mixing and oxidation will occur 
in the exhaust port. Hence, to be able to relate the 
HC emissions in a Lagrangian manner to their 
source, the FID sampling probe was moved close to 
the exhaust valve seat. This enabled us to obtain HC- 
emission signatures that could be related directly to 
the physical processes taking place during the blow- 
down period and the exhaust stroke. The disadvan- 
tage of this method is that the emission signature 
depends on the radial position of the probe. There- 
fore, the emission profile cannot be mass averaged 
because a major assumption in the mass averaging 
process is that the HC concentration is uniform 
across the exhaust pipe section. However, we have 
seen that the mass-averaged HC emissions agree 
with the rest of our observations. 

The sampling location was thus moved to two new 
locations (case 2): 1 cm from the valve seat in the 
center of the tube and 1 cm from the valve seat close 
to the exhaust port wall. Typical emission profiles for 
these two locations were averaged and compared to 
verify that the HC concentration varies across the 
exhaust port. The two locations give HC profiles that 
are radically different compared to the ones sampled 
15 cm from the valve seat [5], 

The existence of cycles falling into one of the four 
categories defined previously is still evident from the 
flame contours, which are in no way affected by the 
change in sampling location. The HC-emission pro- 
files follow the expected pattern qualitatively (see 
Table 1, case 2). Now cycles from region 3 have a 
peak in the beginning that usually extends to the end 
of the exhaust stroke. Cycles from region 4 have a 
peak at the end of the exhaust stroke. The change 
in shape of the emission profiles depending on the 
sampling location is attributed to nonuniform flow 
out of the cylinder, mixing, and varying extent of ox- 
idation of the exhaust gases in the exhaust port [9]. 
Additionally, the signals are shifted to the right, rel- 
ative to Fig. 5, because no correction for the delay 
introduced by the 1-cm travel distance from the ex- 
haust valve was applied. The flow near the valve is 
highly nonuniform with high-velocity jets issuing 
into stationary gas, so no meaningful bulk velocity 
could be defined. Figure 6 shows HC profiles—ex- 
amples of signatures having a peak at the beginning 
(blowdown) and the end of the exhaust stroke 
(hence belonging to region 3) or later on in the ex- 
haust stroke (belonging to region 4), and signatures 
of normal (regions 1 and 2) cycles. Of course, the 
behavior of single cycles has a continuous spectrum 
and the division between the two trends is not ab- 
solute; some cases lie close to the boundary between 
these trends. 

The data in Table 1 are representative of a series 
of experiments performed at various relative air/fuel 
ratios at the two engine speeds of 1600 and 2500 
rpm. All the data are consistent with those pre- 
sented. 

Conclusions 

The series of experiments described and inter- 
preted here has shown the following: first, that mean 
engine HC-emission levels increase when the rela- 
tive air-to-fuel ratio increases from stoichiometry be- 
cause of decreasing HC oxidation and, second, that 
when close to stoichiometry, there is no correlation 
between individual cycle burn rate and HC emis- 
sions, because changes in the two factors (flame 
speed and exhaust gas temperature) governing the 
emissions balance each other out. However, a cor- 
relation appears when the engine is running sub- 
stantially lean. In the initial stages, this is manifested 
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as a gradual increase in the HC emissions as the burn 
rate and the maximum pressure of individual cycles 
decrease. When the relative air/fuel ratio increases 
further, partial burns, that is, cycles that have ab- 
normally high HC emissions that are a result of low 
flame speeds, start to appear. 

These partial-burn cycles can be the result of ei- 
ther a globally (and at all times) slow-burning flame 
that has not completed combustion by the time the 
exhaust valve opens or a locally slow-burning or 
quenched region that usually develops toward the 
end of the combustion process. They can be distin- 
guished from normally burning cycles by their flame 
propagation characteristics, a heat-release analysis, 
or the HC-emission signature. 

Nomenclature 

Bl       blowdown 
BTC  before top center 
CAD crank angle degrees 
Ex      exhaust 
EVO exhaust valve opens 
FID   flame ionization detector 
HC     hydrocarbon 
IMEP indicated mean effective pressure 
TVO   inlet valve opens 
MBT maximum brake torque 
rpm   revolutions per minute 
ST      spark timing 
str      stroke 

Greek symbols 

X        relative air/fuel ratio 
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COMMENTS 

A. Kowalewicz, Radom Technical University, Poland. 
Did you observe any correlation between HC emission and 
COV max pres.? 

Did you measure torque (normalized vs X), indicated 
efficiency vs X, and emission of NOx, CO, HC vs X? 

What is your opinion on the following problem: What is 
a better indicator of cycle-to-cycle variations on lean limit 
of engine operation: COV max pressure or COVimep? 

Author's Reply. Our data in Figs. 1 and 2 show that av- 
erage HC emissions rise as the engine operates leaner and 
COV of maximum pressure increases. 

The engine performance parameters you list did behave 
as would be expected as the engine is leaned out. 

The more basic engine combustion parameter in cyclic 
variability is the burn rate or duration. The variation in 
imep and in maximum pressure depends on the variation 
in burn rate, but it also depends on the actual spark timing 
relative to the timing that gives maximum torque. 

Dr. H. Zhao, Brunei University, UK Have you consid- 
ered the cause of local extinction? 

Author's Reply. The observed local flame extinction is 
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most likely due to higher local flame straining combined perience, I would expect that especially at your intermit- 
with the decreasing pressure and unbumed gas tempera- tent conditions, there would be lots of products of 
ture as the expansion stroke develops. incomplete oxidation, especially formaldehyde. 

• Author's Reply. We did not speciate the hydrocarbon 
emissions. We agree that it is likely that slow burning cycles 

C. Westbrook, LLNL, USA. Did you carry out any spe-     do produce larger quantities of incomplete oxidation prod- 
ciated emissions measurements? From my own past ex-     ucts. 
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OXIDATION OF HYDROCARBONS FROM LUBRICANT OIL LAYERS IN 
SPARK-IGNITION ENGINES 

MICHAEL G. NORRIS, WOLF BAUER AND SIMONE HOCHGREB 

Massachusetts Institute of Technology 
Cambridge, MA 02139, USA 

The postflame oxidation of hydrocarbons desorbed from the lubricant oil layer in spark-ignition engines 
is investigated through simulations and comparison with experimental measurements. A one-dimensional 
reactive-diffusive model is formulated for the process of desorption and oxidation of hydrocarbons emerg- 
ing from the lubricant oil layer. Energy, mass, and species conservation equations are solved through the 
expansion stroke, using simplified assumptions for the turbulent diffusivity, boundary layer growth, and 
chemical reaction rates. 

Simulation results show that under the current assumptions both reaction and diffusion rates are con- 
trolling. Chemical reaction rates peak over a narrow range of temperatures throughout the expansion 
stroke. This oxidation zone moves away from the wall during the expansion stroke due to heat transfer and 
volumetric expansion. Sensitivity analysis shows that the single most important parameter determining the 
oxidation of hydrocarbons from the oil layer is turbulent diffusion, which must be included for predictions 
to be of the same order of magnitude as experimental values. Other important parameters are chemical 
reactivity of the hydrocarbon and the initial boundary layer thickness. 

Good agreement is obtained regarding the sensitivity of oxidation levels to dopant type and the most 
sensitive operating parameters: dilution and coolant temperature. This good agreement indicates that 
oxidation of unbumed hydrocarbons in engines may well be represented by such simplified models. How- 
ever, a factor of 3 discrepancy in the prediction of absolute values for the oxidation levels suggest that 
substantial refinement is required in the submodels. 

Introduction 

The search for methods to control emissions of 
unburned hydrocarbons (HCs) from spark-ignition 
engines has motivated numerous investigations into 
the mechanisms of production of exhaust hydrocar- 
bon emissions [1,2]. Most of the work in this area 
has focused on quantifying the fraction of hydrocar- 
bon fuel that escapes oxidation during the main com- 
bustion event [3,4]. The current conceptual model, 
based primarily on indirect experimental evidence, 
holds that this unburned fuel emerges from the var- 
ious sources (crevices, oil layers, deposits) after 
flame passage. Approximately three-quarters is then 
oxidized as it mixes by diffusion and convection with 
the hot burned gases during the expansion and ex- 
haust strokes before leaving the engine [1]. Predic- 
tive models for the oxidation of hydrocarbons from 
arbitrary sources do not yet exist. However, it is pos- 
sible to gain insight into the parameters that control 
the process by designing simplified experiments to 
isolate one particular source of hydrocarbons, and 
by making suitable assumptions about the nature of 
the oxidation process in-cylinder. 

This paper presents a model for the diffusive-re- 
active oxidation of hydrocarbons (HCs) emerging 
from an oil layer during the expansion stroke in a 

spark-ignition engine. Quantitative comparisons are 
made with results of recent experiments designed to 
directly measure the rate of oxidation of HCs emerg- 
ing from the oil layer [5], The work shows that a 
relatively simple, one-dimensional model can suc- 
cessfully predict the effects of operating parameters 
and the effects of the type of hydrocarbon emerging 
from the lubricant oil layer. 

Experiments 

The experiments, described in detail in Ref. 5, 
were carried out in a modified engine operating on 
a single cylinder. The lubricant oil was doped by con- 
tinuously adding liquid HC upstream of the oil 
pump, while the engine was fired with hydrogen, 
thus isolating the desorbed dopant as the only source 
of carbon dioxide, carbon monoxide, and unburned 
HCs in the exhaust. The ratio of measured HC to 
total carbon represents the total fraction of HC not 
oxidized. Burned gas pressures, temperatures, radi- 
cal concentrations, and the emergence rate of un- 
burned HCs in the experiment were controlled to 
be typical of a gasoline-fired engine. Several dopants 
(toluene, isooctane, p-xylene, hexane, and MTBE) 
were used at different operating conditions, which 
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c 
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FIG. 1. Schematic of calculation variables and initial con- 
ditions. Schematic not to scale: de ~ 1 /im, <5C ~ 0.1 mm, 
and<5t ~ 1 mm. 

varied about a baseline condition: 1500 rpm, IMEP 
= 360 kPa, MBT spark timing, <f> = 0.95, 20% ni- 
trogen dilution, and 90°C coolant temperature. 

The measured ratio of HC to total carbon was cor- 
rected for the fraction of the HCs reacted during 
flame passage, oxidized in the port, and retained in- 
cylinder. The corrected measured values of the frac- 
tion of dopant oxidized in-cylinder (f) could then 
be compared to calculated values. It is assumed that 
all hydrocarbons in the gas phase are completely ox- 
idized when the flame passes through the cylinder. 
This assumption is supported by the very small 
quench distances expected for the hydrogen flame 
(—0.01 mm). The fraction of HCs oxidized in the 
port was estimated with an empirical model based 
on Hamrin's work [6] with additional data from 
Mendillo and Heywood [7] and Drobot et al. [8], 
assuming that the port oxidation process in these ex- 
periments is similar to that in hydrocarbon-fired en- 
gines [7,8]. The fraction retained in the residual is 
estimated from a method to predict the residual 
mass fraction by Fox et al. [9] using additional mea- 
surements of the hydrocarbon concentration in the 
exhaust with a fast FID. Details of the estimates for 
each correction are described in Ref. 10. 

Model Description 

The one-dimensional model is an extension of a 
model developed by Min [11] to investigate the ox- 
idation of crevice-stored HCs. A model for the de- 
sorption of dopant from the oil layer, a turbulent 
diffusion model, and one-step oxidation rate equa- 
tions for toluene, isooctane, and MTBE were added. 

Model Assumptions 

The model assumes that oxidation of HCs during 
expansion takes place as planar, one-dimensional 
transport of energy, mass, HC, and oxidizer through 
the thermal boundary layer gas adjacent to the gas- 

oil interface (Fig. 1). Whereas there is clearly an axial 
component to the gas transport due to the piston 
motion, the gradients controlling oxidation during 
the piston downstroke (temperature and species) are 
in the radial direction in a thin region near the wall. 
The curvature of the cylinder can be neglected, as 
the radial domain in which reaction processes are 
taking place (~3 mm) is much smaller than the en- 
gine bore (86 mm). The flux of HCs from the oil 
layer into the gas phase is governed by the diffusion 
of dopant from the lubricant oil. The pressure is as- 
sumed to be uniform throughout the cylinder, and 
the gas temperature outside the thermal boundary 
layer is assumed to be the adiabatic core tempera- 
ture predicted by a separate cycle simulation code 
[12]. The initial thickness of the thermal boundary 
layer and its subsequent growth are based on pre- 
vious experiments [13]. The diffusion rate in the gas 
phase is the sum of molecular and turbulent eddy 
diffusivities, the latter estimated from a gradient dif- 
fusion model. The reaction term is expressed by a 
one-step rate function of the HC and oxygen con- 
centrations. 

Governing Equations 

Gas side 
The model solves the following differential equa- 

tions for continuity, energy, and species (see Fig. 1 
and Nomenclature for a description of the variables): 

dp      d(pu) 

dt dx 
0 

dY> +     dY<       d (r> dYi\ + &i (■ 
dt dx        dx \      dx I        p 

1,2) 

8T dT 
— + u — 
dt dx 

1  dp 

pc-p dt 

- _LA 
pcp dx 

with boundary conditions 

T(St, t) = TJz) 

TK t) = TJt) 

dT 

dx pcp 

: a>i     (1) 

djy 

dx 
(St, t) 

Dlepe dYu 

DiR dx 
(St, t) 

YiK t) = 0 

(Se, t) = 0 
3Yg 

dx 

Y2K t) = y2t (2) 

The initial conditions for the gas-side equations are 
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T(x, 0) = Tw for 0 <%<8C 

T(x, 0) = T„ 

+ T°°~ Tw ln(^—4) for<Jc < x < St 
A " S< 

T(x,0) = T„for<St 

Yife-0) = 0 
Y2(x, 0) = Y2o 

for 8, 

<X  <  00 

< X < c° (3) 

One-dimensional calculations for each element 
along the liner are started as they are exposed to the 
cylinder gases at the top of the piston crown. Crevice 
gases are assumed to initially form an isothermal 
layer between the oil layer and the burned gases. 
The initial radial variation in temperature across the 
thermal boundary layer (T(x, 0)) is a fit to measure- 
ments by Lucht et al. [14] near the cylinder head, 
with a constant K = 6.0. Wall temperatures are as- 
sumed to be fixed with time, and to vary linearly 
along the stroke according to measured cylinder 
liner temperatures. 

The one-dimensional continuity equation would in 
general overstate du/dx, as the axial expansion term 
dv/dx is neglected, effectively reducing the temper- 
ature gradient. The model addresses the issue by 
specifying the boundary layer thickness before each 
time step using the experimental correlation in equa- 
tion 4. The assumed initial value and evolution of 
the thermal boundary layer thickness are based on 
schlieren measurements of the thermal boundary 
layer in an optical engine [13] as given by 

8t = 1.0 + 0.6(o*)1/2 Re02 (4) 

where dt is in mm, Re = wx{L, — Ls)/v and w„ = 
Sp(Lz - L,)/(L - Ls). 

The piston crevice is modeled as a simple isother- 
mal volume at the corner of the piston and cylinder. 
The mass flow rate out of the crevice is determined 
by applying the ideal-gas law and the cylinder pres- 
sure history from the cycle simulation code. 

Turbulent diffusion model 
The model includes the effect of turbulence by 

using effective mass (De) and thermal (ac) diffusiv- 
ities as the sum of turbulent and molecular contri- 
butions, with the turbulent Prandtl and Lewis num- 
bers assumed to be unity. The turbulent diffusivity 
is based on the gradient diffusion assumption [15] in 
the particular form 

vT = cM(x - S()k
l (5) 

where the k-e model constant c„ = 0.09 is employed 
and the turbulent kinetic energy is assumed to be 

constant through the boundary layer. Equation 5 is 
appropriate for x smaller than the integral length 
scale of the flow, which is typically 2-6 mm at TDC 
[16,17] and increases as turbulence decays with 
time. 

Turbulent decay is determined from the k-s equa- 
tions by assuming turbulence homogeneity, 

dk 

dt 

ds 

dt 

Ce2S' 

k 
-^ (6) 

with a constant cc2 equal to 1.9. These integrate im- 
mediately to 

h 
= (1 + 0.9-t/r0) Ck (7) 

where T0 = V^o/2 and ck = 1-H- Tne time origin 
was chosen from experimental data as the point (15 
CAD past the end of combustion) when the turbu- 
lence level begins to decay [18]. The initial length 
scale (A0) was chosen to be 3 mm, based on data 
from Ref. 17. Experimental evidence suggests that 
turbulent kinetic energy (k) scales with piston speed 
[16]. Assuming isotropic turbulence, the initial tur- 
bulent kinetic energy is calculated as 

fco = 
(X%? (8) 

where / = 0.75 for the modern pent-roof engine 
used in these experiments [18,19]. 

Oxidation model 
The oxidation rate is determined from a one-step 

global reaction expression of the form 

^ - M
AMJ {wj ^-E/RT)    (9) 

where the p± and p2 are the mass concentrations of 
HC and oxygen under fuel-lean conditions. The con- 
stants A, a, b, and E were extracted from time-de- 
pendent simulations by Wu [20] under lean to stoi- 
chiometric conditions (Table 1). 

Desorption model 
The desorption of HC from the lubricant oil layer 

is governed by one-dimensional diffusion 

dt    "     "   to2 

with the boundary conditions 
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TABLE 1 
Global reaction rate and solubility constants 

Reaction rate Solubilityb 

A 
( cm3 \ 

E 
/kcal\ 

Vmole/ a b 

(1/kPa) 

c Fuel Vmole s/ d 

p-xylenea 

toluene 
iso-octane 
MTBE 

7.78 1014 

7.78 1014 

2.49 1016 

3.56 1012 

40.9 
40.9 
49.8 
50.6 

0.583 
0.583 
0.836 
0.843 

1.515 
1.515 
1.08 
0.489 

9.81 
7.46 
7.47 
4.13 

-23.3 
-17.9 
-16.8 
-7.66 

"Assumed same reaction rate as toluene. 
bSolubility = 1/H*. 

> 

-0.16 
0.5 1.5 

x(mm) 

FIG. 2. Temperature, hydrocarbon mass fraction, and ox- 
idation rate as a function of radial distance from oil layer 
for axial location 0.75 Ls above bottom center. Baseline 
conditions with toluene dopant. The lines are 4 CAD apart, 
with the top line corresponding to 48 CAD after TDC for 
temperature and mass fraction, and to 52 CAD for the 
oxidation rate. 

The modified Henry's constant (H°) is evaluated 
from an experimental correlation [21] 

hg10H° = c logio(D + d (12) 

with T in kelvin and the constants c and d as listed 
in Table 1. The initial dopant concentration in the 
oil layer is an input from experimental measure- 
ments. The oil layer thickness öe is assumed to vary 
with distance along the stroke as described in [22], 

Solution Method 

Equations 1-10 are solved numerically using the 
Crank-Nicholson method [23] with a node spacing 

of 0.01 mm within a domain of 3 mm, for a minimum 
time step of 2.64 ^s at eight axial positions. The so- 
lution for each axial location (z) proceeds from the 
time it is uncovered by the piston top compression 
ring until the piston reaches BDC at the end of the 
expansion stroke. The resulting mass of dopant de- 
sorbed (dm^/dz) and the mass of dopant surviving in 
the gas phase (dmHC/dz) per unit axial length are 
integrated over the stroke length to obtain the oxi- 
dized fraction through BDC,/ = (md — mHC)/md. 

Results and Discussion 

The model allows close examination of the details 
of the desorption and oxidation of dopants in the 
experiment. The results can then be used to inter- 
pret the effects of dopants and operating conditions 
observed in the experiments as well as the sensitivity 
of the model to various input parameters. 

Desorption and Oxidation at the Cylinder Wall 

The evolution of temperatures and the HC mass 
fractions in the gas phase are shown in Fig. 2. The 
temperature profile quickly evolves to a monotonic 
curvature, while temperatures continue to drop due 
to expansion and heat transfer to the wall. The im- 
posed boundary layer thickness is noticeable as a 
slope discontinuity. The HC mass fraction drops off 
quickly away from the wall due to diffusion and ox- 
idation. 

Figures 2 and 3 show that oxidation takes place 
over a narrow zone, peaking at a common temper- 
ature. As reactants diffuse away from the wall, the 
oxidation rate increases with temperature until a 
maximum, then decreases at higher temperatures as 
reactant concentrations decrease. This oxidation 
zone moves away from the wall due to heat transfer 
and volumetric expansion. The oxidation rate de- 
creases  over time  as  HC  concentrations in the 
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FIG. 3. Oxidation rate evolution as a function of gas tem- 
perature for the same conditions as Fig. 2. The lines are 4 
CAD apart, and the first line corresponds to 52 CAD after 
TDC. Note that the oxidation rate is zero at 48 CAD. 
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FIG. 4. Axial distribution of desorbed (solid line) and 
surviving (dashed) toluene dopant for baseline conditions 
and the fraction oxidized in-cylinder (thin line) as a func- 
tion of axial location. 
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FIG. 5. Calculated and experimental values for the frac- 
tion of postflame desorbed dopant oxidized in-cylinder (/) 
for several hydrocarbons at baseline conditions. 
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FIG. 6. Calculated (open) and experimental (closed) 
fraction of postflame desorbed dopant oxidized in-cylinder 
versus coolant temperature (a) and N2 dilution level (b) for 
toluene dopant at baseline conditions. 

oxidation zone decrease. The peak oxidation rate 
temperature depends on reaction rate parameters, 
core temperatures, and the transport rate of HCs 
from the oil. 

Fraction Oxidized and Dopant Effect 

The dopant species added to the oil affect the frac- 
tion of HC oxidized through their chemical reactivity 
and solubility in the oil, which impacts the rate of 
desorption from the oil layer. Figure 4 shows that 
HCs released early in the expansion stroke when the 
temperatures are highest (z/Ls —> 1) are oxidized at 
a much higher rate than those desorbed further 
down the cylinder axis. 

The simulation predicted values of the fraction ox- 
idized (/) of the postflame desorbed dopant (before 
BDC) are one-third of the experimental values for 
the dopants tested (Fig. 5). An underestimation is 
certainly expected, since the simulations are carried 
out only through BDC, where the one-dimensional 
model assumptions break down. However, simply 
extending the calculations through the end of the 
exhaust stroke should not increase the fraction oxi- 
dized by more than 20% (estimated from calcula- 
tions carried out to IVO), since the reaction rates 
beyond BDC should be fairly low. Additional sources 
of uncertainties are discussed later. 

Nevertheless, the calculated change in/as a func- 
tion of dopant species is in good agreement with the 
experimental values, indicating that the one-dimen- 
sional model contains a reasonable balance between 
the reaction and transport rates in the gas phase. 

Operating Condition Effect 

Operating conditions affect the fraction of dopant 
oxidized    through    cylinder    temperatures    and 
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TABLE 2 
Calculated parametric sensitivities 

Parameter 

Turbulence 

Turbulence decay 

Chemical reactivity 

Initial boundary layer (mm) 

Experiment/ 

Value 

0.0 
0.75 Sp 

1.50 S„ 

Ck 

1.11 
0 

0.5 A 
A, £ 
2.0 A 

2.0 
1.0 
0.5 

Calculated 
/at BDC 

0.01 -93 
0.14 - 
0.19 36 

0.14 _ 
0.32 128 

0.10 -28 
0.14 - 
0.18 29 

0.12 -14 
0.14 - 
0.18 39 

0.46 

turbulence levels. The fraction oxidized in-cylinder 
derived from experiments shows a strong response 
to nitrogen dilution levels and coolant temperature. 
Lower coolant temperatures decrease the rate of 
dopant desorption by increasing the oil layer thick- 
ness, lowering liquid diffusion rates and increasing 
solubility. Thus, although the cylinder temperatures 
are essentially unchanged by coolant temperature, 
the fraction of hydrocarbons exposed to high cylin- 
der temperatures is reduced and this results in a 
lower oxidized fraction (/). Although the correct 
trend in the fraction oxidized with coolant temper- 
ature is predicted, the sensitivity is lower than mea- 
surements indicate (Fig. 6a). 

Increasing the amount of nitrogen dilution in the 
intake mixture significantly reduces the in-cylinder 
temperatures. These lower temperatures result in a 
significantly lower fraction oxidized in-cylinder. Both 
calculated and experimental values for/exhibit simi- 
lar sensitivity to dilution at the levels shown (Fig. 
6b). 

Sensitivity Analysis 

In spite of the good agreement in the change of 
the oxidation level with different parameters, there 
is clearly a large discrepancy between the experi- 
mental and simulation values. Some of the discrep- 
ancy can be attributed to uncertainty in the experi- 
mental value (±75%) which is due to assumptions 
made regarding port oxidation and residual gas frac- 
tions in determining the experimental values from 
the overall oxidation level; however, it is unlikely the 
factor of three difference is due entirely to this un- 

certainty. Sensitivity analysis was performed in order 
to identify the main parameters governing the final 
predicted fractions of hydrocarbons oxidized. 

The most important parameters are listed in Table 
2: initial turbulence levels, turbulence decay rate, 
the chemical activation energy, and the initial 
boundary layer thickness. Diffusive transport from 
the walls must necessarily be turbulent in order to 
obtain reasonable oxidation rates. Calculated values, 
however, are more sensitive to turbulence decay 
rather than the initial value of the turbulent kinetic 
energy. A change of a factor of 2 in the reaction rate 
promotes only a 30% change in the oxidized fraction, 
since the process is partially controlled by transport 
rates as well as reactivity. The initial boundary layer 
thickness also has a significant effect by creating an 
initial low-temperature zone when most of the re- 
action is taking place. The effect of crevice size, dop- 
ant desorption into crevice, and the assumption of a 
specified thermal boundary layer have small effects 
on the extent of oxidation relative to the other pa- 
rameters. 

Summary and Conclusions 

A model for predicting the extent of oxidation of 
unbumed hydrocarbons desorbing from the lubri- 
cant oil layer is proposed. The one-dimensional 
equations for energy, mass, and species conservation 
are solved for the postflame environment through 
the expansion stroke, with simplified assumptions for 
the turbulent diffusivity, boundary layer growth, and 
reaction rate. 
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Simulation results show that under the current as- 
sumptions, both reaction and diffusion rates are con- 
trolling. Chemical reactions peak over a narrow 
range of temperatures throughout the expansion 
stroke. This oxidation zone moves away from the 
wall during the expansion stroke due to heat transfer 
and volumetric expansion. Sensitivity analysis shows 
that turbulent diffusion must be included for pre- 
dictions to be of the same order of magnitude as 
experimental values. Other important parameters 
are chemical reactivity of the hydrocarbon and the 
initial boundary layer thickness. 

The large discrepancy in the absolute values 
brings into question the submodels for chemical ki- 
netics, turbulent diffusion, and heat transfer, which 
deserve substantial refinement before absolute com- 
parisons can be made. However, good agreement is 
obtained regarding the sensitivity of oxidation levels 
to dopant type, dilution, and coolant temperature. 
The favorable comparison of the behavior of the ex- 
tent of oxidation with the variables considered in- 
dicates that the oxidation of unburned hydrocarbons 
in engines may well be represented by such models. 

Nomenclature 

a concentration coefficient in one-step reaction 
expression 

A pre-exponential term in one-step reaction ex- 
pression 

a        thermal diffusivity 
b concentration coefficient in one-step reaction 

expression 
BDC bottom dead center piston position 
c coefficient for fit of Henrys constant 
c„       specific heat 
cf       k-e model constant 
ck       turbulent energy decay constant 
d        coefficient for fit of Henrys constant 
S        thickness 
Djj      diffusivity of species i in phase j 
E        activation energy 
/ fraction of dopant oxidized in-cylinder 
y        ratio of specific heats 
H" modified Henrys constant for the dopant in 

the oil 
Ahr    specific enthalpy of the reaction 
k        turbulent kinetic energy 
k        thermal conductivity 
K        temperature gradient fit constant 
L        piston crown position relative to BDC 
Ls       stroke length 
L- axial position relative to the piston-crown 

BDC position 
X        turbulent integral length scale 
m       mass 
M       molecular weight 
p        gas pressure 

universal gas constant 
Reynolds number 
density, mass concentration 
instantaneous piston speed 
average piston speed 
time 
gas temperature 

R 
Re 

P 

?P 
SP 
t 
T 
TDC top dead center piston position 
u        radial velocity 
v        kinematic viscosity 
w       reaction rate 
w       axial velocity 
x radial coordinate 
Y       mass fraction 
X        ratio of initial turbulence to average piston 

speed constant 
z axial coordinate, z = 0 at BDC position of 

piston crown 

Subscripts 

c crevice 
cool 
d 
e 

coolant temperature 
desorbed dopant 
effective 

g 
HC 
i 
e 
0 

gas phase 
desorbed dopant present at end of expansion 
species index (1: hydrocarbon, 2: oxygen) 
liquid phase (oil) 
initial value 

t 
T 

thermal boundary layer 
turbulent 

w wall 
core gas 
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may not be a bad approximation. A more rigorous test of 
the hypothesis is being tested in work in progress. 
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Rather, we use this model as an upper bound for the impact 
of turbulence on the diffusivity. 
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HEAT RELEASE RATES DUE TO AUTOIGNITION, AND THEIR 
RELATIONSHIP TO KNOCK INTENSITY IN SPARK IGNITION ENGINES 

D. BRADLEY,1 G. T. KALGHATGI,2 M. GOLOMBOK2 AND JINKU YEO1 

1Department of Mechanical Engineering 
University of Leeds 

Leeds, LS2 95T, England 

2Shell Research Ltd. 
Thornton Research Centre 

P.O. Box 1, Chester CHI 3SH, England 

Net chemical heat-release rates have been estimated experimentally, throughout the combustion, from 
a single-cylinder gasoline engine, running on paraffinic and aromatic fuels. These rates are compared for 
autoigniting and nonautoigniting cycles and, by means of a differencing procedure, the heat release rate 
due to autoignition found. Comparison of heat release rates in the propagating flame and in autoignition 
show that in knocking combustion, almost half the total energy release can occur in autoignition. Pressures 
were measured with transducers and gas temperatures prior to autoignition by the CARS technique. The 
measurements enabled volumetric autoignition heat release rates to be obtained. When plotted against 
the reciprocal temperature of the unburned gas just prior to autoignition, an activation temperature and 
Arrhenius constant were obtained for each fuel in a single global expression for the autoignition heat 
release rate. These constants are reexpressed in terms of the actual temperature and fuel concentration 
to give a more accurate kinetic representation. This is used in an analysis of the conditions necessary for 
the pressure wave generated at autoignition to couple with the chemical kinetics sufficiently to lead to a 
developing detonation. At the inception of knock, for the same temperatures and pressures, the maximum 
autoignition heat release rates for the paraffinic fuel are two to three times those for the aromatic fuel. 
Because of this, the paraffinic fuel is more prone to developing detonation than is the aromatic fuel. 

Introduction ence between the overall heat release rates in knock- 
ing and nonknocking combustion. The peak heat 

Most attempts to predict knock in gasoline engines release rate due to autoignition occurs at the onset 
have focused on the autoignition delay time as a de- of knock. From the total heat release due to autoig- 
termining parameter. While a value for this might nition up to this instant, it is possible to estimate the 
result in successful prediction of whether or not au- equivalent mass at various stages of autoignition re- 
toignition would occur, it gives no indication of the action, and hence find at that instant the autoignition 
knock intensity. Neither, over a full range of gener- heat release rate per unit mass. An Arrhenius global 
ically different fuels, does the delay time correlate expression that is first order in fuel concentration is 
well with octane number. This is because the delay assumed for autoignition. Provided an appropriate 
time is dependent upon cool flame reactions and mean temperature can be attnbuted to the autoig- 
registers their completion with the onset of much rdtiag gas then, from results over a sufficiently wide 
more rapid exothermic reactions. On the other hand, ™ ge of temperature it is possible to derive an Ar- 
,          l       t.     j        j            .,            ,   r. , rhemus   A  factor and activation temperature from 

the octane rating depends upon the onset of intense ^^          ^ ^^ are ^ tQ         de a 

pressure pulses generated by this high exothermicity. ^.^ assess      ^             ify of
r
different 

The present work attempts to gam some rudimen- ^ tQ dama^     wg 
tary understanding of the relationship of this final Earlier attempts to derive the rate 0f burning from 
heat release rate to knock intensity, for a paraffinic measured indicator diagrams used single zone mod- 
and an aromatic fuel. Accurate, quantitative analysis ejs [1>2]_ Tne two-zone first law analysis developed 
of the phenomenon is doubly difficult: first, because ty Qjun and Heywood [3,4] is used here to estimate 
it is difficult to measure the relevant parameters un- tne heat release rate; discussion about the scope and 
der the rapidly changing conditions, and second, the applicability of this approach to knocking combus- 
chemistry is not well understood. tion can be found in Ref. 5. If Q is the net thermal- 

The procedure adopted was to obtain the heat re- energy gain (chemical heat release minus heat loss) 
lease rate due solely to autoignition from the differ- and 6 is the crank angle, then 

2653 
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1.50  |2 

+0.00  z 

FIG. 1. Net heat release rates, Q, 
and unburned mass fractions, at dif- 
ferent crank positions, for knock in- 
tensities of 1490 (curve 1), 111 
(curve 2), and 6.5 (curve 3) kPa. As- 
terisks indicate onset of knock. Fuel 
PRF 91.7, stoichiometric mixture. 

dQ 
de 7-i   de 

+ 
y l   de (i) 

in which y is the ratio of specific heats, Vthe cylinder 
volume, and P the pressure. Up to the instant of 
ignition, for the temperatures of the unburned gas, 
the values of y were those plotted in Ref. 6. There- 
after, the values were given by the two-zone analysis 
[4]. 

During the compression stroke there is some small 
convective heat loss to the walls, which increases af- 
ter ignition when combustion gases reach the wall. 
Temperature measurements in the unburned gas by 
the CARS (coherent anti-Stokes Raman spectros- 
copy) technique have yielded additional information 
on the heat released prior to autoignition by reac- 
tions in the cool flame regime. A measure of the 
extent of this is provided by the elevation of the tem- 
perature (for several fuels, but not propane) above 
that to be expected from the extension of the poly- 
tropic compression law observed for unburned, non- 
reacting gas into this regime [5,7,10]. The elevations 
for 90% iso-octane-10% n-heptane were in line with 
those computed by the five reaction, "parrot" au- 
toignition model [7], Kalghatgi et al. [5] applied 
equation 1 up to the time just prior to the develop- 
ment of high knock intensities and compared tem- 
poral profiles of net heat releases with those in nonk- 
noeking cycles. Inherent in equation 1 is the 
assumption that the pressure, P, is equalized 
throughout the cylinder. The equation becomes in- 
valid when there are strong pressure pulses. 

The present work attempts to separate the volu- 
metric heat release rate of autoignition from that of 
the main propagating flame, and from this, to obtain 
approximate activation temperatures and rate con- 
stants in an empirical global expression for the au- 
toignition volumetric heat release rate. Much evi- 
dence has accrued to suggest that paraffinic fuels 
have a greater propensity to intense knock than ar- 
omatic fuels [9]. The fuels used, therefore, were a 
primary reference fuel (PRF) mixture of «o-octane/ 

n-heptane with motor and research octane numbers 
(MON and RON) of 91.7 (PRF 91.7), and a toluene/ 
n-heptane mixture of the same MON, but with a 
RON of 102. 

Experimental Method, Results, and Their 
Interpretation 

A Ricardo E6 research engine with a compression 
ratio of 10.18 was employed. It ran with full throttle 
at 1200 rpm with a stoichiometric mixture, and pro- 
pensities to knock were controlled by variations in 
ignition timing. These altered the compression of 
the end gas, the temperatures of which were mea- 
sured prior to autoignition by the CARS technique. 
This and other aspects of the experimental work are 
described in more detail in Refs. 5, 7, and 10. It was 
found that the temperatures so measured could be 
related empirically to the pressure measured by a 
water-cooled Kistler 6001 transducer, wall-mounted 
close to the spark plug. Pressure data were sampled 
at a rate of 500 kHz and analyzed with FAMOS soft- 
ware. Knock intensity is defined as the maximum 
amplitude of the pressure signal filtered between 5 
and 25 kHz. Knock intensities of up to 3 MPa were 
observed and knock onset was defined, arbitrarily, 
by the filtered pressure exceeding 10 kPa. Typical 
cyclic records of variations of pressure and oidQ/de 
are given in Refs. 5 and 8. 

Shown in Fig. 1 for three different values of knock 
intensity are the rates of change, Q, of Q with re- 
spect to time, t, in megawatts, plotted against crank 
angle degrees from top center. The net heat release 
Q is obtained by integrating Q and is shown in Fig. 
2 for the three cycles considered. Combustion is as- 
sumed to end when Q reaches its maximum value 
Qm. The mass fraction of unburned gas at any crank 
angle 6 is given by (1 — Q(9)/Qm) and is also shown 
in Fig. 1. These results are for the PRF 91.7 fuel. 
Later oscillations in the values of Q arise solely from 
oscillations in the pressure record and are indicative 
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FIG. 2. Unburned gas tempera- 
tures and accumulated heat release, 
JQdt, for the three cycles shown in 
Fig. 1. The temperature records ter- 
minate where Q is a maximum. 

only of the onset of knock. Measurements of the 
intervals of time between the attainment of the max- 
imum value of Q, namely Qm, and the transducer 
indication of the onset of knock (if any), suggest the 
intervals correspond to the time for an acoustic wave 
to travel from a possible hot spot site to the trans- 
ducer. Thus, in knocking cycles, the maximum heat 
release rate, Qm, can be regarded as a trigger for the 
knock. The mass fraction of unburned gas decreases 
at a rate that increases with the knock intensity. 
Clearly, knock induces a rapid "clean-up" of un- 
burned gas. The analysis described below shows that 
for the highest knock intensity in the figure, about 
40% of the mass of the original charge is consumed 
in autoignition reactions. This falls to about 10% for 
the lowest knock intensity. 

The lower trace in Fig. 1 is the ensemble average 
value of Q between 5° and 35° crank angle after top 
center for nonknocking cycles, <jF, attributed to 
flame propagation minus a small heat loss. These 
values were cyclically repeatable with a 95 % confi- 
dence limit for <5% of the mean. An estimate of 
the heat release rate solely due to autoignition was 
obtained by subtracting QF from Q. We shall analyze 
the maximum value of the heat release rate from 
autoignition, Q.dm given by <jam = Qm - QF- In this 
equation, it is assumed that at the instant of maxi- 
mum heat release rate, the heat released by the 
propagating flame minus the heat loss in an autoig- 
niting cycle at a given crank angle position, is the 
same as in an average nonautoigniting cycle. 

The equivalent mass of the autoigniting gas, ma, 
as a fraction of the total charge mass, mtot, is given 
by the ratio of the total heat released by autoignition 
up to this instant to the total heat release as given 
by 

>A 
QF)dd 

fOcnd 

QcW 
Joo 

(2) 

where 80 and öend represent the start and end of 

burning, 6" is the crank angle at which <jam is at- 
tained, and 0A is the crank angle at the start of au- 
toignition, when Q = QF. The term "equivalent 
mass" is used to emphasize reaction is still occurring. 

Shown in Fig. 2 are the temperatures of the un- 
burned gas for the three cycles. They were found 
from an empirical expression that related unburned 
temperature to pressure, based on CARS measure- 
ments [5]. It can be inferred from Figs. 1 and 2 that 
both the knock intensity and Qm increase with the 
pressure and temperature of the end gas. After the 
attainment of Qm, pressures were not equalized in 
knocking combustion. 

Discussion 

The Nature of Autoignition 

The limited optical access to the engine prevented 
observation of the structures of both the propagating 
flame and the autoigniting centers. However, the 
general patterns of the latter can be inferred from 
the high-speed cine schlieren and self-luminous 
photographs of engine autoignition, with very good 
fields of view, of Sheppard, Maly, and coworkers 
[11-14]. In addition, valuable information is con- 
veyed by the shadow photographs of autoignitions in 
shock tubes of Adomeit and coworkers [15,16]. This 
evidence shows autoignition seldom occurs uni- 
formly throughout the end gas. In particular, it 
would appear that knock usually originates at ran- 
domly localized exothermic centers, or hot spots. 
Just prior to the onset of knock, the end gas is oc- 
cupied by hot spots, deflagrating kernels, and un- 
burned gas. 

Hot spots can originate from imperfect mixing of 
the fuel and air [17,18], the mixing of residual hot 
gas from the previous cycle with the colder fresh 
charge, heat transfer at the walls, and the desorption 
of reactive species from wall deposits. The length 
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scales associated with these phenomena are proba- 
bly those of turbulence, the integral length scale of 
which is about 1 mm in a conventional gasoline en- 
gine. In the regime of the negative temperature co- 
efficient for the autoignition delay time [7], autoig- 
nition may be initiated in the cooler regions, close 
to the wall, rather than at a hot spot in the core [19]. 

In contrast, in the higher temperature regime, a 
sufficiently large hot spot is inherently unstable. Ini- 
tially, the heat released is lost by conduction to the 
surrounding gas, but because the heat release rate 
increases exponentially with increasing temperature, 
the reaction runs away in a localized explosion. The 
smallest hot spot radius at which the heat release 
within the hot spot can be sustained in a steady state 
just prior to thermal explosion is the critical radius. 
This can be estimated from thermal explosion theory 
and is of the same order as an integral length scale. 
Hot spots with a radius greater than this critical value 
locally will explode. The more reactive the mixture, 
the smaller is the critical radius. 

Following earlier suggestions of Oppenheim and 
coworkers [20], in Refs. 15 and 16, distinctions are 
made between mild and strong autoignitions: the 
former associated with a deflagration, the latter with, 
ab initio, a blast wave and developing detonation. In 
addition, it is not uncommon for separate deflagrat- 
ing kernels to coalesce and, under increasing pres- 
sure and temperature, to initiate a detonation. Prob- 
ably, Voevodsky and Soloukhin were the first to 
distinguish these two regimes of autoignition. In 
their seminal paper [21], they showed the chemical 
kinetic basis of the distinction for hydrogen-oxygen 
mixtures. Demarcation between the regimes was 
plotted in the pressure-temperature plane and was 
indicated also by gradient changes on Arrhenius 
plots of induction time against reciprocal tempera- 
ture. In the high-temperature regime, strong igni- 
tion at a single point was sufficient to create a det- 
onation front, whereas at low temperature, mild 
ignition was associated with the merging of several 
centers. 

Autoignition Heat Release Rate Parameters 

One of the aims of the present work was to esti- 
mate bounds for overall activation temperatures for 
the autoignition heat release rate andpreexponential 
parameters in a global Arrhenius expression. In the 
three-zone model employed here, all the autoignited 
and autoigniting gas is grouped together into one 
volume of mass ma and temperature T. The other 
two volumes are comprised entirely of either un- 
burned or burned gas. The assumed global expres- 
sion for the volumetric autoignition heat release rate 
is that employed in previous studies [9,11] andis first 
order in fuel concentration: 

A is an Arrhenius constant, p is the density of the 
autoigniting mass ma, TOf the mass fraction of the 
fuel, AH the heat of reaction, and Ta the activation 
temperature. 

The numerical solutions for hot spot pressure gen- 
eration of Lutz et al. [22], based on full chemical 
kinetics and the momentum equation, show the 
pressure wave to move away from the hot spot as q 
attains its maximum value. In the present work, the 
onset of knock occurs soon after Qm is attained, 
some interval of time after autoignition had been 
initiated. The associated mean volumetric autoigni- 
tion heat release rate in the autoigniting volume is 
given by q.im = Qamp/m.d. Values of (jam/ma, the rate 
of autoignition heat release per unit mass of the au- 
toigniting gas, are used in an attempt to evaluate A 
and Ta. Equation 3 then gives 

HQ,m/ma) = \n(Am{AH) - TJT (4) 

q = A pnifAH exp(-Ta/T) (3) 

Difficulties arise because of our inability to mea- 
sure instantaneously heat release rates and the cor- 
responding temperatures. It is, however, possible to 
correlate the experimental data with the initial mass 
fraction of fuel, ni{u, and the unburned gas temper- 
ature, Tu, at the instant when Qm is attained. These 
values are used in equation 4 with In {QJmJ) plotted 
against 1/TU in Fig. 3, for the two fuels. For the par- 
affinic fuel, two regimes can be identified, as shown 
in Ref. 21 for hydrogen. The slope of the line in the 
higher-temperature knocking regime yields a value 
of activation temperature based upon these un- 
burned properties, Tau = 5,590 ± 650 K. The cor- 
responding value of log(Au/s), based upon the un- 
burned mixture properties is 5.92 ± 0.05. In 
contrast, the data for the aromatic fuel are more scat- 
tered and there is less evidence of two clear-cut re- 
gimes. It is assumed that the value of Tau is un- 
changed, and a straight line is drawn through the 
points parallel to the upper line. The data on the 
diagram give, in addition to the same value of Tal„ a 
value of log (Au/s) of 5.51 ± 0.05. The above values 
are obtained with values of mfu and AH respectively, 
of 0.06486 and 38.2 MJ/kg for the paraffinic, and 
0.0711 and 34.9 MJ/kg for the aromatic fuel. 

The next section analyzes the chemical interaction 
of the pressure wave as it moves from a hot spot. A 
more accurate kinetic description linked to actual 
values of temperature, T, and fuel mass fraction, ni(, 
of the autoigniting gas, rather than to Tu and mfu, is 
required. The symbols A, T, and Ta refer to gas in 
the autoigniting zone. It is possible to relate these 
values to those in the unburned zone by the appli- 
cation of equation 4 to both sets of values. The left 
side of the equation is the same in both cases. Equat- 
ing right side terms gives 

HQJma) = ln(AmfAH) - TJT 

= MAumfuAH) - TJTU     (5) 
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FIG. 3. Plot of ln(<ja/ma) against 1/ 
Tu for both fuels. Straight line fitted 
to high-temperature points, above 
horizontal broken line, to estimate 
Tnu for PRF 91.7. Parallel to this is 
the straight line relationship for tol- 
uene/n-heptane. 

Over the present range, it is assumed, not unreason- 
ably, that T increases with Tu, and T = Tu + AT. 
We further assume that AT is a constant and that mf 

is related to reaction progress by 

m{ = m(n[(Th - T)/(Tb - Tu)] (6) 

in which 7\, is the computed burned gas adiabatic 
temperature [23] at a pressure of 4 MPa, and Tu = 
1000 K. Values of 7\, for the paraffinic and aromatic 
fuels employed were 2760 K and 2796 K, respec- 
tively. From these assumptions, equation 5 and its 
differential with respect to 1/Tn yield 

= iT^ATf x 

Arn 
[Tb - (Tu + AT)][Th - Ta 

and 

In A = In A„ In 
Th - (Tu + AT) 

+ T 
AT{TU + AT) AT 

11      [Th - (Tb + AT)][Th - TJ 

Clearly, with no measurements available, the esti- 
mation of AT presents problems. In the early stage 
of autoignition the heat release rate is low. The pres- 
ent analysis applies to the later stage at the initiation 
of knock, where it is a maximum and the tempera- 
ture at a hot spot is higher. If the temperature were 
uniform within the autoigniting volume, the heat re- 
lease rate would be a maximum with a temperature 
rise AT of about 1,100 K for both the mixtures con- 
sidered (see also Ref. 22). However, some of the gas 

in the autoigniting volume will be at a lower tem- 
perature and this will reduce the effective temper- 
ature in the reaction rate expression. Thus, Tu < T 
< Tu + 1100 K. Consideration of computed heat 
release rates at autoignition centers led to an as- 
sumed AT of 800 K. With this value of AT for the 
paraffinic fuel, Ta was evaluated as 20,290 ± 2,960 
K, and log(A/s) as 8.66 ± 0.44. The corresponding 
values for the aromatic fuel were 19,360 ± 2,610 K, 
and log(A/s) as 8.01 ± 0.34. The error bands arise 
from those on Au and Tau, as well as from the range 
of Tu values. If a higher value of AT is assumed, the 
values of Ta and A given by equations 7 and 8 are 
increased. For example, if AT is decreased to 700 K, 
with Tu = 1,000 K, Ta is decreased by 2407 K. 

(7) Modes of Autoignition 

The amplitude of the pressure pulse emanating 
from the hot spot that initiates knock is increased if 
it is coupled with the exothermic reactions. Engine 
autoignition can occur in both the mild and strong 
regimes. The former includes benign autoignition 
with deflagration, but no knock; the latter, at higher 

(8) temperature, might include developing detonation. 
The influence of chemical parameters on these 
modes is particularly important in the light of the 
damage caused by a developing detonation [9,11]. 

Study of this influence involved numerical analysis 
of the propagation of a pressure wave originating at 
a hot spot, and its chemical interactions. This re- 
quires solutions of the equations of global mass and 
fuel, together with those of momentum and energy. 
The reaction is again assumed to be of the simple, 
single-step, Arrhenius type, equation 3, but molec- 
ular transport processes are neglected. Fuller details 
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FIG. 4. Computed radial propagation of pressure and 
temperature waves after hot line autoignition. r/D is radius 
normalized by cylinder diameter, (a) Ta = 20,000 K, def- 
lagration mode, (b) Ta = 15,000 K, developing detonation 
mode. See text for other parameters. 
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FIG. 5. Computed dependence of mode of autoignition 
on the kinetic parameters of equation 2. Two lines show 
volumetric heat release rates of 0.01 and 1.0 GWm-3 at 
1,000 K and 4 MPa. Temperature gradient away from hot 
spot -23.5 K/mm. The boxed areas, A and P, show the 
range of values for the Arrhenius constants for aromatic 
and paraffinic fuels, respectively. 

of this analysis are given in Ref. 11. Here, the com- 
putations are for cylindrical coordinates. The hot 
spot becomes a hot line, a central axis of autoigni- 
tion, from which the pressure wave propagates ra- 
dially outward through the reactive mixture. The 
motivation for the analysis is solely to understand the 
chemical interaction with the pressure wave. The 
temperature is assumed to decrease with distance 
from the central axis, with a constant temperature 
gradient. 

Shown in Fig. 4 are computed, dimensionless pro- 
files of pressure and temperature for two different 
activation temperatures, against radius, at three dif- 
ferent times. Pressures are normalized by the initial 
pressure, P0, of 4 MPa; temperatures, by the initial 
temperature, T0, of 1,000 K at the axis; and radii by 
the cylinder diameter, D, of 85 mm. The initial tem- 
perature gradient, away from the hot spot, is linear 
and equal to - 23.5 K/mm, but when the tempera- 
ture falls to 600 K, it remains constant at this value. 
The influence of temperature gradients in the un- 
burned gas is discussed in Ref. 11. The initial value 
of ywifu AH at the center is 32 MJ/m3, and the value 
of A is 3 X 106 s"1. In Fig. 4a, Ta is 20,000 K. The 
pressure wave is weak and it attenuates as it moves 
outward. The temperature wave moves outward 
with a lower velocity, and the two waves are un- 
coupled. These aspects characterize the deflagration 
mode [11]. In Fig. 4b, for the lower activation tem- 
perature of 15,000 K, the pressure pulse strengthens 
as it propagates, and both waves are strongly coupled 
throughout the propagation. These aspects charac- 
terize the developing detonation mode. At an inter- 
mediate activation temperature, Ta of 17,000 K, the 
pressure pulse initially is amplified by chemical re- 
action, but is subsequently attenuated. This repre- 
sents an initial coupling of chemical reaction and 
shock that is later uncoupled. 

Extensive computations were made over a range 
of values of A and Ta. The results are summarized 
in the plots of Apm^AH at the same initial, normal- 
izing conditions, against Ta, normalized by the initial 
temperature at the hot line, 1000 K, in Fig. 5. The 
thick lines delineate the modes of autoignition, and 
as before, pmluAH is 32 MJ/m3. As an indication of 
the exothermicity, the thinner lines give the initial 
value, in GW nr3, of qs at the hot spot (or, more 
correctly, hot line) initial temperature of 1,000 K and 
initial pressure of 4 MPa. The developing detonation 
mode is entered above a threshold volumetric heat 
release rate of about 1 GW m'1 at this temperature 
and pressure. Below about 0.01 GW m~3, the def- 
lagration mode prevails and any knock is probably 
benign. In the transition regime, initially the pres- 
sure pulse is coupled to reaction and is amplified, 
but subsequently it becomes uncoupled and decays. 

It is now possible to identify the regimes in the 
present study on this diagram. For the same initial, 
normalizing conditions, the present, experimentally 
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release rate, q.im on knock intensity. Single point at high 
knock intensity is probably a developing detonation. 

measured bounds for values of A pum(nAH and TJ 
1000 are shown for both fuels. The boxed areas, A 
(aromatic) and P (paraffinic), show the ranges of the 
preexponential constant and the activation temper- 
ature. The value of AT is 800 K. Despite the wide 
uncertainty bands, there is a clear indication that dif- 
ferences in the chemical characteristics at autoigni- 
tion explain the greater tendency of paraffinic fuels 
to develop damaging detonative characteristics. The 
activation temperatures of both fuels appear to be 
similar, but the preexponential constant for the par- 
affinic fuel is higher than that of the aromatic fuel. 

The experimentally measured influence of the 
mean, volumetric autoignition heat release rate, qam, 
on knock intensity is shown by the symbols in Fig. 6 
for both types of fuel. Low- and high-temperature 
autoignition regimes have been assigned on the di- 
agram for the paraffinic fuel. In the high-tempera- 
ture regime, the knock intensity is initially propor- 
tional to the volumetric heat release rate. However, 
as the temperature increases still further, a nonlin- 
earity is introduced into the relationship because of 
the coupling of the pressure wave with chemical re- 
action in a developing detonation. The single point 
at high knock intensity is probably associated with a 
developing detonation. 

Conclusions 

It has proved possible to separate the heat release 
rate due to engine autoignition from that due to 
flame propagation. In knocking combustion, 
nearly half the energy may be released in autoig- 
nition. 
Because CARS temperatures can be measured 
only prior to autoignition and because the autoig- 
niting volume is not accurately known, it is diffi- 
cult to assign values to the Arrhenius constant and 

activation temperature in an overall, global ki- 
netic expression for the volumetric heat release 
rate by autoignition. Nevertheless, some bounds 
are tentatively postulated for these values for the 
two fuels. 
For similar temperatures and pressures, the max- 
imum autoignition heat release rates for the par- 
affinic fuel are about two to three times those for 
the aromatic fuel. These heat release rates are 
related to knock intensity. 
An analysis shows the bounds for the global ki- 
netic constants that can lead to a damaging, de- 
veloping detonation on the one hand, and benign 
autoignition on the other. The paraffinic fuel is 
the more likely to enter the former regime. 
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COMMENTS 

P. Monkhouse, University Heidelberg, Germany. Two 
synthetic mixtures were selected for this work, whereas real 
gasoline is a mixture of aliphatics and aromatics. It would 
be interesting to know more about the criteria for your 
selection. Also, could you use and extend these results to 
design an "optimized" fuel, in particular with respect to 
knocking? 

Author's Reply. The fuels were selected to allow a study 
of why a fuel with a higher aromatic content knocks with 
lower intensity than a paraffinic fuel of the same MON. 
Reference 5 describes results for refinery streams used in 
blending real gasolines. The motivation behind this work 
is indeed to develop optimized fuels which would knock 
benignly. 

Rudolf R. Maly, Daimler-Benz AG, Germany. In your 
model you collected the different exothermic centers in the 
end gas into a single volume. Could you please comment 
on whether this is admissible in view of the strong fluid 
dynamic interactions occurring in the end gas when the 
exothermic centers react separately causing mutual inter- 
actions? 

Author's Reply. Inadequacies in our modeling reflect the 
current inadequacies in measurement techniques. The 
temperature distribution in the autoignited and autoignit- 

ing gas is unknown and probably the greatest limitation of 
the present treatment is the inability to distinguish between 
these two sub-zones. The volume of the autoigniting region 
can be significantly smaller than that of the region already 
autoignited. This implies that the actual volumetric heat 
release rate in the autoigniting region is significantly 
greater than the average values quoted in the paper. 

Simone Hochgreb, Massachusetts Institute of Technol- 
ogy, USA. The method you described is useful in die anal- 
ysis of the relative knock-related heat release from differ- 
ent fuels. However, the need for temperature 
measurements for the analysis limits somewhat the general 
use of the method. How different would the results be if 
the temperatures used were calculated without heat release 
(i.e. adiabatic compression)? Alternatively, how general is 
the correlation used to calculate the actual temperatures 
from CARS measurements? 

Author's Reply. It is because the end gas temperature 
just before autoignition is elevated above that to be ex- 
pected from simple adiabatic compression of a non-react- 
ing charge that the CARS temperature measurements were 
necessary. The relevant elevations of temperature above 
the adiabatic, due to cool flame reactions, can be 200 K for 
both fuels [5]. Interestingly, there was no elevation for a 
slightly rich propane-air mixture. 
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HEAT TRANSFER MODELING DURING KNOCK AND FLAME QUENCHING 
IN AN ENGINE CHAMRER 

O. A. EZEKOYE 

Department of Mechanical Engineering 
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Austin, TX 78712, USA 

Heat-transfer rates present in an engine cylinder undergoing knock are known to be larger than the 
rates associated with normal engine operation. Further, at the time of knock, the largest heat fluxes are 
associated with locations on the cylinder wall where the flame is locally quenching. In this study, heat- 
transfer processes at the flame-wall interface during a knock event are investigated computationally and 
analytically. Computationally, the governing equations for a one-dimensional, flame-quenching event are 
solved using a reduced chemical reaction mechanism. Analytically, scaling relations for the flame heat- 
release rates are used in the governing equations to determine the heat-transfer rates. It is found that 
while pressure transients modify the wall heat flux, the absolute value of the pressure is the most significant 
parameter in predicting the maximum heat flux. The wall heat flux profiles are predicted for both the 
analytical and computational models. In the range of pressures examined, a linear relationship was found 
between the peak flux and pressure, both for the computational and analytical models. The linear rela- 
tionship between the pressure and peak flux was found to be invalid when the flame-quenching process 
was disrupted by the pressure fluctuations for pressure oscillations with a characteristic time on the order 
of the quenching process. 

Introduction 

Under normal operating conditions, the cylinder 
walls of an internal combustion engine are subjected 
to extremely large heat fluxes resulting from the 
flame propagation and quenching processes within 
the chamber. For normal operating conditions, sig- 
nificant material wear and degradation does not oc- 
cur; however, in unusual circumstances, cylinder 
wear from thermal stresses can take place. A specific 
undesirable operating condition is the knocking con- 
dition that occurs when reactant charge within a cyl- 
inder autoignites. When the timescale of the autoig- 
nition is much shorter than the characteristic 
acoustical time of the cylinder, an oscillatory, tran- 
sient pressure wave is induced by the autoignition 
process. Typical cylinder pressure traces for non- 
knocking and knocking conditions are shown in Fig. 
1 [1]. Knock is indicated in the pressure history by 
the appearance of an oscillatory component on the 
chamber pressure signal. The heat-transfer rates 
present in a cylinder undergoing knock have been 
shown to be significantly larger than the rates asso- 
ciated with normal engine operation [1]. In Lu et al. 
[1], the measured peak heat flux during knocking 
was shown to vary linearly with the peak-pressure 
amplitude for a given knocking event. While the ex- 
perimental verification of the increased heat-transfer 
rates associated with knock was provided, the physi- 
cal mechanisms controlling the enhanced rates were 

not given. Three possible processes interact to po- 
tentially enhance the knocking heat-transfer rates. 
First, there is an increased convective velocity as- 
sociated with the strong expansion caused by autoig- 
nition, which may aid in increasing the heat-transfer 
rates. Second, the pressure transient term in the 
energy equation (dP/dt) is more substantial for a 
knocking condition than for a nonknocking condition 
and thus serves as an increased source term. Finally, 
the transient density variation, which is specified by 
the equation of state, affects the local heat-release 
rate that correlates with the peak heat flux. 

While there have been many notable investiga- 
tions of flame quenching [2-5], the effects of strong 
pressure transients typically have not been exam- 
ined. Several studies have examined the role of pres- 
sure transients on heat-transfer rates in the absence 
of reactions [6,7]. Keck [6] examined the effects of 
a generalized time-dependent pressure on a gas 
thermal boundary layer and, using an integral 
method analysis, developed general expressions for 
the displacement thickness and the heat-transfer 
rate. Heperkan and Greif [7] examined the heat 
transfer during shock-induced ignition of an explo- 
sive gas by analytically solving the mass and energy 
conservation equations to derive an expression for 
the temperature profile in the thermal boundary 
layer. Yang and Martin [8] extended the type of anal- 
ysis used in the previously mentioned references 
[6,7] by including the effects of reactions. By using 

2661 
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FIG. 1. Comparison of cylinder pressure traces for 
knocking and nonknocking conditions. Engine simulator 
was operated at 600 rpm with n-heptane (data from Lu et 
al. [1]). 
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front 

jgnitor 
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FIG. 2. Schematic diagram of cylinder at the time of 
knock. Locations 1, 2, and 3 represent heat flux measure- 
ment locations. 

an empirical expression for the heat-release rate and 
also for the quench distance, they quasi-analytically 
model the heat transfer profile associated with the 
knocking pressure profile specified in Lu et al. [1]. 
The analytical model presented in this work differs 
from that of Yang and Martin, both in the specifi- 
cation of the reaction term and in the solution pro- 
cedure. Bush et al. [9] investigated the implications 
of specifying appropriate heat-transfer rates to sup- 
press knock by using a computational scheme for the 
flame propagation and quenching process. A com- 
putational investigation is used in this study to ex- 
amine the processes that determine the knocking 
heat-transfer rate enhancement. Using both an 
actual engine pressure trace and a hypothetical os- 
cillating pressure profile, comparisons of the analyt- 
ical and computational approaches for a knock event 
are made; it is shown that the analytical model pos- 

sesses many of the observed physical effects de- 
scribed by the computational study. 

There are several possible conditions that may ex- 
ist in the cylinder at the time of knock. As shown in 
Fig. 2, there are locations within the chamber (1) 
where the flame has long quenched at the time of 
knock (2) where the flame reaches at the time of 
knock, and (3) where the flame has not reached. As- 
sociated with these different locations are different 
heat-transfer responses to the knocking phenomena. 
The heat-transfer response to knocking for the three 
specified cases is investigated, and the physical pro- 
cess most dominant in the heat-transfer augmenta- 
tion is discussed. 

Theory 

Experiments have shown that the wall heat flux 
time history during flame quenching is independent 
of the orientation of the flame-wall interaction [10]. 
Computational investigations have supported this re- 
sult [11,12]. Using this finding, a relatively simple 
flame-wall interaction is chosen to model the knock- 
quenching processes. The flame is assumed to 
propagate perpendicularly to a wall and effectively 
stagnate on it. The physical process may be modeled 
by solving the mass-, species-, energy-, and momen- 
tum-conservation equations. The Lewis number is 
assumed to be unity. 

dp + d(py)_ = 0 

dt dy 

P\dt        V dy 

d dY, 

dy V       dy 

(1) 

(2) 

pc„ 
dT      aT 
— + v — 
dt dy 

ap 
at 

dy\   dy 
2 JHfcbi     (3) 

dv 
+ v — | = 

dy 

dP 

dy 

d + — 
dy ?) (4) 

dy. 

Based on scaling analysis of the engine chamber 
used in Lu et al. [1], a self-consistent chamber fre- 
quency, /, of 5 kHz is found if one assumes an av- 
erage gas temperature of 2000 K within the system. 
That is, / = c/2L, c = JyRT, and y = cp/cv. The 
chamber characteristic length, L, is 90 mm. The 
knocking pressure wave behaves similarly to a trav- 
eling wave at the time of knock and induces advec- 
tive effects as it slowly damps out in time. However, 
it is assumed in this study that near the wall (where 
quenching occurs), the pressure is spatially uniform 
and temporally varying. An estimate of the effects of 
the tangential velocity can be made by comparing 
the ratio of the quench thickness to the thickness of 
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FIG. 3. Schematic diagram of flame quenching as de- 
scribed by the analytical model. The flame is represented 
by the rectangular heat-release zone that stagnates on the 
cold wall. 

the Stokes layer (as specified by the frequency), or 
L = d„/Jv/f. For the high-pressure conditions ex- 
amined, dq is of the order 10 jum and an average 
value of v is 100 X 10 "6 m2/s. Scaling shows that L 
<C 1, implying that viscous effects damp the oscil- 
lating velocity. 

Analytical Model 

Treatment of the reaction rate terms in the ana- 
lytical model parallels the development in Isshiki 
and Nishiwaki [13] and in Ezekoye and Greif [11]. 
At the quench time, flame propagation is assumed 
to rely weakly on the temperature profile (i.e., low 
activation-energy reactions), and the species equa- 
tion is decoupled from the energy equation when 
the reactant temperature achieves a relatively low 
ignition temperature. Since flame propagation is 
thus primarily governed by reactant species evolu- 
tion, scaling on the species equation provides the 
characteristic length and time scales for the com- 
bustion analysis—specifically, the quenching event. 
In this manner, the heat-transfer analysis is specified 
solely by the energy equation with an exothermic 
source term specified through scaling on the species 
equation. It proves useful to formulate the energy 
equation in a Lagrangian coordinate system, (t, i//), 
by using the von Mise transformation with p/pa = 
dy//dy and pv/p0 = — dy/ldt. A nondimensional time 
variable is defined by P0dx = P(t)dt. The resulting 
energy equation is 

dT ±TdP 
P dT 

+ a, 
d2T   |  P0Q'" 

dy/2      pPc„ 
(5) 

The heat-transfer analysis begins at a time ta when 
the flame is one flame thickness away from the wall. 
Since the reaction rate is assumed to be weakly de- 
pendent on the temperature, and the reactant tem- 
perature within one flame thickness of the wall is 
assumed to be at the ignition temperature, the heat- 
release rate is distributed over a flame-thickness 
length away from the wall (Fig. 3). The heat-release 
rate has been replaced by the quantity Q'" in the 
energy equation. The fundamental issue of the an- 
alytical model is the specification of Q'" temporally 
and spatially. For time less than t0, where t0 refers 
to the flame-arrival time, the temperature distribu- 
tion and, therefore, the wall heat flux are associated 
strictly with the transient pressure field (i.e., dP/dt). 
At t0, the reaction zone moves adjacent to the wall. 
Over a time associated with complete consumption 
of the reactant species, tq — ta, the exothermic re- 
action proceeds. After t„, the time at which all the 
reactants have been consumed, the reaction extin- 
guishes. The wall heat flux is associated primarily 
with the volumetric heat-release rate adjacent to the 
wall and does not depend strongly on the initial tem- 
perature profile. In fact, it is strictly independent of 
the initial temperature profile for times less than the 
thermal-diffusion timescale referenced to the flame 
thickness. It is valid, therefore, to specify the bound- 
ary conditions on the energy equation as T(yj, T = 
0) = T0; T(y/ = 0, T) = T0; dT/dy (i// -» °°, T) = 0. 

The scaling of the volumetric heat-release rate, 
Q'", is given by the expression 

Q"< = 
pSuc AT 

[H,(t - O 
V 

H,(t -t0- At.)] (6) 

where all scalings of the parameters within the pre- 
ceding expression are specified by approximate pres- 
sure and temperature dependencies and Hs is the 
unit step function. The flame thickness is specified 
in terms of the laminar flame speed, S„, and the spe- 
cies mass diffusivity, If = D/S„. Using the definition 
of the species diffusivity and the Lewis number, the 
heat-release rate is specified to be 

Q'" 
(pSucvfAT 

kLe 

[H,(t - t0) - H,(t -t0- At.)] 

Next, scalings for the laminar flame speed, SU(T), 
thermal conductivity, k(T), and density, p(T, P) are 
used. The laminar flame speed is assumed to vary 
quadratically with the unbumed gas temperature; 
the weak pressure variation is neglected. Using these 
values, the final form of the volumetric heat release 
is given by 
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£"<- 
P\2(T\p0SU:0cpAT 

[H,{t - t„) 
lf,o 

- Hs(t -t„- Atq)] 

The scalings indicate that the volumetric heat-re- 
lease rate is quadratic in pressure and linear in un- 
bumed gas temperature. The physical implication of 
the Q'" scaling is that the heat-release rate is equal 
to the enthalpy flux through a steadily propagating 
flame divided by the flame thickness. Reference val- 
ues of the parameters used in the analytical model 
can be found in Table 1. 

Similar to Ref. 7, pressure-transient terms are re- 
specified in terms of a compression temperature, T„, 
which is constructed as the solution to 

dTm 

dz 

\TxdP 

y      P dx 

The energy equation can then be written as 

dT       T dT„ 

dz 

__    |     a2r ( P0Q'" 
T„ dz       a° dy/2      Ppc 

(7) 

(8) 

A new, dependent temperature variable, <f>, is de- 
fined as 4> = T/T„ - 1 and satisfies the following 
differential equation and boundary conditions: 

d(f> dz4>  l   PQQ'" 

dy/2       Ppc., 
(9) 

dz 

My/, z = 0) = 0; <f)(w = 0, T) = TJTj,z) - 1; 

d(f>/dy/ (y/ -» °°; T) = 0 

Within the limits considered, the wall heat flux is 
found by using the Laplace transformation and is 
given by the expression 

3T 

dy 
j,-o-     kolo[p) dy/ 

(10) 
j/.O 

where 

dy/ 

Q'"[Hs(z' - z'0) - Hs(z' - z'„)] 

pcpT0(z - TT
2 

/p \ X — >-/>- 

+ 
-   T")3/2 2(T - T'): 

dz'      (11) 

Computational Model 

Similar to the analytical model, the conservation 
equations are transformed by use of the von Mise 

transform and solved in a Lagrangian coordinate sys- 
tem. Although a one-step reaction mechanism may 
be used for this investigation, a two-step mechanism 
for propane specified by Westbrook and Dryer [14], 
which has better pressure-dependent effects than a 
single-step mechanism, was used. The two-step 
mechanism is composed of an irreversible fuel oxi- 
dation step and a reversible carbon monoxide oxi- 
dation step. Details for solution of the governing 
equations may be seen in Ezekoye et al. [11], 

Results 

Pressure Histories and Flame Trajectory 

A pressure profile reconstructed from Lu et al. [1] 
is shown in Fig. 1. A square piston engine simulator 
was run at 600 rpm to investigate detailed heat flux 
measurements during a knocking event. The fuel 
used for these tests was n-heptane, and the initial, 
unburned-gas temperature and wall temperature 
were between 50 and 65°C. For this study, a curve 
fit was used to interpolate the pressure history into 
the combustion model. From Fig. 1, it can be seen 
that knock begins at approximately 8.5 ms. Com- 
putational and analytical predictions of the wall heat 
flux will be shown at various flame-quenching times; 
these times correspond to different points on the 
pressure history. To reiterate, the model results rep- 
resent flame quenching at different locations within 
the chamber as knock occurs (Fig. 2). While some 
locations will have had flame quenching long before 
the knocking process (e.g., location 1 in Fig. 2), oth- 
ers may still be surrounded by unburned gases at the 
time of quenching (location 3 in Fig. 2). 

At each cylinder wall location, the flame is as- 
sumed to stagnate locally on the wall in a one-di- 
mensional orientation. It is possible to describe a 
local flame trajectory that defines the local perpen- 
dicular distance as the flame approaches the wall. 
For the three hypothetical wall locations shown in 
Fig. 2, the associated flame trajectories as deter- 
mined by the computational results are presented in 
Fig. 4, along with intermediate trajectories; each tra- 
jectory corresponds to a separate laminar flame com- 
putation, and these flames are referred to in the fig- 
ure legend by their ignition times. Each flame 
quenches at a different location at different times 
and, thus, locally experiences different pressure ef- 
fects at the time of quench. From the pressure his- 
tory shown in Fig. 1, it is noted that the knocking 
event takes place from approximately 8.5 to 11 ms. 
The flame reaches location 1 at a time of approxi- 
mately 8 ms and does not experience the knocking 
pressure until after the flame has extinguished lo- 
cally. In contrast, the flame approaches location 2 
and quenches during the knock process. Finally, the 
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TABLE 1 
Parameters used in analytical model 

Su0 

m/s 
k0 

W/(mK) 
P° 

F(gK) 

T 
K 

a0 

m2/s 
Su„ 

0.4 26.3 X 10- 1.0 300 22. X 10" 50 X 10-6 

I h 

    0.01 
 0.009 
     0.0085 
 0.008 
 0.007 

0.006 

0.006 

FIG. 4. Local flame trajectories as determined by the 
computational model. Trajectories represent the path of 
the 1500-K isotherm. 

flame traverses the knocking pressure history before 
it quenches at location 3. 

The wall heat flux for six flame quench times is 
shown in Fig. 5. When the flame quenches at the 
time of knock, it can be seen that the heat flux profile 
shows the characteristic wave effect produced by the 
pressure oscillations. It is also noted that the heat 
flux profile has a stronger damping coefficient than 
the pressure oscillations. In Fig. 5b, the wall heat 
flux is shown for the analytical calculations. The an- 
alytical model predicts the correct trends in terms of 
pressure heating of the wall and the subsequent 
flame quenching and diffusional cooling periods. 
The analytical model is dependent on the choice of 
characteristic values specified for the heat-release 
rate and quench time. Representative values from 
the literature were chosen and maintained for all of 
the results that shown (see Table 1). The calculations 
are capable of resolving the timescales over which 
the heat-transfer process occurs; it takes approxi- 
mately 0.03 ms for the heat flux to reach its peak 
value from one-half the value of the peak for both 
the experiments and the computations. The peak 
heat fluxes predicted by the numerical simulations 
vary over the range of 18-35 MW/m2, while those 
specified by the analytical model vary between 10 
and 35 MW/m2 (results shown in Fig. 5b are a sam- 
ple of the analytical data set). It will be shown and 
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FIG. 5. Local heat flux histories at various hypothetical 
wall locations within a chamber experiencing a specified 
knock event. 

discussed in a later section that the differences be- 
tween the computational and analytical results are 
associated primarily with the pressure at the instant 
the flame quenches. 

Base Pressure Effect 

To clarify the role of the absolute effect of the base 
pressure on the heat flux history, the heat flux is plot- 
ted against the pressure at the time the heat flux 
attains its maximum value. This result is displayed 
for both the computational and analytical work in 
Fig. 6, and comparisons are made between the two 
sets of results and the experimental data fit of Lu et 
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data. 
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FIG. 7. The effects of phase, amplitude, and frequency 
on the linearity of the peak heat flux-pressure relationship 
are examined for the sinusoidal pressure history. High-fre- 
quency data are found to deviate from the linear relation- 
ship. 

al. [1]. It can be seen that for locations where the 
pressure oscillations are small relative to the heat- 
release rate, the peak flux is proportional to the pres- 
sure. Both the computations and the analysis show 
a roughly linear relationship between the peak heat 
flux and the pressure at the time of quench. It is also 
shown that a nearly constant offset exists between 
the peak fluxes measured in the experimental study 
and those computed in this study. It is believed that 
these differences are associated with convective ef- 
fects. The theoretical peak heat fluxes correspond to 
laminar flame conditions, while the experiments are 
likely to be characterized by more flame wrinkling. 
Not surprisingly, the peak mean heat flux for the 
wrinkled-flame quenching process is shown to be 
smaller than the corresponding laminar value. Poin- 
sot et al. [4] show a factor of approximately one-half 
between the mean (area averaged) peak heat flux 
and peak laminar flux. 

There are several ways to identify the basis of the 
linear dependence of the peak heat flux on pressure. 
The clearest approach is to recognize that the heat 
flux scales such as k0AT/lf, where the only pressure- 
dependent term is the flame thickness, which scales 
similar to P"1. For an intermediate range of pressure 
(4.5-6 MPa), there are deviations from the linear 
relationship. This range of pressures corresponds to 
quenching processes occurring at the time of knock, 
and other factors appear to alter the linear relation- 
ship. The secondary effect responsible for the devi- 
ation from linearity of the heat flux pressure rela- 
tionship is associated with the pressure derivative 
(dP/dt) at the time of quench. Inspection of the 
governing equations suggests that if the pressure de- 
rivative is negative a cooling effect occurs, whereas 
if the pressure derivative is positive, an increased 
heating effect occurs. Thus, the primary effect in 
specifying the quenching heat-transfer rate at the 
time of knock is the base pressure, but a modification 
occurs for times in which the knocking intensity co- 
incides with the quenching process. For the engine 
knock condition, the timescale of quenching (0.03 
ms) is sufficiently smaller than the characteristic 
pressure timescale, 1/f, that the value of the pressure 
derivative is nearly constant at the time of quenching 
and appears as either a constant source or sink term 
in the energy equation. 

The effect of the pressure transiency during 
quenching was investigated in greater detail by in- 
troducing a well-characterized pressure signal of the 
form P = P„ + Acos (cot + 9) into the calculations. 
For a fixed offset pressure, Pa = 5.8 MPa, the am- 
plitude A, frequency/, and phase 9 were varied for 
a quenching flame. In Fig. 7, the effects of phase, 
amplitude, and frequency on the relationship be- 
tween peak flux and quench pressure are shown. It 
is found that the pressure-signal amplitude does not 
significantly alter the linear relationship. Changes in 
the phase slightly modify the linear relationship 
through the pressure transiency source/sink. A strik- 
ing effect is noted as the frequency is changed. The 
frequency effect was examined at 24 and 32 kHz. At 
these higher frequencies, the timescale for the pres- 
sure signal becomes comparable to the timescale for 
flame quenching, and it is possible for the pressure 
wave to disrupt the quenching process. This effect 
is seen in Fig. 7 for the 24-kHz frequency where 
quenching began as a pressure expansion occurred. 
For this 24-kHz data point, the maximum pressure 
at the time of quench is significantly lower than the 
value that would be expected given the linear rela- 
tionship. For sufficiently high frequency conditions, 
the quench pressure is an ambiguous parameter and 
defined simply as the instantaneous pressure at the 
time of peak heat flux. 

Conclusions 

A one-dimensional, flame-quenching analysis was 
performed to clarify the role of strong pressure 



HEAT TRANSFER DURING KNOCK AND FLAME QUENCHING 2667 

transients on heat-transfer rates during knocking 
conditions in a combustion chamber environment. 
It was shown that reasonable predictions of the 
trends in the wall heat flux could be made by using 
a simplified, laminar computational model of the 
knocking process in which pressure gradients asso- 
ciated with the knocking process are neglected. A 
simplified analytical model based on scaling of the 
volumetric heat-release term in the energy equation 
was also shown to qualitatively describe the heat- 
transfer process, pressure-transient effects. The 
pressure-transient effects are noted to moderately 
modify the heat-transfer processes in wall locations 
where heat-release effects are negligible and to 
more strongly modify the heat-transfer rates in lo- 
cations in which the flame has quenched. The single 
most important effect responsible for the magnitude 
of heat flux values appears to be the absolute pres- 
sure. In the range of pressures examined, a linear 
relationship was found between the peak flux and 
pressure for both the computational and analytical 
models. The average slope of both curves is approx- 
imately 6 MW/(m2 MPa), which agrees well with the 
results of Lu et al. [1]. A constant bias between the 
theoretical results and experimental results is be- 
lieved to arise from the flame-wrinkling effects (fluid 
mechanics) present in the experiments. Overall, the 
linearity of the pressure-peak flux relationship was 
found to be invalid when the flame-quenching pro- 
cess was disrupted by the pressure fluctuations for 
pressure oscillations with characteristic time on the 
order of the quenching process. 
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COMMENTS 

Rudolf R. Maly, Daimler-Benz AG, Germany. Could you 
please comment on whether your model actually captures 
the heat transfer associated with the passage of the thin 
front of the shock wave? 

Author's Reply. It is assumed in the heat transfer model 
that the shock front is sufficiently thin (relative to the flame 
thickness and to the engine length scales) and also suffi- 
ciently fast (much faster than the flame speed) that as it 

sweeps through the chamber it does not spatially distort 
the quenching process. After each passage of the thin 
shock, it is assumed that the pressure is spatially uniform 
in the vicinity of the quenching location. Thus, each shock 
passage serves only to modify the temporal local pressure 
environment. 
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Michael Golombok, Shell Research, UK. You have shown 
wall heat flux (Mw/m2) and mentioned heat release rates 
(Mw/m3). From this data you can calculate the ratio of 
power loss at wall divided by power (i.e. sensible heat re- 
lease per unit time). 

What is the extent of variation of this as a function of 
time? Does it rise sharply with knock intensity? 

Author's Reply. It is important to note that the heat flux 
that we calculate is a local phenomena. Throughout the 
engine chamber there are a multitude of local heat flux 
profiles. Each differs from the others according to the time 
at which the flame front locally quenches at its location. If 
we were to incorporate our model into a global model 

which tracked a flame sheet in some general engine cham- 
ber, then we would be able to spatially integrate the heat 
fluxes (MW/m2) and specify the total heat loss (W) through 
the chamber walls. Similarly, the pressure transience, dp/ 
dt, (MW/m3) associated with knock is a local quantity. The 
volume integrated quantity is related to the total power 
released by the autoignition process. For a global model 
(i.e., using our local results in a larger scale system) it would 
be possible to determine the ratio of heat loss to autoig- 
nition power. Just using our local model, however, it is im- 
possible to calculate this ratio without specifying the overall 
extent of the combustion chamber since heat flux (MW/ 
m2) and pressure transience (MW/m3) are dimensionally 
dissimilar. A worthwhile next step to this research would 
be to consider global effects of the type that you propose. 
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AUTOIGNITION CHEMISTRY IN A MOTORED ENGINE: AN 
EXPERIMENTAL AND KINETIC MODELING STUDY 
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Autoignition of isomers of pentane, hexane, and primary reference fuel mixtures of n-heptane and iso- 
octane has been studied experimentally under motored engine conditions and computationally using a 
detailed chemical kinetic reaction mechanism. Computed and experimental results are compared and used 
to help understand the chemical factors leading to engine knock in spark-ignited engines. The kinetic 
model reproduces observed variations in critical compression ratio with fuel molecular size and structure, 
provides intermediate product species concentrations in good agreement with observations, and gives 
insights into the kinetic origins of fuel octane sensitivity. Sequential computed engine cycles were found 
to lead to stable, nonigniting behavior for conditions below a critical compression ratio; to unstable, oscil- 
lating, but nonigniting behavior in a transition region; and eventually to ignition as the compression ratio 
is steadily increased. This transition is related to conditions where a negative temperature coefficient of 
reaction exists, which has a significant influence on octane number and fuel octane sensitivity. Improve- 
ments in the detailed kinetic reaction mechanism include better treatments of dihydroperoxide radical 
species and more accurate thermochemical quantities, which lead to better reverse reaction rate expres- 

Introduction 

Engine knock provides a practical limit to the ef- 
ficiency of spark-ignition engines. Fuel molecular 
size and structure play significant roles in determin- 
ing knock tendency and octane rating [1]. Recent 
studies [2-13] have examined chemical factors influ- 
encing engine knock, indicating that distinctions be- 
tween different carbon-hydrogen bonds and varia- 
tions in ring strain energy affecting rates of 
alkylperoxy radical isomerization reactions are par- 
ticularly important. 

Isomers of pentane, hexane, heptane, and octane 
represent an interesting family of fuels for study of 
knock chemistry. In particular, n-heptane and iso- 
octane (2,2,4-trimethyl pentane) are primary refer- 
ence fuels (PRF) determining octane rating of au- 
tomotive fuels. The research octane number (RON) 
of the fuels studied here range from RON = 0 for 
n-heptane to RON = 104 for 2,3-dimethyl butane 
and are summarized in Table 1. Variability in octane 
number and knock tendency is clearly due to the 
molecular size and structure of these isomers. 

Hexane isomers, one pentane isomer, and a num- 
ber of PRF mixtures were studied experimentally, 
employing   motored   engine   techniques.   Kinetic 

modeling was applied to interpret the experimental 
results. The model was also used to predict condi- 
tions for autoignition of the other isomers of pentane 
and PRF mixtures. 

Previous studies developed a picture of paraffinic 
hydrocarbon kinetics under engine conditions. This 
approach showed [10] how proknock and antiknock 
additives including tetra-ethyl lead (TEL) and 
methyl-tert-butyl ether (MTBE) alter fuel autoigni- 
tion chemistry and change knock tendencies of hy- 
drocarbon fuels. However, these studies used only 
octane numbers, integrated quantities that cannot 
provide detailed tests of the reaction mechanisms. 
Recent work [11] studied autoignition of hexane iso- 
mers under motored conditions, providing the first 
species-specific concentration comparisons between 
model calculations and engine measurements. 

Experimental studies 

A Waukesha Cooperative Fuels Research (CFR) 
engine was operated under motored conditions with 
stoichiometric fuel-air mixtures, an engine speed of 
600 rpm, intake temperature of 403 K, and intake 
manifold absolute pressure of 80 kPa. A limited 

2669 
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TABLE 1 
Summary of fuels included in this study 

Fuel RON« 
Experimental 
critical CRb 

Predicted 
critical CRC 

OPRF 0 6.3 (6.0)'< 

n-hexane 25 6.4 (6.0) 

25 PRF 25 6.8 (6.0) 

50PRF 50 7.3 8.75 

60 PRF 60 n/a 10.0 

n-pentane 
70 PRF 

62 
70 

n/a 
n/a 

(6.0) 
11.25 

2-methyl pentane 
3-methyl pentane 
75 PRF 

73 
75 
75 

8.1 
8.4 
9.1 

8.7 
8.7 

11.75 

2,2-dimethyI propane 
2-methvl butane 

85 
92 

n/a 
12.0 

9.0 
17.7 

85 PRF 85 10.5 12.25 

90 PRF 90 12.0 14.75 

2,2-dimethyI butane 
95 PRF 

92 
95 

11.5 
13.7 

10.5 
16.25 

100 PRF 100 16.7 17.3 

2,3-dimethyl butane 104 19.0 19.5 

"Research octane number (RON). 
bExperimentally measured critical compression ratio. 

Pentane isomers not measured experimentally. 
cCritical compression ratio predicted by the computa- 

tional model. 
dValues indicated by (6.0) ignited at CR = 6.0 but are 

expected to have a critical CR only slightly lower than 6.0. 

number of experiments were carried out for iso-oc- 
tane and other fuels at 500 and 900 rpm. Extent of 
reaction was controlled by varying the compression 
ratio (CR), holding intake manifold temperature and 
pressure constant. The engine CR was increased to 
a critical value where autoignition was observed. 
This value was found to vary from one fuel to an- 
other and depended strongly on fuel size and struc- 
ture. Chemical species concentrations were mea- 
sured in the cool exhaust stream under steady 
operation. 

Intake fuel/air composition was monitored with a 
modified Reckman Model 109A flame ionization de- 
tector (FID) in the intake system just upstream from 
the intake valve. These measurements were peri- 
odically confirmed by firing the engine, determining 
the equivalence ratio with standard exhaust-gas anal- 
ysis. 

A typical motored engine run involved stabilizing 
the intake temperature and pressure while motoring 
the engine on air at the desired speed and a very low 
CR. After stabilization, ignition was turned on and 
fuel admitted. The fuel rate was adjusted to achieve 
a stoichiometric equivalence ratio, measured simul- 
taneously by the intake charge FID and exhaust gas 
analyzers. The engine was fired for approximately 

ten minutes to assure stable fuel delivery and burn 
accumulated lubricating oil from the combustion 
chamber. The ignition was then turned off and com- 
pression ratio adjusted to the desired setting. After 
stable operation was achieved, carbon monoxide and 
oxygen exhaust concentrations were recorded and 
exhaust gas samples acquired. The sampling location 
was a few centimeters into the exhaust duct; at ex- 
haust temperatures of these experiments, little ad- 
ditional reaction is expected between the time the 
charge leaves the combustion chamber and the time 
the gas enters the sampling system. 

Analytical Equipment 

Carbon monoxide was measured continuously us- 
ing a Horiba Model AIA-23 infrared analyzer. Ex- 
haust oxygen concentration was continuously mea- 
sured using a Horiba Model MPA-21 oxygen 
analyzer. Roth instruments were calibrated prior to 
each measurement with certified gaseous calibration 
standards. Exhaust sampling and analyses of other 
stable intermediate species were performed as de- 
scribed previously [14-16] using gas chromatogra- 
phy and the DNPH derivatization technique of Lip- 
ari and Swarm [17] for aldehydes and ketones. 

Exhaust gas samples for GC analysis were ob- 
tained either with heated, gas-tight syringes or with 
the gas sampling system described in Ref. 14. Sam- 
ples were analyzed using a two-dimensional gas 
Chromatographie technique [14,18]. Unknown inter- 
mediate species were identified by a combination of 
gas chromatographic-mass spectrometry (GC-MS) 
and gas chromatography-Fourier transform infrared 
spectroscopy (GC-FTIR). Samples for the GC-MS 
and GC-FTIR analyses were liquid and were ob- 
tained by pulling a fraction of the exhaust through a 
condensation trap immersed in a dry ice-isopropa- 
nol bath. Liquid samples were used in preference to 
gaseous ones as the concentrations of the unknowns 
were higher, providing better responses to both an- 
alytical techniques. 

Experimental Results 

Measured exhaust concentrations of CO are 
shown for hexane isomers in Fig. 1, and experimen- 
tal PRF mixtures in Fig. 2. Relow some CR, there 
is virtually no reaction; as the CR increases, CO con- 
centration and extent of reaction increase until, at 
some critical value, autoignition is observed, all with- 
out spark ignition in the combustion chamber. For 
each case, autoignition was observed at a CR slightly 
greater than the highest value for which a CO con- 
centration is shown in Figs. 1 and 2. Experimental 
variation in critical CR is correlated with RON in 
Table 1. Note however, that this correlation is not 
especially precise; the two fuels with RON = 25 
were measured to have critical CR values of 6.4 and 
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FIG. 1. CO exhaust concentrations as functions of com- 
pression ratio for the five isomeric hexanes. For compres- 
sion ratios slightly greater than the last point plotted for 
each fuel, autoignition was observed. The upper curves 
show computed model results, the lower curves show ex- 
perimental results. 
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FIG. 2. CO exhaust concentrations as functions of com- 
pression ratio for selected PRF mixtures. For compression 
ratios slightly greater than the last point plotted for each 
fuel, autoignition was observed. The upper curves show 
computed model results, the lower curves show experi- 
mental results. 

6.8, while the two fuels with RON = 75 had critical 
CR values of 8.4 and 9.1. This variability reflects the 
fact that although these measurements were carried 
out in a real engine at the same engine speed as that 
used to determine RON, the operating conditions 
(i.e., motored here vs. fired in RON tests) are still 
not entirely the same. Differences in critical CR in 
Table 1 show how sensitive RON and critical CR 
measurements can be to operating conditions. Mea- 
sured values for critical CR are shown as filled sym- 
bols in Fig. 3, illustrating how critical CR is insen- 
sitive to RON for values less than about 60, but more 
sensitive for higher RON values. 

Chemical species concentrations were measured 
in exhaust gases at each CR. Of particular interest 
are results measured at the highest compression ra- 
tio that did not produce autoignition. Selected re- 
sults are shown for 2-methyl pentane at 600 rpm in 
Table 2. Comparable results for the other hexane 
isomers can be found in Ref. 11, while results for 
the PRF mixtures are qualitatively similar to those 
in Table 2. Major products are CO, formaldehyde, 
and ethene for all fuels. Also, each fuel produces a 
wide variety of larger olefins and oxygenated hydro- 
carbon species whose identities and concentrations 
depend on the fuel being studied. 
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FIG. 3. Correlations between research octane number 
(RON) and critical compression ratio. The lines connect 
experimentally determined values, with the solid line de- 
scribing the PRF mixtures and the dashed line describing 
the hexane isomers. The filled symbols indicate experi- 
mental critical compression ratios, the open symbols indi- 
cate computed values. 

Computational Model 

Modeling computations were carried out using the 
HCT code [19] used in past studies of engine knock 
and autoignition [10-13]. The engine is treated as a 
homogeneous reactor, ignoring spatial variations in 
temperature and species concentrations. Experience 
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has indicated that these model limitations do not 
have a serious impact on the simulations, except for 
near-limit phenomena discussed later. 

Effects of piston motion, heat losses to the engine 
chamber walls, blowby, fuel trapping in crevice vol- 
umes, and other processes were included by speci- 
fying the combustion chamber volume history using 
a slider-crank formula described by Heywood [20], 
and by calibrating the distributed heat loss submodel 
by reproducing measured pressure-time histories in 
nonreactive experiments. By treating heat loss as a 
homogeneous phenomenon, this model does not 
distinguish between a hotter core and a cooler 
boundary layer, but for low engine speeds and mo- 
tored conditions, this is not expected to be a serious 
source of error. 

It was essential to include effects of residual gas 
composition on successive engine cycles. Unlike 
fired cycles where residual gases are C02, HaO, and 
N2, under motored conditions the residual gas frac- 
tion has a complex composition. Partially reacted 
species influence the overall gas mixture reactivity, 
as discussed by Green et al. [21]. At each CR, ex- 
perimental engine data provide initial gas tempera- 
ture, residual gas fraction, and initial pressure for the 
simulation. As reaction time increases, the slider- 
crank formula and heat transfer rate account for all 
relevant processes except chemical reaction, which 
is computed explicitly by the model. 

Reaction Mechanism 

The detailed chemical kinetic reaction mechanism 
was based on previous knock modeling studies [10- 
13]. Details of the reaction mechanisms are de- 
scribed in Ref. 11, and only a brief summary of the 
most important features is presented here. A major 
recent improvement has been a thorough update of 
the thermochemical variables for many species in 
the model, using bond additivity rules of Benson [22] 
as implemented by Ritter and Bozzelli, with updated 
H/C/O and bond dissociation groups [23,24]. 

Effectively, all fuel consumption occurs by H atom 
abstraction reactions with OH, HOz, H, O, and CH3 

radical species. Distinctions are made between the 
abstraction of H atoms from primary, secondary, and 
tertiary sites in the fuel molecule [10,12]. Although 
/?-scission of alkyl radicals R is included in the mech- 
anism, under the present conditions most alkyl rad- 
icals react via addition of 02 to produce R02. Inter- 
nal H atom transfer within the R02 species produces 
QOOH compounds [10-13]. Rates of these reac- 
tions depend on the type of C-H bond being broken 
and the size of the intermediate transition state ring 
involved. 

These QOOH species can follow any of four dif- 
ferent reaction paths in addition to reverse isomer- 
ization back to R02. These reactions include (1) ad- 

TABLE 2 
Experimentally measured and computed exhaust 

species concentrations for combustion of 2-methyl 
pentane under motored conditions at 600 rpm close to 

autoignition" 

Experimental Model 
concentration concentration 

Species (ppm) (ppm) 

Carbon monoxide 6,390 9,760 

Formaldehyde 2,107 4,800 

Ethene 579 2,300 

Acetaldehyde 1,457 686 

Fropionaldehyde 479 744 

Acetone 138 2,400 

Acrolein 159 169 

Isobutene 534 453 

2-methyl pentane 12,505 8,860 

2-methyl-l-pentene 356 827 
2-methyl-2-pentene 215 872 
2,2,4-trimethyloxetane 243 244 
2,2-dimethyltetrahydrofuran 323 498 
2,4-dimethyltetrahydrofuran 248 414 

"Experiments are at CR 
8.75. 

= 8.0, model results at CR = 

dition of another 02 species to produce 02QOOH; 
(2) O-O bond scission followed by formation of cy- 
clic ether products, and two reaction paths that are 
possible only for certain types of QOOH radicals. 
Except for addition of the second 02 to QOOH, all 
of these reaction sequences produce a single OH or 
H02 radical and are effectively chain propagation 
paths. 

In previous models, decomposition of 02QOOH 
species was treated in an approximate fashion. Now 
we have improved treatment of these reactions [25- 
31], assuming that an O-O bond is broken, produc- 
ing OH radicals and a stable ketohydroperoxide 
species. Subsequent decomposition of ketohydro- 
peroxide produces additional radical species, provid- 
ing chain branching. Since production of ketohydro- 
peroxide provides only one OH radical, chain 
branching is delayed until the ketohydroperoxide de- 
composes, resulting in an induction time, a phenom- 
enon not available in previous mechanisms which 
has been found to be important in some simulations 
[11]. While uncertainties in the kinetic mechanism 
remain, the mechanism has been thoroughly tested 
and represents the best currently available. 

Computed Results 

Engine simulations were carried out for each stoi- 
chiometric fuel/air mixture, beginning at intake valve 
closing at 151.8 degrees before TDC. For the first 
cycle, the fuel/air mixture consisted entirely of un- 



AUTOIGNITION CHEMISTRY IN A MOTORED ENGINE 2673 

TABLE 3 
Computed mole fractions of fuel and formaldehyde during successive model engine cycles" 

Engine 
cycle 

95 PRF CR = 12.0 n-hexane CR = 5.75 75 PRF CR = 7.0 

1.56e-2 

CH20 nC6H14 CH20 i C8H18 CH20 

1 1.76e-5 2.16e-2 1.36e-ll 1.25e-2 4.35e-8 

2 6.95e-3 3.12e-3 2.16e-2 2.37e-10 1.26e-2 6.16e-6 

3 8.83e-3 2.49e-3 2.16e-2 3.34e-9 5.08e-3 4.51e-3 

4 8.60e-3 2.57e-3 2.16e-2 5.26e-8 1.12e-2 8.77e-4 

5 8.64e-3 2.55e-3 2.15e-2 1.23e-6 5.02e-3 4.71e-3 

6 8.64e-3 2.55e-3 1.78e-2 1.72e-4 1.12e-2 9.15e-4 

7 autoignition 5.02e-3 4.71e-3 

8 1.12e-2 9.15e-4 

aThe first series (95 PRF, CR = 12.0) describes results for CR less than the critical value, the second series (n-hexane, 
CR = 5.75) shows ignition on the seventh engine cycle, the third series (75 PRF, CR = 7.0) shows oscillatory behavior. 

reacted fuel and air; on subsequent cycles, the start- 
ing mixture combined unreacted fuel/air and a frac- 
tion of residual products, including stable and radical 
species, from the previous cycle. Each cycle begins 
at the same temperature. Enough cycles were com- 
puted until products of a given cycle were essentially 
identical to those of the previous cycle, with occa- 
sional exceptions as noted later. For example, con- 
centrations of iso-octane and formaldehyde, a char- 
acteristic intermediate species, at the end of each of 
six motored cycles at a CR of 12.0 using 95 PRF are 
shown in Table 3. When the species concentrations 
converged as illustrated here, the series of cycles was 
terminated. Eventually, a critical CR was reached 
where autoignition was observed. Usually, this au- 
toignition was predicted to occur not on the first cy- 
cle but after several cycles, during which concentra- 
tions of intermediate species increased steadily from 
one cycle to the next. This behavior is illustrated in 
Table 3 for n-hexane at a CR of 5.75. 

At still higher CR values, autoignition continued 
to be observed in computed results, defining a crit- 
ical value for the CR. Predicted critical compression 
ratios are compared with experimental results in Ta- 
ble 1. General trends are reproduced well by the 
model; ranking of the different fuels is correctly pre- 
dicted, and specific numerical values for each fuel 
are close to observe values. 

Computed values of critical CR are summarized 
in Fig. 3. Overall computed results follow the ex- 
perimental curve quite closely. Recall that no exper- 
iments were run with two of the three pentane iso- 
mers, so the model calculations represent 
predictions; agreement for these fuels is also good. 
Computed critical CR values for PRF mixtures be- 
tween PRF50 and PRF75 show the most significant 
difference from the curve representing the mea- 
sured results, although computed results for higher 
and lower PRF mixtures agree well with the mea- 

surements. Closer examination of the computed re- 
sults for these PRF mixtures show that negative tem- 
perature coefficient (NTC) phenomena play a 
significant role in oxidation of these mixtures. This 
point will be discussed in detail in the next section, 
but it appears that these discrepancies are due to the 
interaction between the NTC kinetic behavior and 
the model assumption that the engine can be ap- 
proximated as a spatially homogeneous reactor. 

Fuel Octane Sensitivity 

Computed results show features not observed in 
the experiments. For 2-methyl pentane, 3-methyl 
pentane, 2,2-dimethyl butane, and all of the PRF 
mixtures with RON greater than 50, at compression 
ratios substantially lower than the critical value, se- 
quential nonigniting cycles demonstrated an oscil- 
latory behavior, with high values on one cycle and 
low values on the next cycle as illustrated for the 75 
PRF mixture in Table 3. Although only feo-octane 
and formaldehyde are shown, virtually all radical and 
molecular species in the mechanism displayed the 
same oscillatory behavior. 

For some of these fuels exhibiting oscillatory be- 
havior, as CR was increased further, autoignition was 
predicted, generally at a CR of about 7.5, much 
lower than the experimentally observed critical CR. 
However, as the CR was increased even further, au- 
toignition ceased and did not recur until the critical 
value indicated in Table 1. For example, autoignition 
was predicted for 2-methyl-pentane at compression 
ratios of 7.25, 7.5, and 7.75, while at CR of 8.0 
through 8.75 no autoignition was predicted. Simi- 
larly, in the case of 3-methyl-pentane, autoignition 
was predicted at a CR of 7.75, while no ignition was 
predicted at lower compression ratios or at higher 
values until the critical value of 8.75 was exceeded. 
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For these oscillatory cases, CO results reported in 
Figs. 1 and 2 are the averages of the two values. 

Closer examination of the kinetic behavior in these 
models shows that fuel/air mixtures are passing 
through a region of negative temperature coefficient 
(NTC). At compression ratios close to the 7.25-7.75 
range, these reactive mixtures reach temperatures 
where overall rate of reaction reaches a temporary 
maximum, resulting in autoignition. Then, as CR in- 
creases further, temperatures near TDC pass into 
this NTC region, and the rate of reaction decreases, 
resulting in nonigniting behavior. Finally, at higher 
compression ratios the overall rate of reaction 
reaches the same level as that computed at a CR of 
7.75, and ignition is again predicted. 

The present experiments did not observe this in- 
termediate ignition region. However, for 2-methyl 
pentane, sporadic ignition was observed experimen- 
tally at a CR of 8.0, indicating that not every cycle 
ignited. Recently, Li et al. [32] used a slightly dif- 
ferent motored technique including a PRF mixture 
with RON = 87. Li et al. held the inlet pressure 
fixed at 108.2 kPa, increasing inlet temperature until 
autoignition began to occur at inlet temperatures of 
377 K. As temperature was increased further, au- 
toignition continued until the temperature reached 
480 K where autoignition ceased. Autoignition did 
not reoccur as the inlet temperature was increased 
further. Due to facility limitations, Li et al. were un- 
able to increase inlet temperature enough to achieve 
renewed autoignition, but their observations were 
very similar to those noted here. 

Additional evidence of NTC behavior is provided 
by earlier motored engine experiments by Leppard 
[14-16]. Leppard examined fuel octane sensitivity, 
which concerns differences in chemical reactivity 
under research and motored conditions. Alkane fu- 
els have low octane sensitivity, with research and mo- 
tored octane numbers nearly equal, while other fuels 
show significantly different motor and research oc- 
tane numbers. Leppards work indicated that higher 
temperatures, lower pressures, and shorter resi- 
dence times encountered under the motor octane 
test procedures accentuate NTC behavior of alkane 
fuels, leading to "super-rated motor octane quality" 
for paraffin fuels. As a result, under motored octane 
test procedures, ignition is delayed until higher com- 
pression ratios. The corresponding ignition of aro- 
matic and olefinic fuels is not retarded by NTC be- 
havior, leading to apparently poorer octane quality 
under motor conditions. As pointed out by Leppard, 
it is more appropriate to regard aromatic and olefin 
fuels as representing "normal" behavior, with par- 
affins representing unusual trends due to the influ- 
ence of the NTC for these fuels. The present study 
demonstrates that NTC behavior is observed for 
these paraffinic fuels under research octane condi- 
tions as well. 

NTC features predicted by the model were not 

seen in the experiments. There are many reasons 
why this could be expected. Species measurements 
were averaged over hundreds of cycles so that most 
oscillatory, cycle-to-cycle behavior would be 
smoothed out. Also, model assumptions of homo- 
geneous reaction in the engine chamber, combined 
with a distributed heat loss rate, is only approxi- 
mately valid. Spatial temperature variations exist in 
the experiments due to heat transfer to the engine 
walls. These variations do not have much influence 
on the overall system behavior, but under conditions 
close to the NTC region, areas in the chamber with 
different temperatures will demonstrate differing re- 
sponses to temperature increases. 

Differences between experimental and computed 
results for fuels with significant NTC behavior such 
as the PRF50-PRF75 mixtures in Fig. 3 can best be 
understood by realizing that the computations rep- 
resent an idealized description of the combustion 
chamber. Under NTC conditions, the overall rate of 
reaction declines and the fuel/air mixture becomes 
more resistant to ignition than at lower compression 
ratios and gas temperatures and requires a larger CR 
to achieve autoignition. In the real engine, because 
of heat transfer and other nonideal phenomena, not 
all reactive mixture in the combustion chamber fol- 
lows this same reaction path and is therefore more 
reactive than the majority of the reactive mixture. 
Since ignition in the engine requires only a small 
portion of the reactive mixture to ignite, the most 
reactive portion that initiates ignition will not be that 
portion that is being described by the kinetic model. 
The observed engine performance will therefore re- 
quire a significantly lower compression ratio to 
achieve autoignition than is predicted by the ideal- 
ized kinetic model. These trends produce the results 
in Fig. 3 in which the model predictions for the 
PRF50-PRF75 mixtures indicate more ignition re- 
sistance than observed experimentally. This type of 
behavior represents a limit to the applicability of ki- 
netic models to describe practical engine combus- 
tion. 

Chemical Species Concentrations 

For comparisons, species concentrations were 
evaluated at the highest compression ratio for which 
autoignition was not observed, where the greatest 
fuel consumption would be expected. This compar- 
ison is provided for selected species in Table 2. 
Agreement between computed and experimental 
species concentrations is good, especially when it is 
considered that these are time-integrated quantities 
that cover production and consumption over wide 
ranges of temperature and time. Total fractions of 
large olefins, cyclic ethers, and oxygenated species 
including aldehydes and ketones all show excellent 
agreement with observations, and relative distribu- 
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tions of different isomeric forms of these interme- 
diates are also well reproduced by the model. 

Dominant chemical species observed in the ex- 
haust are those species common to virtually all hy- 
drocarbon partial oxidation, including CO, formal- 
dehyde, ethene, and isobutene. Oxygenated species 
include those common to all hydrocarbons such as 
formaldehyde, acetone, acetaldehyde, and acrolein. 
Cyclic ethers and larger oleflns are very particular to 
the composition of the primary fuel, as illustrated 
for 2-methyl pentane in Table 2. 

In particular, when 2-methyl pentane is the fuel, 
the dominant cyclic ethers produced are the 5- and 
4-membered ring structures that are products of 
isomerization of the hexylperoxy radicals. The same 
is true for iso-octane, but the specific structures are 
particular to iso-octane evolution. The production of 
tetrahydrofurans can be related kinetically to details 
in the decomposition paths of QOOH radicals [10]. 
Similar behavior is seen in Table 2 for the larger 
olefins; when 2-methyl pentane is the fuel, C5 olefins 
are produced, while C7 and C8 olefins are produced 
in wo-octane combustion. 

Finally, good agreement between computed final 
concentrations and measured concentrations in the 
exhaust indicates that the kinetic model is reliably 
reproducing the kinetic evolution in the motored en- 
gine. Continuing mechanism refinements are 
needed to improve the agreement, but these and 
related recent studies [11] represent the first direct 
comparison of species-specific engine results with ki- 
netic modeling predictions, and agreement between 
measured and computed concentrations within fac- 
tors of 2 or better at this point is exceptional. 

Summary 

Autoignition of a variety of hydrocarbon fuels and 
fuel mixtures was studied experimentally using mo- 
tored engine techniques and computationally using 
a detailed chemical kinetics model. Relative order- 
ing of the critical compression ratios for autoignition 
of these fuels and the major intermediate chemical 
species produced are well reproduced by the model. 
Negative temperature coefficient phenomena were 
observed for several of the fuels and fuel mixtures, 
and this behavior was related to the more general 
problem of fuel octane sensitivity. The ability of the 
kinetic model to provide accurate intermediate 
chemical species concentrations, even for complex 
species such as the cyclic ethers and other oxygen- 
ates, provides a demanding test of the chemical 
model not possible in the past, lending confidence 
in the validity of the model description of the au- 
toignition chemistry of these hydrocarbon fuels un- 
der conditions relevant to engine processes. 

Acknowledgments 

The authors are pleased to acknowledge the contribu- 
tions of Professor Joseph Bozzelli and Dr. Nick Marinov 

for their insights and suggestions in this work. This work 
was supported in part by the U.S. Department of Energy, 
Office of Transportation Technologies, and the Office of 
Basic Energy Sciences, Chemical Sciences Branch, and 
carried out under the auspices of the U.S. Department of 
Energy by the Lawrence Livermore National Laboratory 
under contract W-7405-ENG-48. 

REFERENCES 

1. Lovell, W. G., Ind. Eng. Chem. 40:2388-2438 (1948). 
2. Vermeersch, M. L., Held, T. J., Stein, Y. S., and Dryer, 

F. L., SAE Trans. 100:645-657 (1991). 
3. Cernansky, N. P., Green, R. M., Pitz, W. J., and West- 

brook, C. K., Combust. Sei. Technol. 50:3-25 (1986). 
4. Lignola, P. G., DiMaio, F. P., Marzocchella, A., Mer- 

cogliano, R., and Reverchon, E., Twenty-Second Sym- 
posium (International) on Combustion, The Combus- 
tion Institute, Pittsburgh, 1989, pp. 1625-1633. 

5. Chakir, A., Bellimam, M., Boettner, J. C, and Cathon- 
net, M„ Int. ]. Chem. Kinet. 24:385^110 (1992). 

6. Cavaliere, A., Ciajolo, A., DAnna, A., Mercogliano, R., 
and Ragucci, R., Combust. Flame 93:279-286 (1993). 

7. Dagaut, P., Reullon, M., and Cathonnet, M., Combust. 
Sei. Technol. 95:233-260 (1994). 

8. Minetti, R., Carlier, M. Rivaucour, M. Therssen, E., 
and Sochet, L. R., Combust. Flame 102:298-309 
(1995). 

9. Griffiths, J. F., Hughes, K. J., Schreiber, M., and 
Poppe, C, Combust. Flame 99:533-540 (1994). 

10. Westbrook, C. K., Pitz, W. J., and Leppard, W. R., SAE 
paper SAE-912314, Society of Automotive Engineers, 
Warrendale, PA, 1991. 

11. Curran, H. J., Gaffuri, P., Pitz, W. J., Westbrook, C. K., 
and Leppard, W. R., SAE Paper SAE-952406, Society 
of Automotive Engineers, Warrendale, PA, 1995. 

12. Westbrook, C. K., Warnatz, J., and Pitz, W J., Twenty- 
Second Symposium (International) on Combustion, 
The Combustion Institute, Pittsburgh, 1988, pp. 893- 
901. 

13. Chevalier, C, Pitz, W J., Warnatz, J., Westbrook, 
C. K., and Melenk, H., Twenty-Fourth Symposium 
(International) on Combustion, The Combustion In- 
stitute, Pittsburgh, 1992, pp. 93-101. 

14. Leppard, W. R., SAE paper SAE-892081, Society of 
Automotive Engineers, Warrendale, PA, 1989. 

15. Leppard, W R., SAE paper SAE-902137, Society of 
Automotive Engineers, Warrendale, PA, 1990. 

16. Leppard, W. R., SAE paper SAE-922325, Society of 
Automotive Engineers, Warrendale, PA, 1992. 

17. Lipari, F. and Swarm, S. }.,]. Chromatog. 247:297-306 
(1982). 

18. Perry, K. L.,/. Chromatog. Sei. 28:624-627 (1990). 
19. Lund, C. M., HCT-A General Computer Program for 

Calculating Time-Dependent Phenomena Involving 
One-Dimensional Hydrodynamics, Transport, and De- 
tailed Chemical Kinetics, Lawrence Livermore Na- 



2676 SPARK IGNITION ENGINES 

tional   Laboratory  report   UCRL-52504,   Lawrence 
Livermore National Laboratory, Livermore, CA, 1978. 

20. Heywood, J. B., Internal Combustion Engine Funda- 
mentals, McGraw-Hill, New York, 1988. 

21. Green, R. M., Cernansky, N. P., Pitz, W. J., and West- 
brook, C. K., SAE paper SAE-872108, Society of Au- 
tomotive Engineers, Warrendale, PA, 1987. 

22. Benson, S. W., Thermochemical Kinetics, Wiley, New 
York, 1976. 

23. Lay, T. and Bozzelli, J. W., Eastern States Meeting of 
the Combustion Institute, Paper no. 100 (1993). 

24. Ritter, E. R. and Bozzelli, J. W, Int. J. Chem. Kinet. 
23:767-778 (1991). 

25. Ranzi, E., Gaffuri, P., Faravelli, T., and Dagaut, P., 
Combust. Flame, 103:91-106 (1995). 

26. Curran, H. J., Gaffuri, P., Pitz, W. J., and Westbrook, 
C. K., in preparation, 1997. 

27. Curran, H. J., Pitz, W J., Westbrook, C. K., Hisham, 
K., and Walker, R. W, "An Intermediate Temperature 
Modelling Study of the Combustion of Neopentane," 
Twenty-Sixth Symposium. (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1996. 

28. Cox, R. A. and Cole, J. A., Combust. Flame 60:109- 
123 (1985). 

29. Hu, H., and Keck, J. C, SAE Paper 872110, Society 
of Automotive Engineers, Warrendale, PA, 1987. 

30. Morley, C, Combust. Sei. Technol. 55, 115-123 
(1987). 

31. Sahetchian, K. A., Rigny, R., and Circan, S., Combust. 
Flame 85:511-514 (1991). 

32. Li, H., Prabhu, S. K., Miller, D. L., and Cernansky, 
N. P., SAE Paper SAE-942062, Society of Automotive 
Engineers, Warrendale, PA, 1994. 

COMMENTS 

Rudolf R. Maly, Mercedez-Benz Research Institut, Ger- 
many. Your model is obviously capable of predicting au- 
toignition chemistry for a pure fuel component of a given 
molecular structure. Is the model also capable of predicting 
the correct autoignition chemistry for a mixture composed 
of pure components with different molecular structures 
and a suitable additive which, experimentally, has the same 
autoignition behavior as a pure component? 

Author's Reply. Many of the fuels analysed in this paper 
are primary reference fuel (PRF) mixtures and as such are 
the types of mixtures you refer to in your question. Our 
model is also capable of modeling whether there is a dif- 
ference between a pure component fuel of a given struc- 
ture, and a mixture of a pure component fuel and an ad- 
ditive such as methyl tert-butyl ether (MTBE) [Reference 
10 of the present paper]. There is no reason why our model 
would not apply to multi (more than two) component 
mixtures but we have not, as yet, tried to perform such an 
analysis. However, the current state of the art in modeling 
aromatics is not sufficient to include their oxidation in such 
a multi-component mixture. 

P. Dagaut, CNRS-LCSR, France. For a variety of con- 
ditions ON ~ 50 to 80 the model has difficulties to follow 
the data relative to the maximum compression ratio. Could 
this discrepancy come from the fact that the model used 
here has not yet been validated for these fuel mixtures (n- 
heptane—iso-octane) or is it due to simplifications in the 
physical model? 

Author's Reply. It is unclear whether these discrepancies 

mean that refinements are needed in the physical model 
or in the chemical kinetic mechanism. We were able to use 
the same approach to model critical compression ratios for 
pure-component hexane isomers and obtained good agree- 
ment with experimental results. These results lead us to 
believe that the physical model is adequate. We have vali- 
dated the n-heptane mechanism over a wide range of tem- 
perature and pressure, modeling experimental results ob- 
tained in a shock tube, rapid compression machine, plug 
flow reactor and in your jet stirred reactor. The iso-octane 
mechanism has not been validated over this broad range of 
conditions. We intend to carry out this work in order to 
solve the problem of these discrepancies. It may also be 
necessary to carry out similar validation studies for PRF 
mixtures. 

John B. Heywood, MIT, USA. Correcting for the effects 
of heat transfer and crevice flows for compression ratios 
from 6 to 19 is a challenging task. There are two basic 
approaches: (1) to cool all the gas uniformly; (2) to cool 
primarily a boundary layer and consider the case to be ad- 
iabatically compressed and expanded. The latter gives 
higher gas temperatures. Why did you choose the former 
assumption of cooling the gas uniformly? 

Author's Reply. In modeling fuel oxidation in internal 
combustion engines one would ideally need to use a multi- 
dimensional CFD modeling approach with detailed chem- 
istry. However, this approach would be extremely expen- 
sive and time consuming. We have considered two 
approaches: (a) cooling the gas uniformly or (b) assuming 
the gas is adiabatically compressed. The adiabatic core 
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treatment tends to predict the onset of autoignition cor- assumption gives better agreement with experimental mea- 
rectly since spontaneous ignition is controlled by the hot- surements. The average intermediate concentrations mea- 
test portion of gas in the cylinder. However, in using the sured at the exhaust port more closely follow the average 
core assumption one tends to over estimate the concentra- temperature rather than the adiabatic core assumption. We 
tions of intermediates species produced at compression ra- have not attempted to model the engine assuming a bound- 
tios prior to autoignition. To predict the intermediate prod- ary layer with an adiabatic core, 
ucts formed prior to autoignition, the uniform cooling 
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DEFLAGRATION-TO-DETONATION TRANSITION IN END GASES 

C. K. CHAN AND W. A. DEWIT 

AECL Research 
Pinawa, Manitoba, Canada 

Flame acceleration and deflagration-to-detonation transition (DDT) experiments were performed in a 
28-cm-diameter, 6.4-m-long combustion duct filled with obstacles. The run-up distances (the distance 
between the ignition point and the location of onset of detonation) for DDT and the flame speeds just 
before onset of detonation were measured for detonable H2-airsteam mixtures. For less-sensitive mixtures, 
flame acceleration also occurred and choked velocities were reached within the length of the duct, but 
DDT events were not observed. Because of reflection of the precursor shock off the end plate, the gas 
mixture in the end gas region was further pressurized. Transition to detonation occurred in the end gas 
region for some of these less-sensitive mixtures. As a result of higher initial pressures, DDT in the end 
gas region produced very high overpressures at the end plate. Because of the high pressure and temperature 
created by the reflection of the precursor shock, the end gas region provides the most favorable conditions 
for DDT. If DDT did not occur in the end gas region, the resulting overpressures were found to be much 
lower. The pressure traces measured at the end gas region clearly indicated the limiting mixture compo- 
sition for transition from deflagration to detonation. The limiting mixture composition, therefore, can be 
used to represent the transition limits for choked flames. However, being limited by the size of the end 
gas region, the present study does not reveal the effects of scale, particularly related to turbulence in the 
transition process. Thus, it is not certain whether the limiting mixture composition will be the same in 
situations in which turbulence also plays a key role in the transition process. 

Introduction 

The overpressure generated during a deflagration- 
to-detonation transition (DDT) is usually much 
higher than the normal Chapman-Jouguet (CJ) det- 
onation pressure. This is attributed to the onset of 
detonation that occurs in the precompressed region 
ahead of the accelerated flame. For flames that have 
achieved choked velocities (velocity of the flame 
equals the sonic velocity of the burned gas), the pres- 
sure between the precursor shock and the reaction 
zone is three times the initial pressure of the mixture 
[1]. However, if the precursor shock is allowed to 
collide and reflect off the end plate, the pressure in 
this end gas region can be much higher. If a transi- 
tion to detonation occurs in the end gas region, the 
peak pressure is extremely high. In laboratory ex- 
periments with relatively sensitive mixtures, unusu- 
ally high pressures resulting from a DDT in the end 
gas were observed [2-4]. It has been also observed 
that the pressure generated in pipelines during some 
accidents could be extremely high, capable of caus- 
ing damage to the pipeline [5]. In these accidents, 
DDT often occurred in the end gas region of the 
pipeline. 

Onset of detonation (the initial step of a DDT) 
depends on the chemical induction time and the en- 
ergy-release rate in the gas mixture. Therefore, the 
chemical kinetic properties of the mixture are the 

key parameters that control the transition process. It 
has been observed that the precursor shock can be 
strengthened locally by multiple reflection off obsta- 
cles causing a local explosion in the mixture. Such a 
shock-focusing effect is found to be the most likely 
mechanism leading to onset of detonation [6] for 
flame propagation in tubes filled with obstacles. 
Compression of a gas mixture caused by reflection 
of the precursor shock at the end plate further sen- 
sitizes the gas mixture by increasing its pressure and 
temperature. End gases, therefore, provide a more 
favorable condition for a DDT to occur than bulk 
gas. Furthermore, the chemical kinetic properties 
for insensitive mixtures vary significantly with only a 
small change in mixture composition. DDT in the 
end gas region, therefore, is very sensitive to the mix- 
ture composition. This paper describes results of a 
recent study on DDT in end gases for H2-airsteam 
mixtures in an attempt to expand our current un- 
derstanding on transition limit. 

Experimental Apparatus 

Experiments were performed in a 28-cm-diame- 
ter, 6.4-m-long combustion tube with H2-airsteam 
mixtures at 100 kPa initial pressure to examine the 
run-up distance and the pressure generated by a 
DDT in a closed tube filled with obstacles. The run- 
up distance is defined as the distance between the 
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FIG. 1. Schematics of the experimental apparatus and 
the obstacle configuration. 
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FIG. 2. The run-up distances for various hydrogen-air- 
steam mixtures in a 28-cm-diameter duct-filled with obsta- 
cles (B.R. = 0.31). 

ignition point and the location of onset of detona- 
tion. Rectangular baffle-type obstacles having a 
blockage ratio of 0.31 and a spacing of 28 cm were 
mounted inside the tube to induce flame accelera- 
tion. Schematics of the apparatus and the obstacle 
configuration are shown in Fig. 1. The test mixture 
was prepared by the addition of gases to an initially 
evacuated tube by the sum of partial pressures. The 
gases were further mixed by circulating the mixture 
via an external pump. The gas mixtures were ignited 
at one end of the tube by an electrical spark (~1 
mj). Piezoelectric pressure transducers were 
mounted at various locations along the tube and at 
the end plate to monitor the flame speed and the 
pressure development inside the tube. Although 
pressure transducers cannot sense the arrival of a 
slow flame front, they can detect the precursor shock 

front associated with an accelerated flame (with a 
flame speed >300 m/s). For supersonic deflagration, 
the precursor shock and the reaction zone propagate 
at roughly the same speed [7]. 

Results and Discussion 

Upon ignition, it was observed that a flame could 
accelerate very rapidly in the duct. After a flame had 
accelerated beyond a certain critical speed, a sudden 
jump in the flame speed to detonation velocity was 
observed. Assuming the final velocity of the deto- 
nation corresponds to the CJ detonation velocity of 
the mixture, the run-up distances were estimated to 
an accuracy equivalent of half the distance between 
consecutive pressure transducers (~0.5 m). For in- 
sensitive mixtures, transition to detonation was not 
observed before the flame reached the end of the 
duct even though flame acceleration to choked ve- 
locities was achieved. Figure 2 shows the run-up dis- 
tances for various H2-airsteam mixtures. It should be 
mentioned that this run-up distance is not an intrin- 
sic property of the mixture. The run-up distances 
depend on the size of the duct and the obstacle con- 
figuration. Since all experiments were performed 
under the same boundary conditions, the run-up dis- 
tance provides a comparison of the sensitivity of the 
mixture in terms of flame acceleration and DDT For 
example, the run-up distances increase by a factor 
of 2 for every 5 vol. % decrease in H2 concentration 
in lean mixtures (<30% H2 in H2-air) or a 5 vol. % 
increase in rich mixtures. However, the effects of 
steam on lean and rich mixtures are very different. 
A 10 vol. % increase in steam will have the same 
effect on the run-up distance as a 5 vol. % decrease 
in H2 concentration for lean mixtures. For rich 
mixtures, a 10 vol. % increase in steam will have the 
same effect as a 10 vol. % increase in H2 concentra- 
tion. 

Figure 2 shows that for dry, 10%, and 20% steam 
mixtures, the run-up distances can be represented 
by a family of U-shaped curves. These results sug- 
gest that the run-up distance is inversely propor- 
tional to the sensitivity of the mixture represented 
by parameters such as the detonation cell width or 
the laminar burning velocity of the corresponding 
mixture. Since the run-up distance is an indirect 
measure of the rate-of-flame acceleration, it is rea- 
sonable to expect that the run-up distance is related 
to deflagration parameters rather than detonation 
parameters. In Fig. 3, the run-up distances are plot- 
ted against the laminar burning velocities of the 
mixtures. Results show that the correlations are very 
different for lean and rich mixtures. The run-up dis- 
tances are inversely proportional to the laminar 
burning velocities of the mixtures for both groups. 
However, for mixtures having the same laminar 
burning velocity, lean mixtures have shorter run-up 
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FlG. 3. The run-up distances versus the laminar burning 
velocities of the mixtures. 

distances. This result is somewhat unexpected. Since 
lean mixtures have lower expansion ratios across 
their flames, they should accelerate at a lower rate 
and have longer run-up distances. Therefore, lami- 
nar burning velocity alone cannot fully quantify the 
run-up distance. It should be pointed out that the 
sonic velocities for lean and rich mixtures are very 
different for H2-airsteam mixtures. For example, the 
sonic velocities for 10% and 70% H2 in dry H2-air 
mixtures are 364 m/s and 587 m/s, respectively. 
Since the temperature in the precompressed region 
ahead of the flame depends on the Mach number of 
the precursor shock, the sonic velocity of the mixture 
can strongly influence the kinetics and the probabil- 

ity of an onset of detonation in this precompressed 
region. These results suggest that because of the 
high sonic velocities of the rich mixtures, the flames 
have to accelerate to higher flame speeds (thus 
longer run-up distances) before a DDT can occur. 
Therefore, a single critical flame speed cannot be 
used as a criterion for DDT in accelerated flames. 

For dry H2-air mixtures, the run-up distances as 
defined previously were not observed in mixtures 
containing less than 15% or more than 62% of hy- 
drogen by volume. Based on the run-up distance 
measured in this series of experiments, the limiting 
mixtures for DDT are 15% and 62% H2 by volume 
for dry mixtures, 19% and 52% H2 in H2-air for 
mixtures containing 10% steam, and 24% and 40% 
H2 in H2-air for mixtures containing 20% steam. In 
this series of experiments, no DDT was observed for 
mixtures consisting of 30% or more steam by vol- 
ume. In terms of the concentration by volume in the 
mixtures, the last two sets of numbers become 
17.1% and 46.8% and 19.2% and 32.0%. It should 
be mentioned that the limiting mixtures determined 
in these experiments may be different from the lim- 
iting mixtures determined using a different appara- 
tus. Furthermore, the run-up distances for the lim- 
iting mixtures approach the length of the 
combustion duct. Therefore, based on the run-up 
distances alone, it is not certain that these limiting 
mixtures represent the true DDT limits. 

The peak overpressures measured at the end plate 
are shown in Fig. 4 for dry H2-air mixtures. For 
those experiments in which DDT occurred before 
the flame had reached the end plate, the peak pres- 
sures measured along the tube were about 1-1.5 
MPa. As a result of nonlinear amplification of the 
detonation waves as they collided and reflected off 

10      12      14      16      18      20      22      24      26     28      30 

% Hydrogen in Air 

FIG. 4. Peak overpressure mea- 
sured at the end plate for dry hydro- 
gen-air mixtures. 
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for various hydrogen-air mixtures with 10% and 20% 
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FIG. 6. The critical flame Mach numbers for DDT re- 
sulting from flame acceleration in H2-air-steam mixtures. 

the end plate, much higher peak pressures were 
measured at the plate. For those more sensitive 
mixtures (H2 > 18%), the peak overpressures were 
found to be about 4-5 MPa with a duration of about 
50 /is. This represents the pressure load generated 
by a detonation wave. For mixtures containing about 
15% H2, the observed peak pressures varied greatly. 
Some of the pressures were found to be higher than 
7 MPa. As shown in Fig. 2, transition to detonation 
for this mixture occurred near or at the end of the 
duct. Pressure traces in Fig. 4 show that depending 
on whether DDT occur before or after the precursor 
shock have collided and reflected off the end plate, 

the peak pressures can be very different. The very 
high pressures were caused by DDT in the precom- 
pressed region after the precursor shock had col- 
lided and reflected off the end plate. The pressure 
traces show that the pre-DDT pressure in the end 
gas was about 2 MPa (20 times the initial pressure 
of the mixture). Assuming isentropic compression, 
the temperature in the end gas was about 700 K, 
which is very close to the autoignition temperature 
of the mixture (Tig = 730 K). Autoignition can occur 
readily in this sensitized mixture if other perturba- 
tions are present. The time between the detonation 
peak and the arrival of the precursor shock sug- 
gested that the onset of detonation was likely trig- 
gered by the interaction of the reflected shock with 
the reaction zone. For the cases in which the suffi- 
cient conditions for DDT were not present (<15% 
H2), the peak pressures were much lower. However, 
the burning rate in the gas could still be very high 
and was capable of generating blast waves of mod- 
erate magnitude. For 12% to 14% H2 mixtures, the 
pressures ranged from 1.5 MPa to 2.5 MPa. These 
pressures are higher than the corresponding deto- 
nation pressures of the mixtures. 

The peak overpressure at the end plate for H2- 
airsteam mixtures with 10% and 20% steam are 
shown in Fig. 5. The peak overpressure data show 
similar trends to those for the dry mixtures with the 
maximum peak overpressure ranging from 8-9 MPa. 
The maximum values occur at 19% and 25% hydro- 
gen for 10% and 20% steam mixtures, respectively. 
Results in Figs. 4 and 5 agree with the limiting con- 
centration in the run-up distance data shown in Fig. 
2. Because of the reflection of the precursor shock 
off the end plate, the end gas region is the most 
susceptible location for a DDT to occur. These re- 
sults demonstrate conclusively that transition to det- 
onation in the end gas can be used as a means to 
establish a transition criterion (in terms of the lim- 
iting composition). For example, 15% H2 for dry 
mixtures, 19% H2 for mixtures with 10% steam, and 
25% H2 for mixtures with 20% steam can be consid- 
ered the limiting mixture for DDT. 

The flame speeds just before DDT (referred to as 
the critical flame speed) were also determined in this 
series of experiments. These data, expressed as the 
flame Mach numbers (flame speed normalized by 
the sonic velocity in the uncompressed mixture), are 
shown in Fig. 6 (solid symbols). Most of the critical 
flame Mach numbers are within the range of 1.5- 
2.0. Results also show that the higher the steam con- 
tent, the higher the critical flame Mach number. 
This implies that it is more difficult to trigger a DDT 
in mixtures containing high steam content. This con- 
firms the idea that kinetic properties play a dominant 
role in controlling the transition process. These re- 
sults also agree with a previous observation that as a 
result of the higher sonic velocities of rich mixtures, 
it is more difficult (requires higher flame speeds) to 
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trigger a DDT. For those cases in which DDT was 
not observed, the maximum flame speeds (the av- 
erage speed between the last two pressure transduc- 
ers) are also shown in Fig. 6 (open symbols). These 
Mach numbers (no DDT) are mostly higher than the 
critical flame Mach numbers for DDT. This implies 
that these mixtures have been shock heated to 
higher temperatures than those more sensitive 
mixtures. It should be pointed out that the Mach 
number of choked flames are about 2 [1]. These re- 
sults confirm that the apparatus in this study is suf- 
ficiently long to allow flame acceleration to choked 
velocities (maximum flame speed and hence maxi- 
mum precompression achievable in the end gas) to 
be attained. Data also show that for sensitive 
mixtures, DDT is probable if its flame Mach number 
exceeds about 1.5. For less-sensitive mixtures, DDT 
is not possible even though the flames have already 
accelerated to much higher flame Mach numbers 
and shock heated to higher temperatures. There- 
fore, the critical flame Mach number of 1.5 can be 
interpreted as a criterion (a necessaiy condition) for 
DDT in accelerated flames. 

The existence of a critical flame Mach number im- 
plies that the dominant mechanism for DDT in H2- 
airsteam mixtures is related to the strength of its pre- 
cursor shock. These results agree with the finding 
from an earlier study [6] that compound reflection 
and deflection of the precursor shock by collisions 
with obstacles along its path cause local strength- 
ening of the shock wave (commonly referred to as 
shock focusing). Such shock-focusing effects can cre- 
ate local hot spots capable of causing direct initiation 
of detonation. It was also demonstrated in the pre- 
vious study that if the local hot spot is bigger than a 
certain critical size, the phenomenon is not appara- 
tus dependent. This implies that the critical condi- 
tions remain the same regardless of the scale of the 
experiment. For onset of detonation, it is reasonable 
to expect that this critical size is of the order of the 
detonation cell width of the mixture. The detonation 
cell width for a dry H2-air mixture containing 15% 
H2 at 100 kPa is about 30 cm [8]. Since the cell width 
is inversely proportional to the pressure of the mix- 
ture, the cell width in the end gas region (20 times 
the initial pressure) is expected to be much smaller. 
Presently, the detonation cell width for the mixture 
in the end gas was not measured. Nevertheless, it is 
likely that the end gas region is large enough for a 
detonation to establish itself if a DDT is possible. It 
should be pointed out that because of the size of the 
apparatus, the turbulence in the end gas region is 
expected to consist of mainly small-scale structures. 
Compression in the end gas region further reduces 
the scale of the turbulent structure. As a result, this 
series of experiments cannot fully reveal the effects 
of turbulence in facilitating the onset of detonation. 
It has been observed in large-scale experiments [9] 
that DDT is possible in H2-air mixtures containing 

12.5% H2. This result clearly demonstrated that un- 
der certain situations, turbulence can play an im- 
portant role in DDT. Nevertheless, the present re- 
sults suggest that for accelerated H2-airsteam flames 
in tubes, turbulence is not the dominant mechanism 
for DDT. If turbulence were the dominant mecha- 
nism, the critical flame Mach numbers would be be- 
low 1 because the maximum turbulent fluctuation 
velocity is limited to the sonic velocity. That no DDT 
was observed for flames with flame Mach numbers 
lower than 1.5 indicates that the initiation of deto- 
nation by shock focusing created by the reflection of 
the leading shock off obstacles is the dominant 
mechanism for DDT in accelerated flames. There- 
fore, the limiting conditions determined in this study 
only represent cases when shock-induced local ex- 
plosion is the dominant mechanism for the transition 
process. 

Conclusion 

Flame acceleration and transition to detonation 
experiments were performed in a 28-cm-diameter, 
6.4-m-long combustion duct filled with obstacles. 
For mixtures whose run-up distances for DDT ap- 
proach the length of the duct, the overpressures at 
the end of the duct were found to be much higher 
than the normal CJ detonation pressure. This is at- 
tributed to the fact that DDT occurred in the pre- 
compressed region created by the reflection of the 
precursor shock wave off the end plate. It was ob- 
served that the resulting overpressures can vary sig- 
nificantly depending on whether a DDT occurred in 
this region. For insensitive mixtures, the chemical 
kinetics of the mixture can change significantly for a 
small change in composition. As a result, a small 
change in mixture composition can prevent the onset 
of detonation even in the precompressed end gas 
region. Since a local explosion caused by local 
strengthening of the precursor shock due to multiple 
reflections off obstacles is the dominant mechanism 
for onset of detonation in accelerated flames, the 
critical conditions for onset of detonation in the end 
gases can therefore be used to represent a DDT 
limit of the mixture. Results showed that the appa- 
ratus is sufficiently long to allow flame acceleration 
to choked velocities (maximum flame speed) to be 
attained and sufficiently large for a detonation wave 
to establish itself in the end gas. However, being lim- 
ited by the size of the apparatus and thickness of the 
end gas region, this study does not reveal the effects 
of turbulence on the transition process. It has been 
demonstrated that under certain situations, turbu- 
lence can play a key role in the transition process. 
As a result, the limiting conditions (as indicated by 
the boundary between DDT and no DDT in the end 
gas) are likely still apparatus dependent. 
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Extents of reactant consumption have been measured during the course of spontaneous ignition follow- 
ing rapid compression of n-pentane and n-heptane and also of PRF 60 (n-heptane + j-octane, 2,2,4- 
trimethylpentane) in stoichiometric mixtures with air. Compressed gas temperatures of 720-750 K and 
845-875 K were studied at reactant densities of 131 mol irr3. At the lower gas temperature, there was 
no evidence of reactant consumption during the course of the compression stroke. Two-stage ignition 
occurred at these temperatures, but only modest proportions of n-pentane were consumed during the first 
stage (<15%), whereas about 40% of n-heptane reacted under the same conditions. At the higher com- 
pressed gas temperature, the oxidation of n-pentane began only after the piston had stopped, whereas 
more than 30% of the n-heptane had already been consumed in the final stage of the compression stroke. 
The first stage of a two-stage ignition was evident during the compression of the n-heptane mixture under 
these conditions. The behavior of the PRF 60 mixture differed somewhat from that of n-pentane despite 
the similarity of the research octane numbers. Although there was a preferential oxidation of n-heptane at 
Tc = 850 K, which persisted throughout the early development of spontaneous ignition during the post- 
compression period, oxidation of both components of the PRF 60 mixture began before the piston had 
stopped. Numerical simulations of the spontaneous ignition under conditions resembling those of the rapid 
compression experiments show that the predicted reactivity from detailed kinetics is consistent with the 
observed features. The modeling results also substantiate the characterization of single and two-stage 
ignition in compression machines. 

Introduction spond to those of the postcompression period. For 
example, the extent of reaction and its effect on au- 

The spontaneous ignition (or autoignition) char- toignition cannot be measured in shock tubes or 
acteristics of hydrocarbons have been of interest to when reactants are admitted very rapidly to pre- 
chemists and engineers for many decades. The cur- heated vessels. It has been taken into account in 
rent interest relates predominantly to combustion in some numerical simulations of combustion in en- 
reciprocating engines and the occurrence of knock gines [1]. 
in spark-ignition (SI) engines in particular. For the In previous studies in an RCM, it was shown from 
temperatures that are reached during compression the pressure-time records that during the combus- 
in engines or rapid compression machines (RCM), tion of n-C7H16 and n-C6H14 at compressed gas tem- 
spontaneous ignition often occurs in two stages. At peratures above 750 K, a sufficiently rapid exother- 
sufficiently high compression temperatures, the ig- mic reaction occurred in the final stages of piston 
nition occurs in a single stage. However, for highly motion that there was an enhancement of the gas 
reactive fuels, the two-stage character may persist in temperature beyond that reached by adiabatic com- 
the higher temperature regime because the first pression alone [2]. This arose because the first (or 
stage chemistry can occur during the course of the cool flame) stage of a two-stage ignition coincided 
compression stroke. The extent to which this takes with the end of the compression stroke. The corol- 
place is governed by the reactivity of the fuel and lary is that spontaneous ignition that is observed as 
the pressure and temperature to which the reactant a single-stage ignition in a shock tube at gas tem- 
charge is finally compressed. This chemistry is ig- peratures above 850 K may continue to evolve in two 
nored completely in experimental or numerical stud- stages in a compression machine (engine or RCM), 
ies that are not begun until the conditions corre- so the measured ignition delays would not be the 
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same. It was also shown in the earlier studies [2] that 
little or no oxidation occurred during the compres- 
sion stroke when a less-reactive fuel, such as n- 
C4H10, was involved. In such circumstances, the ig- 
nition delays for gas temperatures above 750 K in a 
shock tube or RCM are likely to be in reasonable 
agreement [3], In RCM studies, the ignition delay 
(£,), measured from the pressure records, is defined 
as the time from the end of compression to the max- 
imum rate of pressure rise in ignition [2-6]. 

In the present work, we report direct experimental 
measurement of the extents of reactant consumption 
during the development of spontaneous ignition of 
alkanes in an RCM, with particular emphasis on 
reactivity during the compression stroke. Three fuels 
have been studied in stoichiometric mixtures in air, 
namely n-CsH10, n-C7H16, and the PRF 60 mixture 
0.4 n-C7H16 + 0.6 i-C8H18 (2,2,4-trimefhylpen- 
tane). PRF 60 was chosen because its research oc- 
tane number is close to that of n-C5H12 (RON = 
62.5). 

Over the last decade, there has been considerable 
development of numerical approaches to the predic- 
tion of spontaneous ignition phenomena by model- 
ing the detailed chemistry and its associated heat 
release [1,7], Ignition delays have been a primary 
focus of attention [7], with additional validation of 
the models against experimental studies of the for- 
mation of intermediate and final molecular products 
[1,5,6,8,9]. Thus, it is both timely and opportune to 
apply numerical modeling to the experimental re- 
sults reported here for reactant consumption. 

The purpose of the computation here is not to test 
the present state of numerical modeling; the goal is 
to substantiate the characterization of single and 
two-stage ignition and the conditions in which the 
first stage reaction is subsumed into the compression 
so that ignition appears as a single stage in the post- 
compression period. The initial, numerical studies of 
the binary PRF 60 proved to be less satisfactory than 
those for the modeling of n-C5H10 and n-C7Hie ox- 
idation, possibly through difficulties associated with 
the i-octane oxidation model. A spatial uniformity of 
temperature and concentration of species is assumed 
in the kinetic analysis to restrict the numerical in- 
tegration to that of ordinary differential equations, 
as is normally the case. However, spatial inhomo- 
geneities of temperature and concentration are 
known to exist to varying extents throughout the 
course of piston motion of rapid compression ma- 
chines and throughout the postcompression interval 
in which spontaneous ignition develops fully [10- 
12]. 

Experimental and Numerical Methods 

Experimental Studies 

Full details of the apparatus and experimental pro- 
cedures have been described previously [2,13-16]. 

In summary, fuel vapor was premixed with air con- 
sisting of 21% oxygen and a 79% composite of non- 
reactive components comprising argon or nitrogen. 
The proportions of the inerts were varied to alter the 
overall heat capacity of each mixture and hence the 
ratio Cp/Cv (= y). Thus, a range of compressed gas 
temperatures could be covered at a fixed compres- 
sion ratio of the machine (CR = 11.00 ± 0.15:1). 
Experiments were performed at the compressed gas 
temperatures of 720-750 K and 845-875 K. 
Mixtures, stored in a Pyrex glass vacuum line, were 
transferred at an initial pressure of 33.3 kPa to the 
combustion chamber and then compressed into a 
cylindrical combustion chamber by a piston that was 
driven by compressed air and that stopped at top 
dead center (TDC), the stroke taking 22 ms. The 
cylinder and combustion chamber temperature (T;) 
were maintained at 323-348 (±1) K. The com- 
pressed gas density was 131.0 ± 1.5 mol m"3 in all 
experiments. 

Pressure-time data during the compression and 
throughout the postcompression period were mea- 
sured by Kistler transducer and recorded digitally on 
a PC at a sampling rate of 200 /us per point via an A/ 
D converter, 200 ms in total. Chemiluminescent 
emission accompanying reaction was measured by 
photomultiplier in selected experiments (Thorn 
EMI 9924B). In general, the ignition delays, mea- 
sured in three to six experiments at each reactant 
composition and compressed gas temperature, were 
reproducible to ± 2.0 ms at long durations and ±1.0 
ms at short durations. The compressed gas temper- 
ature, Tc, was derived from the measured pressures 
at the start and end of compression, p; and pc, and 
taking into account the temperature dependence of 
7, using the relationship 

£ "   -d\nT = \nP 
Pi 1 

To analyze the reactant and product compositions 
at intermediate stages, the reaction was quenched 
by the bursting of a diaphragm (99% Al, 0.1 mm 
thickness) in the end wall of the combustion cham- 
ber, which formed the cylinder head. This was fol- 
lowed by the expansion of the reactant mixture into 
a hemispherical dump tank (1.5 dm3), as described 
previously [13]. The time at which the diaphragm 
burst was controlled by a time-delayed signal gen- 
erated at a threshold pressure during the compres- 
sion stroke that was used to actuate an electromag- 
netically driven needle. The condensable 
components were then pumped to a cold trap cou- 
pled to the vacuum line. To obtain time-dependent 
profiles for the reactant consumption, many experi- 
ments were performed under the same compression 
conditions but with quenching after different inter- 
vals. The results for each set of experimental con- 
ditions were obtained from a number of separate 
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mixtures made up to the same composition. To stan- 
dardize the extents of reaction in a series of experi- 
ments, the sealed cold trap was allowed to warm to 
laboratory temperature and a standard volume of n- 
C4H10 was injected into the trap via a septum cap. 
After complete mixing, a gaseous sample was with- 
drawn from the trap via a microsyringe and injected 
into the analytical system. A separation of the mix- 
ture was performed by gas chromatography (Carlo 
Erbe) on a fused silica, Poraplot Q-coated, capillary 
column (25 m X 0.32 mm), and a quantitative anal- 
ysis was obtained from the integrated peak areas of 
the eluting compounds. The proportions of the fuel 
remaining in each experiment were obtained from a 
determination of the peak area of the primary fuel 
peak relative to that of n-butane. This result was 
then normalized to a constant peak area that repre- 
sented the n-butane signal. 

The extents of reaction were measured relative to 
the amount of reactant measured following com- 
pression under nonreactive conditions. Product 
compositions were not analyzed in the present work. 

Numerical Analysis and Kinetic Model 

The numerical modeling calculations were carried 
out using the HCT program [17], which solves the 
coupled nonlinear differential equations for conser- 
vation of mass, momentum, energy, and each chem- 
ical species in finite-difference form. The compres- 
sion stroke was simulated ab initio from the initial 
conditions and reactant compositions for the exper- 
imental results, adiabatic conditions being assumed. 
The reaction mechanism included more than 2000 
elementary chemical reactions with their reverse 
steps. This reaction mechanism includes subme- 
chanisms for oxidation of Q-Cg hydrocarbon spe- 
cies, validated against a variety of experimental data 
for ignition and combustion environments [1]. These 
mechanisms include reactions governed by forma- 
tion and consumption of alkylperoxy radical species 
that are appropriate to low temperatures. 

Distinctions were made between the rates of ab- 
straction of H atoms from primary, secondary, and 
tertiary sites in each alkane and between equilibrium 
constants for addition of molecular oxygen to differ- 
ent types of alkyl radicals. The most significant, sub- 
sequent reactions of the alkylperoxy radicals 
(CnH2„ + jOO) so formed are their isomerizations via 

internal H-atom abstraction, at rates that depend 
primarily on the type of C—H bond being broken 
and the ring strain energy of the intermediate tran- 
sition state [8], The many distinct CnH2nOOH rad- 
icals can decompose thermally, producing hydroxyl 
radicals and cyclic ethers. Depending on their spe- 
cific structure, some alkylperoxy radicals can also de- 
compose to produce stable alkene or oxygenated 
species and H02 or OH radicals. All of these reac- 
tions lead to chain propagation. The only reactions 
of alkylperoxy radicals that lead to vigorous chain 
branching involve addition of a second oxygen mol- 
ecule producing ketohydroperoxide intermediates 
that then decompose to produce radicals. Rates and 
equilibrium constants for these reaction paths have 
been developed in recent studies [1,8,9]. The kinetic 
structure to represent alkane oxidation at low tem- 
peratures may be summarised in the equation above 
[9,18,19], 

Results 

Combustion at Tc = 720-750 K 

Measured pressure change and the measured and 
computed proportions of reactants consumed during 
the spontaneous ignition of n-C5H12 and n-C7H16 at 
<p = 1 are shown in Figs. 1 and 2. The records begin 
at 2 ms before the end of piston motion and continue 
throughout the development of ignition. The pres- 
sure record shown in Fig. 1 also includes the sharp 
fall that occurred when the quenching diaphragm 
was punctured. This illustrates the rate of expansion 
of the products into the dump tank. In this case, the 
pressure did not reach the maximum that was nor- 
mally attained at ignition (>3.0 MPa). 

Both n-C5H12 and n-C7H16 exhibited a two-stage 
ignition after the end of compression, which was ev- 
ident both in the pressure record and in the accom- 
panying chemiluminescent emission from the reac- 
tion (Figs. 1 and 2). The first stage of two-stage 
ignition is interpreted as the development from the 
end of compression to the point of inflexion in the 
pressure rise [4-6]. There was very little or negligi- 
ble consumption of either reactant before the piston 
had stopped. Whereas nearly 40% of the n-C7H16 

had reacted by the end of the first stage (Fig. 2), less 
than 15% of the n-CsH12 had been consumed (Fig. 
1). There was a particularly sharp acceleration in the 
rate of consumption of n-C5H12 during the devel- 
opment of the second stage, and 80% of it had been 
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FIG. 1. Fractional extent of consumption (%) of n-CsH12 

at 4> = 1 during ignition following rapid compression to Tc 

= 750 ± 5 K. The error bars represent variations in results 
from multiple analyses of each sample collected in the cold 
trap. Piston motion stops at 22 ms, as shown in the pres- 
sure-time record (broken line). The pressure fall associ- 
ated with a typical quenching of reaction is shown at the 
end of the pressure record. The peak in the light emission 
(uncalibrated) accompanying the first stage of ignition is 
also shown (dotted line). Computations of the extent of 
reactant consumption are given as a solid line. 
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FIG. 2. Fractional extent of consumption (%) of n-C7H16 

at <f> = 1 during ignition following rapid compression to Tc 

= 750 ±5 1. The combustion chamber pressure, light 
output, and computed extent of reaction (%) are shown as 
in Fig. 1. 

consumed at the highest quenching pressure (1.9 
MPa). The discrepancies of experimental results in 
Fig. 1, which imply that there is a lower extent of 
conversion at a later time during the development 
of the hot stage of ignition, arise from the small var- 
iations in ignition delay from one experiment to an- 
other. Similar features occur in subsequent figures. 

The numerical evidence for the occurrence of 
two-stage ignition during n-C5H12 and n-C7H16 

combustion at the same compressed gas tempera- 
tures as in the experiments is unequivocal, and the 
computed first-stage and overall ignition delays are 
in excellent agreement with the experimental re- 

FlG. 3. Fractional extent of consumption of n-C5Hi2 at 
<f> = 1 during ignition following rapid compression to Tc 

= 853 ± 4 K. No light output is given because there was 
no significant emission before the final stage of combus- 
tion. The combustion chamber pressure and computed ex- 
tent of reaction (%) are shown as in Fig. 1. 
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FIG. 4. Fractional extent of consumption of n-C7H16 at 
$ = 1 during ignition following rapid compression to Tc 

= 870 ± 5 K. A significant amount of n-C7H16 has reacted 
before the piston stops (22 ms), and there is accompanying 
cool flame light emission (dotted line). The combustion 
chamber pressure and computed extent of reaction (%) are 
shown as in Fig. 1. 

suits. In each case, the predicted extents of reaction 
at the end of the first stage exceed those in the ex- 
periments, with 40% and 60% for n-C5H12 and n- 
CyHjg, respectively, being consumed. The model re- 
sults show a negligible extent of reaction at the end 
of compression. 

Combustion at Tc = 845-875 K 

The experimental and numerical reactant con- 
sumption profiles and the experimental pressure- 
time records for the combustion of n-C5H12 and n- 
CyH16 are shown in Figs. 3 and 4. The spontaneous 
ignition of n-C5H12 at a compressed gas temperature 
of 853 ± 4 K developed in a single stage (Fig. 3). 
There was no  measurable reactant consumption 
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FIG. 5. Fractional extent of consumption (%) of rc-C7Hi6 

(■) and i-C8H18 (•) in a PRF 60 mixture at 4> = 1 during 
ignition following rapid compression to Tc = 864 ± 4 K. 
A significant proportion of n-C7H16 and i-C8H18 has re- 
acted before the piston stops (22 ms), and there is accom- 
panying cool flame light emission (dotted line). The com- 
bustion chamber pressure is shown as a broken line. 

FIG. 6. Fractional extent of consumption (%) of i-C8H18 

(•) at 4> = 0.6 following rapid compression to Tc = 860 
+ 51 Piston motion stops at 22 ms, as shown in the 
pressure record (broken line). Ignition did not occur, and 
there was little light emission accompanying the early stage 
of reaction. 

before the piston motion stopped, and the extent of 
fuel consumption increased smoothly (but slowly at 
first) throughout the postcompression interval. 

The pressure record for the combustion of n- 
C7H16 at Tc > 850 K also appeared to be a single- 
stage ignition. However, the profile for reactant con- 
sumption was quite different from that measured for 
n-C5H12 (Fig. 4). Reactant consumption began more 
than 1 ms before the piston had stopped and 40 + 
5% of the n-C7H16 had been consumed by TDC. As 
was shown by the light output record, this reaction 
was associated with the first-stage (or cool flame) 
chemistry. 

The interpretation of events from numerical stud- 
ies of each fuel compressed to T > 850 K is in cat- 
egorical qualitative support of the experimental ob- 

servations. The consumption of n-C5H12 became 
significant only about 2 ms after the end of com- 
pression and reached —10% about halfway through 
the ignition delay (Fig. 3). For n-C7H16, 33% of the 
fuel was predicted to have reacted before the piston 
had stopped, even though the simulated start of re- 
action was slightly later than in the experiments (Fig. 
4). In each case, throughout most of the postcom- 
pression period, the relative extent of reactant con- 
sumption that was predicted to occur was in good 
agreement with the experimental results. Significant 
departures of the simulated profiles from the exper- 
imental results became evident only at predicted gas 
temperatures in excess of 920 K, and the final stages 
of the simulated ignition were slower in completion. 

The experimental results obtained from ignition 
of the binary mixture 0.6 i-C8H18 + 0.4 n-C7H16 

(PRF 60) at a compressed gas temperature of 864 
± 4 K are shown in Fig. 5. The interpretation from 
the pressure record in the postcompression period 
is of a single-stage ignition (t, = 32 ± 2 ms). How- 
ever, the consumption of both reactants began while 
the piston was still moving and there was a weak cool 
flame emission before the end of compression (Fig. 
5). More n-C7H16 than i-C8Hi8 had reacted (45 ± 
5% versus 37 ± 5%) by the time the piston stopped. 
Very little of either fuel was further consumed dur- 
ing the early part of the postcompression period, but 
there was an acceleration in the rate of consumption 
in the final stage of ignition during which there was 
no appreciable distinction between the behavior of 
n-C7H16 and i-C8H18. 

Supplementary experimental measurements have 
also been made of the proportion of i-C8H18 con- 
sumed in a reactive mixture containing only the i- 
C8H18 component (that is, i-C8H18 at <p = 0.6) but 
of similar heat capacity to that of the PRF 60 mix- 
ture. Ignition of this composition did not occur fol- 
low ing compression to 130 mol m~3 and Tc = 860 
± 5 K, but nevertheless approximately 20% of the 
reactant had been consumed before the end of com- 
pression and there was a gradual increase to 30% 
during a 10-ms interval of the postcompression pe- 
riod (Fig. 6). 

Discussion 

Adiabaticity, Heat Loss, and Spatial Temperature 
Variations 

Compression at the piston speeds used in the 
Leeds machine has been shown previously to be vir- 
tually adiabatic [2]. Thus, assumptions of adiabaticity 
of the system and spatial uniformity of temperature 
and concentration in the numerical modeling during 
the compression stroke is very satisfactory. However, 
spatial temperature variations develop within the 
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combustion chamber during the postcompression 
period as a result of heat transport to the combustion 
chamber walls. The heat-loss rates are highest just 
after compression ceases because the residual gas 
motion is greatest at this stage [11]. Thereafter, the 
rate of heat loss decreases as the gas motion decays. 
In the present calculations, adiabaticity was assumed 
also throughout the postcompression period. The 
simulation of ignition delay thus implies that the be- 
havior is dominated by conditions in the adiabatic 
core [21], but there are complexities of the interac- 
tion between the kinetics and a nonhomogeneous 
temperature field in a temperature range where a 
negative temperature dependence of reaction rate 
exists [11,12]. 

The calculated extent of reaction at any time after 
the end of compression, with adiabatic conditions 
assumed, may be expected to be an overestimate rel- 
ative to an experimental measurement that is ob- 
tained from the amount of reactant remaining within 
a nonuniform temperature regime comprising 
cooler regions surrounding an adiabatic core. The 
heat-loss rate throughout the postcompression pe- 
riod may be characterized by a Newtonian heat- 
transfer coefficient in a zero-dimensional numerical 
model [22]. However, its application can adversely 
affect the predicted reactivity because there is a 
highly nonlinear response of the chemical kinetics to 
reactant temperature. Rates and extents of reaction 
cannot be averaged in a simple way throughout a 
combustion chamber in which spatial variations in 
temperature exist, and so the correction has not 
been attempted in this work. 

Extents of Reaction in Single- and Two-Stage 
Ignition and during Compression 

The greater reactivity of n-C7H16 over that of n- 
C5H12 at Tc ~ 750 K is not only reflected in the 
shorter ignition delay but also is manifest directly in 
the extents of reaction measured in the first stage of 
two-stage ignition (Fig. 1 and 2). In previous rapid 
compression studies, Fish et al. [23] measured ap- 
proximately 25% consumption of 2-methylpentane 
during the first stage of two-stage ignition at Tc = 
808 K. For n-C4H10, Minetti et al. [5] showed that 
there was only 10-15% reactant consumption during 
the first stage of two-stage ignition at Tc = 708 K, 
whereas approximately 25% consumption of n-C7H16 

occurred during the first stage of its two-stage igni- 
tion at Tc = 667 K [6]. 

The activity of the alkanes at the reactant temper- 
atures associated with the first stage may be attrib- 
uted to the generalized sequence shown in the nu- 
merical background. Each alkane is capable of 
generating a number of different isomeric forms of 
the alkyl (R), alkylperoxy (R02), hydroalkylperoxy 
(Q02H), or other species. The slow development of 
the first stage may be attributed to the chain-thermal 

interaction in which the thermal feedback is re- 
quired to accelerate the degenerate branching route 
[19], Its rate is controlled largely by the activation 
energies associated with the R02/Q02H isomeriza- 
tions, but the properties of each of the other steps 
play a part in the quantitative behavior. The more 
vigorous acceleration in rate of n-C7H16 consump- 
tion in the first stage of two-stage ignition, which was 
found both experimentally and numerically, testifies 
to its much more facile chain-branching route than 
that of n-C5H12. The limit on chain branching is set 
by the displacement of the R/R02 equilibrium to- 
ward dissociation as the reactant temperature in- 
creases beyond 800 K. This is the primary kinetic 
origin of the negative temperature dependence of 
reaction rate since the main (nonbranching) propa- 
gation is taken up with relatively low exothermicity 
by H02 radicals [19]. 

There are both chemical and thermal conse- 
quences of oxidation in the final stages of compres- 
sion. The thermal contribution is an augmentation 
of the gas temperature beyond that which would be 
reached by rapid compression alone, and the effect 
can be seen in the difference between the pressures 
attained under reactive and nonreactive conditions 
[2], The temperature increase predicted in the nu- 
merical simulations for n-C7H16 combustion is 30 K. 

The difference in reactivity shown by n-C7H16 and 
n-C5H12 also accounts for the ability of n-C7H16 to 
react during the compression stroke when compres- 
sion occurs beyond Tc = 800 K (Figs. 3 and 4). Al- 
though thermal feedback has some effect on gas 
temperature, the reactant temperature is forced 
through the most reactive temperature regime (750- 
800 K) at a rate determined by the compression 
stroke. At a piston speed of 12 m s_1 in the Leeds 
rapid compression machine, there is sufficient time 
for n-C7H16 to react. Although this is not the case 
for n-C5H12 under the present conditions, it could 
be so for n-C5H12 or other fuels of similar reactivity 
at higher reactant densities. 

Schlieren imaging of spontaneous ignition in the 
rapid compression machine shows that the hot stage 
often begins at a single center, and the bulk of the 
reactants are consumed in a propagating combustion 
wave before many (and sometimes any) other cen- 
ters are initiated [24], Consequently, a reaction 
quenched on the rising pressure profile of the final 
stage of ignition gives rise to a product composition 
drawn from segregated burned gas and partially ox- 
idized reactants. Thus, the extents of reaction in the 
late stage of reaction that are predicted numerically 
from a zero-dimensional model cannot be expected 
to match quantitatively the experimental behavior. 
Differences in the duration of the overall ignition 
delay, which in the present numerical analyses tend 
to be slightly longer than the experimental measure- 
ments,  may be  attributed to  the  same  marked 
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departures in the experiments from the idealization 
in the final stages of combustion. 

Combustion of a PRF 60 Mixture 

Although there were significant quantitative dif- 
ferences in the form of the predicted profiles for the 
PRF 60 mixture that still have to be addressed, the 
predicted ratio of extents of reaction throughout the 
ignition delay at temperatures below 900 K, d[n- 
C7H16]/d[j-C8H18] was 1.24. This is in excellent 
agreement with the experimental measurements at 
the end of compression (1.2 ± 0.1). It follows that 
the relative concentration of alkyl radicals, d[n- 
C7Hls]/<2[i-C8H17], generated in the PRF 60 mixture 
in this environment is (40/60) X 1.2 = 0.83 ± 0.02. 
This ratio is consistent with an almost exclusive role 
of H-atom abstraction by OH radicals, as can be de- 
rived from the ratio for fc(n-C7H16 + OH)/Ä(i-C8H18 

+ OH) in the range 800-900 K, taking into account 
the numbers of primary, secondary, or tertiary C— 
H bonds in n-C7H16 and i-C8H18 and the respective 
Arrhenius parameters [25]. The relatively weak se- 
lectivity in favor of C8H17 radical formation in the 
mixture 0.4 n-C7H16 + 0.6 i-C8H18 would shift very 
substantially toward C8H17 radical formation in PRF 
mixtures containing higher proportions of i-C8H18. 

Oxidation of n-C7H16 generates a rate of chain 
branching that is much more intense than that of i- 
C8H18, since the structure of the C7Hi,5 radicals 
leads to higher rates of peroxy radical isomerization 
[1], ultimately causing chain branching from keto- 
hydroperoxide decomposition. Increasing fractions 
of i-C8H18 in PRF mixtures would therefore reduce 
the overall rate of combustion because the rate of 
chain branching would decrease. This is apparent in 
a qualitative way in a comparison between the reac- 
tivity at high compressed gas temperatures between 
n-C7H16 and PRF 60 (Figs. 4 and 5) and between 
PRF 60 and i-C8H18 at <f> = 0.6 (Figs. 5 and 6). The 
"net branching factor" cannot be quantified from 
these global measurements in the rapid compression 
machine. However, the proportion of alkyl radicals 
from each reactant that eventually contributes to the 
low-temperature chain-branching channels can be 
derived from numerical simulations [26], although 
at present it appears that the branching character- 
istics included in the model for i-C8H18 oxidation are 
not yet as vigorous as is observed in practice. 

The Effect on Ignition Delay of Reactant 
Consumption in the Compression Stroke 

It must be expected that reaction in the compres- 
sion stroke has a significant effect on the subsequent 
development of ignition. Although not amenable to 
experimental test in an RCM, this can be assessed 
quantitatively by a numerical analysis in which a 
comparison is made between the computation in a 

fully reactive compression simulation and when the 
chemical calculation is started only at the tempera- 
ture and pressure attained at the end of compres- 
sion. 

Such calculations for n-C7H16 combustion at Tc > 
850 K show that when 33% or more of the fuel has 
already been consumed in the compression stroke 
and has conditioned the system accordingly, the ig- 
nition delay is about half of that predicted from a 
nonreacted compressed gas state [26], The model 
calculations also show clearly that, even in conditions 
in which no identifiable fuel consumption has been 
observed at the end of the compression stroke, a 
significant extent of chemical activity may have al- 
ready developed. For example, in the high-temper- 
ature compression of n-CsH^, at the time compres- 
sion is complete, although no W-C5H12 consumption 
is calculated (<0.1%) or observed, C5 radicals, such 
as R02 and QOOH, as well as C5 alkenes and cyclic 
ethers, are all present in excess of ppm concentra- 
tions. In this respect, the fuel + air mixture is pre- 
conditioned at the end of the compression stroke 
and the subsequent ignition delay is 10% shorter 
than would be predicted if a truly unreacted mixture 
were assumed. 

Conclusions 

In both the experimental results and the supple- 
mentary modeling analysis, it has been shown that 
considerable fuel consumption can take place before 
completion of the compression stroke when suffi- 
ciently high compressed gas temperatures are 
reached. Ry implication, this will occur in other ma- 
chines with comparable or slower compression rates. 
When knock occurs in a spark-ignition engine (at 
<2000 rpm-1, say, at an average piston speed of 4- 
6ms-1 with a stroke of 6-10 cm), there is a similar 
time interval during which spontaneous oxidation of 
the fuel + air mixture to develop appreciably, es- 
pecially at high gas densities. 
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The effect of surface chemistry and transport modeling on the head-on quenching process of laminar 
propane/air and methane/air flames is investigated numerically. The fully compressible, one-dimensional 
Navier-Stokes equations with detailed mechanisms for diffusion and chemical kinetics (gas-phase and 
surface) are solved using a sixth-order finite-difference scheme in space and a third-order Runge-Kutta 
scheme in time. Important applications are in the modeling of flame-wall interaction processes in piston 
engines, their related experimental measurements, and general surface chemistry modeling. The latter is 
due to the interaction being unsteady in contrast to typical boundary layer or stagnation point flow studies 
over reactive surfaces. Also the surface response takes place in the high coverage zone. It is found that in 
order to simulate quenching at higher wall temperatures accurately, the process of diffusion, adsorbtion, 
and surface recombination especially for the free radical H and OH have to be described. This results in 
an increasing wall heat flux with wall temperature in excellent agreement with existing experimental data. 
If the participation of the surface in the reaction channels of the near-wall gas-phase species is excluded 
(either because of the physical surface properties or because of the boundary treatment in the simulations), 
the quenching structure is completely changed with strongly exothermic radical recombination reactions 
dominating the interaction. The developed detailed surface mechanism contains 10 reactions, involving 
four surface species, and seven gas-phase species. It takes into account the breakdown of the Langmuir 
adsorption concept for high surface coverages and includes a precursor-state model for the adsorption of 
H2, H, and OH. 

Introduction 

Whereas former engine codes did not use any spe- 
cific corrections for flame-wall interaction, modern 
engine codes emphasize the importance of quench- 
ing models. Those are based on the concept of a 
quenching layer and assume that transport and sur- 
face effects are negligible. Recent research [1,2] in- 
dicates that (1) those assumptions might not be valid 
for high wall temperatures as encountered under op- 
erating conditions or even in insulated engines and 
(2) the experimental value of the wall heat flux dur- 
ing flame-wall interaction, which is the only param- 
eter that is easily accessible and can be used to base- 
line numerical against experimental data, might 
depend on the surface material of the thin-film 
gauge used (which is, in general, platinum). To in- 
vestigate this situation, we have studied, numerically 
the quenching situation as can be found in constant- 
volume combustion chambers [3-5] for an inert and 
a platinum surface over a range of wall temperatures 
between 300 and 600 K. A laminar flame approaches 
head-on the chamber wall and is quenched at at- 
mospheric pressure. Special attention is given to the 

homogeneous/heterogeneous reaction behavior and 
transport coupling at 600 K. We consider stoichio- 
metric methane- and propane-air flames. 

Problem Setup 

Solution Method 

The complete set of Navier-Stokes equations is 
solved on a one-dimensional domain. The numerical 
scheme is sixth-order in space and third-order in 
time [1]. Chemistry is described by detailed reaction 
and diffusion mechanisms (TRANSPORT [6], 
CHEMKIN [7]). Cross-diffusional effects are taken 
into account [8]. Surface reaction data are calculated 
via SURFACE CHEMKIN [9], For further details 
see Ref. 2. 

Gas-Phase Chemistry 

The gas-phase reaction scheme for the methane- 
flame calculations [10] consists of 52 elementary re- 
actions and 17 species considering only the C: path. 

2693 



2694 SPARK IGNITION ENGINES 

TABLE 1 
The detailed, kinetic surface-reaction mechanism. When rate coefficients are given, the rate expression is in 

Arrhenius form: k = A exp(-EJRT). Note that in the limit of high coverage, reactions 1, 3, and 6 are coverage 
independent. 

Reaction A or y Ea (kj/mol) Comment 

Non dissociative radical adsorption 

fll H + Pt(s) ?i H(s) 1.0 sticking coeff. 

H* 0 + Pt(s) ^ O(s) 1.0 sticking coeff. 

fl3 OH + Pt(s) - OH(s) 1.0 

Dissociative radical adsorption 

sticking coeff. 

R» H02 + 2Pt(s) - OH(s) + O(s) 1.0 sticking coeff. 

Rs H202 + 2Pt(s) -> OH(s) + OH(s)                                            1.0 sticking coeff. 

Dissociative H2/02 adsorption 

fir, H2 + 2Pt(s) -»H(s) + H(s) 0.023 sticking coeff. 
R7 02 + 2Pt(s) -► O(s) + O(s) 0.046 

Surface recombination reactions 

sticking coeff. 

Rs H(s) + O(s) ^ OH(s) + Pt(s) 1.0 E +21 11.5 rate coeff. 
a, H(s) + OH(s) -► H20 + Pt(s) 1.0 E +21 17.4 rate coeff. 

#10 OH(s) + OH(s) ->H20 + O(s) 1.0 E +21 48.2 rate coeff. 

The C2 path, i.e., the conversion of CH4 to higher 
hydrocarbons is neglected because recent research 
[1] demonstrated a negligible influence on flame- 
quenching characteristics. The gas-phase reaction 
scheme for the propane-flame calculations [11] con- 
sists of 87 reactions and 31 species. 

Surface Chemistry 

Based on recent work [12-15], a detailed, kinetic 
surface-reaction mechanism (Langmuir-Hinshel- 
wood type) for flame quenching on platinum sur- 
faces has been developed (Table 1). It consists of 10 
reactions involving four surface and seven gas-phase 
species. It considers nondissociative adsorption of H, 
O, and OH, dissociative adsorption of H02 and 
H202, and dissociative adsorption of H2 and 02. It 
accounts for subsequent surface reactions between 
adsorbed species, and desorption of adsorbed prod- 
ucts and intermediate species into the gas phase. 
The pre-exponential factors of the surface reactions 
are estimated by transition-state theory to be of the 
order of 1021. Activation energies are taken from 
Ref. 12. Reverse reactions are determined from 
thermochemistry [15]. Sticking coefficients are given 
for initially clean surfaces. The variation of all ad- 
sorption reactions with coverage but those involving 
H2, H, and OH is assumed to follow the Langmuir 
adsorption isotherm: 

RRf" = [X,]0"(7t)fi(y) 
/ RT 

2nW, 
(1) 

RRfls is the adsorption rate of the ith gas-phase spe- 

cies, [Xj] is its gas-phase concentration adjacent to 
the wall, Wt is its molecular weight, <9(Pt) is the free- 
surface site fractions, and m is the order of the ad- 
sorption reaction (0 for the coverage-independent 
adsorption of H2, H, and OH, 1 for nondissociative 
adsorption, and 2 for dissociative adsorption). For 
small values of the sticking coefficient y, f(y) = y, 
and for high values, f{y) = y/(l — y/2) because the 
near-wall velocity distribution becomes non-Max- 
wellian [16]. The square root term in Eq. (1) denotes 
the collision frequency of the ith gas-phase species 
with the surface. 

Initial Conditions 

An undisturbed flame as calculated by PREMIX 
[17] is placed about five flame thicknesses away from 
the wall. For more details on the inert wall initial 
conditions, see Ref. 2. Initial conditions for the sur- 
face site fractions H(s), 0(s), OH(s), and Pt(s) are 
determined by solving the full system of equations 
on a coarse grid without a flame. Initializing with 
other than the steady-state solution can lead to er- 
roneous physical results, such as fuel depletion ad- 
jacent to the wall or large perturbations in the flow 
field adjacent to the wall due to extremely high Ste- 
fan velocities. 

Boundary Conditions 

The wall temperature boundary condition is Tw 

= constant during one simulation in agreement with 
experimental evidence [5,18,19]. All other surface 
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boundary conditions depend on the reactivity of the 
surface and the (numerical) treatment of the gas- 
phase diffusion processes. 

Inert wall/no cross diffusion 
This boundary condition is the standard boundary 

condition in quenching simulations, whether in en- 
gine code or theoretical studies of this phenomena 
[3-5,20,21], The corresponding velocity boundary 
condition is simply uw = 0, and the species bound- 
ary condition is dY/dx = 0, i = 1,2, . . . , Ng, where 
N„ is the total number of gas-phase species and Yt 

the mass fractions. This boundary condition is only 
valid for wall temperatures between 300 and 400 K 
[2]. 

Inert wall/cross diffusion 
Again uw = 0; however, the driving force of spe- 

cies diffusion is no longer only the concentration gra- 
dient but also the temperature gradient that leads to 
the specification of species diffusion velocities. 
Those are defined as V, = 1/(X,W) 2L Wßy V X) 
- {DJ V T)/(pYtT), i = 1, . . . , Ng. Xi are the gas- 
phase mol fractions, W is the mean molecular 
weight, Dt, is the ordinary multicomponent diffusion 
coefficient matrix, and DJ is the thermal diffusion 
coefficients. For a nonreacting wall, the diffusion ve- 
locity has to be zero normal to the surface; i.e., 

VW/ = 0 (2) 

Reacting wall 
For heterogenous reactions, the gas-phase mass 

flux of each species to the surface is balanced by the 
creation or depletion rate st ofthat species by surface 
reactions; i.e., pY,-(Vj + u) = stWb (i = 1, . . ., Ng). 
This leads to an induced velocity, the so-called Ste- 
fan velocity, which occurs when there is a net mass 
flux between the gas and the surface: 

«w 
1 S 
Pl-l 

(3) 

Once the Stefan velocity is known, the diffusion ve- 
locity can be readily evaluated: 

V, Wi 
pYi 

«w (4) 

Diagnostics 

Special attention is focused on the wall heat flux 
and the flame structure during quenching. The wall 
heat flux as measured by a thin-film gauge [22] for 
a reactive surface is given by qw = Xw 8T/dx\w — 
2fii SiWjii, with hj the specific enthalpy of the tth 
species. For an inert wall, this reduces to qw = Aw 

= Xw dT/dx\w. Radiative heat transfer is neglected 

based on previous research [5,18,23]; qw is normal- 
ized using the laminar flame power to yield the non- 
dimensional wall heat flux: <t> = qw/(p cp S; AT), 
where p denotes the unburned gas density, cp its spe- 
cific heat at constant pressure, S; the laminar flame 
speed, and AT the temperature difference between 
the burned and the unburned gases. The maximum 
wall heat flux that occurs during flame-wall interac- 
tion will be denoted by 0Q. The flame position is 
tracked as the location of the maximum heat release 
in the flame x(tümilx). The corresponding distance be- 
tween the flame and the wall is normalized to yield 
a Peclet number: Pe = x(wmax)/Sf. The laminar flame 
thickness is defined as of = (dT/dx\max)/AT as in Ref. 
24. All times are normalized by the laminar flame 
time, which is given by tj = S;/<5y. Thus, T = t/tj and 
Tp denotes the time when the maximum wall heat 
flux 0Q is obtained and is referred to as the moment 
of quenching. 

Flame-Wall Interaction 

Gas-Phase Chemical Kinetic Results 

The influence of either an inert wall with cross- 
diffusion in the gas phase [Eq. (2)] or a reactive wall 
[Eq. (4)] on gas-phase chemistry in the near-wall re- 
gion is demonstrated. Mass fraction and net heat- 
release profiles per species at the moment of 
quenching are presented. The distance from the wall 
is nondimensionalized by the laminar flame thick- 
ness. The wall temperature is 600 K. For more in- 
formation on the inert wall calculations as well as the 
low wall temperature domain, see Ref. 1. 

Figure 1 compares species profiles for both 
boundary conditions. For Peclet numbers larger 
than 1.0, the influence of the boundary condition on 
the species mass fractions is negligible as it is for 
their net heat-release rates (Fig. 3). However, there 
are large differences adjacent to the wall. The re- 
active surface results in (1) much larger mass frac- 
tions of fuel and oxygen (same spatial extension but 
higher peak values with differences in the peak value 
of methane of a factor of 2) but much lower radical 
wall concentrations (this is the opposite situation as 
can be found, for example, in boundary layer or stag- 
nation point flow situations over reactive surfaces 
where the near-wall region is depleted of fuel but 
the radical concentrations are increased) and (2) 
higher near-wall concentrations of carbon monoxide 
but smaller concentrations of carbon dioxide and wa- 
ter. The behavior of the propane flame is the same 
as that of the methane flame in terms of the major 
product and radical profiles. However, the surface 
mechanism considered does not affect the inter- 
mediate hydrocarbons resulting in a peak of their 
mass fractions directly at the wall as well as a near- 
wall concentration that is of the same order as the 
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FIG. 1. Species mass fractions for a CH4/air flame at the 
moment of quenching. Upper graph: inert wall [Eq. (2)]. 
Lower graph: reactive wall [Eq. (4)]. 
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FIG. 2. Intermediate hydrocarbon mass fractions for a 
C3H8/air flame at the moment of quenching (reactive wall). 

FIG. 3. Species net heat-release rates for a CH4/air flame 
at the moment of quenching (comparison: inert-reactive 
wall). 

fuel (Fig. 2). Of particular importance is the large 
amount of acetylene, which is known as a major soot 
precursor. Large concentrations of intermediate hy- 
drocarbons with peak values at the wall were also 
reported by Kiehne et al. [25]. 

Free radicals and most intermediates are trapped 
between the decaying induction zone of the flame 
and the wall because their concentration gradients 
during quenching are directed toward the wall. The 
only remaining reaction paths are low-activation en- 
ergy recombination reactions or surface adsorption 
reactions. If the participation of the surface in the 
reaction channels of the gas-phase species is ex- 
cluded (either because of surface properties or be- 
cause of the boundary condition in the numerical 
simulations), reactions proceed through the highly 
exothermic recombination reactions. This results in 
large heat-release rates adjacent to the surface (Fig. 
3) that are primarily due to the water formation via 
the radical recombination reaction H + OH —> 
H20, the carbon dioxide formation via CO + OH 
—> C02 + H, and the recombination reaction of the 
methyl radical with the H radical to form methane. 
Those reactions are only possible because of the ac- 
cumulation of especially the free and highly reactive 
radicals H and OH in this region. Other but less 
exothermic recombination reactions involve O, H02> 

and H202. If the surface (at least a Pt surface) par- 
ticipates in the radical reaction channels, then radi- 
cal adsorption reactions dominate radical recombi- 
nation reactions, leading to a negligible near-wall 
concentration of free radicals and much smaller 
heat-release rates. This also explains why the reac- 
tive surface results in lower C02 and higher CO con- 
centrations adjacent to the wall. From Fig. 3 it 
becomes obvious that the boundary condition cho- 
sen not only influences the amount of heat released 
directly at the wall but also influences the shape, 
peaks, and distance from the wall of the heat-release 
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FIG. 4. Variation of the dimensional maximum wall heat 
flux with wall temperature for a stoichiometric methane/ 
air and propane/air flame. 

^■0.4 

FIG. 5. Variation of the dimensionless maximum wall 
heat flux with wall temperature for a stoichiometric meth- 
ane/air flame. 

profiles. The inert wall assumption results in profiles 
that are closer to the wall but with smaller peak val- 
ues due to the more intense burning because of the 
high exothermic recombination reactions. Still, al- 
though the surface chemistry reduces significantly 
the near-wall heat-release rates (and a Pt surface 
yields certainly a maximum effect in comparison to 
other surface materials), a quenching layer does not 
exist under the conditions investigated in this study. 
This is of particular importance for the modeling in 
internal combustion engines where this concept, 
that is, the assumption of the existence of a thin layer 
adjacent to the wall where no major chemical reac- 
tion and heat release takes place, is commonly used. 
Our results reveal that in contrast to the low wall- 
temperature region [1], such an assumption is never 
valid for higher wall temperatures. All heat-release 
rates peak within a distance close to the wall that is 
less than half a flame thickness. Peak values are de- 

creased only between 30 and 40% with respect to 
free flame values. 

Wall Heat Flux Variations 

Figure 4 shows the variation of the dimensional 
maximum wall heat flux with wall temperature and 
its dependency on gas-phase modeling assumptions 
and surface conditions. The methane-flame simula- 
tions indicate the existence of two temperature do- 
mains: a low- (300-400 K) and a high-temperature 
domain (>400 K). In the low-temperature region, 
all numerical results overlap and are within the ex- 
perimental uncertainty of the experiment (which 
used a Pt thin-film gauge [4]). This demonstrates 
that surface and cross-diffusional effects play only a 
minor role and thus, the species boundary condition 
can be modeled by a zero-concentration gradient 
condition. On the contrary, there is a large spread in 
the curves in the high wall-temperature region. The 
simulations neglecting cross-diffusion and surface 
chemistry predict the highest value of the peak wall 
heat flux and show the largest discrepancies with the 
experimental values. Accounting for cross-diffu- 
sional effects but keeping the inert wall condition 
reduces the wall heat flux over the whole high wall- 
temperature domain but still yields values that are 
much outside the experimental uncertainty. The re- 
duction in the maximum wall heat flux at the high 
end of the wall temperatures investigated (600 K) by 
taking cross-diffusion into account is 12%. The larg- 
est decrease in the numerical values is reached by 
considering surface chemistry. This contribution 
produces a larger decrease the higher the wall tem- 
perature, and this relationship results in an excellent 
agreement between the simulations and the experi- 
ment. The reduction in the maximum wall heat flux 
at 600 K is 18% in comparison to the calculations 
accounting for cross-diffusion, and 31% in compar- 
ison to the simulations without surface chemistry 
and cross-diffusion. The behavior of the propane- 
flame-wall interaction is, in principle, the same as 
for the methane flame with values for the maximum 
wall heat flux of the same order. However, the influ- 
ence of surface chemistry is already felt earlier. This 
pattern is not surprising considering the fact that a 
propane flame ignites at much lower temperatures 
than a methane flame over a Pt surface. 

The evolution of the maximum nondimensional 
wall heat flux during the quenching of a methane 
flame is presented in Fig. 5. The wall heat flux for 
all modeling conditions increases rapidly up to a 
maximum value and decays slowly after quenching. 
Despite this similarity, there are some important dif- 
ferences. The neglect of cross-diffusional effects and 
surface reactions yields higher peak wall heat fluxes 
and heat losses through the wall. This effect is clearly 
visible before quenching occurs and even afterward. 
In addition, it leads to a faster burning during the 
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interaction. Surface chemistry and cross-diffusion 
delay quenching. This effect was already observed 
in the heat-release profiles. <I>Q of the CH4 flame is 
almost constant (0.54) in the range of wall temper- 
atures between 300 and 500 K and increases up to 
0.60 at 600 K. <PQ of the C3H8 flame is somewhat 
lower with a value around 0.52 in the low wall-tem- 
perature region, which decreases slightly to 0.49 at 
600 K. 

Transport Effects 

Taking cross-diffusional effects (Soret and Du- 
four) as well as surface chemistry into account com- 
plicates strongly gas-phase modeling and the treat- 
ment of the wall boundary conditions. Especially 
with regard to engine codes, it is thus desirable to 
reduce the complexity of the physical problem to a 
level that is easier to handle. It turns out that the 
dominant effect is the Soret effect, even in the pres- 
ence of a reactive wall. This effect accounts for a 
species flux that is inversely proportional to the mo- 
lecular weight of the species and directly propor- 
tional to the temperature gradient in the flow field 
and is directed toward the hot gases. Because the 
maximum temperature gradient in the flow field is 
a factor of about 4 higher than in a free flame [2] 
during quenching, especially H radicals are removed 
from the near-wall region. This results in lower heat- 
release rates of the exothermic radical recombina- 
tion reactions adjacent to the wall even when surface 
chemistry is accounted for and, subsequently, in a 
lower wall heat flux. The Dufour effect is also im- 
portant for lighter-weight species. In contrast to the 
Soret effect, it accounts for an energy flux that is due 
to concentration gradients. Because those concen- 
tration gradients are decreased, its influence is even 
smaller during quenching than it is for a freely prop- 
agating flame. The Stefan velocity was found to have 
veiy small values. Thus, in a next step, we imposed 
numerically a zero Stefan velocity (but kept the sur- 
face reactions), i.e., Uw = 0. This did neither affect 
the wall heat flux nor the flame structure during 
quenching. We conclude that the influence of the 
Stefan velocity on flame-wall interaction is negli- 
gible. 

Surface Chemistry 

Figure 6 illustrates the time-dependent surface re- 
sponse to the quenching of the methane flame at a 
wall temperature of 600 K as predicted by our sur- 
face mechanism Table 1. Prior to flame-wall inter- 
action, the surface is dominated by adsorbed atomic 
oxygen [0(0) = 0.99] and consists of only a few free 
surface sites [©(P) = 10~2]. The high oxygen cov- 
erage results from the very rapid Oa dissociation re- 
action. Due to its relatively low adsorption energy, 
the hydrogen coverage is very low [0(H) = 10 ~10]. 

So is the hydroxyl coverage [©(OH) = 10"4].1 Sur- 
face reactions proceed very slowly, and the stationary 
state is controlled by the diffusion of gas-phase spe- 
cies to the surface. The surface starts to feel the ap- 
proaching flame at about ZQ — 0.2 via an increase 
in the H adsorption rates. H radicals diffuse farther 
in front of the flame due to their low weight. During 
the interaction, the hydroxyl and the atomic hydro- 
gen coverage increase continuously and reach their 
maximum value shortly after ZQ [©(OH) = 10~2, 
©(H) = 10-7]. The number of free surface sites 
decreases slightly up to the moment of quenching 
and increases continuously afterward. Oxygen cov- 
erage is seen to decrease throughout the interaction. 
During quenching, the interaction becomes con- 
trolled by radical adsorption kinetics. H radicals are 
quickly adsorbed on the surface and react readily 
with adsorbed oxygen atoms to form adsorbed hy- 
droxyl radicals. The maximum of the 0(s) consump- 
tion and the maximum of the OH(s) production both 
occur at ZQ, whereas the maxima of the adsorption 
reactions occur shortly afterward. During the inter- 
action, both water formation reactions compete ef- 
fectively for OH(s) with the hydroxyl recombination 
reaction dominating at the moment of quenching. 
The maximum water formation occurs at ZQ + 0.2. 
At this time, the gas phase is almost completely de- 
pleted of radicals, and surface production rates are 
decaying. The surface thus delays the exothermic 
water formation via the radical recombination of H 
and OH to times larger than ZQ. This indicates that 
a simplified global recombination step would prob- 
ably overpredict the wall heat flux since such a model 
predicts the maximum in the water production at ZQ 

and not afterward. 
If a Langmuir adsorption concept is assumed for 

all adsorption reactions, the surface mechanism is 
not capable any longer to remove sufficiently free 
radicals from the gas phase. This results in large rad- 
ical recombination reactions (H, OH) adjacent to the 
wall and a wall heat flux, <PQ, of 0.64 (instead of 
0.60). The breakdown of this concept is not surpris- 
ing since it is, strictly speaking, only valid in the low 
coverage domain. In the case of high surface cov- 
erage, adsorption reactions for hydrogen (as well as 
CO) on Pt surfaces are known to be coverage inde- 
pendent [12]. Their adsorption proceeds through a 
mobile precursor rather than an inmobile surface 
state. Due to the high mobility of H and OH, it 

1The associative desorption of H2 and 02 was originally 
included in the surface mechanism. Because it does not 
influence our obtained results but requires a much smaller 
time step in the calculations, they were omitted in Table 
1. The same is true for HaO adsorption. CO adsorption was 
not considered since its rates are very small at 600 K and 
its further dissociation becomes only relevant for temper- 
atures larger than 800 K. 
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FIG. 6. Upper graph: surface coverage for the surface 
radical mechanism. Lower graph: surface reaction rates. 

seems reasonable to assume that these radicals are 
adsorbed as well via a precursor state in which they 
can diffuse rapidly over large distances to find a free 
site. However, this is not true for O, H02, and H202. 
Although the oxygen atom is quite mobile, it faces 
an increasing energy barrier for adsorption due to 
repulsive forces by already adsorbed O atoms. H02 

and H202 are not only much less mobile but they 
require as well the availability of two free neighbor- 
ing adsorption sites, which is not likely for high sur- 
face coverages. 

Finally, we considered a reduction of the surface 
mechanism from Table 1: First, the hydrogen/oxy- 
gen adsorption reactions were neglected. This af- 
fected neither the wall heat flux nor gas-phase spe- 
cies distributions during the interaction but shifted 
the surface from high to low surface coverage [<9(Pt) 
= 0.51]. Second, additional neglect of the adsorp- 
tion of H02 and H202 did not further change the 
surface coverage and left as well the wall heat flux 
unaffected. However, their concentrations and net 
production rates adjacent to the wall become much 

higher than in the free flame. This suggests that for 
the conditions under which the simulations were 
performed, their influence on the quenching process 
is negligible, but a possible influence at higher pres- 
sures can not be excluded. Third, considering only 
H adsorption reduces significantly the wall heat flux 
in comparison to the inert wall calculations but re- 
sults in a higher value as well as in a phase error in 
comparison with the complete surface mechanism 
(Fig. 6). 

Conclusions 

We presented the results of numerical simulations 
in combination with detailed reaction mechanisms 
for the head-on quenching of stoichometric meth- 
ane- and propane-air flames at atmospheric pressure 
for 300 K < Tw < 600 K with a focus on the high- 
wall-temperature domain. It is found that in this do- 
main, transport and surface chemistry effects have a 
considerable influence on the near-wall flame struc- 
ture and, in particular, decrease the peak wall heat 
fluxes. Hence, wall heat flux measurements using 
thin-film gauges have to be evaluated extremely 
carefully when the film material does not match the 
normal wall material, as is typically the case. Nu- 
merical simulations have to describe correctly the 
process of diffusion, adsorption, and surface recom- 
bination of especially the free radicals H and OH. 
Since the interaction takes place in the high-surface- 
coverage region, the Langmuir adsorption concept 
breaks down. A precursor state model for at least H 
and OH has to be considered. The situation might 
be more complicated for higher hydrocarbons as in- 
dicated by the peaks of the intermediate hydrocar- 
bons adjacent to the wall for the propane-flame wall 
ineraction. 
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COMMENTS 

Dr. R. Maly, Daimler-Benz AG, Germany. It appears to 
me that the modeling is systematically overpredicting the 
wall heat flux if compared to the experimental data for tem- 
peratures above 500 K, do you have an explanation for 
possible reasons? 

Author's Reply. Please, note that (1) the numerical re- 
sults are in general higher than the experimental results 
due to the absence of heat losses. (2) Since there are no 
experimental data for Tw > 523 K no conclusion can be 
drawn regarding the tendency of the experimental wall 
heat flux for higher wall temperatures. In addition, since 
the influence of surface chemistry was unknown to the ex- 
perimentalist the experimental uncertainty at high Tw 

should be actually higher than the quoted 11%. 

Ofodike A. Ezekoye, University of Texas-Austin, USA. 
Our most recent computational work on flame quenching 
shows that in the low wall temperature range (Tw < 
373 K, P = 1 ATM) water film condensation has a notable 
effect (i.e., approximately 10%) on the magnitude of the 
wall heat flux. For complex chemistry simulations, I antic- 
ipate that the depletion of vapor H20 will also affect the 
overall quenching dynamics. Do you include water phase 
change in your present computations and what effect do 

you think it would have on your predicted quenching re- 
sults? 

Author's Reply. Water phase changes were included in 
the complex chemistry calculations. 

C. Morley, Shell Research and Technology, UK. Your 
mechanism does not appear to include CH302 which could 
become an important radical at the low temperatures 
(<800 K) near the wall. The rate of radical removal in this 
region by radical-radical reactions could be affected by its 
inclusion. 

Author's Reply. We looked at the effects of various rad- 
icals which become important at low temperatures. Those 
included not only CH302 but also H02 or H202. Although 
their reaction rates are much larger adjacent to the wall 
during quenching than they are for a free flame, they are 
not the dominant radicals. 

For a more detailed discussion of how some species in- 
fluence the quenching process one may wish to consult: P. 
Popp and M. Baum, "An Analysis of Heat Transfer, Reac- 
tion, and Pollutant Formation Mechanisms during Flame 
Wall Interaction," Combust. Flame, 1996. 
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ID SIMULATION OF A SPARK DISCHARGE IN AIR 
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The development and radial expansion of a spark is simulated using a finite element method. The 
calculations start from a weakly conducting channel as left by the passage of a streamer. Plasma heating 
during breakdown is provided by an L-C combination resembling the equivalent circuit of the sparkplug. 
Once the effective current provided by this circuit drops below a certain level, a current source with a 
linearly decreasing current with time was used to model the subsequent arc or glow phases. The simulations 
cover a time range from nanoseconds up to 10 /is, when the axial symmetry of the channel is broken by 
2-D effects such as reverse gas flow along the electrodes. 

It is shown that equivalent plasma kernels can be produced by assuming initial conditions where the 
breakdown energy is deposited within a very small cylindrical volume of ambient mass density. This also 
causes the emission of a strong shock which is indispensable for the achievement of the same shape of the 
kernel. 

Calculations for ambient pressure and temperature as well as for 5 bar/550 K were conducted. The 
influence of the breakdown energy, the radiation, and the current delivered by the current source on the 
fully evolved spark channel is discussed. It is suggested how to use the calculated thermodynamic properties 
of the plasma kernel as initial conditions for flame-kernel calculations using a chemical reaction scheme. 

The fluid-mechanical Euler equations, including thermal conductivity, radiation losses, and Joule heat- 
ing, are implemented using a Taylor-Galerkin formalism. The electric field is calculated using a time- 
independent potential formulation. This is implemented in the frame of the finite element program Flux 
Expert (Flux Expert is a registered trademark of DT2i). 

Introduction 

The generation of technical sparks for the ignition 
of combustible mixtures in internal combustion en- 
gines is still a subject of current research and devel- 
opment. The aim is to develop systems of high re- 
liability in a wide range of engine conditions with 
respect to lean combustion, enhanced electrical ef- 
ficiency, and operating time of the spark plug. As the 
requirements for each of these points are mutually 
exclusive in some respect, a high level of understand- 
ing of the governing physical mechanisms is neces- 
sary for system optimization. 

Extensive experimental work was done to reveal 
basic relationships between the energy input during 
the traditionally defined spark phases (breakdown, 
arc, and glow phase), the efficiency of energy trans- 
fer to the plasma, and their influence on flame-ker- 
nel development. A summary of this work can be 
found in Refs. 1 and 2. The major experimental tool 
was a space-resolved analysis of ion spectra yielding 
electron densities and electron and gas tempera- 
tures. From these data, radial mass density and pres- 
sure profiles were inferred. While this method works 
well for temperatures T > 15,000 K [3], lower tem- 
peratures T < 10,000 K can be detected using mo- 

lecular spectra with much lower radiation densities. 
These spectra cannot be evaluated in the vicinity of 
intense ion radiation, and therefore, radial data of 
the plasma channel including the formation of a 
shock front at its perimeter are not available. The 
radius of the plasma channel and the position of the 
shock front were detected by Schlieren photography 
and interferometric techniques. The pressure within 
the plasma region was then estimated using the Ran- 
kine-Hugoniot relations for shock waves [3] and, 
more accurately, relations derived from the self- 
similar propagation of strong shocks [4,5]. 

A diagnostic hole exists between 100 ns and 1-5 
/is where intermediate temperatures are predomi- 
nant. This time range, however, is often used for 
setting initial conditions for calculations including 
energy release by exothermal chemical reactions 
leading to flame-kernel development and propaga- 
tion [6-9], 

The calculations presented in this paper provide a 
complete overview of the temporal and spatial evo- 
lution of a plasma channel created by a spark dis- 
charge and successive plasma heating (arc or glow 
phase). The time range covered starts after stream- 
ers have created a weakly conducting area prior to 
gas breakdown. The one-dimensional description of 
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FIG. 1. Equivalent circuit of a spark plug. The stray ca- 
pacitance and inductance of the spark plug are lumped into 
C and L. The current source provides plasma heating dur- 
ing the quasi-stationary discharge phase. The shaded area 
represents the plasma region. 

the spark is valid up to 10-15 [is when heat conduc- 
tion into the electrodes becomes important and the 
recirculation phase [10] starts to conduct cold gas 
along the electrodes into the plasma. At the same 
time, exothermal energy release by chemical reac- 
tions contributes significantly to the total energy dis- 
sipated within the plasma region, and the observed 
plasma radii in air and combustible mixtures begin 
to diverge [11]. 

Based on these calculations, four fluid-dynamical 
phases for the formation of a plasma channel will be 
defined. These phases characterize the evolution of 
the plasma column during the creation of a spark 
and its transition into a quasi-stationary discharge 
that is characteristic for technical ignition sparks. 

A simplified method for creating initial conditions 
is presented. It allows the omission of an external 
circuitry for driving the gas breakdown. However, 
the emission of a strong shock from the initial chan- 
nel is indispensable for the creation of an equivalent 
flow field and an equivalent distribution of the state 
variables. 

Models 

Streamer and Breakdown 

After a threshold of local electrical field strength 
is reached, charge carrier multiplication by the 
Townsend mechanism and the subsequent forma- 
tion of streamer heads take place. The result of the 
passage of a streamer is a weakly conducting channel 
that sets initial conditions for the simulation of the 
spark. The simulation of the streamer itself is com- 
putationally expensive because kinetic models [12- 
14] have to be used. The transferred charge and en- 
ergy during this first 3-5 ns of a spark is negligible 
compared to the total charge and energy stored in 
the electrode capacitance. The maximum electron 
density is taken from experiments [15] and simula- 
tions [12] to be ne = 2 X 1020 nr3, and the radial 
distribution is approximated by a Gaussian profile 
with a = 20 /an. Together with an electron mobility 

b = 0.06 m2/Vs, the radial electric conductivity is K 

= bneq. 
Joule heating is assumed to be the dominant mode 

of energy transfer between electrons and gas. This 
assumption is valid if the electron temperature cor- 
responds to the gas temperature. Because of the 
high pressure and the high degree of ionization 
within the channel, thermalization occurs within the 
first 10 ns after spark onset [3]. 

External Circuit 

The electric energy deposited into the gas during 
breakdown is originally stored in the stray capaci- 
tance of the electrodes that is part of the lumped 
equivalent circuit of a spark plug (Fig. 1). The chan- 
nel resistance drops to 1-10 fi/mm during break- 
down. Later, plasma heating is driven by the induc- 
tion coil with a typical secondary main inductance Ls 

of 40 H. The coil drives a current iL which depends 
only on its stored magnetic energy iL = (2EL/Ls)

m. 
The current during the quasi-stationary discharge 
can therefore be approximated by a time-dependent 
current source with a linearly decreasing current. 
Cable and coil capacities that could provide a cur- 
rent contribution of an intermediate time scale are 
usually minimized or avoided by mounting the coil 
directly on the spark connector, and are therefore 
not considered. 

Fluid Mechanics 

The cylinder symmetric flow during breakdown is 
described by the inviscid fluid-mechanical Euler 
equations. Heat conductivity in the radial direction 
is also implemented and was seen to have an effect 
on the axial temperature after about 1 /is. Heat 
source terms are provided by Joule heating depend- 
ing on the local electrical field strength and conduc- 
tivity qj = K\E\

2
. Radiation loss qra^ from the opti- 

cally thin channel was implemented using Kramer's 
semiclassical approximation [16] for continuum-ra- 
diated power by free-free and free-bound transi- 
tions. 

Thermodynamic and Transport Data 

In the temperature range below 25,000 K, poly- 
nomial fits of thermodynamic properties by Weil- 
muenster [17] and tabulated transport data (thermal 
and electric conductivity) by Yos [16] were used. 

To cover an extended temperature range T «* 
50,000 K and pressure range p » 300 bar, our cal- 
culations were performed under the assumption of 
a mixture of perfect gases (N2, 02, NO, e~, N, O, 
N + , 0 + , NO + , N2+, 02 + , N3+, 03+) in thermody- 
namic equilibrium. The thermodynamic data is de- 
rived from the knowledge of the plasma composition 
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and the thermodynamic properties of its constitu- 
ents [18]. 

The calculation of the electric conductivity is 
based on Spitzers theory of fully ionized gases [19] 
using the above determined plasma composition. 
The results were fitted for smooth continuation to 
the low-temperature values. The coefficient of ther- 
mal conductivity is calculated from the coefficient of 
electrical conductivity using the generalized Wie- 
demann-Franz law [20], 

Model Equations 

Fluid Mechanics 

For the description of a traveling pressure wave, 
the use of the inviscid Euler equations is sufficient. 
However, the hot plasma channel that is left behind 
after the emission of the shock wave requires the 
inclusion of a heat diffusion term due to the steep 
temperature gradients encountered. 

The general time-dependent differential equation 
[21] at time n is 

with 

A = SF/dU and S = dQ/dU 

Artificial Diffusion 

Artificial diffusion is added for each dependent 
variable to suppress spurious oscillations. The dif- 
fusion must only have an effect in the vicinity of the 
shock front and vanishes in smooth regions [21]. The 
artificial diffusion is a balancing diffusion as it bal- 
ances the negative diffusion inherent to the Galerkin 
treatment [22]. 

The driving force of dominating convective trans- 
port is the pressure gradient. Because of this, we 
implemented the method of MacCormack and Bald- 
win [23] which uses the second derivative of the 
pressure variable. The artificial diffusivity is 

k = Cji3 d2^ 
(4) 

where h is the typical element dimension in the di- 
rection of the derivative and Ca a coefficient of ap- 
propriate dimensionality. It is highly localized near 
the shockfront. 

au 
dt. 

[div F + div G + Q]n        (1)     Electric Field 

where 17 = {p, m, ;,}'. The vector of the main vari- 
able is constituted of the conservation variables mass 
density, momentum, and total internal energy den- 
sity. F = [pu, mu, (if + p)uY stands for convective, 
and G = [0, 0, -1 grad T}' for diffusive flux quan- 
tities, M being the velocity and X the thermal con- 
ductivity. Source terms are designated Q = (0, grad 
p, — a, + <7rad!*- The expansion of U by a Taylor 
series in time, retaining terms of second order gives 

17" 
dU 

V + At — 
dt 

+ o(At3) 

At2 d2U 

2   dt2 

(2) 

where a £ [0,1]. As a formal approximation in time, 
we have the freedom of splitting the second-order 
time derivative into two parts and then treating one 
part implicit in time and the remaining part explic- 
itly. 

Having already discretized in time, only partial de- 
rivatives in respect to space are permitted further 
on. Therefore, the terms dU/dt are recursively re- 
placed using equation 1. Second-order accuracy is 
needed only for convective terms F; therefore, G_ is 
omitted from second-order terms and evaluated at 
n + a using the same arguments as above. The final 
equation is 

V" V" - A([divF + Q]" + [divG]" + 

(At2/2) {div [(div F + Q) A] S(divF + Q)}"+" 

(3) 

Assuming a symmetrical arrangement of the elec- 
trode, the considered fluid region is in the plane of 
symmetry. The only nonzero components of the 
electric field vector E are in the axial direction. The 
fluid region can then be considered to be placed be- 
tween two equipotential planes. 

This simplified method requires the knowledge of 
the potential difference Ag> between the electrodes. 
By integrating K{r) along the radius, the resistance 
jRpi of the plasma is known. A<p is obtained from sim- 
ulating the equivalent circuit (Fig. 1) simultaneously, 
using the calculated R„\ from the last solution of the 
fluid-mechanical problem. For later times, when the 
current source plays the major role, the LC circuit 
is omitted because its time constant is now short 
compared to the permissible time steps of the fluid- 
mechanical problem. The current is now driven by 
setting up a control loop with PI characteristics. 

The voltage drop across the anode and cathode 
sheaths is of minor interest because during break- 
down the voltage drop is small compared to the 
breakdown voltage. During the quasi-stationary dis- 
charge, the fall region can be considered as a voltage 
source (with zero resistance) inserted between the 
equipotential planes and the current source. It con- 
sumes electrical power that can be thought of as be- 
ing directly transferred to the electrodes [24] and 
does not influence the plasma column. 

Results 

The most important parameters in these calcula- 
tions are the energy deposited during breakdown 
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FIG. 2. Dissipated electric power in the spark channel 
for different breakdown energies and heating currents. 

0.01 0.10 1.00 
radius [mm] 

10.00 

FIG. 3. Thermodynamic properties, p, p, and T for a 
breakdown energy of 2 J/m at 5 bar/550 K. The points in 
time correspond to the beginning of self-similar propaga- 
tion phase II (10 ns), the beginning of the emission of the 
shock wave (200 ns), the maximum under pressure (1 fis) 
both phase III and to phase IV with an independent trav- 
eling pressure wave (10 /is). For the definition of the 
phases, refer to Fig. 7. 

and the subsequent current for plasma heating. Two 
ambient conditions were considered: 1 bar/273 K 
and 5 bar/550 K. We use the following convention 
to denote the different numerical experiments: the 
first number is the energy deposited during break- 
down in millijoules per meter, the second is the max- 
imum current of the current source in milliamps. 
(Energy and power are given in units per length, 
taking into account the cylinder symmetry of the 
plasma.) The breakdown energies 275 mj/m and 550 
mj/m are deposited at 1 bar using a capacitance of 
5 pF and 10 pF, respectively, at 10,490 V breakdown 
voltage and a spark gap of 1 mm. Energy of 1 J/m 
and 2 J/m was deposited at 5 bar using a breakdown 
voltage of 20,000 V with the same 5 pF and 10 pF, 
respectively. The current source used in these sim- 
ulations was 80 mA, ending at 1 ms to model a tran- 
sistorized ignition system (TCI) with its quasi-sta- 
tionary glow phase, and 300 mA decreasing within 
250 ßs to zero which provides the extended arc 
phase of a capacitor discharge ignition system (CDI). 
Additionally, the letter K might be appended indi- 
cating that the energy was not deposited during a 
breakdown process, but that as initial condition of 
the calculations, an isothermal channel of ambient 
mass density existed where the breakdown energy 
was deposited homogeneously. 

In Fig. 2, the dissipated electrical power during 
the plasma heating is shown. Fig. 3 shows the tem- 
poral evolution of the important fluid mechanical 
variables, p, p, and T. The points in time were cho- 
sen to demonstrate the transition between different 
spark phases, as will be defined in the discussion 
section. 

In the context of combustion, the behavior of the 
plasma channel itself is important. We defined the 
plasma channel to be a cylindrical volume limited by 
an isothermal surface. The isotherm was chosen to 
be 1,000 K. This value is somewhat arbitrary, but it 
is supposed that cracking processes of hydrocarbon 
fuels in combustible mixtures will start at that tem- 
perature. Mass trapped within the hot cylinder will 
contribute its stored chemical potential energy to the 
formation of a flame kernel at later times. It is 
pointed out that a change of the isotherm does not 
principally change the behavior of the channel. 

The radial expansion of the plasma channel is 
shown in Fig. 4. The straight line in this log/log plot 
gives the slope of the time law for self similar ex- 
pansion of a cylindrical shock: r ~ t1/2. The expan- 
sion rates for all considered breakdown energies fi- 
nally deviate from this slope when a pressure wave 
begins to separate from the channel. While the ra- 
dius of the plasma channel stays almost constant, the 
mass of the channel decreases drastically (Fig. 5). 

An important point in discussions was always the 
efficiency of different phases of a spark discharge 
[1]. For this purpose, the increase in thermal energy 
of the mass contained within the channel, its kinetic 
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FIG. 4. Time-dependent radii of the spark channel. The 
channels of the weaker discharges grow faster after the 
beginning separation of the shock front because of a 
weaker reverse flow. The slope of the straight line is parallel 
to the expansion law for self-similar propagation. 
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FlG. 5. Temporal development of the mass confined 
within the spark channel. 
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FIG. 6. Partition of the electrical energy input Ee\ into 
thermal energy Eti, and kinetic energy E^,, within a plasma 
channel for. a breakdown energy of 2 J/m at 5 bar/550 K. 
The total energy radiated is ErK\. 

3  0.1 

III IV 
• t 

* j/ ^4 5 

"v 

I 
/v3 

2000.80 

1 
2 r - sqrt(t) 

0.001 0.01 0.1 
time [us] 

10 

FIG. 7. Phases of spark channel development demon- 
strated for the radial expansion of an isothermal surface of 
1000 K. The roman numbers indicate the phases: I, break- 
down; II, expansion; III, shock emission; and IV, diffusion. 
The arabic numbers indicate changes of the dominant flow 
characteristics and are referred to in the text. 

energy, and the total radiated energy are presented 
in Fig. 6. The kinetic energy disappears from within 
the channel once the shock wave has separated. It is 
now carried away by a weak shock transforming into 
an acoustic wave. The increase in entropy within this 
kind of pressure waves is small [25] and, therefore, 
the kinetic energy is carried far away into the sur- 
rounding medium. 

Discussion 

10.00     Spark Phases 

With the knowledge of all fluid-mechanical vari- 
ables in space and time, it is possible to define four 
distinct phases of spark channel formation and evo- 
lution. These phases are determined by the type of 
flow and are relevant for the deposition of thermal 
energy into the plasma. The change of flow type is 
best demonstrated by a log/log plot of the radial ex- 
pansion of the plasma channel as already defined. 

During phase I, the breakdown of the gas takes 
place. Up to point 1 in Fig. 7, heating occurs within 
the wide conductive channel produced by the hot 
electrons of the streamer. With rising gas tempera- 
tures, thermal electrons are produced that increase 
the conductivity. Because of the Gaussian profile of 
the initial conductivity distribution, this will occur 
first on the axis. The dissipated power Pe] is propor- 
tional to the conductivity K for E(r) = const. There- 
fore, the plasma core is heated faster than the outer 
regions; the current contracts on the axis. The radial 
expansion of the isotherm 1000 K is stagnating while 
peak temperatures in excess of 50,000 K and pres- 
sures higher than 1000 bar occur. During this stage 
between points 1 and 2, which lasts 3-4 ns, about 
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FIG. 8. Temporal development of the thermal energy 
contained within the plasma channel. The upper part of 
the split curves starting at 5 //s belong to the 300-mA cur- 
rent heating (instead of 80 mA). 

95% of the breakdown energy is deposited within 
the channel. 

During expansion phase II, a shock front is created 
and, starting after 10-15 ns at point 3, self-similar 
shock propagation is observed. In the case of cylin- 
der symmetry, theory [4] predicts an increase in ra- 
dius r ~ tm. This law of motion is valid for strong 
shocks, that is, the ambient pressure is negligible in 
the Rankine-Hugoniot relations. The channel resis- 
tivity reaches a minimum that is lower at higher 
breakdown energies. The resistivity reached during 
this phase will influence the heating rate in conjunc- 
tion with the current source until late into phase IV 
(Fig. 2). 

With the departure from self-similar propagation, 
the shock front separates from the channel (point 4). 
During phase III, an independently travelling pres- 
sure wave is formed. About 2/3 of the total mass 
(Fig. 5) and almost one-half of the channel's thermal 
energy (Fig. 8) is carried away by the wave. In its 
wake, the axial pressure decreases to about 15% be- 
low ambient. At 1 JUS, a reverse flow starts that com- 
pensates the axial underpressure. Convective trans- 
port still dominates heat diffusion, so that the 
expansion speed of channel radius stagnates or is 
even reversed. 

Phase IV is diffusion dominated. The pressure 
within the channel has reached ambient pressure 
again. The temperature profile flattens out due to 
thermal conduction. Heat is generated in the central 
filament with a radius of about 150 /im. This phase 
starts at 4-5 fis. 

Influence of Initial Conditions 

The simulation of the breakdown phase is com- 
putationally expensive because small time steps {At 
*2X 10~12s) are required. Alternative initial con- 
ditions were set by a homogeneous energy distri- 

bution within a finite radius and, importantly, of am- 
bient mass density. The radius was chosen to be the 
luminous radius at 20 ns, when most of the break- 
down energy is already deposited. The luminous ra- 
dius is about half the shock radius observed at that 
time. Typical radii are 40-60 /im. If the radius is set 
too large, the shock front will not propagate in a self- 
similar mode. The depletion wave that is reflected 
at the axis will not be able to catch up with the shock 
front, and secondary fronts are observed. While the 
total energy content of the channels (Fig. 8) and the 
total masses (Fig. 5) are equivalent after 30 ns, the 
axial pressures coincide after 200 ns, and the tem- 
perature profiles become comparable after the final 
part of phase III. 

Influence of Radiation 

Energy loss due to radiation is generally very 
small: 0.4-8% of the breakdown energy is lost for 
the 1 bar calculations, 1.2-2.4% for the 5 bar cal- 
culations with higher breakdown energies. In gen- 
eral, higher breakdown energies will cause higher 
radiation losses. Radiation is roughly proportional to 
p2 for temperatures higher than 25,000 K. 

Efficiency 

The efficiency t] of the energy deposition into the 
gas might be defined as the additional thermal en- 
ergy carried by the mass within a cylinder defined 
by an isothermal surface relative to the energy stored 
in the capacitor prior to breakdown. Because of the 
influence of the emitted shock wave, r\ has to be 
determined at the end of phase III, that is, roughly 
after 4 /is. Efficiencies in the range of 40-55% were 
found, depending on the ambient pressure and the 
isothermal temperature of the cylinder surface cho- 
sen. Only a weak dependence on the breakdown en- 
ergy itself is observed. Efficiencies measured by ca- 
lorimetric methodes [26] are higher, ranging from 
60 to 72%. 

During phase IV, Joule heating (Fig. 8) exceeding 
5000 W/m is necessary to balance energy loss from 
the channel due to heat diffusion. Larger currents 
cause the plasma core to cool down slower so that 
the channel resistance stays lower. Because less 
Joule heating takes place under constant current 
conditions, the difference in heating rates is less than 
expected from the quotient of the applied currents 
(Fig. 2). This is important when considering the sys- 
tem efficiency where the energy loss to the elec- 
trodes is proportional to the current. 

Conclusions 

Four basic phases of the spark channel develop- 
ment can be identified: breakdown, shock-deter- 
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mined expansion, emission of a shock wave, and, af- 
ter roughly 4-5 /us, the diffusion-dominated phase. 
Energy transfer takes place primarily during the 
breakdown phase and later again with the beginning 
of the diffusion phase, when the axial temperatures 
and therefore the conductivity is sufficiently low. 

Because the formation of the final temperature 
profile does not strongly depend on the time func- 
tion of energy deposition into the plasma, a cylin- 
drical channel with homogeneous energy distribu- 
tion at ambient mass density might be chosen as the 
initial condition. The pressure within this cylinder 
must be sufficiently high (300 bar) to create a strong 
shock and provide a phase of self-similar propaga- 
tion. 

The increase of thermal energy in the plasma 
channel is 40-55% of the electrical energy provided 
during breakdown. The influence of radiation loss 
rises with the breakdown energy deposited. For 
these calculations with a maximum breakdown en- 
ergy of«2 J/m, the radiation loss was r]rM\ = 2.4%. 
Radiation losses reduce the total efficiency by ap- 
proximately 7/rad/2. 
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they can study the effect of various operational parameters, 
such as the energy deposition law, on the ignition success. 
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Their simplified model which is based on ID analysis, while 
ignoring initial flow field at the spark gap and fuel burning 
chemistry, yields a simple and practical model. However 
the effect of these assumptions on their conclusions should 
carefully be evaluated. For example: 

1. At t = 0.1 fis, the radius of the spark channel is in the 
order of 0.3 mm (Fig. 4). For an electrode gap of 1 mm, 
the distance between the spark center and the electrode 
is 0.5 mm. It is therefore expected that heat losses to 
the electrodes at this time are not less important than 
heat losses due to thermal conductivity to the surround- 
ing. 

2. Rigorous calculations (using Chapman and Cowling, 
and Spitzer and Harm models) [1,2] showed that during 
breakdown the channel resistance is in the order of 0.1 
fi/mm (Fig. 4 in [1]) while the authors used a value of 
1-10 Si/mm. If a lower value is used, a higher current is 
resulted and energy dissipation at the electrodes sur- 
faces becomes very significant. Theoretical analysis (Fig. 
19 in [1]) with a 2D model showed that these losses 
become comparable (if not higher) to the amount of the 
introduced energy. 

3. Could the authors estimate which part of the energy 
difference between Einpllt and Elllermai (Fig. 6) is lost to 
the electrodes, conducted to the surrounding and con- 
verted away by the expansion (shock) wave. 

4. How would the conclusions, as concerned with the en- 
ergy deposition law, be affected if the heat release by 
fuel burning is not neglected? 

5. It could be very beneficial if the authors would evaluate 
the relative importance of the energy deposition law to 
the cyclic variability, as compared to the effect of the 
arbitrary velocity vector (due to turbulence effects) at 
the spark gap during spark onset. 

flow fields play a negligible role until mid-phase III. For 
later times ambient flow fields can be accounted for only 
by using full 3D calculations. 

■ After 50-100 ns the electrode sheaths for a typical glow 
discharge will be fully established [1]. The energy dissi- 
pated within the sheath and presheath region is required 
to produce the charge carriers to sustain the discharge 
and also keep up the temperature gradient between the 
electrodes and the plasma. The plasma column is there- 
fore thermally decoupled from the electrodes. 

• The experimentally determined energy loss to the elec- 
trodes is 5% for the breakdown and up to 70% for the 
glow discharge (Ref. 1 in paper). The efficiencies given 
here are based only on the power dissipated within the 
plasma. Electrode effects are not included in the ID cal- 
culation. 
The channel resistance of 0.1 fi/mm referred to in ques- 

tion 2 is lower than reported in this paper because of the 
initial conditions chosen. In the cited papers the initial ra- 
dius of the conducting cross section is 120 /im at T = 
35000 K. The maximum extension of the 10000 K isotherm 
(to have comparable situations) that occurred during our 
calculations was 60 jum at peak temperatures of 20000 K. 

Chemical heat release (question 4) at the periphery of 
the channel will reduce axial heat flux. Higher axial tem- 
peratures with a lower channel resistance and hence a 
lower Joule heating rate results. 
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Author's Reply. Questions 1, 3, and 5 essentially pertain 
to the question about the validity of the ID approach con- 
cerning ambient flow fields and axial heat conduction: 

• The radial expansion of the channel is due only to con- 
vection. Gas velocities at .1 fis are still in access of 500 
m/s. Radial thermal conduction as well as initial ambient 

Rudolf R. Maly, Daimler-Benz AG, Germany. Did you 
compare your results to experimental data and what were 
the results? 

Author's Reply. We compare the calculations to mea- 
surements done by Maly et al. (Ref. 1 in paper). This was 
a discharge with a breakdown energy of .275 I/m and a gap 
of 2.3 mm between pointed (Rogowsky-shaped) electrodes. 

The agreement of the measured and calculated shock- 
diameter is excellent, the time of the beginning separation 
of the shock from the plasma channel is well reproduced. 
The agreement for the further development of the plasma 
radius is good up to 7 fis. Then there is a deviation from 
the measurements. This is mainly due to the unusual elec- 
trode shape and gap length. Beginning 2D flow in the axial 
direction along the electrodes break the ID assumptions 
made. 
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A unique feature of reciprocating combustion in porous media is the system's capability to sustain 
combustion of extremely dilute fuel gases and to maintain steep temperature gradients in the inlet and 
outlet area of the porous media. However, for porous media with a high thermal conductivity, which are 
considered for application in thermoelectric conversion, the temperature gradients decrease; without a 
steep temperature gradient, reaction occurs in a wide region of the porous medium and it becomes difficult 
to establish a stable flame position. To counter this problem, a new arrangement of the porous media with 
a center space is proposed that stabilizes flame position for a wide operating range. Additionally, the new 
system largely extends the flammable range and reduces the specific energy input needed to sustain com- 
bustion. Overall, the effectiveness to generate a temperature difference in porous media with high thermal 
conductivity could be improved by the new system. 

Besides flame stabilization, an additional interesting feature of introducing a center space is the possi- 
bility of fuel injection into it, which leads to increased maximum temperatures (i.e., to a heat release at a 
higher energy level). This presents a great advantage over conventional reciprocating combustion in porous 
media where the maximum temperature is limited by the temperature of self-ignition for the premixed 
combustible gases. 

Introduction As a new application of RCPM, beyond mere com- 
n . , . . j bustion of waste gases to reduce their negative im- 

Based on practical experience, a sophisticated su- Qn ^ environment; the combination 0f RCPM 
peradiabatic combustion system was recently intro- ^ direct thermoelectric power generation was 
ducedbySwedishengineersusingreciprocatingflow ted For lligh-efficiency thermoelectric con- 
in porous media [1], Reciprocating combustion m J* high-temperature differences and gradients 
porous media (hereafter referred to as RCPM) ^ tQ bef ated ^ a minimum heat input, 
works by introducing premixed combustible gas a - ^ cm be

6
realized for us media consistmg 0f 

ternately from both sides of a porous medium with thermoelectric materials [5_7]. To ovide the driv. 
a periodic change of flow direction. As a result, typ- ternperature differences for the thermoelectric 
ically trapezoidal temperature profiles with maxi- JmeJon^ the previously mentioned temperature 
mum temperatures high enough to sustain combus- distribution ^ st temperatUre gradients in the 
tion are formed inside the porous medium, while the ^ ^ ^^ * dem0nstrated in the original 
entrance gas is kept at ambient conditions. Early R ^ ^^ Howeverj presently available po- 
studies concentrated on the theoretical understand- ^ thermoelectric materialS) especially metallic po- 
ing and description of RCPM and on the flammable ^ ^^ ^ arg feasible for ^ ^ haye 

limit for extreme y dilute fuel gases, which is a fa- ^^ Qrders ^ , ^^ conductivity than the 

vorable feature for example, to mitigate pollutant materials consid|red in evious studies on RCPM 

emissions into the atmosphere L2-4J. [2^ and ^ m& knowiedge on possible temper- 

ature profiles is available. Even so, high-conductivity 
"Formerly at Department of Mechanical Engineering materials are favorable to increase the power den- 

and Science, Tokyo Institute of Technolog)', Meguro-ku, sity; they not only cause adverse effects on the 
Tokyo 152, Japan. temperature profiles, eventually leading to less than 
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FIG. 1. Schematic model of the reciprocating combus- 
tion system and the profiles of temperature T and reaction 
rate RR. 

FIG. 2. Profiles of the gas temperature T and reaction 
rate RR for thermal conductivity ratios rc = 10, 100, and 
500 with minimum heat input h0mi„ to sustain combustion 
in the conventional system and with s = 0.9, u = 0.2 m/ 
s, and t,. = 10 s. 

adiabatic temperatures, but also problems in flame 
stabilization. 

In this study, attention is focused on a new ap- 
proach to stabilize the flame and form the desirable 
temperature distribution irrespective of the thermal 
conductivity of the porous medium. Further, in this 
system, the positions where maximum and minimum 
temperatures occur are fixed for a wide range of pa- 
rameters, thus enabling the optimized arrangement 
of thermoelectric pairs in the porous medium. 

Analytical Model 

Figure 1 shows a schematic view of the conven- 
tional superadiabatic reciprocating combustion 
system and physical model assuming one-dimen- 
sional flow and heat transfer. To counter the previ- 
ously mentioned problems observed for porous me- 
dia with high thermal conductivity (Fig. 2), the 
extended new model, whose structure can be seen 
in Fig. 3, is introduced. By opening a center space 
and introducing an additional porous medium in it, 
an arrangement of three porous media PML, PMC, 
and PMR with two gaps GL and GR is obtained. 

The aim of this new arrangement is to keep the 
temperature of the porous medium at the inlet and 
outlet side below reaction temperature, while allow- 
ing the temperature to increase in the center space 
for fast and complete combustion, thus stabilizing 
the flame in the center space. To ensure reignition 
after a change of the flow direction, the central po- 
rous medium PMC, simply called reigniter, is intro- 
duced (the term center space denotes the region GL 
+ reigniter + GR). Since each of the three porous 
bodies is treated individually and analogously, the 

center space 

PML GL 
.■I. 

PMC GR 

- 

PMR 

' 

\ 

1 Aj0=1001kJ/nrT 
u =0.2 m/s 
tc- 5s ft" 

J 
^q K =5 

\ 

twin peak 
for r -200 c 1 

'X         .flov d.rec ;on 

1 
[ Y ; \ X 

:j/\S\~ 
rc=200  
r.^500  

— \— 0 
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FIG. 3. Thermal structure and influence of the thermal 
conductivity ratio rc for combustion in porous media with 
a central gap and with e = 0.9, h0 = 1001 kj/m3, u = 0.2 
m/s, tc = 5 s, and rcrc = 100. 

treatment of the single porous body, as used to dis- 
cuss the problems encountered in high thermal con- 
ductivity porous media (Fig. 2), is explained in detail 
here. 

In this combustion system, the convective heat ex- 
change between working gas and porous medium is 
crucial, but the radiative heat transfer intensified by 
the porous medium is also essential, because it leads 
to a favorable energy recirculation in the combustion 
zone as well as adverse heat losses to the upstream 
and downstream sides. Here, we assume that the 
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homogeneous porous medium with geometrical and 
optical lengths xe and ze = Kxe, respectively, emits 
and absorbs thermal radiation and that scattering can 
be neglected. Fresh premixed combustible gas (CH4 

+ air) is introduced alternately from both sides of 
the porous medium with a constant velocity u. For 
practical applications, the flow velocity is in the order 
of 1 m/s where pressure drops in highly porous me- 
dia can be neglected. The flow direction is reversed 
at regular intervals tc, which represents the half cycle 
of the system. The flame location, indicated by the 
reaction rate RR, is not specified beforehand but is 
determined by the temperature profile and yield of 
combustion products; therefore, it changes with the 
cycle time tc. The entrance gas temperature at x = 
0 or x = xe is T0 = 298 K. Radiation of the working 
gas is insignificant, and both ends of the porous me- 
dium are exposed to black surfaces at the ambient 
temperature T0, providing incident radiative inten- 
sities I0 and Ie = oTf). Complementary assumptions 
for heat transfer and the reaction are as follows: The 
physical properties are constant; the Lewis number 
is unity; the porous medium is noncatalytic; and 
combustion is a one-step Arrhenius-type reaction. 

Basic Equations 

With the preceding assumptions, the energy equa- 
tions for both gas and solid phases as well as the 
conservation equation of combustion products can 
be formulated. The conservation equation for com- 
bustion yields 

SY SY 
p h pule. ■ 

dt dx 

d2Y 
Dp- + W (1) 

where the porosity £ is set to unity when applied for 
the free space. The reaction rate W is formulated by 
Arrhenius-type reaction kinetics 

W = Ap(l - Y) exp(-E/RT) 

The energy equations 
(gas phase in free space) 

pc 
dT 

pcpu ■ 
dT 

P dt      r~<'-  dx 

(gas phase in porous medium) 

dT dT       . d2T 
epcp- + pcpu- = sX — 

, d2T      , 

(2) 

(3) 

+ eh0W - apnpAp{T - T.)     (4) 

(porous medium) 

dT„ 
(1. - e)pscs 

dt 
(1 - e)k, 

dx2 

dcf 

dx 

+ cyyyr - Ts)     (5) 
where the heat release by combustion is denoted by 
h0W. With the radiative flux 

qr(z) =  -2K J0E3M + ]>' )E2(z - x'W 

IM*. - T) +       4(T')E2(T' - TW 

(6) 
where T = KX, the radiative term on the right-hand 
side in Eq. (5) is obtained as 

^T) = -2nK{l0E2(r) 

+  IeE2(?e  -  T)   - -  24« 
+ £ UT'W^T - - T'W 

+    P hWE^T' - z)dz' (7) 

where I],{z) and En(z) are the black body radiation 
intensity and exponential integral function of the nth 
order, respectively. They are in the form: 

Ih(z) = oTf(z)/n,   £„(T) 

ß"-2exp(-T/[i)dfi     (8) 

The boundary conditions are assumed as follows for 
positive flow direction: 

T = T0, Y = 0 at x = XQO (9) 

s2r      d2Y 
TT = 0, —r = 0 at x = xee 
dx2 dx2 

and for negative flow direction: 

T = T0, Y = 0 at x = xce (10) 

32T 32Y 
_ = 0;—= 0atx = x00 

where x0o and xee are equidistant from the porous 
body. 

Numerical Simulation 

Numerical simulations are performed by solving 
the system of time-dependent simultaneous partial 
differential equations, Eqs. (1) through (5), with ap- 
propriate boundary and initial conditions, using the 
control volume method with fully implicit time in- 
tegration SOR [7]. The porous medium considered 
as standard consists of fine solid particles 20 p.m in 
diameter and has a porosity e = 0.9. The thickness 
of the conventional arrangement is xe = 0.2 m. The 
heat-transfer coefficient ap was estimated from as- 
ymptotic values of M* = 2 around spherical particles 
forming the porous medium and the value of the 
specific surface area of the porous medium Apn„ = 
10,000 m~l. The absorption coefficient of the porous 
medium is determined mainly by the geometrical 
configuration of the material. Independent of the 
porosity, a typical absorption coefficient K = 500 
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x[m] 

FIG. 4. Profiles of the gas temperature T, reaction rate 
RR, and yield of combustion products Y during reignition 
after a change in the flow direction and with s = 0.9, h0 

1001 kj/m3 

= 100. 
u = 0.1 m/s, tc 5 s, 500, and rr 

rrr1 is used. The effective heat capacity ratio is F 
= (1 - s)pscblpcp = 1000. For the new arrange- 
ment with a center space, the length of the inlet and 
outlet porous plates are kept at xx = 0.05 m and the 
length of the reigniter at xre = 0.02 m. Except when 
noted otherwise, the thermal conductivity ratio of 
the reigniter is kept at rcre = 1, the porosity at ere 

= 0.9, and the absorption coefficient at Kre = 5 
m "1, for which only a negligible effect on the overall 
process has been observed. The values of the fre- 
quency factor and the activation energy in Eq. (2) 
were estimated from the burning velocity measured 
at equivalence ratio of 4> = 0.53 and 1.0, resulting 
in A = 2.6 X 108s-xandE = 130 kj/mol [8]. 

Results and Discussion 

Influence of the Thermal Conductivity in 
Conventional Reciprocating Combustion in Porous 
Media 

Figure 2 shows the influence of the ratio of the 
porous medium s thermal conductivity to the fluid's 
thermal conductivity re = (1 - e)XJl in the con- 
ventional system. The profiles of temperature T and 
the reaction rate RR at the end of one-half cycle are 
shown. The heating values h0min used here are the 
minimum values necessary to sustain combustion at 
the corresponding thermal conductivity ratio. With 
increasing conductivity ratio rc, the temperatures at 
the inlet and outlet end of the porous medium in- 
crease, while the maximum temperature in the cen- 
ter of the porous medium does not change consid- 

erably. Consequently, the temperature gradients at 
the inlet and outlet side decrease; this effect is es- 
pecially pronounced at the downstream side. The 
small temperature gradients lead to a wide reaction 
zone; this again causes a heat release over a wide 
area, rather than at a fixed position, which is also 
adverse to the formation of a steep temperature gra- 
dient. Higher temperatures at the outlet result in 
high convective heat losses, and increasing temper- 
atures at both ends of the porous medium cause in- 
creased radiative heat losses, thus leading to an in- 
crease in h0min. 

Thermal Structure in Reciprocating Combustion 
with a Center Space 

The temperature profiles and flame positions for 
moderate and high thermal conductivity porous ma- 
terial in a reciprocating system with a center space 
are shown in Fig. 3. For a moderate thermal con- 
ductivity ratio rc = 100, the flame locates in the 
upstream porous body (PML) and the thermal struc- 
ture is hardly affected by the center space. Thus, the 
typical trapezoidal temperature profile, known for 
reciprocating combustion in porous media, is estab- 
lished. 

For higher conductivity ratios, here rc = 500, the 
flame moves downstream and is stabilized at the up- 
stream end of the gap (GL). In this case, the tem- 
perature of the premixed gases leaving the PML is 
kept low enough to prevent fast reaction inside the 
porous medium, while the gases are preheated to a 
temperature level where combustion in the center 
space occurs. Once combustion occurs, the gas tem- 
perature increases rapidly. Before leaving the porous 
body, the burned gases are cooled down and part of 
their heat is recovered by the downstream porous 
medium PMR. 

Reignition after a Change in the Flow Direction 

As mentioned previously, the premixed combus- 
tible gases enter the center space with a temperature 
at which reaction takes place at a very low rate. De- 
pending on the flow parameters, this low tempera- 
ture prohibits self-ignition after reversing the flow 
direction. The effect of the reigniter is shown in Fig. 
4. Just after a reversal of the flow direction, the 
burned gases that remained inside the PML first 
have to be replaced by fresh premixed gases at the 
"new" upstream side. By the time fresh premixed 
gases reach the GL, the gas temperature has 
dropped to a level where no self-ignition occurs. 
Consequently, the premixed gases flow into the GL 
without reaction. Once they reach the reigniter, the 
premixed gases are heated to a temperature level 
sufficient to start reaction, which can be seen 
after about 0.28 s for the parameters chosen in Fig. 
4.  After initiation of reaction,  the flame moves 
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FIG. 5. Dependence of the flame position xyon the flow 
velocity u for thermal conductivity ratios rc = 100, 200, 
and 500 and with s = 0.9, h0 = 834 kj/m3, and tc = 3 s. 

xf[m] 

FIG. 6. Extended range of stable flame position with de- 
creasing porosity e for porosities s = 0.9, 0.6, and 0.333 
and with u = 0.5 m/s, (  = 5 s, and r„ = 500. 

inside the gap and inside the porous medium (i.e., 
two peaks for RR, as can be seen for rc = 200 in 
Fig. 3) can occur. In a high-conductivity porous me- 
dium, the reaction rate RR is relatively low even if 
the local maximum exists. Hence, a considerable 
fraction of unburned gas reaches the center space; 
unlike in the porous medium, temperature and re- 
action rate increase rapidly, leading to the second 
maximum. The flow velocity, where the flame moves 
from the GL into the porous medium and vice versa, 
that is, for which both maxima have the same size, 
is indicated by arrows. 

In the case of moderate thermal conductivity (rc 

= 100), an increase in the flow velocity that is equiv- 
alent to an increase of the heat input quicldy leads 
to an increase of the maximum temperature in the 
porous medium. Once the porous medium is heated 
sufficiently, reaction can start inside it. In contrast, 
even though combustion can start in the gap for rel- 
atively low temperatures, a higher heat input is 
needed to heat high-conductivity porous media to 
the temperature level where the flame can move up- 
stream into the porous medium; thus, the flame is 
stabilized at GL up to relatively high flow velocities 
for rc = 500. 

With decreasing flow velocities, the temperature 
in the gap decreases, which eventually causes the 
flame to move downstream. The flame is stopped by 
the reigniter before it is finally extinguished. The 
flame stabilized by the reigniter is not the object of 
this study and therefore not further discussed here. 
For the same reasons, a similar behavior was ob- 
served for the dependence of the flame position on 
the heating value of the premixed gases. 

Since the flow velocity inside the porous medium 
is inversely proportional to the porosity, the resi- 
dence time of the gases inside the porous medium 
decreases with decreasing porosity, thus leading to a 
further increase in the range of a stable flame posi- 
tion in the center space with decreasing porosity 
(Fig. 6). 

upstream and is stabilized by the upstream porous 
medium PML. 

Flame Stabilization in the Center Space 

In Fig. 5, the dependence of the flame position xr 
on the flow velocity is shown for the inlet half of the 
porous body (PML + GL), where xt is defined as 
the location of the maximum reaction rate RR. With 
increasing flow velocity, the flame moves upstream 
but is stabilized at the upstream end of the GL. With 
increasing conductivity ratio rc, the velocity range for 
which the flame is stabilized at the upstream end of 
the GL is widening; it increases from u = 0.15-0.2 
m/s for rc = 100 to u = 0.4-0.8 m/s for rc = 500. 
For a limited range of«, maxima of the reaction rate 

Combustible Limit and Minimum Heat Input 

Figure 7 shows the combustible limits for both 
conventional and new systems as a function of the 
thermal conductivity ratio rc. The minimum heating 
value ftomin increases with increasing thermal con- 
ductivity ratio but can be reduced considerably by 
introduction of a center space for a wide range of 
parameters. For u = 0.1 m/s, the center space leads 
to lower h0min for the whole range of investigated 
conductivity ratios and to a maximum reduction of 
33% for rc = 1000. With increasing flow velocities, 
the region in which the center space leads to an ex- 
tended combustible range is reduced to high con- 
ductivity ratios, which are the aim of this study. Con- 
sequently,  the  minimum  heat input per inflow/ 
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FIG. 7. Dependence of the minimum required heating 
value An,,™ on tne thermal conductivity ratio rc for flow 
velocities u of 0.1, 0.2, and 0.5 m/s and with s = 0.9 and 
t, = 5 s. 
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FIG. 8. Ratio r of temperature difference generation be- 
tween new and old system at the combustible limit and 
with e = 0.9 and tc = 5 s. 
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conditions. 
uh0min is also reduced for these 

Effective Generation of Temperature Differences 

Since the thermoelectric power output is propor- 
tional to the temperature difference sustained in the 
elements, it is desirable to achieve maximum tem- 
perature differences with minimum heat input for 
good efficiencies. Therefore, as one index to com- 
pare the two systems of RCPM in respect to future 
applications for thermoelectrics, the ratios of 
achieved temperature differences in the porous me- 
dium to the minimum heat input of both systems 

qrfa) - r(0) + T(xe - xt) - r(xe)]/qmin)new 

([T(xi) - T(0) + T(xe - xj) - T(xe)]/qmin)conv 

(11) 

is shown in Fig. 8. 
This ratio increases with the thermal conductivity 

ratio rc and with decreasing flow velocities, leading 
to an improvement of up to 40% for a flow velocity 
of 0.1 m/s and a thermal conductivity ratio of 1000. 
For the low flow velocity of 0.1 m/s, a steep increase 
is observed between rc = 200 and 500. This increase 
is due to a drastic decrease in the conventional sys- 
tem's performance in this range, which is caused by 
an increase of the inlet temperature of the porous 
medium to the level where reaction starts. As can be 
seen in Fig. 1, no temperature gradient is generated 
downstream of the flame position. Therefore, once 
reaction starts from the inlet of the porous medium, 
the released heat is not effectively used to generate 
temperature differences. 

For the high flow velocity of 0.5 m/s, a decrease 
in the ratio r is observed for moderate rc. For mod- 
erate rc and high flow velocities, a steep temperature 
gradient is realized in the conventional system. With 
a center space, this temperature gradient is cut off 
before sufficiently high temperatures are reached, 
leading to a drop in the system performance. 

Fuel Injection into the Center Space 

The new system provides the possibility of using 
fuel injection into the center space instead of com- 
bustion of premixed gases. With fuel injection at suf- 
ficiently high temperatures, the flame position is de- 
termined by the position of injection rather than by 
the temperature of self-ignition. Here fuel injection 
and perfect mixing at the upstream end of the center 
space are assumed, and reaction occurs immediately 
when the fuel is injected into the preheated air (Fig. 
9). Because the fuel gas flow is less than 1% of the 
total flow, the influence of the gas injection on the 
flow is neglected. As shown here, for porous media 
with low thermal conductivity (rc = 1), the maxi- 
mum temperature increases with the thickness of 
the porous sides xx. With an increase in Xj, the tem- 
perature gradient can be sustained for a longer dis- 
tance, leading to a higher maximum temperature 
and therefore to heat release at a higher temperature 
level. In other words, higher temperature differ- 
ences, which can act as a driving force for thermo- 
electric conversion, can be achieved with the same 
heat input simply by changing the injection point. 
Because the radiant heat flux increases with higher 
temperature levels, the temperature gradient de- 
creases with the temperature. Since high tempera- 
ture levels are regarded here, no reigniter has to be 
introduced into the center space. 
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FIG. 9. Dependence of the temperature profile and max- 
imum temperature on the thickness of the porous sides x: 

for fuel injection in the center gap and with e = 0.9, h0 = 
209 kj/m3, u = 0.1 m/s, tc = 10 s, and rc = 1. 

Conclusions 

A numerical analysis of reciprocating combustion 
in porous media, along with a center space, has been 
carried out. The drawbacks of reciprocating com- 
bustions in porous media of high thermal conductiv- 
ity, for example, high minimum heat input to sustain 
combustion and an unstable flame position, were 
discussed. To ensure a defined flame position for a 
wide range of working parameters and to reduce the 
minimum required heat input, the introduction of a 
center space to the original system has been sug- 
gested. The effective stabilization of the flame po- 
sition and a reduction of the minimum heating value 
of up to 33% for a thermal conductivity ratio of 1000 
at a flow velocity of 0.1 m/s has been achieved. Fur- 
ther, an enhanced stabilizing effect of low porosities 
in combination with a center space has been dem- 
onstrated. However, there is still room for improve- 
ments by variations of the flow system. 

To counter the limitations on the maximum tem- 
perature imposed by the self-ignition of premixed 
gases, fuel injection in the center space is suggested. 
It has been shown to be an effective means to in- 
crease the maximum temperature, thus leading to 
heat release at high exergy levels. 

Nomenclature 

A        frequency factor for reaction kinetics, s"1 

Ap      surface area of an equivalent particle (7ttf2), 
m2 

c„       specific heat of gas phase at constant pressure, 
kJ/(kgK) 

cs        specific heat of porous medium, kj/(kg K) 
D       diffusivity, m2/s 

E 
E„ 
h0 

i+,r 

h 

Nu 
np 

7 in in 

f 
R 

rc 
RR 
T 
T * ex 
T A may 
t 

U 

W 
X 

Xe 
xre 

X1 

diameter of spherical particles forming the 
porous media, m 

activation energy, kj/mol 
exponential integral functions of nth order 
heating value for uniform heating, kj/m3 

radiative intensities to upstream and down- 
stream direction, W/m2 

black body radiation intensity, W/m2 

incident radiation intensity, W/m2 

Nusselt number (= apdp/A) 
number density of porous particles, m~3 

minimum heat input per unit area, kW/m2 

radiation flux, W/m2 

universal gas constant, kJ/(kmol K) 
ratio of temperature differences to heat input 

of new to conventional system 
thermal conductivity ratio (= [1 — s]kjl) 
dimensionless reaction rate 
temperature, K 
temperature of the exhaust gases, K 
maximum process temperature, K 
time, s 
half cycle, s 
gas velocity, m/s 
reaction rate, m3/(m3s) 
coordinate, m 
length of porous medium, m 
length of the reigniter, m 
length of porous medium left and right of cen- 

tral space, m 
product mole fraction 

Greek Symbols 

a„ heat-transfer coefficient around a particle, W/ 
(m2 K) 

F heat capacity ratio between two phases 
e porosity 
K absorption coefficient, m~J 

X (effective) thermal conductivity, W/(m K) 
ß integration variable of the exponential integral 

function 
p density of gas, kg/m3 

ps bulk density of porous medium, kg/m3 

ab Stefan-Boltzmann constant, W/(m2 K4) 
T optical length (= KX) 
xe optical thickness of the porous medium (= 

KXe) 

(j>       equivalence ratio 

Subscripts 

0        initial state 
00, ee boundaries of calculation domain 
new   new system with center space 
conv   conventional system 
re       properties of reigniter in center space 
s porous medium 
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INTERPRETATION OF k-s COMPUTED TURRULENCE LENGTH-SCALE 
PREDICTIONS FOR ENGINE FLOWS 

Z. HAN AND R. D. REITZ 

Engine Research Center 
University of Wisconsin-Madison 

Madison, WI 53706, USA 

F. E. CORCIONE AND G. VALENTINO 
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CNR—Naples, Italy 

Three-dimensional computations of motored-diesel engine flows were made and compared with mea- 
sured turbulence parameters. The tangential component of velocity, turbulence intensity, and integral 
length scale were measured in an engine featuring a re-entrant bowl combustion chamber (0.435 L, 21:1 
compression ratio) using a laser doppler velocimetry (LDV) system. A two-probe-volume system was used 
to measure directly the lateral integral length scales of the tangential (swirl) velocity component. The 
measurements were made in a horizontal plane 5 mm below the engine head from 100° before top dead 
center (TDC) in the compression stroke to 60° after TDC in the expansion stroke. The engine was motored 
at 600, 1000, and 1500 rev/min. An ensemble-averaging technique was used, and the lateral integral length 
scales were obtained from the correlation coefficients of the velocity fluctuations at two separated spatial 
points. The computations considered two turbulence models, namely, a standard k-s and a modified RNG 
k-s model. The results show that for nonequilibrium, rapidly distorted engine turbulence, the macro length 
scale (k3/2/e) from two-equation turbulence models is not directly proportional to the integral length scale, 
as is the case in equilibrium turbulence. Instead, a new interpretation of the turbulence model length scale 
is given for rapidly distorting engine flows and is shown to be proportional to the product of the integral 
length scale and the turbulent Reynolds number. 

Introduction 

In internal combustion engines (ICEs), the fuel 
evaporation and mixing processes are strongly influ- 
enced by the turbulent nature of the in-cylinder 
flows [1,2]. The velocity gradients in the mean flow 
are one of the major sources of energy for the tur- 
bulence. The air jets created by flows during the in- 
take process interact with the cylinder wall and mov- 
ing piston to generate large-scale rotating flows, both 
in the vertical and the horizontal planes. Breakdown 
of the former flow structures occurs during com- 
pression and produces turbulence. This process is 
also influenced significantly by squish-generated 
flows in engines that feature piston bowls or domed 
heads. The behavior of the in-cylinder turbulent flow 
can be characterized by monitoring the kinetic en- 
ergy and the integral length-scale variation of the 
turbulent eddies that contribute to the turbulence 
production during the intake and compression pro- 
cesses [3,4]. Thus, the determination of turbulence 
length scales is important in the study of in-cylinder 
flow processes. 

Direct length-scale measurements have been 
made in engines. Wakuri et al. [5] used a hot wire 
anemometer (HWA) to investigate variations of 
mean velocities, turbulence intensities, timescales, 
and spatial scales of the fluctuation velocity during 
the compression stroke. Longitudinal spatial length 
scales were derived from cross-correlation coeffi- 
cients of the fluctuations velocity. Wakuri et al. 
showed, for the first time, that spatial length scales 
decrease monotonically in the last 60° of the com- 
pression stroke. Collings et al. [6,7] measured inte- 
gral and micro-length scales in a motored ICE using 
"flying" LDA. Also, Ikegami et al. [8] measured the 
lateral integral length scale in an engine using a laser 
homodyne velocimetry (LHV) technique. The elon- 
gated-volume laser doppler velocimetry (LDV) tech- 
nique was used by Fräser and Bracco [9] to measure 
the lateral fluctuation integral length scales for 64 
crank-angle degrees about top dead center (TDC). 
They showed that the length scale reached a mini- 
mum 5°-10° before TDC. 

Direct measurements of the integral length scales 
made   by  previous   investigators   were   made   in 
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Engine head 

FIG. 1. Section of the re-entrant combustion chamber 
showing the location of measurement point A (20 mm from 
the cylinder axis). Chamber diameter d = 32 mm, maxi- 
mum chamber depth h = 16 mm. 

engines with relatively simple combustion chamber 
geometries (e.g., flat piston, cylindrical bowl, etc.). 
More recently, Corcione and Valentino measured 
the integral length scale in a medium-duty diesel en- 
gine equipped with a conventional toroidal combus- 
tion chamber [10] using a two-probe-volume LDV 
technique. They made measurements during the last 
30° of the compression stroke and showed a mon- 
atonic decrease of the lateral integral scales until 
TDC. 

Efforts have been made to model in-cylinder tur- 
bulence using k-s turbulence models [11]. In this 
case, the turbulence energy k is used to calculate the 
turbulence intensity, and the macro-length scale is 
assumed to be proportional to k3/2/e (e is the dissi- 
pation rate of k). The present paper addresses the 
validity of this length-scale assumption, which is 
valid for equilibrium turbulence. Engine turbulence 
undergoes rapid distortion (compression/expansion) 
due to the piston movement, and it is likely to be 
nonequilibrium in nature. To test the influence of 
nonequilibrium effects, the measured turbulence 
quantities and, particularly, the integral length scale 
were compared with model predictions. A new 
length-scale analysis is presented for rapidly dis- 
torted turbulence, and a correlation is proposed that 
relates k3/z/e to the integral length scale and to the 
turbulence Reynolds number. This new interpreta- 
tion of computed turbulence length scales for engine 
flows is found to give excellent agreement with the 
experimental results. 

Experiments 

An optically accessible engine capable of running 
at high speed without lubricating oil was used for 
the measurements. The engine is representative of 
modern, light-duty diesel engines for passenger cars 
and was manufactured by modifying a commercial 
single-cylinder Lombardini diesel engine (86-mm 
bore, 75-mm stroke, volumetric compression ratio 

21:1). The engine featured sealed crank shaft and 
connecting rod bearings, and autolubricating, 
bronze-Teflon piston rings. These devices greatly re- 
duced the problem of window fouling and allowed 
the engine to run up to 30 min at 600 rev/min (5 
min at 3000 rev/min). In addition, the,LDV system 
used molybdenum disulfide (MoS2) self-lubricating 
particles (~1 /im in diameter) instead of conven- 
tional titanium dioxide (Ti02) particles that can be 
very abrasive for pistons and cylinders. 

The LDV system comprised a 4-W argon-ion laser 
that utilizes two strong lines at 488 and 514.5 nm, 
standard optics by Dantec working in the backscatter 
mode, two photomultipliers, and two burst spectrum 
analyzers (BSA). The signal quality of the individual 
components was improved by introducing an optical 
fiber between the laser beam output and the optics. 
The system can extract Doppler frequencies from 
bursts with a very poor signal-to-noise ratio and pro- 
vides a high data rate at high engine speeds with 
more than 80% of the data validated. An optical shaft 
encoder, with a resolution of 0.1°-0.6° of crank an- 
gle, was connected directly to the engine crank shaft 
to drive a trigger device for the two BSAs. Data were 
sent to a PC computer via an IEEE488 parallel in- 
terface and analyzed off-line. 

The laser beams entered the cylinder through a 
30-mm-diameter quartz window in the head. The 
instantaneous tangential component of the velocity 
was measured at 600, 1000, and 1500 rev/min from 
100° before to 60° after TDC. Figure 1 shows the 
location of the measurement point and the geometry 
of the combustion chamber used. The chamber has 
a volume of 15.6 cm3 with a diameter d of 32 mm 
and a maximum depth h of 16 mm. The clearance 
height at TDC is 1 mm. The measurement point (A) 
was located on the horizontal plane 5 mm below the 
engine head, 14 mm from the bowl axis (20 mm from 
the cylinder axis). The mean velocity and the tur- 
bulence intensity were computed by ensemble av- 
eraging the experimental data collected on about 
1000 consecutive engine cycles. 

Two approaches have been used for computing 
the mean velocity and turbulence in ICEs ensemble 
and cycle-resolved analyses [3]. Each technique em- 
phasizes different aspects of the turbulence. In par- 
ticular, the cycle-resolved technique gives informa- 
tion about flow fluctuations about some arbitrarily 
chosen, low-frequency, time-varying "mean" flow in 
each engine cycle. The ensemble-averaging tech- 
nique does not require the use of an assumed cutoff 
frequency, but it does include fluctuation due to 
mean flow variations from cycle to cycle [12]. How- 
ever, for the present deep bowl-in-piston-type en- 
gine with its very high squish-flow component, cyclic 
variability effects would be expected to be much less 
important than in flat-piston engines. 

The LDV system consists of four beams that form 
two-probe volumes with two separated, adjacent 



INTEGRAL LENGTH SCALE PREDICTION 2719 

mirrors. One probe volume was fixed, and one was 
moved from 0 to 15 mm, allowing the simultaneous 
measurements of the same velocity component at 
different adjacent spatial locations. The scattered 
light is collected with the two photomultipliers and 
analyzed by the burst spectrum analyzers. Simulta- 
neous velocity pairs were checked by off-line soft- 
ware based on the encoder resolution. The accep- 
tance window width-of-coincidence data were varied 
from 0.1 crank-angle degree to 0.3 crank-angle de- 
gree with no significant difference in the results. 

Three types of turbulence-length scale are rele- 
vant in engine flows [13,14]. The integral scale, Lh 

represents the extent of coherent motions and is a 
measure of the large eddies. It is determined by the 
area under the velocity fluctuation correlation curve 
formed at two adjacent points. The Taylor micro- 
scale, X, is determined from the osculating parabola 
to the same correlation curve. It is believed to be a 
rough measure of the spacing of the very thin shear 
layers in which viscous dissipation occurs. The Kol- 
mogorov microscale is determined from the energy 
dissipation rate and the kinematic viscosity, and it is 
a measure of the size of the smallest turbulence 
structures. 

For homogeneous, isotropic turbulence, two cor- 
relation curves can be defined: the longitudinal and 
the lateral obtained from the parallel and the per- 
pendicular velocity fluctuations, respectively [15]. In 
homogeneous, isotropic turbulence, the longitudinal 
integral length scale is two times the lateral integral 
length scale, and the turbulence scales can be de- 
termined from the timescale of the turbulence ve- 
locity using Taylor's hypothesis. 

For nonstationary, nonhomogeneous, engine in- 
cylinder flows, in which the Taylor's hypothesis is not 
valid, direct measurement of the lateral integral 
length scale is required. The lateral integral length 
scale was estimated using the two-probe-volume 
LDV system, computing the spatial correlation co- 
efficient for different adjacent positions, x, of the two 
probe volumes. The distance between the two probe 
volumes, Sx, was increased until no spatial correla- 
tion was noted between the two fluctuation velocity 
components. Then, the lateral integral length scale, 
Llff), was estimated at each crank angle, 6, com- 
puting the integral of the correlation coefficient 

curve, R(0, öx), by Lg(0) = /** R(0, Sx) dx, where x" 

is the first point in which the spatial correlation co- 
efficient curve becomes zero. To estimate the lateral 
integral length scale from the correlation coefficient 
versus separation, an exponential decay function was 
used to fit the experiment data: R(9) = Ae~bx where 
the coefficient A and b were computed by a least- 
squares method. More details of the experimental 
techniques are given in Ref. 3. 

Model 

The three-dimensional transport equations of 
mass, momentum, energy, and turbulence were 
solved with a modified version of the KIVA-II com- 
puter code [16]. The computations were performed 
using the engine geometry of Fig. 1 with a mesh 
resolution of 26, 38, and 30 grid nodes in the axial, 
radial, and azimuthal direction, respectively. This 
grid resolution was found to give adequate, grid-in- 
dependent results [17]. Two turbulence models were 
tested. The standard k-s model was used with an 
added term to account for nonzero velocity dilata- 
tion (compressibility) [16]. In addition, a modified 
RNG k-s model [17] was applied that has the general 
form 

— + V-ipuk) = --pkV-u 
dt 3 

+ T.VU + V-(afeuVfc) - ps, 

2 

(1) 

— + V • (DUE) 
dt 

+ fc,c,;v-u 

+ V-(acpVe) 

■ Ci — c3 

psV -u 

+ j [(Ci - C,)T: VU - Ctpe], (2) 

andpt = pCj^/s, where p,u, r,pt, and,u are density, 
velocity, stress tensor, turbulent viscosity, and effec- 
tive viscosity, respectively. 

In the £ equation, terms involving the quantity C,; 

are equivalent to the R term in the original RNG k- 
e model [18], where C, = t]{l - //AfoVU + ßrf*), 1 
= S(k/s) is the ratio of the turbulent-to-mean strain 
timescale, and S is the magnitude of the mean strain. 
To take into account compressibility, a velocity dil- 
atation term with coefficient C3 appears in the e 
equation, where [17] 

-4 + 2Cj + 3(v0V-u)-1 (dvo/dt) + (-lYßCfi^ 

(3) 

Here, v0 '
s molecular viscosity, and ö = 1 if V ■ u < 

0;ö = 0 if V -u > 0. Other model constants of the 
present implementation of the RNG model are CM 

= 0.0845, Ci = 1.42, C2 = 1.68, ak = ac = 1.39, 
rj0 = 4.38, and/? = 0.012 [19], In the standardfc-e 
model, CM = 0.09, Cj = 1.44, C2 = 1.92, C3 = 
-1.0, ak = 1.0, and ae = 0.769 [16]. • 

A recently formulated wall function model [20], 
which      accounts      for      gas-density     variation 
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FIG. 3. Comparison of the measured integral length 
scale and the computed length scale (k3,2/s). Engine speed 
= 1500 rev/min. 

(compressibility), was adopted for the wall boundary 
calculations. The computations were started at 100° 
before TDC after intake valve closure. To initialize 
the computations, the mean axial velocity was as- 
sumed to scale linearly from die piston speed at the 
piston surface to zero at the cylinder head surface. 
An empirical swirl profile [16] was used such that 
the tangential velocity at the measuring position was 
equal to the measured data. The turbulence intensity 
and length scale were initialized uniformly through- 
out the cylinder using the measured data. 

Results and Discussion 

The measured and computed tangential velocity 
and turbulence intensity at 1500 rpm engine speed 
are given in Fig. 2. As can be seen, the RNG model 
and the standard k-e model predict almost the same 
tangential velocity, and they agree with the mea- 
surement at location A in Fig. 1 reasonably well 
throughout the compression and expansion strokes. 
However, the detailed flow oscillations of the mea- 
surements are not followed precisely. The prediction 
of the turbulence intensity is also seen to be fairly 
good using both models. However, the standard k-e 
model predicts somewhat lower levels of turbulence 
intensity during compression. This behavior has also 
been found in a different engine geometry [17]. 

Two-equation, k-e turbulence models give for the 
turbulence macro-length scale [16,17], Le = 
q3/4/c3/2//<s, wnere K is the von Karman constant. 
Some studies have been carried out to compare the 
measured integral length scale, L,, with the pre- 
dicted length scale, Lc [8,9], and to justify the use of 
these models for engine flows [21], on the assump- 
tion that the Lc is proportional (or equal) to the L7. 
The present measured lateral integral length scale 
Lj is compared with the predicted length scale Lc in 
Fig. 3. It is seen that the standard k-e model appears 
to work better in the compression stroke than does 
the RNG model, and the RNG model prediction 
does not agree with the measured trend because it 
predicts that the length scale increases during the 
compression stroke and then decreases during the 
expansion stroke, opposite to the measured trend. 

However, is it correct to assume that the Lc is di- 
rectly proportional to the integral length scale L; in 
engine flows? And if not, how are the length scales 
related? 

It has been shown by Tennekes and Lumley [13] 
that the integral length scale is directly proportional 
to k3/2/e for equilibrium turbulence in a steady ho- 
mogeneous, mean shear flow. In this case, the trans- 
port equation of turbulent kinetic energy reduces to 

-üjüjSy = 2V(^s&- (4) 

where u, is the fluctuating velocity, Sy and Sy are the 
mean and fluctuating rate of strain, respectively, and 
an overbar represents a Reynolds average. Equation 
(4) states that in this flow, the rate of production 
of turbulent energy by mean flow gradients equals 
the rate of viscous dissipation. If Sy ~ k1/z/Lj and 
— upij ~ w'2 («' is turbulence intensity) are assumed 
and e = 2%s,-^ is defined, then it follows that L7 is 
directly proportional to Lc under the equilibrium 
turbulence condition. 

However, in an engine, the flow undergoes rapid 
compression and expansion due to the piston move- 
ment, and engine turbulence is likely to be non- 
equilibrium in nature. Figure 4 illustrates the vol- 
ume-averaged ratio of the turbulent-to-mean-strain 
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FIG. 5. Comparison of the measured and predicted in- 
tegral length scales using Eq. (6). Engine speed = 1500 
rev/min. 

timescale at 1500 rev/min. This ratio ranges mostly 
from 2 to 3, which indicates the present engine flow 
is indeed evolving under rapid distortion conditions 
[22]. Since engine turbulence is nonequilibrium, the 
assumption that L7 ~ Lc for engine turbulence is 
quite questionable, and it may not be justified to 
directly compare the measured integral length scale 
with the predicted length scale. 

Wu et al. [22] performed DNS computations of 
flows under rapid compression conditions. They 
found that the Taylor length scale X and the integral 
length scale L; remain proportional to each other 
during a rapid compression. A similar finding was 
made experimentally by Dinsdale et al. [7] in engine 
measurements. The result is also consistent with that 
obtained from a rapid distortion analysis of isotropic 
compressed turbulence given by Reynolds [23] and 
Wu et al. [22]. Accordingly, L7 ~ A, and if it is as- 
sumed that the Taylor relation [13] £ = Wv^k/X2 

holds also for isotropic compressed turbulence 
(which is reasonable because it follows from the def- 
inition of the Taylor length scale [13]), we have 

£3/2 

I2 

therefore, 

(5) 

(6) Le ~ LjRet   or   LB = CLjRet 

where Ret is the turbulent Reynolds number, which 
is defined as M'LJ/V0, and C is a constant, which can 
be shown to be 

U 
Lfiet 

g\ 1/2 £3/4 

2 K 

Vok 

L?e. 
(7) 

where the reference time t = 0 is at the beginning 
of the computation. 

The significance of Eq. (6) is that it relates the 
integral length scale (Lh which can be measured) 
and the model length scale (L„ which can be com- 
puted) for flows under rapid compression/expansion 
conditions. It shows that in a rapidly distorted iso- 
tropic turbulence, Le (or k3/2/e) is no longer directly 
proportional to Lz as it is in equilibrium turbulence. 
Instead, it is proportional to the product of Lt and 
the turbulent Reynolds number. 

Figure 5 compares the measured integral length 
scale with the computed length scale, which is de- 
duced by using Eq. (6) for the same case shown in 
Fig. 3. The value of the proportionality constant, C, 
in Eq. (6) cannot be determined by using Eq. (7) 
here, because £ at t = 0 is not known. C = 0.005 
was chosen so that the measurement and computa- 
tion could be compared in magnitude. As can be 
seen in Fig. 5, the computed length scale using the 
standard and the RNG turbulence models now 
agrees with the measured one very well in trend. 

The same comparison is made in Fig. 6 for 1000- 
and 600-rev/min engine speed cases. In these two 
cases, the initial swirl ratio and the turbulence length 
scale were set to be the same as those used in the 
1500-rev/min case (consistent with the measure- 
ments [3]), and the initial turbulence intensity was 
scaled linearly with the engine speed based on the 
value used in the 1500-rev/min case. The propor- 
tionality constant, C, was thus set to be 0.0075 and 
0.0125 for the 1000- and 600-rev/min cases, respec- 
tively, based on Eq. (7). Again, very good agreement 
between measurements and the computed length- 
scale trends can be seen. 

From Figs. 5 and 6, it can be concluded that Eq. 
(6) provides a more reasonable physical interpreta- 
tion of the length scale Le for engine flows. Although 
the turbulence scaling arguments that led to Eq. (6) 
cannot give the value of the proportionality constant, 
C, it is shown in Eq. (7) that the value of this con- 
stant depends on the engine design (Lj), initial gas 
temperature (v0), and initial turbulence conditions 
(k/e). C is proportional to the initial turbulence 
timescale and, hence, to the reciprocal of the engine 
speed. 
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FIG. 6. Comparison of the measured and predicted in- 
tegral length scales using Eq. (6). 

It is also interesting to see that the obtained in- 
tegral length scales at TDC seem insensitive to en- 
gine speed (i.e., about 1 mm for all the cases con- 
sidered). This result confirms those previously 
reported by Ikegami et al. [8]. It can be explained 
that because the spatial scale can be related to the 
mean velocity and a timescale, the mean motion 
scales with engine speed while the timescale de- 
creases, resulting in a spatial scale that is about con- 
stant. 

The physical interpretation of Lc given by Eq. (6) 
for rapidly compressed turbulence can also be used 
to assess previously suggested physical constraints on 
macro-length scales in engine flows. Morel and 
Mansour [21] argued that Le should decrease during 
compression and increase during expansion, scaling 
with the instantaneous cylinder dimension. This pos- 
tulate is based on their assumption that Le is to be 
the size of the large eddies. For an isotropic com- 
pressed engine turbulence, Morel and Mansour [21] 
assumed that pL3 = const. As indicated by Eq. (6), 
this only holds if the turbulent Reynolds number re- 
mains constant during compression, which seems 
physically unlikely in an engine flow. Hence, this 
scaling postulate is questionable. 

However, it is physically reasonable to expect that 
the size of large eddies should scale in some way with 
the cylinder dimension. The problem with Morel 
and Mansour s postulate is that it is assumed that Lc 

is proportional to Lh representing the size of the 
large eddies. In fact, Coleman and Mansour [24] 
have recently shown that the constraint satisfied dur- 
ing a rapid compression is, instead, pX3 = const. 
Since Lz ~ 1, this can be recast as pLj = const. 
Hence, for a rapidly compressed turbulence, the 
physical scaling postulate and its mathematical rep- 
resentation become consistent with each other and, 
as seen in Figs. 5 and 6, the size of large eddies, 
represented by Lh decreases during the compres- 
sion process and increases during the expansion pro- 
cess. 

Summary and Conclusions 

Computations were made of the in-cylinder flow 
in a practical diesel engine geometry under motoring 
conditions, and the results were compared with 
LDV measurements. The standard k-e model [16] 
and a modified RNG k-e model [17] were tested. It 
is shown that both models can reproduce the mea- 
sured tangential velocity and turbulence intensity 
variation during the compression and expansion 
strokes reasonably well. 

The present comparisons with turbulence length- 
scale measurements show that in rapidly distorted 
engine turbulence, Le (or k3,2/s) is no longer directly 
proportional to the integral length scale, Lz; as is the 
case in equilibrium turbulence. Instead, when re- 
sults from rapid distortion analyses are introduced, 
the k-e model macro-length scale is shown to be 
proportional to the product of Lj and the turbulent 
Reynolds number. With this relation, computed in- 
tegral length-scale trends agree very well with the 
measured, lateral integral length scale at three en- 
gine-speed conditions. The present study also sug- 
gests that the appropriate constraint for rapidly dis- 
torted (compressed/expanded) turbulence is pL3 = 
const, rather than pL3 = const. This is a more rea- 
sonable postulate for engine turbulence and is sup- 
ported by the measurements and computations of 
the present study. 
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COMMENTS 

Jim O' Connor, Varity Perkins, England. Which turbu- 
lence model should be used for in-cylinder calculations 
(e.g. diesel combustion)? 

Author's Reply. We have found that the RNG k-s model 
predicts better combustion results for diesel engines than 

the conventional k-E model in comparisons with experi- 
ment data. The RNG model predicts relatively lower vis- 
cosity and therefore gives better resolution of large-scale 
flame structures. The effects of turbulence models on die- 
sel combustion modeling were discussed in [17] of the pa- 
per. 
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EFFECT OF HARDWARE ALIGNMENT ON FUEL DISTRIBUTION AND 
COMBUSTION PERFORMANCE FOR A PRODUCTION ENGINE FUEL- 

INJECTION ASSEMBLY 

V. G. MCDONELL, L. ARELLANO, S. W. LEE AND G. S. SAMUELSEN 

UCI Combustion Laboratory 
University of California, 

Irvine, CA 92697-3550, USA 

The hardware in a production combustor cannot be constrained within strict tolerances due to 
(1) manufacturing variations and (2) provisions for thermal expansion that often preclude exact alignment 
of all parts over the operating cycle. The demand for higher performance is directing attention to the 
relationship of hardware alignment to combustor performance. The present article reports on a systematic 
characterization of hardware alignment on both the spray structure (nonreacting) and associated combus- 
tion performance for a practical fuel-injection/swirler assembly. Planar, liquid laser-induced fluorescence 
(PLLIF) and phase Doppler interferometry (PDI) are utilized for the nonreacting assessment, whereas 
emissions and temperatures are used to characterize the reacting case. It is found that misalignment of 
2.54 mm has a significant effect on the fuel distribution while having only a modest effect on the gas-phase 
aerodynamics and overall droplet sizes. Quantification of the fuel distribution using unmixedness indices 
allows for correlations between the fuel distribution and combustion performance to be established and 
assessed. It is found that the effect of alignment on the fuel distribution under nonreacting conditions 
directly translates into an impact on combustion performance in terms of mean pollutant levels and stability 
as well as the spatial distribution of the patterns of the pollutants at the exit plane. The study also dem- 
onstrates that PLLIF has a potential for screening designs relative to PDI due to its efficient application. 
However, the complex phenomena occurring in liquid-fired combustion systems suggests that PLLIF 
images are not sufficient in general, since changes in droplet size and aerodynamic structures can affect 
directly the combustion performance as well as the fuel distribution. 

Introduction ing tolerances and other practical considerations. It 
has been demonstrated previously that performance 

Efforts to reduce emissions from present day air- 0f fae device shown in Fig. 1 is sensitive to the ge- 
craft engines have focused upon the combustor. ometry of the various components [4] as are other 
Geometric and operational features of combustors injector/swirler configurations [e.g., 5-8]. 
are, as a result, receiving especially close scrutiny. The present study evaluates sensitivity of perfor- 
Currently, trial and error is utilized to optimize the mance using an injection assembly in which the de- 
performance of existing designs. Little attempt has gree of misaiignment can be controlled. The range 
been made to develop a mechanistic understanding of thg misaligrimerit considered is consistent with 
of the processes occurring within the combustor due ^ found ^ ice as ^ ine les thrQUgh 

to the time and effort required to obtain the nee- different r set („al jn „ Qr 2M mffl) pi 

essary detai ed measurements. For one particular ^ 1 ^ ^ ^^ of ^ misalignment_the 

geometry, illustrated m Fig. 1, some basic under- ^^ ^               ^^ $m ^^ tQ ^ yen_ 
standing of the processes occurring is being provided / {. ,a 
r l t  i J   i j- J    i J    -4.U   it     ra. tun, secondary swirler, and tiare. from detailed studies conducted with state-ot-tne- ' ■',     .     ' . ,   ,   . 
art diagnostics such as phase Doppler interferometry f 

Phfe DoPPler «*erferometry is a natural choice 
(PDI) and CARS [e.g. 1-3]. However, these diag- forthis study fnce rt can mf sure gas velocity as 

nostic tools are time consuming to apply and, as a wel1 as size- velocity- and loc,al volume J« of ^°P" 
result, tend to preclude extensive characterization of lets. However, it is evident that more efficient diag- 
many geometries and conditions. This shortcoming nostic tools are required for (1) problem solving in 
tends to make the trial-and-error approach appeal- research and (2) screening production hardware. In 
ing in meeting short-term requirements. addition, such tools must address the critical aspects 

Once trial and error is applied, improved perfor- of the problem. For example, the role of fuel/air un- 
mance is generally realized. However, a successful mkedness in combustion performance has been 
design must demonstrate robustness to manufactur- demonstrated for liquid-fueled direct and prevapor- 
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Configuration 1 
(Aligned) 

Configuration 3 
(Misaligned 2.54 mm] 

Primary Swirler 

Secondary Swirler 

— Base Plate 

Flare Sleeve 

FIG. 1. Cross-section schematic of the practical fuel-in- 
jection assembly. 

ized systems as well as for gaseous-fueled premixed 
systems [e.g., 9-11]. 

Of these studies, only Fric [10] explicitly studied 
the fuel distribution prior to combustion, and the 
system considered was premixed and gas fueled. 
Studying the fuel distribution in a liquid-fired com- 
bustor is more challenging, especially for a direct- 
injection system. As a result, efforts have been re- 
cently directed at development of planar, liquid 
laser-induced fluorescence (PLLIF) to measure 
more efficiently the fuel distribution produced by 
liquid-based systems [12]. PLLIF is applied in the 
present study to (1) efficiently assess the role of 
hardware alignment on fuel distribution and (2) de- 
velop correlations between fuel distribution and 
combustor performance. 

The objectives of the present study are to evaluate 
the role of hardware misalignment on fuel distribu- 
tion and combustor performance and to assess the 
utility of PLLIF as a diagnostic and screening tool. 
The approach taken is (1) apply PLIFF and PDI in 
the nonreacting environment to characterize the ef- 
fect of hardware misalignment, (2) characterize the 
effect of the misalignment on combustion perfor- 
mance, and (3) apply and correlate indices of mixing 
to the combustion results. 

Experiment 

Facility 

The facility utilized for the nonreacting studies 
features a 450- X 450-mm square duct oriented ver- 
tically. The swirl cup is fed by a 150-mm-diameter 
plenum located centrally within the duct and injects 
the spray downward. Additional details are de- 
scribed elsewhere [13]. A separate facility is utilized 
for the reacting flow emissions measurements and 

features an upfired arrangement. For the reacting 
studies, an 80-mm-i.d. quartz tube serves as the 
combustor liner. In this case, the liner is 5D (D = 
80 mm) in length and features an area contraction 
of 50% at the exit to mimic backpressure. 

Diagnostics 

PLLIF is utilized to characterize the planar dis- 
tribution of the fuel. In this technique, a laser is 
spread into a sheet that is passed through the spray. 
The energy in the laser induces fluorescence from 
molecules in the liquid. In the present case, a small 
amount of fluorescein is doped into methanol and is 
stimulated with an argon-ion laser operating at the 
0.4880-,um wavelength. As a planar imaging tech- 
nique, PLLIF is relatively quick to apply. Despite 
the attractiveness of PLLIF, the complexity of liq- 
uid-fueled combustion systems, especially those that 
are swirl stabilized, precludes "simple" characteriza- 
tion relative to the combustion performance. For ex- 
ample, droplet size and velocity play a critical role 
in the combustion process and, in the absence of 
some knowledge of these quantities, any observed 
role of fuel distribution may be fortuitous. Similarly, 
the nature of the aerodynamics plays a role. For ex- 
ample, the size and extent of the recirculation zone 
can result in various residence times that may play 
as much a role as fuel distribution in combustion 
performance. As a result, characterization of behav- 
ior other than fuel distribution is required in general. 
Hence, tools (such as PDI) that offer proven infor- 
mation regarding details of the gas and droplet be- 
havior remain necessary in spite of their inherently 
time-consuming operating process. PDI (Aeromet- 
rics 3100-S) is utilized in the nonreacting case to 
measure the gas-phase velocities and droplet char- 
acteristics. 

For the reacting cases, a set of standard-source, 
monitoring equipment was utilized (HORIBA, 
Ltd.). Unburned hydrocarbons, oxygen, carbon 
monoxide, carbon dioxide, and oxides of nitrogen 
were measured at the exit plane of the combustor at 
Cartesian coordinates in 8-mm increments. A 6.5- 
mm-diameter water-cooled stainless steel extractive 
probe was used in conjunction with a heated sample 
line to convey the sample to the emissions analyzers. 
The measurements obtained are reported on a "dry 
basis." 

Temperatures were measured in the same grid lo- 
cations using a thermocouple (type K). The temper- 
ature measurements reported are not corrected for 
catalytic effects or radiation losses. 

Conditions 

The main circuit of the production, duplex fuel 
injector for this swirl cup was utilized for these stud- 
ies. Methanol was employed to allow the fluorescein 
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FIG. 2. Comparison of gas-phase mean axial velocity (m/s) at Z = 50 i 

dye to be utilized with the argon-ion laser-based 
PLLIF system, as discussed above. In each case, 4% 
pressure drop relative to the ambient pressure (101 
kPa) was utilized. Air preheat of 400 K was utilized 
in the reacting case (60 K above the methanol boil- 
ing point). A methanol flow rate of 9 kg/h was uti- 
lized, and an overall equivalence ratio of 0.82 was 
maintained. 

Results 

Although results were obtained for three config- 
urations (misalignment of 0, 1.27, and 2.54 mm), 
configurations 1 (0 mm) and 3 (2.54 mm) are em- 
phasized. Due to the inherent asymmetry of config- 
uration 3, single radial profiles obtained via PDI do 
not capture the essential features of the flow. Rather, 
data acquired in planes have the greatest utility in 
determining the effect of the misalignment. Hence, 
the majority of the data presented are from a plane 
50 mm downstream of the exit of the flare. PDI mea- 
surements were acquired at locations in a grid ar- 
rangement in 4-mm increments. To obtain the in- 
formation presented for each case, 241 point 
measurements, requiring days to obtain, were re- 
quired. In contrast, the PLLIF images were ac- 
quired in a matter of minutes. 

The nonreacting cases are presented first, fol- 
lowed by the emissions characteristics. Following 
the measurements, discussion regarding the corre- 
lation between the results is provided. 

Nonreacting Characterization 

Aerodynamics 
Measurements of the effective area revealed dif- 

ferences of less than 2% for the three configurations. 

In addition, since the same swirler was used for each 
case, it was expected that the size and extent of the 
recirculation zone would be similar. To confirm this, 
PDI was applied to determine the effect of the mis- 
alignment on the gas velocity. The results for the 
mean axial velocity are presented in Fig. 2 for the 
two extreme cases. Recall that the nozzle assembly 
is shifted in the +Y direction for configuration 3. 
The general structure for configuration 1 is relatively 
symmetric, and the variation is typical for similar 
"axisymmetric" practical hardware [1,2,4,6-8]. In 
configuration 3, the high-velocity region moves in 
the +Y, —X direction relative to configuration 1. 
However, by 50 mm, the recirculation zone has 
closed for both cases, and the general magnitude of 
the velocities is similar, confirming that the similar 
effective areas result in similar general aerodynamic 
structure. 

Droplet size 
The effect of the misalignment on the droplet 

sizes determined by PDI is shown in Fig. 3. Config- 
uration 1 again reflects a relatively symmetric pat- 
tern compared to configuration 3. While a region of 
locally smaller drops in the —X region of the spray 
is observed, the difference in the general droplet 
sizes is small, suggesting that the basic atomization 
mechanism is not altered by the misalignment. 

Fuel distribution 
Figure 4 presents a comparison of the spatial dis- 

tribution of the fuel. In this case, data from PDI and 
PLLIF are presented. The PDI results are shown in 
Figs. 4a and 4b for configurations 1 and 3, respec- 
tively. These results indicate trends similar to the 
size and velocity shown previously. However, the 
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FIG. 3. Comparison of droplet distribution D32 (Mm) at Z = 50 mm. 

peak in fuel distribution becomes more pronounced 
for configuration 3 in a manner consistent with ob- 
servations for another injector assembly [7]. A peak 
in the fuel distribution occurs in the + X, + Y quad- 
rant in contrast to the peak in gas-phase velocity and 
minimum in drop size that occur along the —X di- 
rection. The impact of the misalignment on the fuel 
distribution is far more substantial than on the drop 
size or aerodynamics. 

Figure 4 also presents the fuel distribution results 
as measured by PLLIF. These results are shown in 
Figs. 4c and 4d for configurations 1 and 3, respec- 
tively. These results are based on the average of 32 
frames from the CCD camera which requires sig- 
nificantly less time to obtain than collecting the 
200 + points via PDI. The images reveal identical 
structure in the fuel mass distribution. 

Reacting Characterization 

For the reacting characterization, measurements 
of the exit plane emissions are presented. It is ex- 
pected that the general behavior of the aerodynam- 
ics, droplet velocities, and temperatures for config- 
uration 1 are similar to that found elsewhere [3]. 
Figures 5-7 present contours of [CO], [HC], and 
[NOj.]. The [CO] emissions are presented in Fig. 5 
and reveal a systematic increase in asymmetry with 
increased misalignment. Note that the scale on the 
contours changes for each configuration. Figure 6 
presents the contours of the unburned hydrocar- 
bons. This time, configurations 2 and 3 reveal a re- 
gion of locally high emissions relative to configura- 
tion 1. Finally, Fig. 7 presents contours of the [NOJ 
levels at the exit. Like the CO, the NO* levels reveal 
systematically degraded symmetry with increased 
misalignment. 

Correlations 

To quantify the differences observed, the degree 
of nonuniformity described by "unmixedness," U, 
determined using the expression in Eq. (1) [14], is 
applied: 

U 
e(l 

(1) 
^avg/ 

where 

cvar = variance in field c 
cavg = average of c. 

Equation (1) can be applied to arbitrary distribu- 
tions and is applicable for either space ("spatial un- 
mixedness," Us) or time ("temporal unmixedness," 
Ut). U ranges in value from 0 to 1, and lower values 
of U reflect more uniform fields. Since fuel distri- 
bution is affected significantly by the misalignment 
and is known to be a critical factor in combustion 
performance, Eq. (1) is applied to this quantity. In 
this case, the PLLIF results are considered with an 
area of interest shown in Fig. 4 to determine the 
spatial unmixedness of the fuel. 

Figure 8 compares the spatial unmixedness, Us, 
based on the PLLIF images and the lean blow-off 
limit. The results reveal that Us increases systemat- 
ically with an increase in the misalignment and that 
the stability improves in a corresponding fashion. 

Figure 9 presents the correlation between the 
mean concentrations (right axis) and the unmixed- 
ness (left axis) of the emissions results presented in 
Figs. 5-7 and Us based on the PLLIF images. The 
slight dependence of the mean NOx level on Us 

based on the nonreacting fuel distribution observed 
is within experimental error and is not strong enough 
to draw a conclusion. Recalling that this case is op- 
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FIG. 4. Comparison of volume flux (cc/cm2 s) from PDI and PLLIF intensity (proportional to liquid volume) for 
configurations 1 and 3 at axial distance Z = 50 mm from flare exit. 

erating at an overall equivalence ratio of 0.82, the 
expected NOx dependency is not obvious. Previous 
work [11] suggested that NO,, levels should decrease 
with higher Us values when the overall equivalence 
ratio exceeds 0.7. However, the mean levels of CO 
and UHC exhibit increases corresponding to in- 
creases in Us. The left axis in Fig. 9 is used to assess 
Us (i.e., the patterns) based on the measured emis- 
sions quantities at the exit plane, with Us based on 
the nonreacting fuel distribution. Us, based on CO 
and UHC correlates well with Us based on the non- 
reacting fuel distribution. Finally, a weak anticorre- 
lation is observed between Us based on NOr and Us 

based on the nonreacting fuel distribution. 

Summary and Conclusions 

A systematic study of the effect of hardware mis- 
alignment on the nonreacting spray structure and 

combustion performance for a practical fuel-injec- 
tion/swirler assembly has been conducted for a sin- 
gle condition. PLLIF and PDI were utilized for the 
nonreacting assessment, whereas emissions and 
temperatures were used to characterize the reacting 
case. The following conclusions are drawn from the 
work: 

• The effect of misalignment typically encountered 
by production hardware during operation on the 
nonreacting flow field is significant. The fuel dis- 
tribution is dramatically impacted, whereas the 
gas-phase structure remains similar with the ex- 
ception of a shift in the flow direction; the overall 
droplet sizes remain similar. 

• A nearly linear relationship between the spatial un- 
mixedness of the fuel ascertained via PLLIF in the 
nonreacting spray and lean blow off was found, 
which is consistent with previous studies. 

• Significant correlation was found between the lev- 
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els of CO and hydrocarbons produced and the spa- 
tial unmixedness based on nonreacting fuel distri- 
butions characterized by PLLIF. 

• Significant correlation was also found between the 
spatial unmixedness of CO and hydrocarbons at 
the exit plane and the spatial unmixedness of the 
fuel based on PLIFF images. 

• The efficiency of PLLIF makes it an attractive tool 
for screening fuel distributions produced by prac- 
tical devices. 

• The results suggest that improving the robustness 
in the concentricity of the design can help meet 
increasingly stringent emissions regulations. 

Acknowledgments 

GE Aircraft Engines is gratefully acknowledged for sup- 
plying the hardware utilized and support for swirl cup stud- 
ies and diagnostics development. The assistance of Jason 
Campbell in the computations associated with the images 
is appreciated. 

REFERENCES 

1. Wang, H. Y, McDonell, V. G., and Samuelsen, G. S„ 
/. Propulsion Power 10:441^45 (1994). 

2. Wang, H. Y., McDonell, V. G, and Samuelsen, G. S., 
/. Propulsion Power 10:445-451 (1994). 

3. Takahasi, F., Schmoll, J., Switzer, G. L., and Shouse, 
D. T, Twenty-Fifth Sijmposium (International) on 
Combustion, The Combustion Institute, Pittsburgh, 
1994, pp. 183-191. 

4. Wang, H. Y., McDonell, V. G, and Samuelsen, G S., 
ASMEJ. Eng. Gas Turk Power 117:282-289 (1995). 

5. McDonell, V. G. and Samuelsen, G. S., ASMEJ. Eng. 
Gas Turb. Power 112:44-51 (1990). 

6. Rosfjord, T. J. and Eckerle, W. A., J. Prop. Power 
7:849-856 (1991). 

7. Cohen, J. M. and Rosfjord, T. ].,]. Prop. Power 9:16- 
27 (1993). 

8. Rosfjord, T. J. and Russell, S., /. Prop. Power 5:144- 
150 (1989). 

9. Pompei, F. and Heywood, J. B., Combust. Flame 
19:407-418 (1972). 

10. Fric, T.J. Prop. Power 9:708-713 (1993). 
11. Lyons, V. J., AIAAJ. 20:660-665 (1982). 
12. Igushi, T, McDonell, V. G, and Samuelsen, G. S., An 

Imaging System for Characterization of Liquid Volume 
Distributions in Sprays, Proceedings, 6th Annual IL- 
ASS-Americas Conference, 1993, submitted to Atomi- 
zation and Sprays. 

13. McDonell, V. G and Samuelsen, G. S., A7AA/. Prop. 
Power 7:684-691 (1991). 

14. Dankwertz, P. V., Appl. Sei. Res., Sec. A 3:279-296 
(1952). 

COMMENTS 

Prof. Sigmar Wittig, University of Karlsruhe, Germany. 
I was surprised to see relatively small effects of alignment 
deviations on the droplet size distribution. Do you have an 
explanation? 

Author's Reply. In this device, the breakup of the liquid 
film deposited upon the venturi is the primary mechanism 

of atomization. As a result, it is expected that the droplet 
size will not be strongly affected if the filming mechanism 
is not strongly affected. In the present case, the misalign- 
ment does not change the location of the simplex nozzle 
relative to the venturi and, as a result, has little impact on 
filming mechanism and the subsequent droplet sizes. 
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Prof. M. M. ElKotb, Cairo University, Egypt. As we 
know swirling flow creates hollow conical spays, what is the 
effect of the surrounding cup on the stabilization and pen- 
etration of the spray? 

Author's Reply. The general characteristics of the spray 
fields produced by dome hardware similar to that used in 
the present study have been documented [1-3]. The larger 
droplets appear in the "hollow" cone portion of the spray, 
and penetrate "ballistically" into the chamber. A fraction of 
the mass from the simplex atomizer is transported directly 
into the core of the spray. Also in the core, a significant 
population of fine droplets are backmixed to the cup, and 
are likely to be a key to stabilization. In addition to provid- 
ing swirl, the location of the cup relative to the atomizer 
serves to enhance the mixing of the fuel and air prior to 
exiting the flare. 
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Arvind K Jasuja, Cranfield University, UK. Could you 
comment on the extent of attenuation encountered by the 
laser light sheet in your spray experiments and any correc- 
tions made for its compensation? In the context of dense, 
practical sprays at high pressures, severe attenuation can 
be encountered, thus potentially undermining the utility of 
the PLIF technique. 

Author's Reply. In the present spray, the attenuation 
through the spray is less than 10%, thus the impact of 
"dense spray effects" are small. For "dense" (i.e., optically 
thick) sprays, efforts are currently underway to account for 
such effects and are described in detail [1,2]. 
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This paper describes the low NOv emissions achieved by a non-premixed, direct fuel-injection burner, 
equipped with a unique double swirler for gas turbine combustors. The burner has circular and annular 
air channels to which swirlers are fitted. The inner channel converges into a throat, and gaseous fuel is 
injected into the air flow by a multihole fuel nozzle. The NOv emissions and combustion efficiency of the 
double-swirler burner with natural gas fueling were compared with those of conventional swirl burners of 
different hub diameters. The measurements of gaseous species concentration in the combustion region at 
the flame tube exit were made at atmospheric pressure; at inlet air temperatures of 650, 950, and 1100 K; 
and at equivalence ratios down to the lean flame stability limit. Among the burners tested, the double- 
swirler burner achieved the lowest NOv emissions level: at 1800 K gas temperature and 15 m/s reference 
air velocity, the emissions indices for NOv with the double-swirler burner, and the conventional small-hub 
swirler and large-hub swirler burners were 0.5, 1.1, and 2.2 g/kg fuel, respectively. The reasons that the 
double-swirler burner achieved the lowest NO,, emissions are discussed on the basis of the profiles of 
gaseous species concentration and gas temperature as well as on the data of fuel-air mixing in the com- 
bustion region. 

Introduction 

The operating temperatures of gas turbines and 
air-breathing engines go up continuously for better 
thermal efficiency. Combustor inlet air temperatures 
of the 900-1000 K level are targeted in research pro- 
grams of propulsion systems for the next generation 
supersonic transport [1] and large high-bypass ratio 
engines of pressure ratios as high as 40. The opera- 
tion at higher combustion temperatures leads to sig- 
nificantly increased NO,,, emissions, provided that 
the available NOr control strategy remains the same. 
The regulations for pollutant emissions from gas tur- 
bines and aircraft, especially for NO„ will be more 
stringent in the near future. Therefore, the devel- 
opment of low-NOj. combustion technology that is 
effective at high-temperature operating conditions is 
required. 

It is generally recognized that premixed combus- 
tion of lean, homogeneous mixtures has a potential 
for achieving very low levels of NO* emissions, even 
at high inlet air temperatures [2]. At very high inlet 
air temperatures, however, mixture preparation up- 
stream of the combustion region would lead to au- 
toignition of the injected fuel, which is favored at 
increased pressures. Unexpected combustion in the 
mixture preparation zone would damage the com- 
bustor hardware and endanger the engine safety. 

Some researchers [3-5] have reported the capa- 
bility of low-NO,. emissions for non-premixed burn- 
ers, which are completely free from problems such 
as autoignition and flashback. The experimental re- 
sults obtained at atmospheric pressure and moderate 
inlet air temperatures showed that low-NOj emis- 
sions were achieved not only for gaseous fuel [3,4] 
but also for kerosene sprays [5], while maintaining 
high combustion efficiency even near flame stability 
limits. A feature common to these burners is en- 
hanced mixing of fuel and excessive combustion air 
just downstream of the burner exit by means of 
strong swirling flows or interacting impinging jets. 
NO,, emissions depend significantly on the homo- 
geneity of unburned mixtures [6,7] and on the char- 
acteristic lifetime of burned gas pockets in the com- 
bustion region. Rapid mixing increases mixture 
homogeneity and shortens the characteristic time for 
NOj. formation. Later, Tacina [8] categorized these 
non-premixed, low-NOj. burners into "direct fuel in- 
jection." 

In the present study, the potential for low-NO* 
emissions of the double-swirler burner, developed 
by Hayashi [9], is investigated at inlet air tempera- 
tures up to 1100 K using natural gas. The fuel is 
widely used for advanced high-temperature station- 
ary gas turbines for power generation and is sup- 
posed to be used for future hypersonic propulsion 
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FIG. 1. Schematic drawing of double-swirler and conventional swirl burners used. 

composed of coaxial and corotational swirlers with 
16 curved vanes of an angle of 45° and a multihole 
fuel nozzle. Combustion air is split between inner 
circular and outer annular passages with a ratio of 
about 1:2. The large-hub and small-hub swirlers, 
composed of 16 curved vanes of an angle of 45°, have 
the same annular passage area. The nominal swirl 
numbers of the small-hub and large-hub swirlers are 
0.8 and 0.88, respectively. According to the criterion 
in Ref. 10, both produce a "strong" swirl, which pro- 
vides a central recirculation behind the hub. 

There is a significant difference between the flow 
structures downstream of the double swirler and 
conventional swirlers. The conventional swirler pro- 
vides a recirculation zone formed behind the hub, 
through which fuel is injected to the annular air jet. 
The double swirler, on the other hand, provides a 
recirculation zone, with its apex close to the throat. 
A high-velocity jet issuing from the center orifice 
prevents flash back, and the resulting short residence 
time excludes the possibility of autoignition in the 
passage. 

The conventional swirl burners are mounted flush 
to the end wall of the flame tube while the double- 
swirler burner is mounted on back of the end wall 
flange of 16 mm in thickness, as shown in Fig. 2. 
The flange has a diverging conical passage connect- 
ing the swirler and the flame tube. The flame tube 
is a silicone nitride tube, 300 mm in length, 80 mm 
in diameter, and 10 mm in wall thickness, blanketed 
with ceramic fiber for minimizing heat losses. 

Combustion air is electrically heated, and its flow 
rate is measured by an orifice flowmeter, and fuel 
flow rate is measured by a mass flowmeter. 

Flame Tube (SiC) 

Heat Insulating 
Ceramic Fiber 

To Pressure 
=t    Gauge 

Double-Swirler 

Fuel Nozzle 

Heated Air 

FIG. 2. Schematic drawing of experimental combustor 
fitted with double-swirler burner. 

engines [1]. The NO* emission levels for the double- 
swirler burner are compared with those for two con- 
ventional burners fitted with large-hub and small- 
hub swirlers. The reasons for the difference in the 
levels of NOx emissions measured for the three 
burners are discussed on the basis of the measured 
profiles of gas temperature, local equivalence ratio, 
and gaseous species including CO, C02, HC, Oz, 
NO, and NO,, in the combustion region. The data of 
fuel-air mixing, measured under nonburning con- 
ditions, are also used for the discussion. 

Experimental 

Burner Modules 

The burner modules used in the present study are 
schematically shown in Fig. 1. The double swirler is 

Procedures 

Emissions characteristics were investigated for 
fuel-lean mixtures at inlet air temperatures of 650, 
950, and 1100 K and at reference air velocities of 10 
and 15 m/s, averaged over the cross-sectional area 
of the flame tube. 

Representative gas sampling was made at 300 mm 
from the end of the wall by using an X-shaped, area- 
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FIG. 4. Correlation of NC^. emissions and combustion 
efficiency for double-swirler burner. 

averaged gas sampling probe with 36 holes in total. 
To prevent condensation of water vapor in the sam- 
pling probe and lines, the feed rate of cooling water 
to the probe was controlled, and the sampling line 
was electrically heated to a temperature of about 430 
K. Burned gas samples were diluted with pure ni- 
trogen using a capillary flow mixer before entering 
the gas analyzer. The concentrations of 02, CO, 
C02, HC (as CH4), NO, and NOj were measured 
by the standard gas analysis procedures: chemilu- 
minescence for NO, nondispersive infrared absorp- 
tion for CO and C02, flame ionization for HC, and 
paramagnetic analysis for 02. The N02-NO con- 

verter with stainless steel catalyst was calibrated us- 
ing standard N02 gas to confirm conversion efficien- 
cies greater than 96%. Combustion efficiencies were 
calculated from the measured gas compositions, as- 
suming that the final combustion products at com- 
plete combustion were water vapor and carbon di- 
oxide. Equivalence ratios were calculated not only 
from the measured air and fuel flow rates but also 
from the gas compositions measured for the area- 
averaged gas samples. The equivalence ratios cal- 
culated based on the area-averaged gas analysis data 
at the flame tube exit agreed with those from the 
measured fuel and air flow rates to accuracies better 
than 5% for all experimental conditions. 

The local species concentrations in the combus- 
tion region were measured for the three burners by 
using a single-hole gas sampling probe at 650 K inlet 
air temperature, 10 m/s reference air velocity, and 
0.5 overall equivalence ratio. The sampling probe 
was traversed along the diameter at each measure- 
ment cross section, and sampled gas was analyzed 
by the procedure described above. 

The mixing of injected fuel and air in the com- 
bustion region was investigated under nonburning 
conditions. A mixture of 1% methane and air, instead 
of fuel, was injected from the fuel nozzle, and local 
fuel concentrations in the flame tube were measured 
using a minute single-hole probe and a flame ioni- 
zation detector. 

Results and Discussion 

NOx Emissions 

Six multihole fuel nozzles of different configura- 
tions were preliminary tested for the double-swirler 
and conventional swirl burners. The results revealed 
that the effects of number, size, and position of holes 
and fuel-jet angle of the fuel nozzle on the NOx 

emission levels were very small, suggesting that mix- 
ing of fuel and air was mainly controlled by the swirl- 
ing air flow. Therefore, a multihole fuel nozzle with 
16 jet holes was used for the later experiments. The 
total cone angle of fuel jets is 60° for the double- 
swirler burner and 120° for the conventional swirl 
burners. 

The EINOj. for the three burners is shown in Fig. 
3. The effect of inlet air temperature is significant, 
and EINOj increases more steeply with equivalence 
ratio at higher inlet air temperatures. The NO,, emis- 
sions for the double-swirler burner are lower than 
those for the conventional swirl burners at lower 
equivalence ratios (<0.7). It is generally difficult for 
conventional swirl burners to attain very low NO,, 
emissions without deteriorating combustion effi- 
ciency [11], 

The EINOx-combustion efficiency correlations for 
the double-swirler burner are shown in Fig. 4 for 



2736 GAS TURBINES 

O 

X 
O 

LU 

1        '       1                'I'll 
Tin=950K                                        / fj 

Uref, m/s Swirler                           / //^ 
O 10 Double                      Im _   • 15 
A 10 Small-Hub             Uli 
A 15 
D 10 Large-Hub         ///   1 ■ 15 

, £*ärrr*T           1,1 
1300        1600       1800       2000       2200 

Adiabatic Flame Temperature, K 

FIG. 5. Comparison of NC\. emissions from double-swir- 
ler and conventional swirl burners. 

RADIAL POSITION,    mm 

Double-Swirler Burner 

i)4o»_(' v_ixr 40 

RADIAL POSITION,    mm 

Large-Hub Swirler Burner 

FIG. 6. Normalized fuel concentrations in combustion 
region for double-swirler and large-hub swirler burners un- 
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different inlet air temperatures. The numerical val- 
ues attached to some data points represent equiva- 
lence ratios at which the emissions data were mea- 
sured. With decreasing equivalence ratio along each 
line, the EINO* decreases while combustion effi- 
ciency increases. Thus, both very low NOj. emissions 
and very high combustion efficiency (>99.9%) are 
achieved simultaneously, even at fairly lean condi- 
tions. This trend is quite different from that of the 
conventional swirl burners, for which combustion ef- 
ficiency deteriorates at very lean conditions. The 

measured concentrations of HC were less than a few 
parts per million. The trend of measured CO con- 
centration with overall equivalence ratio was consis- 
tent with that of the prediction by adiabatic equilib- 
rium calculations, though the measured CO 
concentration was lower than the predicted at 
greater equivalence ratios. 

The NOx emissions levels measured at 950 K inlet 
air temperature and at 10- and 15-m/s reference air 
velocities are plotted against adiabatic flame tem- 
perature in Fig. 5. For the sake of clarification, only 
the data measured at flame temperatures up to about 
2100 K are included in the figure. The EINOr for 
the double-swirler burner is always the smallest, and 
an increase of reference air velocity results in lower 
NOj. emissions levels. At 1800 K adiabatic flame 
temperature and 15-m/s reference air velocity, the 
EINOj. for the double-swirler burner is about half 
of that for the small-hub swirler burner and about 
one-fourth of that for the large-hub swirler burner. 
The EINOj for the double-swirler and the small-hub 
swirler burners decreases monotonically with de- 
creasing adiabatic flame temperature. The EINOx 

for the large-hub* swirler burner, which sustained 
flame until the fuel flow was cut off, reaches a min- 
imum at an adiabatic flame temperature of around 
1600 K. 

Fuel-Air Mixing under Nonburning Conditions 

Enhanced mixing of fuel and air in the combustion 
region is very effective in suppressing NO^. forma- 
tion. Fuel-air mixing in the double-swirler and the 
large-hub swirler burners was investigated under 
nonburning conditions at an inlet air temperature of 
350 K and a reference air velocity of 5 m/s. 

The profiles of nondimensional fuel concentration 
C/CA, where C and CA are the local and overall fuel 
concentrations, are shown in Fig. 6. In this figure, 
H represents the distance from the swirler exit to 
the measurement cross section. The profiles of Cl 
CA show the radial spread of fuel jets and progress 
of fuel-air mixing. In the double-swirler burner, at 
H = 1 mm, the profile is a cone with its apex on the 
axis, suggesting that the mixing of air and fuel in the 
inner channel is far from complete. The profile 
comes to have two peaks (C/CA = 3.5) at H = 6 
mm, but is almost flat at H = 16 mm. More uniform 
profiles of C/CA are observed further downstream 
(i.e., H = 21 and 26 mm). The measured flame tem- 
perature profiles show that the flame started at H = 
10 mm. Thus, it is expected that mixtures of high 
uniformity are formed in a very short distance from 
the double-swirler exit. The M-shaped C/CA profiles 
just downstream of the fuel nozzle of the large-hub 
swirler burner reflect penetration of the fuel jets. 
With increasing axial distance, the two peaks are di- 
minished and uniform fuel distributions result at H 
= 30 mm. 
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ble-swirler and conventional swirl burners. 

Uniform profiles of fuel-air ratio are obtained in 
a shorter distance in the double-swirler burner than 
in the conventional swirl burner. A comparison of 
the fuel concentration profiles shows that the fuel- 
rich region is smaller in the double-swirler burner 
than in the large-hub swirler burner. That rapid 
fuel-air mixing in the double-swirler burner is the 
reason for the lower NOr emissions of the double- 
swirler burner. 

Profiles of Equivalence Ratio and Gaseous Species 
Concentrations 

Measurements of species concentrations and gas 
temperatures were made at different axial positions 
in the flame tube at 650 K inlet air temperature, 10- 
m/s reference air velocity, and 0.5 overall equiva- 
lence ratio. 

Local Equivalence Ratio 
The profiles of local equivalence ratio in the three 

burners are compared in Fig. 7. At H = 10 mm, the 
profiles for the conventional swirl burners are M- 
shaped and the mixtures are rich in the central re- 
gion of the large-hub swirler burner. The profiles are 
increasingly uniform with axial distance. They almost 
agree with each other at H = 35 mm, and very uni- 
form profiles result at H = 75 mm for all the burn- 
ers. 

A comparison of the development of profiles for 
the burners shows that fuel-air mixing is the slowest 
in the large-hub swirler burner. The fuel-rich zone 
in the large-hub swirler burner is the reason for high 
NOj. emissions of the burner. 

Carbon Monoxide and Unburned Hydrocarbons 
The CO profiles for the three burners are com- 

pared in Fig. 8. The variation of the CO profile with 
axial distance is generally consistent with that of HC 
profile, which is not included in the paper because 
the allowable length of a paper is limited. It is shown 
that the hub size has a significant effect on the CO 
and HC profiles at H = 10 and 20 mm. The CO 
concentration is highest on the axis for the large-hub 
swirler burner while minimum for the small-hub 
swirler burner. Except for the central region, the CO 
and HC profiles are the same for the conventional 
swirl burners. At H = 50 mm, the profile of CO 
concentration became high near the flame tube wall, 
and HC concentration became very low over the 
cross section. The oxidation of CO in the region near 
the wall is slow because of lower gas temperatures, 
though the profiles of CO become nearly uniform 
for both burners at H = 100 mm. 

Oxides of Nitrogen 
Figure 9 shows the profiles of NOj emissions in 

the flame tube for the three burners. It is shown that 
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gion for double-swirler and conventional swirl burners. 

at H = 20 mm, the peak NO,- concentration for the 
double-swirler burner is about one-third of that for 
the small-hub swirler burner and about one-sixth of 
that for the large-hub swirler burner. With increas- 
ing axial distance, the NO,, concentration decreases 
in the central region, and uniform profiles result. 
The reduction of NO,, concentration in the central 
region for the large-hub swirler burner is remark- 
able. The profiles are nearly uniform at H = 75 mm 
not only for the double-swirler burner but also for 
the small-hub swirler burner. A comparison of the 
NO,, concentrations measured at H = 75 mm for 
both burners shows that the NO,, concentration 
(about 10 ppm) for the double-swirler burner is 
about half of that for the small-hub swirler burner. 
The NOx profile for the large-hub swirler burner is 
not uniform even at H = 75 mm and has a region 
of high NO, concentrations (about 50 ppm) on the 
axis. It is noted that the NOx concentration increases 
remarkably in the upstream region of the flame tube 
and increases little in the downstream region of H 
= 75 mm. The order of the three burners in respect 
to NO,, emissions concentrations at H = 75 mm 
does not change until the flame tube exit, as shown 
in Fig. 5. The profiles of equivalence ratio for the 
double-swirler burner, as shown in Fig. 7, are more 
uniform than those of conventional swirl burners. 
Moreover, the regions of high gas temperature in the 
upstream region of the flame tube is smaller in the 
double-swirler burner than in the conventional swirl 
burners, as shown in Fig. 10. The results confirm 
that the NO,, concentration, especially in the up- 
stream region of the flame tube, for the double- 
swirler burner is lower than that for the conventional 
burners. 

Conclusions 

In this study, a non-premixed, direct fuel injection 
burner with a unique double swirler was developed 
for low-NOx and low-CO emissions gas turbine com- 
bustors. The emissions characteristics of the burner 
are compared with those for the swirl burners of 
conventional configurations. The reasons for the low 
emissions of the double-swirler burner are discussed 
on the basis of the measured profiles of equivalence 
ratio and gaseous species concentrations, as well as 
of the data on fuel-air mixing in the combustion re- 
gion. 

Major conclusions are as follows: 

1. The compatibility between low-NOx emissions 
and high combustion efficiency was demon- 
strated using the double-swirler burner, which di- 
rectly injected natural gas into the combustion 
region. The NOx emissions levels for the burner 
were significantly lower than those for conven- 
tional swirl burners. The NO,, emission levels for 
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the large-hub swirler burner were much higher 
than those for the small-hub swirler burner. 

2. NQj was formed rapidly in the upstream region 
of the flame tube. 

3. The profile of equivalence ratio in the upstream 
region of the flame tube for the double-swirler 
burner was more uniform than that for conven- 
tional swirl burners. The mixing of fuel and air 
was more rapid in the double-swirler burner than 
in the conventional swirl burners, which resulted 
in uniform equivalence ratio profiles in the com- 
bustion region. The improved mixing of directly 
injected fuel and air in the double-swirler burner 
is the reason for the lower NOr emissions of the 
burner. 
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COMMENTS 

Prof. C. Bruno, University of Rome, Italy. The results 
presented are extremely interesting in that very high com- 
bustion temperatures correspond to very low levels of NOx. 
At very low equivalence ratio and low combustion temper- 
atures, there is recent evidence that N20 may form, com- 
pensating for the NO reduction. Will the authors look into 
this issue in the future? 

Author's Reply. Thank you very much for your interest 
in our study and for your suggestion. We are very sorry to 
say that the N20 concentration has not been measured. 
We are now preparing to measure NaO. 

Christian Eigenbrod, ZARM Institute, Germany. How 
high is the pressure drop of your swirler compared with 
the conventional type? 

Are the spin directions of the two swirlers parallel or 
counterwise? 

Author's Reply. We did not measures the pressure drop 
of the conventional swirler. The pressure drop of the dou- 
ble-swirler was about 7% at 650 K inlet air temperature, 
10 m/s reference air velocity, and 0.5 equivalence ratio. 

The double-swirler is a co-rotational swirler. 
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A prevaporizer-premix duct with complete optical access operating at pressures up to 15 bar and at 
temperatures up to 850 K has been built to investigate in detail the coupled processes of atomization, 
evaporation, and mixing of kerosene at conditions relevant to aeroengines and stationary gas turbines. 
Phase-Doppler anemometry (PDA) was used to measure liquid-phase properties and laser-induced fluo- 
rescence for the liquid and gaseous fuel. The evaporation and dispersion properties of the prevaporizer 
were simulated with a Lagrangian particle tracking computer program. For the flat prefllming atomizer 
used, complete evaporation was obtained within 100 mm without autoignition. Dynamic pressure, impor- 
tant for a sufficiently fine atomization, was about 3% of total pressure. Comparing parametric variations 
of the experiments with the computations, it was found that air temperature had the largest influence on 
evaporation, whereas pressure only had an indirect effect through atomization quality. In the same way, 
the initial spray temperature was shown to be an important parameter for evaporation, and it should be 
measured. The spray acceleration and evaporation history was reproduced sufficiently well for engineering 
purposes both with and without taking into account spray feedback on the gas phase. The dispersion was 
not sufficient for practical use in premix ducts. Turbulence generators are needed to promote spray dis- 
persion and vapor mixing. 

Introduction 

Lean, premixed combustion of gaseous fuels has 
been applied in stationary gas turbines as a low-emis- 
sion combustion concept with considerable success. 
For liquid fuel-based stationary engines and aeroen- 
gines, the realization of lean, premixed, prevapor- 
ized (LPP) combustion is hindered by the hazards 
of autoignition and flashback at high combustor inlet 
temperatures and pressures. For aeroengines, space 
and weight constraints aggravate the design prob- 
lems. However, in light of increasing pressure ratios 
of subsonic engines and high inlet temperatures of 
supersonic engines, both promoting increased NO^ 
formation, the potential of an almost 10-fold reduc- 
tion of NOx compared to conventional diffusion 
flame combustors justifies a long-term, multistep re- 
search effort, such as one undertaken in a program 
of the European Commission uniting engine manu- 
facturers, research organizations, and universities 

[1]. 
The aim of the experiments reported in this con- 

tribution was to investigate the processes of atomiza- 
tion, evaporation, and mixing in detail at conditions 
relevant to aeroengines and high-performance sta- 

tionary gas turbines in a prevaporizer model with 
complete optical access. Comparison of the experi- 
mental results with numerical predictions can im- 
prove the understanding of the underlying physics 
considerably, and with computer codes validated at 
the relevant conditions, designers can take full ad- 
vantage of gains to be achieved with geometrical var- 
iations at dramatically reduced costs. The results of 
such a comparison are given in this paper. 

Experiment 

To achieve complete evaporation fast enough, the 
lowest possible initial drop-size diameter has to be 
produced. Hence, an atomization study [2] was un- 
dertaken to identify atomizers suitable for prevapor- 
ization configurations prior to the evaporation ex- 
periment. A flat prefilming airblast atomizer gave the 
lowest drop-size diameters at the relevant engine 
conditions. Consequently, such an atomizer, Fig. 1, 
was used in the present study. The liquid is spread 
over the surface of the atomizer through a slit, form- 
ing a thin film, and is atomized by the high-momen- 
tum air stream. The spray is then accelerated from 
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FIG. 1. Fiat, prefilming airblast atomizer. 

the small film velocity to the velocity of the sur- 
rounding gas. The fuel-flow-per-atomizer width was 
chosen in accordance with prevaporizer air-to-fuel 
ratios. 

The atomization quality of airblast atomizers ex- 
hibits a dependence on ambient pressure. The evap- 
oration rate is influenced by the acceleration history, 
which, in turn, is governed by the particle Stokes 
number, depending on the gas-to-droplet density ra- 
tio and particle diameter. The Stokes number also 
influences the turbulent dispersion of the droplets. 
It is therefore not possible to decouple evaporation 
and mixing from atomization, nor can the influence 
of a variation of the thermodynamic parameters be 
isolated in the experiment. Thus, it had to be carried 

out at actual engine conditions with practical fuels, 
i.e., kerosene Jet A. The pressure was varied from 3 
to 15 bars and the temperature between 550 and 850 
K, covering the cruise conditions of many aeroen- 
gines and full load of stationary turbines. It was as- 
sumed that the largest part of the allowable com- 
bustor pressure loss can be used to generate the 
prevaporizer pressure head, so the bulk air velocity 
in the prevaporizer was only varied between 80 and 
120 m/s, with most of the measurements made at 
120 m/s. The autoignition correlation of Ref. 3 for 
kerosene gives ignition delays of only a few millisec- 
onds for these conditions. Therefore, it was decided 
to limit the prevaporizer length to 150 mm. 

Experimental Apparatus 

The test cell is shown in Fig. 2. The outer pressure 
housing has three-way optical access and is isolated 
from the heat of the hot, inner quartz duct by the 
cooling air flow surrounding the inner duct. The pre- 
vaporizer duct had a rectangular inner cross section 
of 25 by 40 mm. The air was heated by a 520 kW 
electrical heater. The facility and the measurement 
techniques are described in detail in Ref. 4 and the 
experimental results in Ref. 5. 

Droplet sizes and velocities and liquid volume 
fluxes were measured by a two-component Phase- 
Doppler anemometer (PDA) [6], As Phase-Doppler 
anemometry is restricted to a single particle in the 
measurement volume, the liquid volume fluxes were 
corrected by a particle rejection probability based on 
Poisson statistics [15]. However, accurate measure- 
ments close to the atomizer lip (x < 30 mm) were 
not possible due to very high particle concentrations. 
The   postprocessing   of  the   liquid   volume   flux 
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Space for Atomizer Mounting 
FIG. 2. Test cell. 
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accounted for the shape of the measurement vol- 
ume, limited by the slit in the receiving optics and 
its orientation relative to the mean flow direction [4], 
Test measurements on a nonevaporating kerosene 
spray at comparable conditions, but at ambient tem- 
perature, showed that the resulting error was within 
15% of the nominal flux, if the particle concentra- 
tions were not too high. This error margin does not 
include drop-sizing errors caused by refractive index 
changes of the heated droplets. Drop sizes were 
measured in first-order refraction under a scattering 
angle of 52°. Neglecting refractive index gradients 
inside the droplets, the decrease of the refractive 
index of kerosene when heated up from ambient 
temperature to its wet-bulb temperature, as re- 
ported by Ref. 16, results in a maximum drop-sizing 
error of 4%. At each axial position, 50-80 point mea- 
surements with 20,000 particles were made over the 
cross section of the duct. However, measurements 
at streamwise positions, with more than 99% mass 
evaporated, are based on a minimum of 4000 parti- 
cles. Relative liquid volume fluxes were obtained by 
integration of all measurement points, normalized 
by the inlet flux. Representative spray diameters 
were computed by averaging over all single-point 
values, weighted with the local liquid volume fluxes. 

A detailed description of the optical setup for the 
laser-induced fluorescence (LIF> measurements is 
given in Ref. 7. A XeCl excimer laser (17 ns pulses) 
and two intensified charge coupled device (CCD) 
camera systems allow simultaneous monitoring of 
Mie scattering and LIF signals of kerosene. Like 
other commercial fuels [8], kerosene Jet A can be 
excited directly at 308 nm to give strong fluorescence 
signals at longer wavelengths. A cylindrical lens was 
used to form the laser beam to a 0.2-mm-thick laser 
sheet, which was focused in the middle of the test 
duct parallel to the air flow. 

Numerical Spray Model 

Numerical predictions of the evaporating spray 
were performed by Lagrangian particle tracking. For 
each computational particle, representing a number 
of droplets, the equations for momentum, internal 
energy, and mass together with three equations for 
the particle location, i.e., eight ordinary differential 
equations, were solved by an Adams scheme. 

A dilute spray with spherical droplets is consid- 
ered. In the momentum equations only the drag 
term (employing Putnam's cD formula [10]) is taken 
into account because the density ratio of liquid fuel 
to air is large. A standard evaporation model (quasi- 
steady, spherically symmetric Stefan flow around the 
droplet with Ranz-Marshall convection corrections 
of Nusselt and Sherwood numbers; variable Lewis 
number; properties of the boundary layer taken at 
1/3 reference state; phase equilibrium at the droplet 

surface) is used (for example, [9,10]). Real gas ef- 
fects are not accounted for because the present case 
is well below the critical pressure. No local temper- 
ature gradients are presumed inside the droplet. The 
multicomponent kerosene fuel Jet A is represented 
by a single-component fuel, the properties of which 
were compiled from the literature. Particle turbu- 
lent dispersion was modeled by a modified version 
of a spectral dispersion model [11,12]. It accounts 
for the exponential temporal and spatial declining of 
the autocorrelation of the gas velocity fluctuations at 
particle location along its trajectory. Neither in the 
evaporation model nor in the dispersion model were 
any constants tuned. 

With this spray code, a parametric study.parallel 
to the LPP experiments was performed. For reasons 
of computational economy, a homogeneous gas field 
with no influence of the spray on the gas flow was 
assumed. Typically requiring 3 h on a SCI INDICO 
2 workstation, 160,800 computational particles were 
tracked. Taking into account full coupling between 
spray and gas flow in the duct (starting with a block 
profile for the mean gas streamwise velocity at x = 
— 10 mm and neglecting atomizer wake) gave only 
a negligible influence on spray volume flux, repre- 
sentative diameters, and droplet temperature and 
dispersion. Hence, the spray feedback was ne- 
glected. The baseline case considered was an air 
pressure of 9 bars, a duct inlet temperature of 750 
K, and an air velocity of 125 m/s, the turbulence 
intensity typically being 5%. As the dense spray re- 
gion just behind the atomizer is not accessible to 
PDA measurements, lacking information about 
spray initial conditions had to be completed by as- 
sumptions. From experiments under pressure but at 
ambient temperature [2], an initial Rosin-Rammler 
droplet size distribution was extrapolated at x = 0. 
There, the given liquid volume flux of 1 g/s was dis- 
tributed in z range from - 0.5 to + 0.5 mm, decreas- 
ing linearly from its maximum value at the symmetry 
plane z = 0. As in prefilming airblast atomizers, the 
air accelerates the droplets from the low film veloc- 
ity, the mean initial particle streamwise velocity com- 
ponent was chosen to be small (10 m/s), and mean 
transverse droplet velocities were neglected. In con- 
trast, for the droplet initial rms-velocity components, 
a nonzero value had to be assumed (see comment 
on Fig. 9) because the LIF measurements showed 
a strong fluctuation of the liquid in the z direction. 
A Gaussian distribution of the droplets' initial veloc- 
ity was assumed. The droplets' initial temperature 
had to be guessed. A value of 343 K turned out to 
be reasonable (see comment on Fig. 7). All calcu- 
lated, averaged quantities are defined in the same 
way as done in the measurements. 

Results 
The results of measurements and predictions to 

be presented refer to the baseline case (9 bar, 750 
K, 125 m/s), unless stated otherwise. 
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FIG. 3. Measured influence of air 
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FIG. 4. Streamwise development of representative spray 
diameters and liquid volume and mass flux—comparison 
of predictions with measurements (lines = prediction; 
symbols = measurement). 

Evaporation Characteristics 

The streamwise decrease of the total liquid mass 
flux characterizes the progress of evaporation. Re- 
spective PDA measurements of the liquid volume 
flux, Fig. 3, were limited to a downstream region, 
where the main body of the spray has already been 
evaporated. This restriction is caused by the dense 
spray limitation of the PDA measurement tech- 
nique. 

Raising the pressure results in a significant en- 
hancement of evaporation. Because of the pressure 
dependence of airblast atomization, the influence of 
pressure on the droplet behavior was studied iso- 
lated from atomization by performing numerical cal- 
culations at p = 6 and 14.5 bar. Hereby, all other 
parameters were left unchanged. The results show 
only a small decrease of the evaporation when raising 
the pressure: the normalized liquid volume flux at 
x = 60 mm was 14.6% and 17.4% forp = 6 and 14.5 

bar, respectively. The influence of pressure on the 
representative diameters was similarly small. So it 
can be concluded that the measured pressure de- 
pendence of evaporation is mainly caused by atom- 
ization producing a finer spray at higher pressure. 

That pressure insensitivity of evaporation is the 
result of a balance of interacting effects: higher pres- 
sure lowers the vapor mass fraction at the droplet 
surface for a given droplet temperature, leading to 
a faster temperature rise of the droplets and a higher 
wet-bulb temperature. In our case, we got 500 and 
542 K at 6 and 14.5 bar, respectively. Moreover, rais- 
ing pressure increases particle Reynolds number. 
This, in turn, raises Nusselt and Sherwood numbers 
but also causes a higher acceleration of the droplets, 
shortening their residence time. Finally, as pressure 
changes heating up and wet-bulb temperatures, the 
temperature dependence of thermophysical prop- 
erties plays a role. 

Evaporation alters the droplet size distribution, 
which can be characterized by representative drop- 
let diameters. Figure 4 shows the measured and pre- 
dicted streamwise development of the Sauter mean 
diameter (SMD), the volume undersize diameters 
Dog and D0j, together with the normalized liquid 
volume and mass flux for the baseline case. 

The computation reveals that the nearly constant 
diameters observed by the measurements (the dip 
at x = 60 mm might be a measurement error) in the 
range x = 30-150 mm are preceeded by a rise up- 
stream, which turns into a decrease downstream. 
Reasons for that are discussed below (Fig. 6). Dur- 
ing heating of the droplets from the presumed start- 
ing temperature of 343 K to the wet-bulb tempera- 
ture of 518 K, the density of the liquid decreases by 
20%. In this case, the varying liquid density causes 
differences between mass and volume flux of up to 
10% of the starting flux, Fig. 4. Time for a starting 
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6-fim droplet was 0.04 ms to reach a temperature 10 
K below the wet-bulb temperature, whereas a 30- 
/im droplet took 0.69 ms. 

Immediately after atomization, the droplets ex- 
perience a rapid acceleration by the high-velocity air 
stream. Figure 5 shows the measured and predicted 
streamwise development of the averaged streamwise 
particle velocity component for three droplet-size 
classes. As already mentioned, the neglection of the 
spray feedback had very little effect on the com- 
puted droplet evaporation characteristics. The mea- 
sured droplet velocities were overestimated up to 
7% (Fig. 5, x = 30 mm), due to the momentum loss 
of the gas to the droplets in the dense spray region, 

which lowers the gas velocity locally. Indeed, better 
agreement was obtained when considering the spray 
feedback on the gas field. 

Droplet dynamics is important for evaporation be- 
cause relative velocity influences evaporation rate. In 
addition, the droplet velocity determines its resi- 
dence time. These effects promote the rapid evap- 
oration of the spray observed in the upstream region. 
For the present case, relative velocity effects caused 
by turbulent fluctuations had only a negligible effect 
on evaporation, as was revealed by computations 
with and without turbulent dispersion. 

Insight into the evaporation can be gained by ex- 
amining the streamwise development of the pre- 
dicted volumetric drop-size distributions, Fig. 6. 
Three phases in the development of the size distri- 
bution can be discerned: 

1. x < 60 mm: The initial size distribution atx = 0 
exhibits a shift to larger diameters, whereby its 
shape is only slightly affected. As the small drop- 
lets heat faster, enhancing evaporation at the 
small-diameter end of the size distribution, the 
distribution shifts and the representative diame- 
ters rise, Fig. 4. The end of this phase, where still 
16% of the liquid volume flux exists, approxi- 
mates the end of heating. 

2. x = 60-200 mm: The size distribution stops 
shifting, the diameter (17 fim) of its peak and its 
lower diameter branch change but little. How- 
ever, the distribution's large-diameter branch be- 
gins to narrow. In this second phase, the dynam- 
ics of the mass transfer to smaller diameters is 
such that, in each bin, there is a dynamic equilib- 
rium between source and sink, except at the 
large-diameter end, which loses its source. That 
is why the SMD and the D0A remain constant, 
whereas the D09 already decreases. 

3. x > 200 mm: The final phase begins, where the 
evaporation ends: only 0.23% of the initial liquid 
volume flux is left. In that phase, the size distri- 
bution moves toward small diameters accompa- 
nied by a rapid narrowing toward a monodisperse 
spray. 

From this reasoning, it can be concluded that a 
longer heating phase of the spray tends to make the 
streamwise representative diameters reach a higher 
maximum value and shift it further downstream. The 
predictions in Fig. 7, where the spray initial tem- 
perature was varied, corroborate that. Two extreme 
values were chosen here: the fuel supply tempera- 
ture (288 K) and the wet-bulb temperature (518 K), 
i.e., maximum possible heating and no heating of the 
droplets during evaporation. 

Figure 7 reveals the strong influence of the spray 
initial temperature on the evaporation. At x = 60 
mm, the normalized liquid volume flux has de- 
creased to 22.4 1 15.7 I 1.4% for a chosen droplet 
initial temperature of 288 I 343 I 518 K, respectively. 
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FIG. 8. Influence of air temperature TA on streamwise 
development of liquid volume flux—comparison of pre- 
dictions with measurements (symbols = measurement; 
solid lines = prediction for TA = 850 K; dotted lines = 
prediction for TA = 650 K). 
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FlG. 9. Streamwise development of droplet cloud's trans- 
verse dispersion—comparison of predictions with mea- 
surements (lines = prediction; symbols = measurement; 
note the different scales for z and x). 

The initial temperature of 343 K chosen for the 
baseline case seems to be justified by Fig. 4 together 
with Fig. 7, because then not only the liquid volume 
flux but also the representative diameters of the 
measurement were met. 

The influence of the air temperature on the evap- 
oration was studied as well by changing the air tem- 
perature of the baseline case (Fig. 8). 

The measurements reveal the strong influence of 
the air temperature on evaporation. In the predic- 
tions shown, the same spray initial conditions as in 
the baseline case were used, resulting in an under- 
estimation of the measured influence of air temper- 
ature. This was due to a finer atomization and an 
elevated initial spray temperature at higher air tem- 
perature. 

Dispersion Characteristics 

The spreading of the droplet cloud is character- 
ized by its standard deviation zRMS M and by mea- 
sures like zoa(x), which defines 90% of the liquid 
volume flux at a given streamwise position % to be 
located inside a z range of half width z09 around the 
symmetry plane z = 0. Figure 9 shows the measured 
and computed streamwise development of the dis- 
persion for the baseline case. 

Extrapolation of the measurements to x = 0 in- 
dicates a quicker dispersion near the atomizer than 
downstream. An initial condition for the transverse 
standard deviation of particle velocity set to 17.5 m/s 
reproduced this behavior in the numerical results. 
The quicker dispersion in the atomizer near field can 
be attributed to liquid film oscillations (see Fig. 10), 
which were also seen for an atomizer of the same 
design at atmospheric pressure [13], in the same way 
as documented in [14], and to the turbulence gen- 
erated by the atomizer wake. Further downstream, 
these disturbances are damped out, and the disper- 
sion rate acquires an asymptotic value. There, ex- 
perimental and numerical results both show a Gaus- 
sian profile of the volume flux density distribution. 
For the computations, a triangular initial distribution 
had been used (see above). The turbulent macro- 
length scale set to 20% of the smaller duct width 
reproduced the far-field dispersion behavior ob- 
served by the measurements. The sensitivity of dis- 
persion and evaporation to the macroscale was 
tested by equating the macroscale and the smaller 
duct width (25 mm). The spray angle increased by 
65%, only negligibly affecting evaporation. 

The LIF shots at two uncorrelated incidents (Fig. 
10) show the kerosene fluorescence of both liquid 
and vapor. It can be seen that the streamwise distri- 
bution is not homogeneous, which points at the 
time-dependant atomization behavior explained in 
Ref. 14. At the downstream end of the pictures, the 
kerosene layer is seen to turn up and down. This 
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FIG. 10. Two uncorrelated instantaneous LIF shots of 

kerosene (vapor and liquid) fluorescence (plane )/ = 0, in 
range nearx = 0). 

bulk movement could be responsible for the higher 
initial mean dispersion rate, which then would give 
a less homogeneous distribution in time than the dis- 
persion produced by the duct turbulence in the far 
field. For the investigated particle size distributions, 
the liquid dispersion was observed to progress at al- 
most the same rate as the kerosene vapor. 

Conclusions 

Complete evaporation was achieved for the at- 
omizer used in this study within 100 mm without 
autoignition. Dynamic pressure, being important for 
a sufficiently fine atomization, was about 3% of total 
pressure. For the small drop-size distribution of this 
experiment, the most rapid evaporation coincides 
with the acceleration phase, and prevaporization 
could be terminated after that at the end of the heat- 
ing phase at 60 mm with only a small loss in eva- 
porization efficiency. Air temperature had the larg- 
est influence on evaporation, whereas pressure only 
had an indirect effect through atomization quality. 
Comparison of experimental results and calculations 
varying the initial spray temperature showed this 
temperature to be an important parameter for evap- 
oration, and it should be measured. If a significant 
part of fuel heating could be achieved in the atom- 
izer fuel path without coking, considerable reduc- 
tions could be made in the prevaporizer length, as 
apparent in Fig. 7. The spray acceleration and evap- 
oration history was reproduced sufficiently well for 
engineering purposes both with and without consid- 
ering spray feedback on the gas phase. It can be 
concluded that dispersion is not sufficient for prac- 
tical use in premix ducts, where a homogeneous air- 

vapor mixing is strived for. Turbulence generators 
are needed to promote spray dispersion and vapor 
mixing. Respective work is in progress. 
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COMMENTS 

Dr. Giancarlo Benelli, ENEL spa, Thermal Research 
Centre, Italy. An interesting paper on a crucial point for 
liquid fuel utilization in a gas turbine was presented, and 
also, an important conclusion was drawn: "dispersion is not 
sufficient for practical use in premixed ducts." Are the au- 
thors considering other vaporizing methods as alternatives 
to the turbulence generators proposed in their conclu- 
sions? 

Author's Reply. The cited conclusion is only applicable 
to the atomizer used. We are considering alternative at- 
omizers. In Ref. 2, an investigation on the suitability of 
atomizing concepts for LPP-ducts is presented. Also, in- 
stead of turbulence generators, swirl can be used for ho- 
mogenization. That method could not be applied in our 
present measuring section; however, we will modify the 
duct to have a quadratic cross section to facilitate the in- 
vestigation of swirl as a means of premixing. 

Dr. Stefan Hoffmann, Siemens AG, KWU, Germany. 
Could you please comment on how your atomizer can be 
incorporated into a gas turbine combustor taking into ac- 
count the risk of autoignition and flashback? 

Author's Reply. With respect to autoignition, the atom- 
izer has to be incorporated into a gas turbine combustor 
such that the fuel line has no recirculating wake. Given 
that, no autoignition occurred for the investigated ther- 
modynamic conditions and a residence time of 1.25 msec. 
Since for pressures of 12 bars and above and temperatures 
above 750 K almost complete evaporation was achieved 
after 0.5 msec, a good autoignition safety margin is possi- 
ble, provided that the same air velocity as in our experi- 
ment can be used. 

With respect to flashback, the atomizer cannot be sep- 
arated from the prevaporizer. Since we investigated a ge- 
neric configuration without combustion, the answer cannot 
be given without consideration of a practical geometry, i.e., 
wall interactions, flame holders. 

Dr. Josette Bellan, Jet Propulsion Laboratory, USA. You 
said that you treated kerosene as a single component fuel. 
Can you state what were the fuel properties determined? 

Were they functions of the temperature? Can you explain 
the physical mechanisms occurring in your experiment that 
are responsible for keeping the SMD approximately con- 
stant? 

Author's Reply. Fuel properties of kerosene Jet A were 
drawn from a critical compilation of different sources in 
the literature. The temperature dependance of all fuel 
properties was taken into account. Jet A is a multicompo- 
nent fuel, whose actual composition is varying with the fuel 
supplier. Moreover, measurement error margins for kero- 
sene property data are usually not given in the literature. 
So, where explicitly given, "typical" values [1] were used, 
and extreme literature data values were discarded. Vapor 
pressure for a liquid mixture is defined by both liquid com- 
position and temperature. In our case, the kerosene was 
treated as a single component fuel, i.e., a unique vapor- 
pressure relation p(T) was employed, mainly basing on val- 
ues like "true vapor pressure" for kerosene (see [1,2]). 
There is a real need for experimental data of phase equi- 
librium for Jet A in the full pressure range of gas turbine 
use. 

The diameter of each individual droplet of the spray con- 
tinuously decreases by evaporation at rates of the droplets 
volume (dDp/dx) different for small and big droplets. De- 
pending on the relative numbers of small and big droplets 
in the dropsize distribution, i.e., of its width and shape, the 
different evaporation behavior of small and big droplets 
can make the characteristic diameters of the spray be con- 
stant or even rise. For example, small droplets heat up fas- 
ter than big ones, resulting in an earlier onset of evapora- 
tion at the low diameter end of the dropsize distribution. 
This tends to raise the characteristic diameters. 

In our case, the observed constancy of the SMD during 
most of the spray lifetime is caused by a compensation of 
the decrease in droplets diameters by the inhomogeneity 
of the evaporation rate across the size distribution. Addi- 
tional information is given in the text body to Fig. 6. 

REFERENCES 

1. Coordinating Research Council, Inc., Handbook of Avi- 
ation Fuel Properties, CRC Report No. 530, 1983, At- 
lanta, Georgia, pp. 41-48. 

2. Rose, J. W and Cooper, J. R. (Eds.), Technical Data on 
Fuel, 7th ed., London, UK, ISBN 0707301297, 1977, 
pp. 273-277. 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 2749-2755 

USE OF AN OPTICAL PROBE FOR TIME-RESOLVED IN SITU 
MEASUREMENT OF LOCAL AIR-TO-FUEL RATIO AND EXTENT OF FUEL 

MIXING WITH APPLICATIONS TO LOW NOx EMISSIONS IN 
PREMIXED GAS TURBINES 

RAJIV K. MONGIA, EIJI TOMITA, FRANK K. HSU, LAWRENCE TALBOT AND ROBERT W. DIBBLE 
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Department of Mechanical Engineering, University of California—Berkeley 
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The lower temperatures associated with lean premised combustion generally lead to lower NOx emis- 
sions; however, the benefit of lean premixed combustion may be lost if the fuel and air are poorly mixed. 
In this paper, we describe the development of an inexpensive fiber optic probe capable of measuring the 
extent of mixing. The fuel concentration is determined by laser light absorption at 3.39 /im over a short 
path length created by using infrared transmitting fiber optics. 

A hydrogen-piloted, CH4-in-air turbulent flame with a variable fuel injection location is used to vary the 
degree of mixedness at the burner exit. We use the optical probe to measure the level of mixedness 
(nonreacting) at the burner exit. The level of mixing and the mean concentration profiles are also measured 
by using planar laser-initiated Rayleigh scattering. NOx measurements are reported for several mixing 
distances. We show that at lean conditions (<j> = 0.6), incomplete mixing causes a dramatic increase in 
NOx production because of the exponential temperature dependence of NOs formation about <f> = 0.6. 

We also numerically investigate how the extent of mixing affects NOx production at various equivalence 
ratios and pressures. Modeling the effect of incomplete mixing on NOx formation is done with a distribution 
of 4> convolved with numerical results from a perfectly stirred reactor in series with a plug flow reactor. 
The model does an excellent job of predicting the NOx increase caused by incomplete mixing at lean 
conditions. Model predictions at higher pressures that are typical of gas turbine conditions show good 
agreement with available data. In particular, for lean premixed combustion, NOx is not a function of 
pressure if the air and fuel are well mixed. 

Introduction fuel-air mixture are present. Graham [5] and Hase 
et al. [6] have observed an opposite effect for burn- 

Lean  premixed  combustion  is  emerging  as  a     ers tin   at near stoichiometric conditions; the 
method of meeting increasingly stringent air-quality     NQ emissions increase as the mixing improves. 
regulations for nitrogen oxides (NO + N02 = NOx)         Thg extent of m ig tified b  the unmixed. 
.-.»-v-.-i'.-ir-.",-»nr'      1 dvi/ifi   Mil     IrirmnfiiTn   ic   o   cfrnn(T nrirl- _ O ± J emissions [1]. Since NOx formation is a strong non- 
linear function of the flame temperature, lean com- 
bustion yielding a lower flame temperature will lead 
to reduced NOx emissions. U = —  = I -7^ ]   I ; I (1) 

ness U [7], 

c-(l - c)      \ c /  \l 

Extent of Fuel Mixing in Premixed Combustion where c is the mean fuel concentration and c'rms is 

In poorly premixed combustion, the stream ap- the rms fluctuation of the fuel concentration. For a 
preaching the flame zone contains localized pockets perfectly mixed stream, [7 = 0; for a perfectly un- 
that are richer or leaner than the mean of the mix- mixed stream, U = 1. The term [c(l - c)}u- is the 
ture. Lyons [2] showed that in premixed flames with maximum rms possible of a signal that is bounded 
an overall equivalence ratio less than <f> = 0.7, var- by 0 and 1. More generally, the maximum rms of a 
iations in the mean concentration profile cause an signal is [(c — cmin)(cmax — c)\ |8J- 
increase in NOx emissions. Using point LIF on N02- The NOx formation rate is strongly dependent on 
seeded flows, Gulati and Warren [3] measured tern- the local equivalence ratio cf>. To show this, we model 
poral concentration fluctuations in a turbulent jet. the NOx production for CH4-in-air premixed flames 
Fric [4] used the N02 LIF technique to show that by using a 2-ms residence time perfectly stirred re- 
fer lean premixed combustion, NOx emissions are actor (PSR) in series with a 4-ms residence time plug 
increased when temporal nonuniformities of the flow reactor (PFR), as was done by Steele et al. [9]. 

2749 
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equivalence ratio 

FIG. 1. NOx at 15% 02 versus equivalence ratio as cal- 
culated by the PSR/PFR model. The PSR has a residence 
time of 2 ms, and the PFR has a residence time of 4 ms. 
The inlet reactants are at 300 K and 1 atm. 

GRI-Mech V2.ll [10], which includes nitrogen 
chemistry, is used for the calculations. As depicted 
in Fig. 1, the model predicts that the NOx formation 
rate peaks at near-stoichiometric conditions. 

For lean premixed combustion, the aforemen- 
tioned LIF by Fric [4] shows that an increase in un- 
mixedness will increase NOx formation. Fluctuations 
around the mean produce regions that burn slightly 
richer and leaner than the overall mean equivalence 
ratio. The leaner regions have lower NOx production 
rates than the mean equivalence ratio; however, the 
increase in NOx production in the richer pockets 
outweighs the reduction in the leaner pockets. The 
net increase in NOx emissions results from the non- 
linear equivalence ratio dependence of NOx produc- 
tion. 

Interestingly, perfect mixing is undesirable when 
the mean stoichiometry is near cf> = 1, such as occurs 
in utility burners [5,6]. At near-stoichiometric con- 
ditions, fluctuations about the mean concentration 
will produce regions that are lean and rich. These 
lean and rich pockets will produce lower NOx, as 
shown in Fig. 1. The focus of this work is to provide 
more detailed information on the unmixedness ef- 
fect on NOx emissions and to develop a tool to ac- 
curately measure the unmixedness. 

Laser Absorption of Hydrocarbons 

The use of laser absorption in combustion systems 
has been demonstrated by several authors including 
Schoenung and Hanson [11] and Nguyen et al. [12] 
for the measurement of CO and temperature. Sev- 
eral authors have studied the absorption by methane 
of the infrared He-Ne laser transition at 3.39 jum 
[13,14,15]. Emmerman et al. [16] applied absorption 
tomography to a methane jet into air and obtained 
two-dimensional maps of methane concentration. 

Tsuboi et al. [17] showed that ethane, propane, n- 
octane, and several other hydrocarbons also strongly 
absorb the 3.39-/nn He-Ne laser. More recently, 
Drallmeier [18] used the infrared He-Ne laser in 
conjunction with a visible He-Ne laser to measure 
the fuel vapor concentration of a fuel spray. The visi- 
ble laser was used to account for absorption caused 
by droplets in the optical path. 

The Beer-Lambert law relates the transmitted in- 
tensity / to the original intensity l0 by 

I 
exp( — a-L-P-Xi) (2) 

where L is the path length, a is the absorption co- 
efficient, P is the pressure, andx; is the mole fraction 
of the hydrocarbon. Because the absorption coeffi- 
cient is on the order of 10 atm^1 cm-1 for most 
hydrocarbons [17], measurable absorption for com- 
bustible mixtures occurs with a path length of only 
5 mm. The short path length defines the spatial dis- 
tribution. More important, because the gas is not 
drawn through a sampling line, determination of the 
temporal characteristics is limited only by the detec- 
tor and data acquisition speed. This allows measure- 
ment of the extent of mixing. Greater detail on the 
spectroscopy of methane in this wavelength regime 
can be found in the work of Cline and Varghese [19] 
and Perrin and Hartmann [20]. 

Experimental Setup 

Lean Premixed Combustion System 

The burner tube with annular pilot used by Kar- 
lovitz (described in the book by Lewis and von Elbe 
[21]) and later by Dibble and Hollenbach [22], 
shown in Fig. 2, has several important characteris- 
tics. The annular pilot stabilizes the flame at the 
same location at various equivalence ratios and levels 
of mixedness. Second, the combustor allows optical 
access for the planar Rayleigh scattering that is de- 
scribed in a later section. We have modified the Kar- 
Iovitz burner by injecting the fuel closer to the 
burner exit. By changing the mixing distance I, the 
rms of fuel concentration (i.e., the extent of mixing) 
can be changed without changing the radial mean 
concentration profile. 

As shown in Fig. 2, the burner has a methane in- 
jection tube with d = 3 mm, an air tube with D = 
27 mm, and a hydrogen pilot with annular thickness 
of ö = 3 mm. The upstream mixing distance I is 
varied between 33 and 63.5 cm. A fully premixed 
flame was produced by mixing the methane with the 
air well upstream and not using the methane injec- 
tion tube. The methane tube bulk velocity is 25 m/s, 
and the air tube bulk velocity is 5.3 m/s. These flows 

yield a mean equivalence ratio of <f> = 0.6, which is 
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FIG. 2. Schematic of hydrogen-piloted, lean premixed 
burner. The mixing distance / is varied to change the un- 
mixedness at the burner exit without changing the mean 
spatial distribution of fuel concentration. 
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fiber optic L 

SS tubing, 
0D = 3 mm 

fiber optic 

/ 

IR He-Nc laser 

FIG. 3. Schematic of optical probe. A small probe vol- 
ume is created by the gap between the infrared transmit- 
ting fiber optics. Light from a 3.39-/*m He-Ne laser is fo- 
cused into one of the fiber optics. 

used consistently for all the test runs. 
The radial profile of NOx with only the hydrogen 

pilot burning, with co-flow air but no methane flow, 
confirms that NOx produced by the hydrogen pilot 
does not penetrate to the centerline. At a distance 
of 17.8 cm above the burner exit, the NOs concen- 
tration at the centerline is less than 0.5 ppm. Her- 
manson and Dimotakis [23] show that increasing the 
heat release reduces the entrainment of a jet; there- 
fore, the expansion caused by the heat release in the 
premixed flame would further decrease the entrain- 
ment of pilot flame products. Accordingly, we con- 
clude that any NOx measured at the centerline is 
produced by the central premixed flame and not by 
the pilot flame. 

Infrared Fiber Optic Probe 

A schematic of the optical probe is shown in Fig. 
3. Light from a 3.39-/im He-Ne laser is focused into 
an infrared transmitting fiber optic that guides the 
laser light to the probe volume. The laser light passes 
through the probe volume and a portion intersects 
another infrared transmitting fiber, which guides the 
light to a liquid nitrogen-cooled indium-antimonide 
(InSb) detector. The gap width of the probe is L = 
5 mm. A low-pass filter with a cutoff frequency of 2 

kHz is used before the sampling of the computer 
data acquisition system that converts the transmis- 
sion, ///„, into a methane concentration. The A/D 
board samples at 4 kHz, sufficient to resolve fluc- 
tuations on the order of 2 kHz (Nyquist criterion). 
The optical probe sample volume is placed 25 mm 
above the burner exit along the burner centerline 
during the nonreacting unmixedness measurements. 
The probe location is where most of the combustion 
occurs when ignited. 

Planar Laser-Initiated Rayleigh Scattering 

Laser-initiated Rayleigh scattering is used to mea- 
sure the two-dimensional concentration field for the 
nonreacting flow as described in Ref. 24. A Candela 
LFDL-20 pulsed dye laser tuned to 590 nm with a 
pulse duration of 3 /is and pulse energy of approxi- 
mately 1-2 J is used as the light source. The laser 
beam, typically 8 mm in diameter, is focused by a 
cylindrical lens with a focal length of 1000 mm to 
form a sheet at the measurement location. The cen- 
ter of this laser sheet is located 25 mm above the 
burner exit. The imaging area is approximately 0.5 
mm X 10 mm X 60 mm. The images are taken at 
a repetition rate of 0.5 Hz. 
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FIG. 4. Mean (solid symbols) and rms (open symbols) of 
equivalence ratio as a function of radius at an axial distance 
of 2.54 cm above the burner exit. The circles (both open 
and solid) are for the perfectly mixed conditions, and the 
squares (both open and solid) are for the / = 33-cm mixing 
distance (the most unmixed case studied). 

ter trap for the CO, C02, and 02 measurements. 
The water is removed from the sample entering the 
NOx analyzer by using a porous dryer, thus avoiding 
the problem of NOz absorption into water. 

Model Description 

The effect of unmixedness on NOx production in 
the experimental combustion system is modeled nu- 
merically using a distribution of equivalence ratios 
in conjunction with numerical results of a 2-ms PSR 
in series with a 4-ms PFR. The residence times were 
chosen for their physical significance (for an exit ve- 
locity of 5.5 m/s, a sampling distance of 17.8 cm, and 
an average temperature of 1600 K; the residence 
time is approximately 6 ms) and then adjusted to 
agree with the one experiment. The PSR/PFR code 
is used to obtain a relationship between NOx emis- 
sions and equivalence ratio assuming the air and fuel 
are perfectly mixed (i.e., the PSR/PFR code is run 
several times at different equivalence ratios). The 
average NOx emissions of the unmixed combustion 
system are then computed by 

NOx>avg = |NOx(0)-P(^)-d0 (3) 

where NOx((/>) is the NOx emissions as a function of 
equivalence ratio as predicted by the PSR/PFR and 
P(ij}) is the distribution of equivalence ratios for the 
combustion system of interest. Consistent with the 
experiment, P((p) has an assumed Gaussian shape 
with an appropriate mean and unmixedness (or, 
equivalently, standard deviation). 

Results and Discussion 

time (ms) 

FIG. 5. Laser transmission as a function of time for two 
extreme mixing conditions. The circles are for the perfectly 
mixed condition, and the triangles are for the most un- 
mixed condition (mixing distance I = 33 cm). The low val- 
ues of laser transmission correspond to richer concentra- 
tions than the mean, and the high values of laser 
transmission correspond to leaner concentrations than the 
mean. 

NOx and 02 Measurements in Flames 

Species measurements are made at an axial loca- 
tion of 17.8 cm above the burner by using a quartz 
suction probe with a heated sample line as described 
in a previous work [24]. Horiba analyzers are used 
for all species measurements. Nitrogen oxides are 
measured by a chemiluminescent analyzer, CO and 
C02 by NDIR analyzers, and 02 by a paramagnetic 
analyzer. Water is removed from the sample up- 
stream of the analyzers by using an ice bath and wa- 

Concentration Measurement in Nonreacting Flows 

The mixing distance I was varied between 33.0 cm 
and 63.5 cm while maintaining a mean equivalence 
ratio of <f> = 0.6. A fully premixed experiment was 
performed as well. The Rayleigh measurements 
shown in Fig. 4 confirm that the mean equivalence 
ratio has a uniform profile at the exit of the burner 
for the mixing distances studied. Figure 4 also shows 
that as the mixing distance decreases, the rms of the 
equivalence ratio increases dramatically. 

Figure 5 compares the optical probe laser trans- 
mission of the fully premixed case (I = °°) to that of 
the shortest mixing distance (I = 33 cm). Clearly, 
the large fluctuations in laser transmission for the 
33-cm mixing distance indicates large fluctuations in 
methane concentration. Low levels of laser trans- 
mission correspond to high levels of methane con- 
centration (i.e., regions that are richer than the 
mean). The unmixedness is better quantified by Fig. 
6, which shows the distribution of methane concen- 
tration for three flow conditions: fully premixed, 57- 
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methane concentration (%) 

15 

FIG. 6. Distribution of concentration as measured by the 
optical probe for three mixing conditions. The circles are 
for the most unmixed case (I = 33 cm); the squares for an 
intermediate mixing distance (I = 57 cm); and the triangles 
for the perfectly mixed condition (I = °°). The width of the 
concentration distribution for the perfectly mixed condi- 
tion corresponds to the instrument resolution. 

log(frequency) 

FIG. 7. Scalar power spectrum of concentration for two 
mixing distances. The squares are for a mixing distance of 
I = 33 cm, and the triangles are for a mixing distance of I 
= 57 cm. Both spectra exhibit the expected —5/3 slope 
cascade; however, the end of the cascade is not observed 
because the signal was filtered at 2 kHz. 

cm mixing distance, and 33-cm mixing distance. The 
wide distribution of methane concentration for the 
33-cm mixing distance includes regions that have 
near-stoichiometric conditions. Because of the noise 
in the laser and data acquisition system, the fully 
premixed flow condition has a measured standard 
deviation of approximately 0.24% concentration of 
methane. Therefore, in its current form, the optical 
probe can measure fluctuations as small as 4% in 
methane mole fraction (i.e., if c = 0.05, thencrmsmin 

= 0.002). Improvements to the data acquisition sys- 
tem can be readily implemented. 
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FIG. 8. NOx emissions (dry) at 15% Oa versus unmixed- 
ness. The symbols correspond to measured NOx and mea- 
sured unmixedness (optical probe results). The solid line 
corresponds to model prediction using a 2-ms PSR in series 
with a 4-ms PFR in conjunction with a Gaussian equiva- 
lence ratio distribution. 

The scalar power spectrum of two flow conditions 
is shown in Fig. 7 as the logarithm of power versus 
the logarithm of frequency. The cascade of the scalar 
power spectrum occurs with the expected slope of 
— 5/3 [25]. The end of the cascade associated with 
a decrease in the slope (more negative) is not ob- 
served here because of the present frequency limit 
of 2 kHz. 

Nitrogen Oxide Emissions at Reacting Conditions 

The NOx emissions (dry) corrected to 15% 02 are 
shown in Fig. 8 as a function of unmixedness as mea- 
sured by the optical probe for a mean equivalence 

ratio of (j> = 0.6. Also included in Fig. 8 are the 
modeling predictions of the effect of unmixedness 
on NOx formation. As noted previously, for the mod- 
eling results, a 2-ms PSR in series with a 4-ms PFR 
is used to generate the relationship between NOx 

and equivalence ratio if the air and fuel are perfectly 
mixed. At an unmixedness U = 0.001, the NOx 

emissions are increased by 15% with respect to the 
NOx emissions from a fully premixed flame (U = 0). 
At an unmixedness U = 0.0085, the NOx emissions 
are increased by a factor of 4. The model does an 
excellent job of predicting the NOx emissions of the 
experimental burner, including the slight change of 
slope that appears at high values of unmixedness. 
Also shown in Fig. 8 is the resolution of the current 
optical probe. As depicted by the modeling predic- 
tions and the experimental results, the unmixedness 
resolution Umin = 0.0001 is sufficient for measuring 
whether the air and fuel are mixed well enough for 
low NO. emissions. 
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unmixedness * 1000 

FIG. 9. Effect of unmixedness on average NOx emissions 
at different mean equivalence ratios. At lean conditions, 
the NOx goes up significantly with increasing unmixedness; 
however, at a mean equivalence ratio of cj> — 1.0, increasing 
unmixedness decreases NOx emissions. 
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FIG. 10. Effect of unmixedness on average NOx emis- 
sions at different pressures. The NOx versus equivalence 
ratio relationship is obtained by using preheated reactants 
of 700 K and a 2-ms PSR in series with an 18-ms PFR. A 
mean equivalence ratio of <j> = 0.5 is used so that the ad- 
iabatic flame temperature is 1800 K (typical gas turbine 
conditions). 

Modeling the Effect of Unmixedness on 
NOx Emissions 

Eq. (3) was used to study the role that the mean 
equivalence ratio <j> plays on the relationship be- 
tween unmixedness and overall NOx formation. Gra- 
ham and McKindley [5] showed experimentally that 
at stoichiometric conditions, the NOx for poorly pre- 
mixed combustion was lower than the perfectly 
mixed case; however, at lean conditions, the poorly 
premixed combustion had higher NOx emissions. 
Figure 9 shows how the unmixedness affects NOx 

formation at several equivalence ratios. As shown ex- 

perimentally by Graham and McKindley [5] and nu- 
merically by Fig. 9, the unmixedness effect on NOx 

production is significantly different depending on 
the mean equivalence ratio <f>. 

Modeling the Effect of Unmixedness at Gas 
Turbine Conditions 

Eq. (3) was also extended to gas turbine conditions 
by using the PSR/PFR code with a 700 K preheat 
(typical of compressor outlet) to generate the NOx 

versus equivalence ratio relationship. The residence 
time in the PSR was 2 ms, and the residence time 
in the PFR was 18 ms. Figure 10 shows the effect 
of unmixedness on NOx generation at_P = 1, 4, and 
20 atm for a mean equivalence_ratio (j> = 0.5. 

The mean equivalence ratio (f> = 0.5 results in an 
adiabatic flame temperature of 1800 K. As shown, 
the unmixedness has a larger influence on NOx for- 
mation at the higher pressures because the peak 
NOx levels are larger at the higher pressures. Sur- 
prisingly, at low values of unmixedness (U < 0.0008), 
the pressure does not make a large difference in 
overall NOx formation. This has some interesting 
consequences. It has been reported by Leonard and 
Stegmaier [26] that at sufficiently lean conditions 
(flame temperature <1900 K), the NOx from a lean 
premixed combustor is only a function of flame tem- 
perature regardless of the pressure, amount of pre- 
heat, or residence time. Figure 10 corroborates the 
results of Leonard and Stegmaier [26] as long as the 
unmixedness U is small. For a perfectly mixed com- 
bustor (17 = 0), the model predicts that the NOx 

emissions are independent of pressure (proportional 
to P°); however, the relationship evolves to being de- 
pendent on P1/2 as the unmixedness increases. 

Conclusions 

Lean premixed combustion is an established 
method of conforming to increasingly restrictive air- 
quality regulations, especially for NOx formation. 
The lower temperatures associated with lean pre- 
mixed combustion generally lead to lower NOx emis- 
sions; however, the benefit of lean premixed com- 
bustion may be lost if the fuel and air are poorly 
mixed. 

A hydrogen-piloted, methane-in-air turbulent 
flame with a variable premixing distance is used to 
vary the unmixedness without changing the mean 
concentration profile. A novel optical probe using 
absorption of light from an inexpensive 3.39-^m He- 
Ne laser is used to measure the effectiveness of a 
premixer. In its current form, the optical probe is 
capable of measuring unmixedness as low as U = 
0.0001. 

At an overall equivalence ratio of 4> = 0.6, un- 
mixedness has a dramatic effect on NOx emissions. 
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For an unmixedness of 17 = 0.001, the NOx emis- 
sions are increased by 15% compared to the NOx 

emissions of the fully premixed condition (17 = 0). 
At an unmixedness of U = 0.0085, the NOx emis- 
sions are increased by a factor of 4. The optical probe 
is capable of resolving the small unmixedness levels 
that affect NOx production. 

A numerical model of the effect of unmixedness 
U on NOx production showed good agreement with 
experiments. At higher pressures, the model pre- 
dicts the trend observed by Leonard and Stegmaier 
[26], The model shows that at very low levels of un- 
mixedness U, the NOx emissions are independent of 
pressure (for an adiabatic flame temperature of 1800 
K); however, as the unmixedness increases, pressure 
plays an increasingly important role in the overall 
NOx generated by a lean premixed combustor. 
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COMMENTS 

Giancarlo Benelli, ENEL spa-Thermal Research Centre, 
Italy. A diagnostic technique that seems interesting for 
studying a lean premixed combustion system was pre- 
sented. Did the author estimate the effects of probe design 
on the monitored mixing process? 

Author's Reply. In this paper, we explore the application 

of the probe to lean premixed combustion. However, we 
anticipate widespread applications including nonpremixed 
combustion and piston engines. 

The effect of the probe on the mixing process (distur- 
bance of the flow) remains to be quantified. We expect the 
disturbance is comparable to that associated with the 
widely used hot wire anemometer. 
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INFLUENCE OF AIR AND FUEL FLOWS ON GAS TURBINE SPRAYS 
AT HIGH PRESSURES 

Q. P. ZHENG,* A. K. JASUJA AND A. H. LEFEBVRE 

School of Mechanical Engineering 
Cranfield University, Cranfield 
Bedford MK43 OAL, England 

A single-component phase-Doppler particle analyzer (PDPA) is used to measure local variations in drop- 
size distributions and drop velocities in the near-nozzle region of a practical, contraswirling, prefilming 
airblast atomizer. The technique of laser sheet imaging is used to obtain global patterns of the spray. 
Measurements are taken using air pressure drops across the atomizer of 5% and 10% and ambient air 
pressures of 1, 6, and 12 bar. The liquid employed is aviation kerosine at flow rates of up to 75 g/s. The 
results show that the previously observed effect of an increase in ambient air pressure in widening the 
spray cone angle is not a pressure effect per se but is due to the increase in fuel flow rate that accompanies 
an increase in air pressure at constant air-fuel ratio (AFR). For any given air pressure, it is found that 
spray cone angle increases gradually and continuously with increase in fuel flow rate. If the fuel flow rate 
is allowed to remain constant, the effect of an increase in air pressure is to reduce slightly the spray cone 
angle. In general, spray volume increases with fuel flow rate and/or reductions in air pressure. Variations 
in air pressure at a constant AFR, which corresponds to the normal practical situation, have little effect 
on either spray volume or the distribution of drop sizes in the spray. 

Introduction 

Much of our present knowledge of airblast fuel 
injectors was gained during the 1960s and 1970s on 
atomizers in which the atomizing air was essentially 
coflowing and nonswirling. In recent years, the con- 
siderable advances made in the development of laser 
diagnostic techniques for spray characterization have 
generated a number of experimental studies on the 
basic phenomena occurring within complex practical 
systems of the types currently in service on advanced 
turbojet engines. An important design feature of all 
these atomizers is that the bulk fuel is first spread 
into a thin, continuous sheet, a process called "pre- 
filming," and then exposed to high-velocity, swirling 
air streams on both sides of the sheet. Wang et al. 
[1,2], McDonell et al. [3], and Hebrard et al. [4] used 
two-component phase-Doppler interferometry sys- 
tems to make detailed measurements of drop sizes 
and velocities in the flows downstream of engine air- 
blast atomizers. Jasuja and co-authors [5,6] used var- 
ious nonintrusive techniques, including phase- 
Doppler interferometry, high-intensity spark pho- 
tography, high-speed cinephotography, and video 
imaging to capture the dynamic and unsteady spray 
characteristics produced in prefilming airblast at- 
omization. More recently, Zheng et al. [7] focused 
on the effects of variations in ambient air pressure 
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on the drop sizes and velocities produced down- 
stream of a practical, contraswirling, prefilming air- 
blast atomizer. The objective of the present work is 
to extend these previous studies to include the ef- 
fects of pressure on drop-size distributions, spray 
cone angle, and spray dimensions. The influence of 
atomizer pressure drop on spray properties is also 
examined because the use of higher liner pressure 
drops represents a practical means of reducing 
smoke and nitric oxide emissions. 

Experimental 

The test facility for this study has been fully de- 
scribed elsewhere [5,7]. High pressure air at near- 
ambient temperature is used to pressurize a large 
cylindrical vessel and is delivered to the fuel injector 
that is located at one end of the vessel and is ar- 
ranged to spray horizontally along its major axis. 

Atomizer 

A cross-sectional view of the fuel injector em- 
ployed is shown in Fig. 1. It is a prefilming airblast 
atomizer that is typical of those used in modern gas 
turbine engines. It features a pair of concentric air 
inlets that generate two separate swirling air flows in 
opposite directions. The design objective is to create 
a thin, annular sheet of fuel that is then sandwiched 
between   the   two    swirling   air   streams.   This 
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Inner Air Swirler 

Shroud 

uterAir Swirler 

Fuel Swirler 

FIG. 1. Schematic diagram of airblast atomizer (courtesy 
of the Parker Hannifin Corporation, Gas Turbine Fuel Sys- 
tems Division). 

configuration generates a high shearing action be- 
tween the fuel and the atomizing air that promotes 
atomization and helps to match the resulting spray 
with the combustor air flow pattern. 

Optical Diagnostics 

Optical access into the pressure vessel is provided 
by four optical-quality quartz windows. Each of 
these large windows has a multipoint purge feed of 
high-velocity air to prevent fuel deposition. Droplet 
sizes and velocities were measured using a single- 
component phase-Doppler particle analyzer (PDPA) 
manufactured by Aerometrics, Inc. The instrument 
was operated in the forward-scattering mode, with 
its velocity component arranged to coincide with the 
main axis of the conical spray. PDPA data were nor- 
mally taken at a downstream distance from the at- 
omizer exit plane of 45 mm along radii perpendic- 
ular to the spray axis. The technique of laser sheet 
imaging was used to obtain global images of the 
spray. With this technique, a pulsed Nd:YAG laser 
beam is converted into the form of a 0.4-mm-thick 
sheet that illuminates the spray flow field under in- 
vestigation. The system provides a power density of 
27 MW/cm2 in the laser sheet probing volume. The 
elastic-scattering signals at a wavelength of 532 nm 
were recorded on black and white film, of ISO 400 
speed, positioned perpendicular to the laser sheet. 
The laser pulse duration of 15 ns is generally con- 
sidered short enough to freeze the particle motion. 
A primary magnification factor of 0.5 was selected 
to provide a field of view that is typical of current 
combustor primary-zone lengths. 

Test Conditions 

The test conditions were selected to correspond 
to those encountered in gas-turbine combustors. 
Most of the measurements were taken with a pres- 

sure drop across the atomizer, AF/FA of 0.05, i.e., 
5%, but a small number of measurements were also 
carried out at a higher AP/PA of 0.10 in order to 
examine the effects of atomizing air velocity on spray 
structure and mean drop size. Atomizer air-fuel ra- 
tios (AFRs) ranged from 1.1 to 58. The ambient air 
pressures employed were 1, 6, and 12 bar at an air 
temperature of about 320 K. At the 12 bar condition, 
the maximum air and fuel mass flow rates were 0.29 
kg/s and 75 g/s, respectively. Aviation kerosine (ju = 
0.0013 kg/ms, a = 0.0277 kg/s2, and p = 784 kg/ 
m3—all at 288 K) was used throughout the test pro- 
gram. 

Results 

One phase of the test program was devoted to 
photographic studies using pulsed laser sheet light- 
ing to illuminate the spray The main objective was 
to examine the extent to which the overall size and 
shape of the spray is affected by changes in air pres- 
sure, air velocity, and fuel flow rate. Such informa- 
tion helps to provide a better understanding of the 
effects of these parameters on various aspects of 
combustion performance. 

Spray Structure 

Figure 2 shows how the physical structure of the 
spray is affected by an increase in ambient air pres- 
sure PA from 1 to 12 bar while maintaining the fuel 
flow rate mF constant at 35 g/s. The corresponding 
measurements of spray diameter at different axial 
locations, z, downstream of the nozzle are shown 
plotted in Fig. 3. All values of spray diameter shown 
in this and subsequent figures were obtained from 
high-speed photographs as an average of eight in- 
dividual, instantaneous diameters measured up to 
the outermost visible boundaries of the spray profile. 
Figures 2 and 3 indicate a rapid expansion of the 
spray as it emerges from the nozzle which is caused 
by the swirling motion that is imparted to the two 
atomizing air streams as they flow through the con- 
trarotating swirl vanes. From visual inspection of 
Fig. 2, it is clear that the effect of an increase in 
ambient air pressure is to reduce the spray volume. 
This effect is shown quantitatively in Fig. 3, which 
indicates a reduction in spray diameter from 80 mm 
to about 50 mm for an increase in air pressure from 
1 to 12 bar. These measurements were carried out 
at a downstream distance from the atomizer of 27 
mm. Measurements taken further downstream tend 
to be less reliable due to fluctuations of the spray 
boundaries, as determined from high-speed photo- 
graphs, which are attributed partly to the eddies gen- 
erated by the shearing action of the two contraro- 
tating swirling air flows and also to the formation of 
coherent structures at the interface between the 
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FIG. 2. Influence of air pressure on spray structure for a constant fuel flow rate of 35 g/s and AP/PA of 0.05. 
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FIG. 3. Influence of air pressure on spray diameter for 
a constant fuel flow rate of 35 g/s and A?/PA of 0.05. 

high-velocity spray boundary and the surrounding 
quiescent air. Moreover, the trailing edges of the 
spray in Fig. 2 reveal less structural details than the 
leading edges due to attenuation encountered by the 
laser light sheet along its pathway through the dense 
spray flow field. This gives an apparent impression 
of spray asymmetry when in fact none is known to 
be present. 

The observed reduction in spray diameter with in- 
crease in air pressure is not due to any change in air 
flow pattern, because Reynolds numbers are always 
high (» 106), but rather to the reduction in the fuel- 
air momentum ratio, which accompanies an increase 
in air pressure at constant fuel flow. As in most prac- 
tical prefilming airblast atomizers, the "natural" cone 
angle of the spray, i.e., the angle of the spray in the 
absence of any atomizing air, is much wider than the 
angle imparted to the air by the air swirlers incor- 
porated within the atomizer. When the atomizing air 
first encounters the conical fuel sheet formed at the 
downstream edge of the prefilmer, it tends to reduce 
the ensuing spray diameter by an amount that de- 
pends on the ratio of air to fuel momentum, as il- 
lustrated in Figs. 2 and 3. 

In the course of the test program, a considerable 

body of evidence was accumulated, all of which 
tended to confirm the overriding importance of the 
fuel-air momentum ratio to spray diameter and 
spray volume. For example, Figs. 4 and 5 show the 
effects on spray dimensions of an increase in fuel 
flow rate from 5 to 75 g/s (corresponding to a re- 
duction in AFR from 58 to 3.9) while maintaining 
the air pressure constant at 12 bar. These figures 
show clearly that increases in fuel-air momentum 
ratio, produced in this case by increases in fuel flow 
rate at constant air pressure, result in larger spray 
diameters. This influence of fuel-air momentum ra- 
tio on spray dimensions has important practical im- 
plications, one obvious example being the risk of fuel 
impingement on the liner walls at high fuel flow 
rates. In general, this influence of fuel-air momen- 
tum ratio on spray structure is beneficial to com- 
bustion performance. For example, a reduction in 
fuel flow rate at constant pressure causes the fuel to 
be associated with a smaller volume of air, thereby 
extending the lean blowout limit to a higher value of 
AFR. By the same token, an increase in fuel flow 
rate at constant pressure is accompanied by an in- 
crease in the amount of air participating in combus- 
tion. The effect of this additional air is generally to 
reduce the local fuel-air ratio and flame tempera- 
ture, thereby alleviating problems of exhaust smoke 
and nitric oxide emissions at high combustion pres- 
sures. 

Measurements carried out on the effects of at- 
omizer pressure drop on spray size and structure 
yielded results that are generally consistent with the 
views expressed above. Thus, an increase in AP/PA 

from 0.05 to 0.10, corresponding to a doubling of 
atomizing air-fuel momentum ratio, would be ex- 
pected to reduce the spray diameter, and this is con- 
firmed by the data presented in Fig. 6. 

Gas turbines normally operate under conditions 
when an increase in combustion pressure is accom- 
panied by an increase in fuel flow rate. Thus, the 
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FIG. 4. Influence of fuel flow rate on spray structure for a constant air pressure of 12 bar and APIPA of 0.05. 
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FIG. 5. Influence of fuel flow rate on spray diameter for 
a constant air pressure of 12 bar and APIPA of 0.05. 
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FIG. 7. Influence of fuel flow rate on spray cone angle 
for a constant air pressure of 12 bar and AP/PA of 0.05. 
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FIG. 6. Influence of AP/PA on spray diameter for a con- 
stant air pressure of 1 bar and fuel flow rate of 35 g/s. 
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FIG. 8. Influence of air pressure on spray cone angle for 
a constant fuel flow rate of 35 g/s and AP/PA of 0.05. 

effect of an increase in pressure in reducing spray 
volume is opposed by the attendant increase in fuel 
flow rate that tends to increase the spray volume. 
The net result is that changes in air pressure at con- 
stant AFR have relatively little effect on spray di- 
ameter, except in the near-nozzle region (z = 10 
mm). 

Figures 2 and 4 show that as the droplets move 
downstream, the spray boundaries, which initially 

are in the form of a straight cone, start to become 
curved due to momentum exchange with the sur- 
rounding air. These curved boundaries create diffi- 
culties in the definition and measurement of cone 
angle. A further complication is caused by the fact 
that the initial diameter of the spray as it emerges 
from the nozzle is not only different from that of the 
prefilming edge but can also vary with changes in 
atomizer operating conditions. 
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FlG. 9. Influence of air pressure on drop size distribu- 
tions for a constant AFR of 3.9, AP/PA of 0.05, and z = 45 
mm. 

The cone angles obtained by drawing straight lines 
from the spray diameter at the nozzle exit to the 
mean spray diameter (obtained as the average of sev- 
eral measured spray profiles), at certain specified 
distances downstream of the nozzle, are presented 
in Figs. 7 and 8. Figure 7 illustrates the influence of 
fuel flow rate on spray cone angle for an ambient air 
pressure of 12 bar. The influence of air pressure on 
cone angle is shown more directly in Fig. 8 over a 
range of air pressures from 1 to 12 bar. All the results 
contained in these figures are fully consistent with 
the notions expressed above in regard to the over- 
riding importance of fuel-air momentum ratio to the 
size and shape of the spray. Essentially, the swirling 
and recirculating air flow patterns created by the air 
swirlers are independent of combustor operating 
conditions, and thus, the overall dimensions of the 
aerodynamic recirculation zone also tend to remain 
fairly constant. However, the spray boundaries and 
the radial distribution of fuel flux within the spray 
boundaries are both modified appreciably by 
changes in combustor operating conditions, mainly 
in so far as these changes influence the fuel-air mo- 
mentum ratio of the nozzle efflux. Thus, the wid- 
ening of spray cone angle with increase in fuel flow 
rate, as shown in Fig. 7, can be attributed directly to 
the concomitant increase in fuel-air momentum ra- 
tio. If a change in atomizer operating conditions 
should cause this ratio to decline, then the spray 
cone angle must also decline, as illustrated in Fig. 8. 
This figure shows the effect on cone angle of in- 
creasing the air pressure while maintaining the fuel 
flow rate constant. As expected, the reduction in 
fuel-air momentum ratio associated with an increase 
in pressure at constant fuel flow causes the cone an- 
gle to go down. However, for the more practical case 
in which an increase in pressure at constant AFR 
produces an increase in fuel-air momentum ratio, 

the spray cone angle actually increases in the near- 
nozzle region [7]. 

These same arguments would suggest that an in- 
crease in nozzle pressure drop at constant fuel flow 
rate should reduce the spray cone angle. This was 
confirmed by spray photographs, which showed the 
effect of doubling the nozzle pressure drop from 5% 
to 10% of the inlet pressure while keeping the fuel 
flow rate constant. The effect of increasing APIPA 

was to reduce the spray cone angle, in this case, by 
about 10°. 

Drop Size Distributions 

In two recent experimental studies on the droplet 
velocities and drop-size distributions obtained from 
practical prefilming airblast atomizers [5,7], it was 
shown that an increase in ambient air pressure at 
constant AFR could result in either a small increase 
or a small decrease in integrated Sauter mean di- 
ameter (SMD), depending on the initial rate of in- 
teraction between the fuel and the atomizing air. In 
these previous studies, attention was focused mainly 
on the factors influencing local values of SMD within 
the spray volume and on SMD. In this test program, 
an attempt was made to shed some light on the ap- 
parent insensitivity of SMD values to variations in 
air pressure by examining two representative diam- 
eters in addition to SMD. 

The effects of increasing the air pressure from 1 
to 12 bar on the radial distribution of D0 j (the drop 
diameter such that 10% of the fuel is in drops of 
diameter smaller than D01), SMD, and D09 (the 
drop diameter such that 90% of the fuel is in drops 
of diameter smaller than D0$) are demonstrated in 
Fig. 9 in which local measured values of Doh SMD, 
and D0.9 are shown plotted against radial distance 
from the centerline of the spray. For all measure- 
ments, the fuel flow rate was adjusted to maintain a 
constant AFR of 3.9. Figure 9 shows very little dif- 
ference in local values of Doh SMD, and D09 at the 
two different levels of pressure. Although the local 
values of D0.g for small radial distances are clearly 
lower at the 1 bar pressure, this has little effect on 
SMD because most of the fuel is contained in the 
outer regions of the spray. 

The SMD values were obtained as the mean of all 
the local measured values of SMD after each local 
value had been corrected using appropriate area and 
velocity weighting factors to account for the higher 
flow areas in the outer regions of the spray and the 
nonuniformity of the radial velocity distribution. Ap- 
plication of this procedure to the local SMD data 
contained in Fig. 9 revealed only a small difference 
in SMD between measurements carried out at 1 and 
12 bar, being 55 /im in one case and 57 fim in the 
other. In all tests, the influence of air pressure on 
SMD was found to be quite small in comparison to 
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the effect of AFR [7]. It maybe concluded therefore 
that not only is SMD largely independent of pres- 
sure, but so also is the distribution of drop sizes 
within the spray. Tests on the influence of nozzle 
pressure drop on mean drop size showed, as ex- 
pected, that an increase in AF/FA resulted in a re- 
duction in SMD. For example, measurements car- 
ried out at a distance of 27 mm downstream of the 
atomizer at normal atmospheric pressure showed 
that increasing APIPA from 0.05 to 0.10 reduced the 
SMD from 68 to 55 fim. 

Conclusions 

A series of measurements of mean and represen- 
tative drop diameters, spray dimensions, and spray 
cone angles has been carried out on a practical, pre- 
filming airblast atomizer of the type widely used in 
modern gas turbines. From tests using kerosine fuel 
and atomizing air at pressures up to 12 bar, the fol- 
lowing conclusions are drawn: 

1. The effect of an increase in ambient air pressure 
in widening the spray cone angle is not a pressure 
effect per se but is due to the increase in fuel 
flow rate that accompanies an increase in air pres- 
sure at constant AFR. For any given air pressure, 
the spray cone angle increases gradually and con- 
tinuously with increase in fuel flow rate. If the 
fuel flow rate is allowed to remain constant, the 
effect of an increase in air pressure is to reduce 
slightly the spray cone angle. In general, spray 
volume increases with fuel flow rate and/or re- 
ductions in air pressure. Variations in air pressure 
at a constant air/fuel ratio, which corresponds to 
the normal practical situation, have little effect on 
spray volume. It is concluded that the main factor 
governing the spray cone angle and overall di- 
mensions of the spray is the fuel-air momentum 
ratio. Increases in this parameter result in wider 
cone angles, larger spray diameters, and a dis- 
placement of the fuel flux profile toward the outer 
regions of the spray. 

2. For the practical type of airblast atomizer em- 
ployed in this investigation, variations in ambient 
air pressure from 1 to 12 bar have little effect on 
drop size distributions in the spray. 

3. Increasing the air pressure drop across the at- 
omizer reduces not only the mean drop size but 
also the spray cone angle. 
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EFFECT OF TEMPERATURE AND CONCENTRATION FLUCTUATIONS ON 
RADIATIVE HEAT TRANSFER IN TURBULENT FLAMES 

W. KREBS," R. KOCH, B. GANZ, L. EIGENMANN AND S. WITTIG 

Institut für Thermische Strömungsmaschinen 
Universität Karlsruhe, Germany 

Radiative heat transfer in turbulent flames is significantly affected by fluctuations of temperature and 
concentration. In an effort to better understand this complex nonlinear phenomenon, an extensive exper- 
imental investigation of a model combustor supported by a numerical analysis is presented. The combustor 
is fired by propane. The flame is of the diffusion type, highly turbulent, and nonluminous. The experimental 
techniques include detailed examination of the temperature probability density distribution by CARS N2 

thermometry, as well as time and spectrally resolved IR spectroscopy. 
It was found from the CARS measurements that the temperature probability density distribution is 

relatively broad in the reaction zone of the model combustor, whereas in the mixing zone it is of Gaussian 
shape with a relatively small variance. 

To gain insight into the turbulence/radiation interaction, the radiation spectra recorded at the wall of 
the combustor are compared to the spectra predicted by a radiation model. The radiation model takes into 
account the turbulent fluctuations of temperature and species concentrations and contains different meth- 
ods for representing the scalar fluctuations. If both temperature and concentration fluctuations are con- 
sidered in the radiation model, good agreement between predicted and experimentally recorded radiation 
spectra is obtained. The radiation model revealed that as a consequence of the strong temperature fluc- 
tuations, turbulence/radiation interaction is significant in the reaction zone. The effect is particularly pro- 
nounced for the 2.7 fim C02/H20 radiation band and the HaO radiation bands at lower wavelength. In 
the mixing zone, radiation is only slightly affected by the scalar fluctuations caused by the weak temperature 
fluctuations. 

The present work demonstrates that turbulence/radiation interaction has a significant impact on the 
heat transfer to the combustor walls in the vicinity of the reaction zone and that advanced radiation models 
are capable of predicting this effect correctly. 

Introduction tion. It could be shown that the enhancement of ra- 
.,     , ,         .    r ,i         u l     ,i     i    r diant emission caused by scalar fluctuations is more 

A considerable part ot the wall neat load ot gas i   . i i    „a,   J ■    u  i      tu ,              ,         l             r           ,.   .               P, pronounced at lower wavelengths, typically less than 
turbine combustors stems from radiation caused by g        Moreove   the stud   [5f reve^d that concen_ 
high flame temperatures and high pressures encoun- ^.^ fluctuations          ;render the medium more 

tered m this type of combustor [1L Therefore, de- t         arent This means that if the opticaI dimension 
tailed knowledge of the radiative heat load is re- of th£turbulent eddies {ka) exceeds a vakie of 0.3> 

quired to determine the amount of cooling air and ^ time_a         ed ^5,™^ will be lower than 
to predict wall temperatures the transmissivity calculated from the time-averaged 

Until now, numerous elaborate models for pre- vakes rf ^ abs     tion coefficient and the concen- 
dicting radiative heat transfer in combustion systems trations Mth      h this simpMed analysis is suitable 
have been developed. They are reviewed compre- for evaluati     the sigmncance 0f the phenomenon, 
hensively in Viskanta and Mengüc [2], Usually the questions about the physics remain open, 
methods do not account for fluctuations in turbulent In continuation of our theoretical study, an exper- 
flames. However, as pointed out by several authors imental and numerical analysis 0f radiative heat 
[3-4], the radiative heat load may be enhanced sig- transfer in a turbulent propane/air diffusion flame 
nificantly by scalar fluctuations caused by the non- inside a model combustor has been performed. Spe- 
linear relation between temperature, concentration, dal emphasis was put on the following topics: 
and radiative heat load. The basic effects were ana- r ,                         n 
lyzed by us recently [5] by applying the Reynolds L Accurate ^presentations of the temperature flue- 
1        •     i   1   •        i   \\        j- :•     i       c tuations are obtained Irom CARS measurements, 
averaging technique to the radiative transfer equa- „,       r       ,,      .         _   ,       ,   .          ,    ,       , 0   °            ^                                                 ^ Therefore, the theoretical analysis can be based 
  on detailed experimental information of the prob- 

"Current address: Siemens KWU, Mülheim, Germany. ability density distributions of temperature. 
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Propane 

FIG. 1. Geometry and flow-pat- 
tern of the model combustor. 

2. Fluctuations of radiative heat transfer have been 
recorded by time and spectrally resolved IR spec- 
troscopy. 

3. To prevent effects arising from a turbulent trans- 
mission function that is difficult to describe math- 
ematically, a test case has been selected in which 
the optical density of the turbulent eddies is less 
than 0.3. 

The significance of the turbulence/radiation inter- 
action on heat transfer and on flame diagnostics will 
be discussed by comparing the measured IR spectra 
to calculated spectra. The experimental setup and 
the different measurement techniques will be de- 
scribed in the next section. 

Experimental Setup 

An extensive description of the model combustor 
and its flame characteristics is given in Bauer et al. 
[8]. Therefore, the description will be kept brief 
here. The geometry of the model combustor and the 
flow pattern are illustrated in Fig. 1. The diffusion 
flame is stabilized by four radially injecting jets that 
induce an upper recirculation zone. Propane is in- 
jected through an orifice at the front plate. The mass 
flow of propane is 1 kg/h and the mass flow of air is 
33.5 kg/h, resulting in a low overall equivalence ratio 
of 0 = 0.44. The highly turbulent reacting flow was 
analyzed extensively both by experimental tech- 
niques, such as Laser Doppler anemometry [8,9], 
Phase Doppler anemometry, and IR spectroscopy 
[10], and by numerical simulations. Laser Doppler 
anemometry revealed turbulent fluctuations of the 
velocity that are of the same magnitude as the time- 
averaged value [9]. Subsequently, the measurement 
techniques for investigating the turbulence/radiation 
interaction will be discussed. Particular emphasis is 
put on the measurement techniques for temperature 
and its fluctuations, IR radiation and its fluctuations, 
and species concentration. 

Temperature Measurements 

For investigating the turbulence/radiation inter- 
action, detailed knowledge of the temperature fluc- 
tuations is required. Because there are steep scalar 
gradients and the reacting flow field is enclosed by 
cold walls, a nonintrusive measurement technique 
that does not suffer from radiative heat loss is re- 
quired. Therefore, the CARS (coherent Anti-Stokes 
Raman scattering) measurement technique has been 
selected. The mobile CARS system of the DLR 
Stuttgart has been applied for single-pulse N2 ther- 
mometry [11-13], The laser beams are overlapped 
in the USED CARS-phase matching configuration 
and are focused by an achromatic lens with a focal 
length of 500 mm. Since the diameter of the laser 
beam at the focusing lens was different for the two 
measurement locations, the spatial resolution (the 
length of the probe volume in beam direction in 
which 95% of the CARS signal is generated) was 
L95% = 2.7 mm for % = 22 mm and Lg5% = 1.6 
mm for z = 98 mm with a diameter of approximately 
200 /im. The spatial resolution of LB5% = 2.7 mm 
at z = 22 mm gave an acceptable signal-to-noise 
ratio. Each single-pulse CARS spectrum was ana- 
lyzed by fitting theoretical spectra to the experimen- 
tal data to determine the corresponding tempera- 
ture. The nonresonant background was weak at most 
locations. Signals containing high-resonant back- 
ground caused by droplets or unburned hydrocar- 
bons were discarded during data processing. For the 
present experiments, the accuracy of the mean tem- 
perature is in the range of ±4 — 7% because of the 
low signal intensity at some locations. The pulse du- 
ration was 10 ns, which is far below the smallest tur- 
bulent time scales. At each location, 1200 single- 
pulse spectra were recorded. 

IR Spectroscopy 

The emission spectroscopy technique was applied 
to investigate radiative heat transfer to the combus- 
tor walls. As shown in Fig. 2, the experimental setup 
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FIG. 2. Experimental set up for IR-spectroscopy. 

2/ l""-J          „  -    z= 22 mm 
z— 9ft mm 

0.12 

0.08 

0.04 "~"w^ 
0.00 0.02 0.04 0.06    .   . 0.08 

y[m] 

FIG. 3. Measured profiles of the time averaged partial 
pressure of C02. 

consists of three main components: the model com- 
bustor, the IR spectroscope, and the black body 
source. The black body serves as a reference source 
for calibration. The IR spectroscope is configured to 
detect the spectral radiative intensity I!n in the nor- 
mal direction toward the wall. The radiation is fo- 
cused by gold-coated mirrors to preserve a wave- 
length independent optical projection. Spectral 
dispersion is achieved by a grating monochromator 
with a spectral resolution of 25 nm for I < 2.8 jum 
and 35 nm for X > 2.8 /an. The radiation is finally 
focused onto an InSb detector, which enables time- 
resolved measurements at a sampling rate of 1000 
1/s and a high signal noise ratio of 1000. To avoid 
reabsorption of incident radiation caused by C02 

and H20, the whole optical arrangement including 
the black body source is purged by N2. This "clean" 
environment is separated from combustion gases by 
a CaF2 window. 

Gas Concentration Measurements 

C02 concentration profiles were determined by 
isokinetic gas sampling using a cooled cranked probe 
[8]. This is necessary to reduce the local disturbance 
of the flow field. Because of the suction probe de- 
sign, only time-averaged values can be obtained. The 
radial profiles of the C02 concentration are shown 
in Fig. 3 for two axial locations. The first position z 
= 22 mm corresponds to the main reaction zone. 
The second location z = 98 mm is downstream of 
the air injection. It represents the mixing zone where 
the chemical reactions are almost finished. The high- 
est levels of C02 concentration are found in the re- 
action zones close to the wall. At z = 98 mm, the 
C02 concentrations are diminished because of the 
additional mixing with fresh air supplied by the air 
jets. 

Experimental Results 

Time-Averaged Temperatures 

The profiles of the time-averaged temperatures 
from the CARS measurements are depicted in Fig. 
4 for the reaction zone (z = 22 mm) and the mixing 
zone (z = 98 mm). For comparison, temperature 
data obtained from PtRh/Pt thermocouple measure- 
ments [8] are included, too. According to the flow 
field induced by the four air jets (Fig. 1), combustion 
takes place in the vicinity of the wall. Therefore, the 
highest temperatures of up to 1880 K are observed 
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close to the wall (y < 20 mm and y > 60 mm). 
Particularly in this region, major deviations between 
the thermocouple and the CARS N2-thermometry 
data of up to 600 K are observed. These deviations 
can be explained by the large radiative heat loss of 
the thermocouples to the cold combustor walls. In 

the central region (30 mm < y < 50 mm), the pres- 
ence of fresh air from the four radial jets and un- 
bumed propane causes relatively low temperatures. 
The increased propane concentration at these posi- 
tions is confirmed by the lower resonant-to-nonres- 
onant ratio observed in the CARS spectra. 

As expected, the temperatures in the mixing zone 
(z = 98 mm) are lower than in the reaction zone. 
Because of the relatively low temperature levels, the 
discrepancies between CARS and thermocouple 
data are smaller. However, it is obvious that the tem- 
perature profile as measured by the thermocouple is 
smoother than that of the CARS-N2 thermometry 
because of heat transfer processes that have a sig- 
nificant impact on the thermocouple measurements. 

Fluctuations of Temperature 

Comprehensive information on turbulent flames 
is obtained from probability density distributions of 
the temperature. The probability density histograms 
derived from the CARS measurements are pre- 
sented in Fig. 5 for three selected positions repre- 
senting different regions of the reacting flow field. 
For comparison, temperature histograms recorded 
in premixed laminar flames showed a standard de- 
viation of 4%. The first histogram taken at z = 22 
mm and y = 26 mm corresponds to the reacting 
shear layer. At this location, the intermittence be- 
tween eddies containing either hot reaction products 
or cold educts causes a bimodal distribution. It 
should be pointed out that temperatures range from 
500-2250 K at this location. The width of the tem- 
perature distribution is reduced significantly in the 
hotter regions close to the wall, as indicated by the 
histogram for the position z = 22 mm and y = 6 
mm. Further reduction of the width is observed 
downstream at z = 98 mm and y = 6 mm. Here, 
the histogram almost takes the form of a Gaussian 
distribution, indicating that the reaction processes 
are almost finished. Considering the different shapes 
of the probability density distribution, it is obvious 
that the temperature fluctuations cannot be repre- 
sented accurately by a Gaussian distribution. There- 
fore, temperature fluctuations have been taken into 
account in the calculational model by the corre- 
sponding temperature histograms. 

Time-Averaged Radiative Intensity 

The measured spectra of the time-averaged radi- 
ative intensity T^n normal to the wall are shown in 
Figs. 6 and 7 for the axial locations z = 22 mm and 
z = 98 mm, respectively. In both spectra, emission 
is restricted to the well-known radiation bands of 
water vapor and carbon dioxide. Furthermore, in the 
reaction zone, the 3.4 pm band of unburned hydro- 
carbons is visible, indicating that the chemical re- 
actions are not finished at this location. No soot 
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radiation was detected because of the lean combus- 
tion conditions. The very low radiative background 
that is visible between the radiation bands is caused 
by radiative emission from the opposite wall. The 
tem-peratures on the opposite wall were measured 
to be 623 K at z = 22 mm and 423 K at z = 98 
mm. As expected from the temperature measure- 
ments, the radiative intensity decreases further 
downstream of the reaction zone. 

Fluctuations of the Radiative Intensity 

To illustrate the fluctuations of the radiative inten- 
sity caused by the fluctuations of temperature and 
concentration, the probability density distribution of 
the spectral normal radiative intensity for X = 4.38 
/im measured at z = 22 mm is shown in Fig. 8. 
Although the corresponding shape of the tempera- 
ture PDFs deviates from a Gaussian distribution, the 
PDF of the radiative intensity closely resembles a 

Gaussian PDF. Similar Gaussian-type PDFs have 
been obtained for other wavelengths. This indicates 
that the radiative intensity at the wall is the result of 
a complicated integration process that will be dis- 
cussed in detail in the next section. 

Radiation Model 

In this section, we will derive the calculational 
model for radiative transfer that accounts for tem- 
perature and concentration fluctuations represented 
by their probability density distribution. The radia- 
tion, emitted instantaneously by an absorbing, non- 
scattering medium within a spectral interval [X, X + 
dX] and in direction s is given by the radiative trans- 
fer equation (RTE): 

dljjs, t) 

ds 
= -k,(s,t)C{s,t)l,{s,t) 

+ kx(s, t) C(s, t)Ib/s, t)        (1) 
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For clarity, the subsequent analysis is simplified by 
considering a single radiating species. However, the 
extension to several species is straightforward. In- 
tegrating Eq. (1) along the line of sight yields the 
integral form of the monochromatic, instantaneous 
radiant transport equation: 

Ix{s,t) = 7;.j0(s =  0)exp -\Sk?(J(sa,t))C{sa,t)dsa 
Jo 

exp 

lbflXs„ t))klT(sa, t))C(sa, t) 

JSa 

UT(sb, t))C(sb, t)dsb ds„ (2) 

The first term on the right-hand side of Eq. (2) stems 
from the nonfluctuating radiation emitted by the 
combustor wall, located at s = 0. The second term 
on the right-hand side represents the contribution 
of the radiative emission of the medium. In both 
terms, the attenuation caused by absorption is taken 
into account by the exponential terms. 

To determine the radiative heat load at the op- 
posite wall, Eq. (2) must be time averaged. The eval- 
uation of the attenuation causes problems, because 
a detailed knowledge of two-point correlations of the 
temperature and concentration fluctuations is re- 
quired [5,6]. These two-point correlations, however, 
are generally not available. Therefore, in a first ap- 
proximation, Eq. (2) is simplified by replacing the 
instantaneous terms in the exponential expressions 
by their time-averaged values as shown in Eq. (3). 

h(s, *) w h,o(s = 0) exP -r kMsa,t))C(sa,t)dsa 

+ 

exp 

hM*., t)MT(sa, t)) C(sa, t) 

k,(T{sb, t)) C(sb, t) dsb  dsa 

This simplification is valid if the optical dimension 
of the turbulent eddies (k,Clt) is less than 0.3 [5]. 
This means that effects resulting from a fluctuating 
transmissivity can be neglected. The turbulent me- 
dium is then characterized by small turbulent length 
scales. Time averaging of Eq. (3) finally yields the 
following: 

his) = IAj0(s = 0) exp ■r kx{T{sa,t))C(^t)dsa 

JO  JTlc I low     JClow 

p[T(sa), C(.sa)]dCdT 

exp -     UT(sb, t)) C^t) dsb dsa      (4) 

The effect of temperature and concentration fluc- 
tuations on the emission rate {k,Clbl.) is taken into 
account in the second term on the right-hand side 
of Eq. (4) by the joint probability distribution 
p[T(sa),C(sa)] of temperature and species concentra- 
tion. 

To manage the calculations in an acceptable time, 
the spectral properties (fcj of the combustion gases 
C02 and H20 were calculated from Narrow-Band 
models [7]. The monochromatic transport equation, 
Eq. (4), was finally integrated over small wavelength 
intervals covered by the Narrow-Band model. Sub- 
sequently, the results of the radiation model will be 
compared to the experimental data to analyze the 
effects of the scalar fluctuations. 

Comparison between Calculated and 
Predicted IR Spectra 

Since the optical dimension of the turbulent ed- 
dies (k,Clt) of the present combustor is smaller than 
0.15, the effect of a fluctuating transmissivity can be 
neglected and Eq. (4) can be applied. This means 
that the fluctuations of the radiative intensity are 
caused only by the fluctuation of the emission rate 
(kxCIb>) and thus depend on the local temperature 
and concentration fluctuations. To separate the ef- 
fects, four different calculations have been per- 
formed as listed in Table 1. The cases are distin- 
guished according to the treatment of the 
instantaneous temperature T(sa, t) and the instan- 
taneous species concentration C(sa, t). Since the spe- 
cies concentration of H20 was not measured, it is 
derived from the overall stoichiometry condition for 
propane combustion: 

(3) 

C(sa, H20) = 4/3 C(sa, C02) (5) 

Concentration fluctuations that were not mea- 
sured are taken into account in case 3 only. In this 



RADIATION FLUCTUATIONS IN TURBULENT FLAMES 2769 

TABLE 1 
Definition of the four different cases 

Name Treatment of Temperature Treatment of Species Concentration 

Case 0: 

Case 1: 
Case 2: 

Case 3: 

T(s{l, t) = T(s„) taken from thermocouple 
measurements 

T(s„, t) = T(sa) taken from CARS data 
T(s,„ t) taken from histograms of the CARS 

measurements 
T(sa, t) taken from histograms of the CARS 

measurements 

C(s„, t) = C(sfl) 

C(s„, t) = C(s„) 
C(s„, t) = C(sa) 

PDF for concentration is constructed using 
two Dirac impulses such that 

C(s„, t) = Cg) + Ac for T>T 
C(s„, t) = C(s„) - Ac for T<T 
with Ac = 0.5*C(s„)/or z = 22 mm 
with Ac = 0A°C(s„)forz = 98 mm 

case, it is assumed that the concentration fluctua- 
tions are strongly correlated to the temperature fluc- 
tuations. This hypothesis is based on the fact that 
eddies with high temperatures are enriched with re- 
action products, whereas eddies with low tempera- 
tures contain a low amount of reaction products. 

A comparison of measured and calculated spectra 
for the reaction zone (z = 22 mm) is shown in Fig. 
6. Since the nonlinearity between temperature and 
the black body function is more pronounced in the 
lower wavelength range, the effect of scalar fluctu- 
ations is more significant for the 1.8 fim H20 and 
the 2.7 fim H20/C02 radiation bands. The shape of 
these two radiation bands is best predicted in case 3 
when both concentration and temperature fluctua- 
tions are taken into account. The deviation in the 
central region of the 4.3-//m band stems from reab- 
sorption effects caused by cold C02 in the short path 
between the model combustor and CaF2 window. 
Therefore, this portion of the band is meaningless 
for comparison. Better suited for the evaluation of 
the predictions is the right side wing of the band. It 
is well understood from quantum mechanics [10] 
that the right wing is particularly sensitive to tem- 
perature and that it will be shifted toward higher 
wavelengths by temperature fluctuations. As Fig. 6 
reveals, best agreement with the experimental data 
is obtained for the right wing of the 4.3 fim band 
when both temperature and concentration fluctua- 
tions are accounted for in the predictions (case 3). 

As discussed previously, the combustion reactions 
are almost finished in the mixing zone (z = 98 mm). 
The temperature and concentration fluctuations are 
caused mainly by mixing processes and are therefore 
rather moderate. As a consequence, the width of the 
temperature distribution is much smaller (Fig. 5) 
and the effect of turbulent fluctuations on radiative 
heat transfer is significantly reduced. Figure 7 shows 
that, similar to results for the reaction zone, best 
agreement between the experimental and predicted 

spectra of the 1.8-//m H20, the 2.7-jUm H20/C02, 
and the right wing of the 4.3-,um radiation bands is 
achieved when the temperature and concentration 
fluctuations are taken into account (case 3). 

Conclusion 

Radiative heat transfer in turbulent flames is af- 
fected significantly by the fluctuations of tempera- 
ture and concentration. In an effort to better un- 
derstand this nonlinear phenomenon, an extensive 
experimental investigation and numerical analysis of 
a highly turbulent reacting flow inside a model com- 
bustor have been performed. The experimental 
techniques include detailed examination of the tem- 
perature probability density distribution by CARS 
N2 thermometry, as well as time and spectrally re- 
solved IR spectroscopy. 

From comparison of measured and calculated 
spectra, the following conclusions can be drawn: 

1. Predictions of radiative transfer are strongly sen- 
sitive to temperature distributions. Errors in the 
determination of time-averaged temperatures re- 
sult in significantly wrong predictions of the ra- 
diative heat load. 

2. Accurate predictions of radiative heat transfer 
from the reaction zone, which is characterized by 
strong scalar fluctuations, requires accounting for 
both temperature and concentration fluctuations. 

3. The turbulence/radiation interaction is more pro- 
nounced for the 1.8-,um H20 and the 2.7-fim 
C02/H20 radiation bands in comparison to the 
4.3-,um band. The effect is caused by the 
nonlinearity between temperature and black 
body intensity, which is higher at lower wave- 
lengths. This result is important with respect to 
gas turbine combustors featuring much higher 
optical densities and higher temperatures than 
the model combustor. The contribution of these 
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radiation bands to the total radiative wall heat 
load will be much higher under these conditions. 
Moreover, as radiation from soot is emitted in the 
lower wavelength range, too, it can be concluded 
that soot radiation is significantly affected by sca- 
lar fluctuations. 

4. The position of the right side of the 4.3-//m C02 

radiation band is shifted toward higher wave- 
lengths by scalar fluctuations. This result is im- 
portant for flame diagnostics based on the anal- 
ysis of the shape of radiation bands. 

Nomenclature 

C species concentration [bar] 
Z; monochromatic radiative intensity [W/m3/sr] 
Ij,iA monochromatic radiative intensity of black 

body [W/m3/sr] 
kA spectral absorption coefficient [bar'1»!,-1] 
It turbulent length scale [m] 
T temperature [K] 
t time [s] 
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COMMENTS 

Flemming M. B. Andersen, University of Denmark, Den- 
mark. Did you assume that properties in neighboring cells 
or eddies are statistically independent? 

Author's Reply. Generally, to model the effect of fluc- 
tuations of temperature and concentration on radiative 
transfer, 2pt correlations have to be taken into account. In 

this paper, the effect of 2pt correlations is neglected, which 
is justified by the fact that the optical density of the tur- 
bulent eddies is small enough. Therefore, Eq. (4) can be 
applied and information about 2pt correlations need not 
be provided. Concerning the numerical solution of the in- 
tegrals, the discretization should guarantee a good resolu- 
tion of the temperature and concentration profiles. 
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STABILITY AND EMISSIONS CHARACTERISTICS OF A LEAN PREMIXED 
GAS TURBINE COMBUSTOR 
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Department of Mechanical Engineering 
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University Park, PA 16802, USA 

The effect of incomplete fuel-air mixing on NOs emissions and combustion stability has been studied 
in an atmospheric pressure, optically accessible, laboratory-scale, premixed dump combustor. The degree 
of fuel-air mixing was varied systematically where the fuel distribution at the combustor inlet was quantified 
using two-dimensional acetone fluorescence. Combustion stability was characterized both in terms of the 
level of combustion-generated noise during combustion oscillations and the lean blowout limit. The struc- 
ture of the flame zone was characterized using two-dimensional OH fluorescence measurements that were 
phase locked with the combustion-generated pressure oscillations. 

As has been observed previously, it was shown that incomplete fuel-air mixing results in increased NOx 

emissions at overall fuel-lean conditions. The results, however, indicate that "reaction zone" NO mecha- 
nisms, enhanced by superequilibrium O-atom concentrations, are in part responsible for more than 50% 
of the increased NO production. 

It was also shown that incomplete fuel-air mixing in a premixed combustor can significantly reduce the 
stable operating range of the combustor both in terms of increasing the tendency for combustion oscillation 
and raising the lean blowout limit. Lastly, it was observed that during unstable combustion, the flame 
moves in a well-defined periodic manner; however, the details of the flame behavior and instability mech- 
anism can vary significantly depending on the overall equivalence ratio and the degree of fuel-air mixing. 

Introduction 

One of the more promising ultralow NOx gas tur- 
bine combustor concepts is the lean, premixed com- 
bustor that has demonstrated the potential for sig- 
nificant reductions in NOx emissions over what can 
be achieved by current designs [1,2]. Since it is dif- 
ficult to obtain complete fuel-air mixing in actual gas 
turbine combustors, because of a number of con- 
straints such as avoiding flashback and autoignition, 
it is important to understand the effect of incom- 
plete fuel-air mixing on the combustors perfor- 
mance. For example, studies have shown that incom- 
plete fuel-air mixing can have a significant effect on 
NOx emissions [3,4]. In addition, since premixed 
combustors are more susceptible to combustion in- 
stabilities [5,6], it is also important to understand the 
effect of incomplete fuel-air mixing on combustion 
stability. 

The primary objective of the research reported in 
this paper is to characterize the effects of incomplete 
fuel-air mixing on both NOx emissions and flame sta- 
bility, that is, lean blowout and combustion oscilla- 
tions, in lean premixed combustors. Such informa- 
tion is critical for the successful development of 
ultralow NOx combustors. In addition, the evolution 
of the flame structure during unstable combustion 

is characterized, providing an understanding of the 
underlying phenomena that may lead to insights per- 
tinent to the development of passive and active con- 
trol strategies for preventing combustion instabili- 
ties. 

Experimental Approach 

The optically accessible dump combustor used in 
this study is illustrated schematically in Fig. 1. The 
atmospheric pressure combustor consists of a 13.7- 
mm-diameter by 76-cm-long mixing section, fol- 
lowed by a 42-mm-diameter by 38-cm-long quartz 
combustion section. The flame is stabilized at the 
step between the mixing and combustion sections, 
where to increase the stable operating range of the 
combustor a cross-hair type flame holder made of 
0.89-mm-diameter stainless steel wire is located im- 
mediately downstream of the mixing section. Al- 
though actual gas turbine combustors operate at 
elevated pressures, a number of studies [7-9] sug- 
gest that the effect of pressure on NOx formation is 
relatively weak under fuel-lean conditions, whereas 
near stoichiometric condition, NOx formation has an 
approximately square-root pressure dependence. 
With this in mind, atmospheric pressure tests can 
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FIG. 1. Schematic drawing of dump combustor. 

provide useful information regarding the behavior of 
lean premixed combustors. 

Fuel (commercial-grade methane) is injected into 
the mixing section at two locations; one is 76 cm (55 
mixing tube diameters) upstream of the mixing sec- 
tion exit, and the other is 8.2 cm (6 mixing tube 
diameters) upstream of the mixing section exit 
where the fuel is injected through a 3.4-mm-diam- 
eter co-axial fuel tube. The inlet mixture tempera- 
ture is controlled at 680 ± 5 K, and the bulk velocity 
in the mixing section is 8.9 m/s (Reynolds number 
= 660). The airflow rate is 1.2 SCFM. 

The degree of fuel-air mixing at the entrance to 
the combustion section can be varied by changing 
the fuel split, a, which is defined as one minus the 
ratio of the mass flow rate of fuel introduced through 
the downstream fuel tube to the total fuel mass flow 
rate introduced into the combustor multiplied by 
100%. It is important to note that even in the a = 
0% case, there is significant fuel-air mixing before 
the combustor inlet such that none of the fuel burns 
in a diffusion flame mode. The overall equivalence 
ratio (0overaii) is varied from 0.4 to 1.1, and 100%, 
50%, 17%, and 0% fuel splits are investigated. 

Two-dimensional acetone laser-induced fluores- 
cence (LIF) is used to quantify the fuel distribution 
at the combustor inlet. A conventional gas sampling 
system and a chemiluminescence analyzer is used to 
measure the radial and axial, NO and NOx concen- 
tration profiles in the combustor. Combustion sta- 
bility is evaluated both in terms of the lean blowout 
limit and the occurrence of combustion oscillations, 
which are characterized by the intensity of the com- 
bustion-generated noise as measured using a micro- 
phone located at the combustor exit. The evolution 
of the flame structure during unstable combustion 
is characterized using two-dimensional OH LIF 
measurements that are synchronized with the com- 
bustion-generated pressure oscillation. Since a rel- 
atively temperature-insensitive absorption line 
(02[8] and £i[9] transitions in the [1,0] vibration 
band of the A2E+ - J?TI system) is excited, the OH 
fluorescence intensity can be assumed to provide a 

semiquantitative indication of the OH concentra- 
tion. Additional information can be found in Shih's 
thesis [10]. 

Results and Discussion 

Fuel Distribution for Different Degrees of 
Fuel-Air Mixing 

Figure 2 shows the mean and normalized standard 
deviation of the local equivalence ratio for two in- 
completely mixed cases (i.e., a = 0% and 50%) at 
an overall equivalence ratio of 0.6. These results are 
averages from 100 individual acetone fluorescence 
images. The field of view is 3.5 mm by 14 mm and 
is located immediately downstream of the mixing 
section exit. At the completely mixed condition {a 
= 100%), not shown in Fig. 2, the local equivalence 
ratio distribution is uniform and steady with a value 
of 0.6. For the a = 50% case, the local mean equiv- 
alence ratio ranges from 0.4 to 0.8 with a standard 
deviation of up to 20%, whereas in the a = 0% case, 
the local mean equivalence ratio ranges from 0.2 to 
1.0 with a standard deviation of up to 40%. The fuel 
distribution in the incompletely mixed cases can be 
quantified in terms of an unmixedness parameter 
[11], which is defined as C'/C (1 - C) where C is 
the fluctuation in the fuel concentration and C is the 
mean value of the fuel concentration. The average 
value of the unmixedness parameter over the mixing 
section exit area is 2.0 X 10-3 for the 0% fuel split 
case and 2.7 X 10'4 for the 50% fuel split case. 

The Effect of Incomplete Fuel-Air Mixing on NO 
and NOx Emissions 

Figure 3 shows the area-weighted NO and NOx 

concentrations (in ppm) as a function of the distance 
from the step for three different fuel-air mixing con- 
ditions at overall equivalence ratios of 0.6 and 0.92. 
The area-weighted concentration is the area- 
weighted average of the radial concentration mea- 
surements, where it is assumed that the flow field is 
axisymmetric. At the fuel-lean condition, for all three 
mixing conditions, the NO and NOx concentrations 
are observed to increase with distance, which is ev- 
idence of postflame NO production. At 0overaU = 
0.6, it is also observed that incomplete fuel-air mix- 
ing results in increased NO production, which is 
consistent with previous studies [3,4]. The generally 
accepted explanation for increased NO production 
at fuel-lean, incompletely mixed conditions is in 
terms of thermal NO production [3,4]. However, the 
results shown in Fig. 3 suggest that reaction-zone 
NO mechanisms may contribute significantly to the 
total NO production. 

An estimate of the reaction-zone NO can be ob- 
tained by extrapolating the NO concentrations in 
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(a) o=50% (b) o=0% 

FIG. 2. Equivalence ratio distributions for different fuel splits at an overall equivalence ratio of 0.6. Vertical and 
horizontal coordinates correspond to radial and axial coordinates of the combustor, respectively. 
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FIG. 3. Area-weighted NO and NOx concentrations as a 
function of distance from step; open symbols, NO; closed 
symbols, NOx; solid lines, $mcri\\ = 0.6; dashed lines, *ov. 

erau = 0.92; fuel split is shown beside each curve. 

Fig. 3 to the "center of gravity" of the reaction zone. 
The results indicate that under fuel-lean, incom- 
pletely mixed conditions, a significant amount of the 
NO is produced in the reaction zone (approximately 
50% of the total NO in the a = 50% and 0% cases), 
while less than 8% of the NO is produced in the 
reaction zone under fuel-lean, completely mixed 
conditions {a = 100%). These results indicate that 
the increased NO production at lean, incompletely 
mixed conditions cannot be explained solely in terms 
of the thermal NO mechanism. A possible explana- 
tion for this behavior is given later. 

Model calculations have shown that in a premixed 
flame front, NO is formed by (1) the Zeldovich 
mechanism, (2) the NzO intermediate reaction, and 
(3) the Fenimore mechanism, where both the Zel- 
dovich and the N20 intermediate mechanisms can 
be enhanced by superequilibrium O-atom concen- 
trations [12]. An indication of the relative O-atom 
concentration can be obtained from the OH LIF 
measurements since one would expect partial equi- 
librium between OH and O [13], that is, [0]/[0]equi| 
= ([OH]/[OH]equil)

2. 
By assuming an axisymmetric flame, a parameter, 

O, can be defined as 

1   N r Jo 
2n r Ifn (x, r) dx dr, for Im > n 

where N is the number of the images, 
axial and radial coordinates, Im (x, r] 

x and r are 
is the OH 
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FIG. 4. Overall equivalence ratio and fuel-air mixing ef- 
fects on flame stability. O, a = 100%; V, a = 50%; D, a 
= 0%. 

intensity at (x, r) obtained from the two-dimensional 
OH LIF image and n is a selected OH fluorescence 
intensity threshold determined from the intensity 
probability distribution function. Mathematically, Q 
is the integration of the square of the OH fluores- 
cence intensity over the combustion volume. It is 
used here as an indication of the O-atom concentra- 
tion in the reaction zone. For an OH fluorescence 
intensity threshold of 50 (the results are relatively 
insensitive to the threshold value), the normalized 
values of O for a = 100%, 50%, and 0% are Q100%/ 

Qioo% = 1-0, <?5o%/<?ioo% = 2.37, and Qo%/Qioo% 
= 4.08. The increase in Q with incomplete mixing 
can be the result of an increased reaction zone vol- 
ume and increased OH and therefore O-atom con- 
centration, both situations leading to increased NO 
production. This result suggests that incomplete 
fuel-air mixing leads to increased superequilibrium 
O-atom concentration and therefore increased re- 
action-zone NO production in the flame zone. 

Figure 3 also shows the area-weighted NO con- 
centration as a function of distance from the step for 
three different fuel-air mixing conditions at an over- 
all equivalence ratio of 0.92. It shows that, at near 
stoichiometric conditions, incomplete fuel-air mix- 
ing results in less NO production, which is consistent 
with what has been reported previously [5,6]. In the 
near stoichiometric case, the NO concentration de- 
creases in the postflame region as the residence time 
increases. This is believed to be due to the reburning 
of the fuel in the postflame region [14,15], which is 
supported by the fact that HCN, more than 25 ppm 
for the a = 100% case and 20 ppm for the a = 
50% and a = 17% cases, was detected at the com- 
bustor exit. 

The Effect of Incomplete Fuel-Air Mixing on 
Combustion Stability 

Combustion instabilities can result in both lean 
blowout and combustion oscillations. The effect of 
incomplete fuel-air mixing on the stability charac- 
teristics of this lean premixed combustor is illus- 
trated in Fig. 4, which is a plot of combustion-gen- 
erated noise versus overall equivalence ratio for the 
a = 0%, 50%, and 100% cases. In this study, when 
the magnitude of the combustion-generated noise 
was more than 20 dB above the background noise 
level, the combustion was considered unstable. In 
all cases of unstable combustion, the instability was 
a longitudinal instability with a single dominant fre- 
quency of —400 Hz, which can be related to the 
quarter-wave natural frequency of the combustor. 
Also shown are the lean blowout limits for the three 
cases. These results show clearly that incomplete 
mixing results in less-stable combustion, both in 
terms of broadening the range over which combus- 
tion-generated oscillations occur and raising the lean 
blowout limit. For the completely mixed case (er = 
100%), unstable combustion occurs over the range 
of equivalence ratios from —0.82 to —1.35. In this 
case, the highest flame temperature occurs near the 
stoichiometric condition, which results in a large 
temperature gradient between the flame zone and 
the combustor wall. This large temperature gradient 
could induce the combustion instability in the pre- 
mixed case. When CPoveran is outside of this range, 
combustion is stable and quiet until the equivalence 
ratio reaches the blowout limits. That combustion 
becomes stable under lean and rich conditions can 
be attributed to the fact that the reduced heat re- 
lease is not sufficient to overcome the damping in 
the combustor. For the a = 50% case, unstable 
combustion occurs at all equivalence ratios within 
the blowout limits, except over a narrow range from 
the lean blowout limit (cPoveran *** 0.43) to ^overall w 

0.5, where stable combustion is possible. For the a 
= 0% case, combustion is unstable over the entire 
operating range of the combustor. These results in- 
dicate that the fluctuating fuel distribution under in- 
completely mixed conditions can contribute signifi- 
cantly to the heat-release fluctuations that drive 
unstable combustion. 

The lean blowout limit is also found to be affected 
by incomplete fuel-air mixing. Although no signifi- 
cant change in the lean blowout limit was observed 
between the completely mixed (a = 100%) and the 
a = 50% cases, a distinct shift (from —0.43 to 
—0.55) was observed in going to the most poorly 
mixed case {a = 0%). 

These results on the effect of incomplete mixing 
on combustion stability, however, should be inter- 
preted with care because one would expect the na- 
ture of this effect to depend on the actual shape of 
the fuel distribution. For example, it is possible that 
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FlG. 5. Flame structure evolution for overall equivalence ratio = 0.6, a = 50% case. 
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FIG. 6. Flame structure evolution for overall equivalence ratio = 0.92, a = 100% case. 
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(a) *„ -0.6, o=50% case (b) *„ =0.92, a=100% case 

FIG. 7. Local Rayleigh index distributions for different operating conditions. Solid lines, positive region; dashed lines, 
negative region. 

certain fuel distributions could actually improve the 
stability characteristics of a given combustor. 

Flame Structure Evolution during Combustion 
Oscillations 

Characterization of the evolution of die flame 
structure during combustion oscillations can lead to 
useful insights regarding the phenomenology of the 
instability, which in turn may suggest ways to prevent 
its occurrence. The flame structure evolution can be 
reconstructed from the phase-averaged two-dimen- 
sional OH LIF measurements. Figure 5 shows the 
flame structure evolution during one cycle of unsta- 
ble combustion at #overan = 0.6 and a = 50%. The 
field of view of each image is 35 X 35 mm and the 
phase angle is referenced to the sinusoidal fluctua- 
tion of the combustion-generated pressure oscilla- 
tion. Note that the phase of the pressure measure- 
ment has been shifted (by ~45°) to account for the 
acoustic wave propagation time between the pres- 
sure measurement location and the reaction zone. 
At a phase angle of 0°, there is a flame pocket im- 
mediately downstream of the flame holder. The 
flame pocket grows and propagates downstream as 
the phase angle increases. At a phase angle of 90°, 
which corresponds to the maximum pressure, the 
reaction zone begins to move into the recirculation 
zone and continues to do so until it reaches 225°. At 
a phase angle of 270°, which corresponds to the min- 
imum pressure, the reaction zone appears to be 
moving out of the recirculation zone and back into 
the flame pocket downstream of the flame holder, 
until the flame resumes its original shape at 0°. In 

this case, the instability appears to originate in the 
main reaction zone immediately downstream of the 
flame holder, which is consistent with the notion that 
fluctuations in the equivalence ratio at the combus- 
tor inlet are helping to drive the instability. 

For the 0overau = 0.92 and a = 100% case, the 
flame structure evolution illustrated in Fig. 6 is ob- 
served to be quite different from that discussed ear- 
lier. At a phase angle of 270°, there is a main reaction 
zone downstream of the flame holder (similar to the 
^overall = 0.6, a = 50% case at a phase angle of 0°). 
At a phase angle of 315°, small pockets of flame are 
observed in the recirculation zone. These flame 
pockets then propagate and connect with the main 
reaction zone at 45°. At a phase angle of 90°, winglike 
structures that gradually decrease in size as the 
phase angle increases appear beside the main reac- 
tion zone. In this case, the instability appears to orig- 
inate in the wall region and recirculation zone, while 
the main reaction zone, that is, immediately down- 
stream of the flame holder, remains relatively un- 
changed. 

Another way to analyze these measurements is in 
terms of the Rayleigh criterion [16], which states 
that when the unsteady heat release </'(£, t) is in 
phase with the pressure fluctuation p'(£, t), the pres- 
sure wave oscillation can be sustained. This criterion 
can be expressed in terms of the Rayleigh index, R, 
as follows: 

where f is a spatial coordinate, t is time, T is the 
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instability period, and V is the volume of the flame. 
Using the fluctuating OH fluorescence intensity as 
an indicator of heat-release fluctuation along with 
the measured combustion-generated pressure fluc- 
tuation, the local and global Rayleigh indices can be 
calculated from the two-dimensional in-phase OH 
LIF images. In calculating the local and global Ray- 
leigh indices, the pressure is assumed constant in 
phase and amplitude throughout the entire flame- 
zone, which is reasonable since the flame is concen- 
trated near the flame holder and is small compared 
to the acoustic wavelength. 

Figure 7 shows the local Rayleigh index over the 
upper half of the combustion section for the two 
unstable cases discussed previously, indicating that 
even when the overall combustion process is unsta- 
ble, regions where the instability is driven (R > 0) 
and regions where it is damped (R < 0) exist. For 
the <Poveraii = 0.6, a = 50% case, the Rayleigh index 
is positive in the central flame pocket region where 
the heat release caused by the pulsating flame is in 
phase with the pressure oscillation. Damping of the 
instability happens near the wall region where the 
heat release in the recirculation zone is out of phase 
with the pressure oscillation. In the <Povoran = 0.92, 
a = 100% case, as shown in Fig. 7b, the instability 
is driven near the wall region because the heat re- 
lease from the winglike structures is in phase with 
the pressure oscillation. In this case, there is only a 
small region in the recirculation zone where damp- 
ing occurs. 

Global Rayleigh indices for the instability-driving 
regions and for the damping regions are obtained by 
integrating the local Rayleigh index over the respec- 
tive regions. The global Rayleigh indices for the driv- 
ing and damping regions, respectively, are +0.63 
and — 0.37 for the CPoveral] = 0.6, a = 50% case and 
+ 0.92 and - 0.08 for the #overaii = 0.92, a = 100% 
case. For the 0overaii = 0.92, a = 100% case, the 
instability is driven over a significant portion of the 
flame zone. 

Recently, the use of active control to prevent com- 
bustion oscillations has been demonstrated in after- 
burners and dump combustors [17-19], where mod- 
ulated secondary fuel injection strategies have been 
employed to effectively cancel out the heat-release 
fluctuations. Information such as that shown in Fig. 
7 would be valuable in defining the optimum loca- 
tion for secondary fuel injection in an active control 
system. 

Conclusion 

A study of the effect of incomplete fuel-air mixing 
on NOx emissions and flame stability in a laboratory 
scale premixed combustor is presented. As has been 
observed previously, it was shown that incomplete 
fuel-air mixing results in increased NOx emissions at 

overall fuel-lean conditions. The results, however, 
indicate that reaction-zone NO mechanisms, en- 
hanced by superequilibrium O-atom concentrations, 
are in part responsible for more than 50% of the 
increased NO production. 

It was also shown that incomplete fuel-air mixing 
in a premixed combustor can significantly reduce the 
stable operating range of the combustor both in 
terms of increasing the tendency for combustion os- 
cillation and raising the lean blowout limit. Finally, 
it was observed that during unstable combustion, the 
flame moves in a well-defined periodic manner; 
however, the details of the flame behavior and the 
instability mechanism can vary significantly depend- 
ing on the overall equivalence ratio and the degree 
of fuel-air mixing. 
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FLUORESCENCE IMAGING OF NO AND 02 IN A SPRAY FLAME 
COMBUSTOR AT ELEVATED PRESSURES 

BERNARD L. UPSCHULTE, MARK G. ALLEN AND KEITH R. MCMANUS 
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20 New England Business Center 

Andover, MA 01810, USA 

Planar laser-induced fluorescence images of the distributions of nascent NO and high-temperature 02 

have been obtained in the injector near field of a spray flame combustor at pressures up to 0.8 MPa. The 
model combustor consists of a pressure-atomizing spray nozzle injecting liquid ethanol into a high-pressure 
oxygen and dilute nitrogen flow at room temperature. This flow is used to assess quantitatively fluorescence 
strategies in preparation for application to more practical combustor geometries. Fluorescence is excited 
near 226 nm using a low-power, excimer-pumped dye laser and imaged with an intensified CCD array 
camera. The camera is spectrally filtered to reject the strong elastic laser scatter from fuel droplets and 
soot particles. The NO and 02 mole fractions in the flow field are known and controlled at several discrete 
chamber pressures between 0.1 and 0.8 MPa. Detailed models of linear fluorescence using the available 
spectroscopic database are shown to be sufficient to predict the pressure scaling of the fluorescence signal 
for the known values of the NO and 02 mole fraction. This result suggests that atmospheric pressure 
calibrations may be extended to higher-pressure combustors without additional detailed measurements of 
specific temperature and major species composition fields. As with high-pressure OH imaging measure- 
ments using 283-nm excitation, hydrocarbon interferences are found to be a ubiquitous and major con- 
tributor to the fluorescence signal for the simple flow field studied to date. This contribution must be 
subtracted properly for quantitative measurements. 

Introduction 

The continued development of advanced aeropro- 
pulsion gas turbine combustors requires improved 
instrumentation for in situ measurements of impor- 
tant combustion species and gasdynamic parameters 
in combustors operating on liquid fuels and at pres- 
sures up to about 5 MPa. Although planar laser-in- 
duced fluorescence (PLIF) techniques for species 
concentrations measurements have been developed 
extensively for atmospheric pressure flames, much 
less effort has been made to explore applications to 
high-pressure, non-premixed combustion environ- 
ments. In recent publications [1], we have demon- 
strated PLIF imaging of OH and PAH at pressures 
between 0.1 and 1.0 MPa in spray flames burning 
heptane, methanol, and ethanol fuels in air. Detailed 
models of linear fluorescence quantified the pres- 
sure scaling of the fluorescence signal in terms of a 
unit mole fraction of absorber. This paper extends 
these results to include imaging of nascent NO and 
02 in ethanol-oxygen-nitrogen flames at pressures 
between 0.1 and 0.8 MPa. 

Fluorescence techniques appropriate for gas tur- 
bine combustors have received considerable atten- 
tion recently, in the context of a number of flame 
environments, and can be grouped into three basic 
categories. In the first category, saturated single- 

point LIF measurements have been investigated in 
the postcombustion gases of laminar, premixed flat- 
flame burners in an attempt to explore absolutely 
quantitative measurements without recourse to 
quenching corrections [2,3], although in the case of 
NO LIF, saturation did not improve the quantita- 
tiveness of the result [4]. Whatever its advantages 
may be in single-point measurements, saturation is 
not achievable in imaging configurations using the 
relatively modest laser powers available from fre- 
quency-doubled pulsed dye lasers. The second cate- 
gory, which includes the present work, applies linear 
LIF excitation and detection strategies to high-pres- 
sure flame environments and uses modeling of the 
often well-understood collisional energy transfer and 
broadening to quantify the result. This includes 
demonstrations in the postcombustion gases of lam- 
inar, premixed flat-flame burners [5,6] and non-pre- 
mixed spray flames [1]. This work has demonstrated 
reasonable and useful quantification of OH images 
in both high-pressure premixed [7] and non-pre- 
mixed environments [1]. Quantitative NO imaging 
has been demonstrated in high-pressure, lean, pre- 
mixed flames, with proper attention to interferences 
from 02 [7]. 

The third category consists of approaches based 
on high pulse energy, tunable excimer laser excita- 
tion at 193, 248, or 308 nm [8,9] and has been dem- 
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FIG. 1. Schematic diagram of high-pressure combustor 
test section. 

onstrated in high-pressure, internal combustion en- 
gines. This approach accesses weak, predissociative 
transitions of OH and 02, or the (D-X) system of 
NO near 193 nm, as well as broad features from 
hydrocarbon fragments. Fluorescence signals from 
the predissociative transitions increase with pressure 
because of the reduced effect of collisional quench- 
ing of the excited state, thereby improving the sig- 
nal-to-noise levels with increasing pressure. How- 
ever, the incomplete spectroscopic database 
associated with these transitions and unresolved is- 
sues related to the high laser pump rates employed 
can be barriers to quantitative interpretation of the 
fluorescence signal. 

In earlier publications [1,10], we developed the 
detailed methodology describing the pressure, tem- 
perature, and composition dependencies of NO and 
02 PLIF measurements using low-power, fre- 
quency-doubled pulsed dye laser excitation. Quasi- 
two-level models were shown to include all of the 
necessary physical processes required to extend at- 
mospheric pressure calibrations to higher pressure 
environments, including the effect of collisional 
broadening on the laser excitation efficiency, colli- 
sional energy transfer and quenching in the laser- 
excited states,  and compositional dependence of 

these collisional processes. The present work pro- 
vides experimental validation of these models for 
NO and Oz in a simple combustor geometry in 
which the NO and 02 concentration may be con- 
trolled separately. 

Experimental Arrangement 

The flow facility for this study consists of a high- 
pressure liquid-fueled combustor, described in more 
detail in earlier publications [1,10]. A schematic of 
the test section is shown in Fig. 1, consisting of an 
uncooled stainless steel vertical duct 27.5 cm in 
length with a square internal cross section (10 X 10 
cm). A pressure atomizing liquid-fuel injector pro- 
vides a finely atomized spray (Sauter mean diameter 
—50 jum at 1 atm) with a 60° cone angle. A 4-cm- 
diameter, axisymmetric bluff-body stabilizer sur- 
rounds the fuel nozzle, providing a weak recircula- 
tion flame stabilization zone downstream of the 
injection point. Oxygen and nitrogen are supplied 
separately from a pressurized reservoir. 

Using nearly pure oxygen atmospheres results in 
a substantial increase in peak flame temperatures 
compared to air aspirated flames and is required in 
this combustor to reduce soot formation. Small flow 
rates of N2 (<10% by volume of total oxygen flow) 
allow regulation of the NO formation and an un- 
ambiguous means of determining potential interfer- 
ence fluorescence signals. 

The test section pressure is adjusted by choking 
the exhaust stream using a valve/orifice combination. 
This flow metering strategy fixes the reactant inlet 
mass flows while varying the test section static pres- 
sure. Typical total oxidizer mass flow rate is adjust- 
able between approximately 10 and 40 g/s, corre- 
sponding to area-averaged test section inlet 
velocities of 8 and 33 cm/s, respectively, at 1.0 MPa. 
The nominal fuel flowrate is 0.27 g/s, corresponding 
to overall fuel/air equivalence ratios near 0.2. 

The test section is fitted with fused silica windows 
on all sides to allow optical access. Two large fused 
silica windows (7.6 X 12.7 X 2.5 cm) for imaging 
are located on opposite sides of the test section and 
permit viewing the first 12.7 cm of the flow field 
from the spray nozzle tip. Laser sheet access win- 
dows (2.5 X 12.7 X 1.25 cm) are provided on the 
remaining sides perpendicular to the imaging win- 
dows. 

Fluorescence is excited with a frequency-doubled, 
excimer-pumped dye laser (Lambda-Physik) pro- 
ducing 2-5 mj/pulse in the vicinity of 226 nm. A 
combination of spherical and cylindrical optics is 
used to produce the laser sheet at typically 5 cm X 
0.5 mm. Images are obtained by collecting fluores- 
cence at right angles to the laser sheet through 3 
mm of UG-5 glass and a wide-band interference fil- 
ter centered at 252 nm with an 85-nm bandpass us- 



HIGH PRESSURE FLUORESCENCE IMAGING OF NO 2781 

" 40 

30 

O 20 

T~ T 
P = 0.1 MPa 
T = 2000 K 
 NO 
 02x5 

225.8 225.9 226.0 226.1 
Wavelength (nm) 

226.2 

FIG. 2. Calculated absorption spectra of NO and 02 at 
0.1 MPa and 2000 K. 

ing a 105 mm, f/4.5 Nikon UV telephoto lens at- 
tached to an intensified and cooled CCD camera. 
The camera consists of 576 X 384 pixels, although 
the images reported here are obtained with 2X2 
binning. The resulting measurement volume is typ- 
ically 0.26 mm (H) X 0.26 mm (V) X 0.5 mm 
(depth). The intensifier is triggered synchronously 
with the laser pulse and opened with a 100-ns gate. 

NO and 02 Fluorescence in High Pressure, 
Non-Premixed Flames 

A detailed analysis of the models used to reduce 
NO and 02 fluorescence images to mole fraction or 
concentration images has been presented earlier 
[10] and will not be repeated here. This analysis in- 
cludes the effects of species- and temperature-de- 
pendent collisional broadening, excitation from un- 
resolved transitions, and species- and 
temperature-dependent quenching. The model 
draws from the extensive and growing database of 
spectral properties and energy transfer rates for the 
targeted transitions of NO and 02 [11-17]. The 
modeling efforts have been confirmed in the context 
of OH fluorescence and demonstrate that the fluo- 
rescence signal viewed by each pixel on the detector 
array is given by 

SF = [BSHa>)gfa)dG>](Fy)(fNtVc)(K*i) (D 
where the first parenthetical term is the integral 
overlap between the laser spectral fluence I(co) and 
the molecular absorption line-shape function g(co), 
multiplied by the Einstein B coefficient for absorp- 
tion; the second term is the fluorescence yield; and 
the third term is the population in the laser-excited 
state, given by the product of the Boltzmann popu- 
lation fraction/, the total number density of absorb- 
ing species Nt, and the volume defined by the inter- 
section of the laser-sheet thickness and the 
projection of the CCD pixel into the object plane. 

The final term is an experimental constant describ- 
ing the collection efficiency of the imaging optics 
and the laser-pulse duration, T. For quenching-dom- 
inated fluorescence (as is the case with NO, OH, and 
most other PLIF techniques), the pressure depen- 
dence of the fluorescence yield and absorber num- 
ber density cancel one another so that the fluores- 
cence signal may be approximated by 

SF~ CjI(co)g(co)dco-Xt (2) 

where Cj is a lumped parameter describing experi- 
mental constants, the weak temperature depen- 
dence of the Boltzmann population fraction, and the 
nominally constant quenching terms. 

For 02 fluorescence, the laser-excited level in- 
cludes a rapid, collisionless, predissociation decay 
path that complicates the comparatively simple 
quenching-dominated fluorescence processes. Over 
the range of pressures reported here, the upper elec- 
tronic states undergo transition from a fully predis- 
sociative decay at 1 atm to partially quenched decay 
at 10 atm. Thus, the pressure dependence of the 
fluorescence yield and absorber number density 
does not cancel and the fluorescence signal is related 
to the 02 mole fraction using Eq. (3): 

SF~CjT(co)F(co)dwE-Xo2-Pt (3) 

where C2 is an experimental constant; T(co) is the 
filter transmission function; F(co) is the fluorescence 
yield for laser excitation at frequency co, as defined 
in Ref. 17, and includes the absorption overlap in- 
tegral; E is the total laser fluence; Xo2 i

s the oxygen 
mole fraction; and Pt is the total pressure at the mea- 
surement point. The function F(co) contains an im- 
plicit pressure dependence that is negligible at low 
pressures but eventually cancels the pressure term 
in Eq. (3) as the fluorescence process transitions into 
fully quenching dominated. More details of this 
function are available in Refs. 7, 10, and 17. 

NO Imaging Results 

Figure 2 is a calculated absorption spectra near 
226 nm at 0.1 MPa and 2000 K, showing portions of 
the NO (0, 0) band of the (A-X) system and transi- 
tions from several bands of the 02 Schumann- 
Runge system. Following the strategy developed by 
Battles and Hanson [6], NO is excited at 226.034, 
coupling into the overlapped P21 + Qi (14), R12 + 
02 (21), and Pr (23) transitions of the (0, 0) band of 
the (A-X) system. At 1.0 MPa, collisional broadening 
blends neighboring NO absorption transitions so 
that no feature is completely resolved. Modeling of 
the fluorescence excitation efficiency includes an ex- 
plicit integration of the known laser spectral fluence 
with the full absorption spectrum, thereby including 
the total influence of all lines. 

Our approach in the present NO fluorescence 
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FIG. 3. Sequence of PLIF images obtained at (a) 0.3 
MPa, (b) 0.5 MPa, and (c) 0.7 MPa with the laser tuned 
to NO resonance transitions and N2 added to the 02 flow. 
The relative signal intensity is encoded according to the 
gray scale shown at the right. The field of view is 2.66 cm 
(V) X 4.75 cm (H). 

work is to add a known, small amount of N2 to the 
flow field and allow the equilibrium Zeldovich chem- 
istry to generate a known and controllable amount 
of NO. Images of the total laser-generated signal 
with the laser tuned to the NO resonance and 5% 
N2 added to the 02 flow are shown in Fig. 3 at 0.3, 
0.5, and 0.7 MPa pressure. The camera field of view 
is 4.75 cm horizontal by 2.66 cm vertical and is cen- 
tered ~5 cm above the nozzle tip. This position is 
approximately the same height as the maximum 
spray penetration at 0.1 MPa. Fifty successive laser 
shots have been accumulated on the CCD array to 

improve the signal-to-noise ratio. The images have 
been corrected for integrated flame luminosity and 
fixed camera dark noise and normalized to the ver- 
tical laser sheet intensity profile, as imaged by Ray- 
leigh scattering from the image plane before a 
burner firing. The fluorescence is approximately 
constant in the vertical dimension and occurs just 
outside the flame boundary indicated by the flame 
luminosity obtained with the laser off. Each image 
has been normalized to fill the gray-scale display, and 
the sequence shows the gradual radial contraction of 
the flame as the pressure increases. The laser beam 
propagates from left to right across the field of view, 
and a pressure-dependent asymmetry reveals the 
presence of significant laser attenuation. 

Each image represents a quantity approaching a 
time-averaged distribution of NO. Averaging in the 
highly turbulent regions near the axis of the fuel 
spray would yield an ambiguous distribution reflect- 
ing the effect of flow intermittency. In the relatively 
less turbulent regions surrounding the spray, how- 
ever, single-shot and multipulse averages revealed 
similar broad regions of NO so that the multipulse 
averaging does not substantially distort the recorded 
flow pattern and allows correction for interferences 
arising from other species, as described later. These 
interferences are uniquely determined by turning off 
the trace N2 flow and imaging the laser-induced fluo- 
rescence through the same filter as with the NO 
fluorescence. The resultant interference signal can- 
not arise from NO and is presumed to underlie the 
NO images shown in Fig. 3. A single-parameter, av- 
erage fluorescence signal strength can be obtained 
by selecting a common region in each image (at the 
same height and encompassing the radial extent of 
the signal on the left side of the image) and averaging 
the pixel values within this region. This 0.5-cm (V) 
X 1.0-cm (H) region of the flame is presumed to be 
unaffected by laser attenuation or fluorescence trap- 
ping. Applying this procedure with the N2 flow on 
and off revealed an interference signal that increased 
with pressure as a fraction of the NO fluorescence 
from 6% at atmospheric pressure to 30% at 0.8 MPa 
and appeared to originate from essentially the same 
high-temperature regions as the NO fluorescence. 
The corrected fluorescence signal strength decays by 
20% over this pressure range. 

The measured interference signal is too strong to 
attribute to wing absorption by 02. Furthermore, 
spectrally resolved fluorescence detection using an 
optical multichannel analyzer failed to reveal any 
structure in the fluorescence. The equilibrium NO 
concentration for this flame condition is approxi- 
mately 9000 ppm. This value is considerably higher 
than expected for typical gas turbine combustors, 
but is near the minimum we can accurately control 
with our present N2 flow regulators. Calculations of 
the spectral absorption coefficient for this concen- 
tration yield a value of 0.05 cm-1, essentially the 
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FIG. 4. Pressure scaling of the NO mole fraction at a 
fixed height above the spray nozzle as determined from the 
PLIF data. 

same as that inferred from the asymmetric attenua- 
tion in the image shown in Fig. 3(a). The spectral 
absorption coefficient for this mole fraction of NO 
should increase to about 0.12 cm-1 at 0.7 MPa (ac- 
counting for the collisional broadening of the ab- 
sorption transition). In Fig. 3c, we observe a path- 
averaged absorption coefficient of about 0.8 cm-1. 
Hence, we conclude that the absorber interference 
increases in mole fraction with pressure and even- 
tually dominates the laser attenuation at this wave- 
length. This same general behavior was observed 
previously for OH excitation at 283 nm and is asso- 
ciated with pressure-dependent soot chemistry [1]. 

Using the detailed fluorescence models described 
earlier, we can analyze the average fluorescence sig- 
nal to obtain the relative NO mole fraction variations 
with pressure. The excitation overlap integral is cal- 
culated using the detailed collisional broadening pa- 
rameters developed in Ref. 10 at a fixed laser fre- 
quency from the overlap of the 0.4-cm"1 laser 
bandwidth with the cumulative line absorption pro- 
files for each pressure, including collisional shifting. 
The results of the inferred NO mole fraction scaling 
are shown in Fig. 4, indicating a slight increase in 
mole fraction with pressure. 

The behavior of the NO mole fraction is explained 
by examining the typical equilibration times associ- 
ated with this burner. For the estimated flame con- 
ditions of 2500 K and the measured N2 and 02 flow 
rates, the equilibrium NO mole fraction is approxi- 
mately 0.9% and independent of pressure. The flow 
residence time required to reach the imaged region 
rises from about 20 ms at 0.1 MPa to about 140 ms 
at 0.7 MPa. The characteristic equilibration time 
falls from 160 ms to about 20 ms [18,19], Therefore, 
above about 0.5 MPa, the NO mole fraction should 
be essentially constant, as the PLIF data show, to 
within the measurement uncertainty. 

This result shows that with a model of the fluo- 

rescence process and attention to interference cor- 
rections, quantitative NO mole fraction measure- 
ments may be extended from atmospheric pressure 
calibrations. If a known amount of NO is added to 
the flow or can be calculated from equilibrium to 
create a radiometric calibration, then the signal level 
from another flow condition can be used to estimate 
the NO mole fraction based on this calibration and 
known pressure and temperature scaling. As shown 
in earlier modeling efforts [10], this calibration con- 
stant is only weakly dependent on typical variations 
in temperature and species composition expected in 
high-temperature flames (typical variability < 
± 10%). The signal-to-noise ratio at 0.7 MPa sug- 
gests that the detection limit for the present config- 
uration is on the order of a few hundred parts per 
million at this pressure. This could be reduced to 
below 100 ppm, however, with faster collection op- 
tics and modest increases in laser pulse energy. The 
noise on the interference contribution will certainly 
raise the detection limits compared to this signal 
shot-noise analysis so it is not precisely clear at pres- 
ent that these results can be extended to practical 
combustor geometries where the hydrocarbon in- 
terferences will be different. 

02 Imaging Results 

PLIF imaging of 02 is accomplished by accessing 
absorbing states residing in relatively high vibra- 
tional levels (v" = 4, 5) [6,20]. This results in a 
strong temperature dependence of the fluorescence 
signal, with order of magnitude increases in absorp- 
tion strengths between 1500 and 2500 K. Strong vi- 
brational and rotational dependence in the predis- 
sociation rate must also be considered to 
quantitatively interpret the fluorescence signal. Fol- 
lowing the strategy pursued by Battles and Hanson 
[7], in the present work, the laser was tuned to 225.9 
nm to excite an 02 absorption feature comprised of 
three lines: P5.5(33)—P2-4(23)—R4'5(17). This tran- 
sition is near the NO excitation wavelength and con- 
veniently isolated from additional NO absorption 
features. 

For the PLIF imaging experiments, the filters and 
camera parameters are identical with those for NO 
imaging. We assume that the small laser frequency 
change from NO to 02 excitation does not change 
the magnitude of the interference signal since it pre- 
sumably arises from broadly absorbing hydrocarbon 
fragments. Figure 5 presents images of the total fluo- 
rescence at 0.1, 0.5, and 0.75 MPa. Although each 
image is normalized to span the entire gray-scale 
range, the fluorescence signal increases with pres- 
sure by a factor of 5 over the range shown, as indi- 
cated by the improved signal-to-noise level. The im- 
ages reflect the contraction of the flame and the 
increasing attenuation observed in the NO images. 
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FIG. 5. Sequence of PLIF images obtained at (a) 0.1 
MPa, (b) 0.5 MPa, and (c) 0.75 MPa with the laser tuned 
to 02 resonance transitions. The relative signal intensity is 
encoded according to the gray scale shown at the right. The 
field of view is 3.17 cm (V) X 4.75 cm (H). 

Because the 02 fluorescence originates from a 
strongly temperature-dependent absorption, it is not 
possible to quantify absolutely the fluorescence sig- 
nal in terms of the 02 mole fraction -without a sep- 
arate measurement of temperature. Assuming that 
the nominal flame temperature is approximately in- 
dependent of pressure and selecting the peak fluo- 
rescence signal in each image, however, we can use 
detailed fluorescence models with a constant tem- 
perature to reduce the average fluorescence signals 
on the left side of the image to relative mole frac- 
tions as a function of pressure. The average fluores- 
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FIG. 6. Pressure scaling of the Oa mole fraction at a fixed 
height above the spray nozzle as determined from the 
PLIF data. 

cence signal is corrected for the interferences ob- 
served in the NO fluorescence signals. The result of 
this procedure is shown in Fig. 6, where we plot the 
relative 02 mole fraction as a function of pressure. 
To within the uncertainty of the fluorescence data, 
the 02 mole fraction is independent of pressure, as 
expected. Separate calculations of the path-average 
absorption coefficient are also consistent with a fixed 
mole fraction of molecular oxygen. 

As with the NO imaging results, this scaling be- 
havior suggests that linear fluorescence models may 
be used to transfer quantitatively 02 fluorescence 
calibrations to higher-pressure environments. Even 
in the present qualitative approach, imaging of 
regions of the flow field containing high-tempera- 
ture 02 prove useful in understanding mixing be- 
havior in advanced, low-emission combustors by de- 
lineating areas in which the air has not mixed with 
fuel. 

Conclusions 

Fluorescence interference associated with soot 
chemistry and previously observed in connection 
with PLIF imaging of OH in spray flames [1] was 
also observed for the 226-nm excitation used for NO 
and 02 imaging. The interference in the NO PLIF 
signals does not appear to arise from molecular ox- 
ygen, as has been observed in some premixed flat- 
flame burner studies. For NO excitation, the optical 
depth of the flame with respect to the laser wave- 
length is dominated by the interference species 
above about 0.5 MPa and equivalent to ~1 cm-1 at 
1.0 MPa. For 02 excitation, the optical depth of the 
flame with respect to the laser wavelength is domi- 
nated by the 02 absorption and is the same order as 
with NO. 

Detailed models of linear fluorescence using the 
available spectroscopic database are sufficient to 
predict the pressure scaling of the fluorescence sig- 
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nal with a constant mole fraction absorber. This sug- 
gests that a calibration measurement at a known 
pressure and temperature can be extended to high- 
pressure flame environments with minimal detailed 
knowledge of the overall temperature and species 
composition. For these non-premixed flames, inter- 
ferences caused by soot precursor chemistry appear 
ubiquitous and must be accounted for in the data 
reduction. Since this implies that off-resonance im- 
ages must be subtracted from on-resonance images, 
quantitative single-shot imaging appears problem- 
atic with a single laser/single camera system. Be- 
cause we experienced similar attenuation with 283- 
nm excitation for OH, recently suggested schemes 
for NO (0, 2) excitation [21] are not expected to 
reduce substantially the interference observed for 
(0, 0) excitation, although they will reduce the effect 
of NO absorption. Using a relatively standard PLIF 
system, NO detection limits appear to be on the or- 
der of a few hundred parts per million in the absence 
of strong interferences, even with multipulse aver- 
aging. This detection limit might be reduced by a 
factor of 10 using a higher-power Nd:YAG-pumped 
laser system and faster collection optics, but NO 
PLIF measurements below 10 ppm would appear to 
be unfeasible, particularly in the presence of the in- 
terference levels observed in the present flame. 

Challenges to quantitative imaging in high-pres- 
sure combustion systems are highly configuration 
specific. In the present spray flame burner, low air 
velocities and lack of preheating create a more 
poorly mixed and sooting flame than expected in 
production combustors at representative air mass 
flows and temperatures. Future work will apply 
these techniques in an optically accessible combus- 
tor with a high-mixing injector, preheated air, and 
conventional fuels. These conditions are expected to 
reduce the soot precursor interferences dominating 
the behavior of the present results and may permit 
extension to the higher-pressure regimes of 3.0-6.0 
MPa associated with advanced combustors. 
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COMMENTS 

Alan Eckbreth, United Technologies Research Center, 
USA. A comment and a question. The comment: In 266um 
spontaneous Raman scattering experiments in the exhaust 
of a gas turbine burning Jet A, significant laser and signal 
attenuation was inferred, consistent with the laser attenu- 
ation reported in your PLIF experiments [1]. In your talk, 
you didn't comment on the assumption made regarding the 
fluorescence yield spatial variation in the combustor. Were 
they significant and how did you treat them? 

REFERENCE 

1. Eckbreth et al., Ber. Bunsenger, Phys. Chem. 97:1597- 
1608 (1993). 

Author's Reply. Spatial variations in the fluorescence 
yield have been explicitly examined in a previous publica- 
tion [1]. Using the species-and temperature-dependent 
quenching cross-sections in references 13 and 14 in the 
present paper, we examined the effect of compositional and 
thermal perturbations from the nominal condition of com- 
plete, adiabatic combustion from stoichiometric heptane/ 
air flames. Because hydrocarbon species are inefficient 

quenchers of NO, the largest effect on the fluorescence 
yield originates from very fuel-rich conditions. For exam- 
ple, forcing 50% of the heptane to be unburned and low- 
ering the adiabatic temperature proportionally increases 
the effective calibration constant by about 25%. This was 
the largest effect examined and is an unlikely scenario in 
which we would expect to observe any measurable NO 
fluorescence. More typical variations in temperature and 
CO/C02 concentration ratios tended to have 5-15% ef- 
fects. In reference 14, Paul explicitly examines the variation 
in the quenching cross-section across a modelled C2H4-air 
flame and shows a negligible effect over most of the flame. 
For the present purposes, we have assumed that the fluo- 
rescence yield is nominally constant across the limited 
regions where we observe NO and that it scales simply with 
pressure according to the total number density. 

REFERENCE 

1. Allen, M. G., McManus, K. R., and Sonnenfroh, D. M., 
"PLIF Imaging in Spray Flame Combustors at Elevated 
Pressure," Paper No. 95-0172, AIAA 33rd Aerospace 
Sciences Meeting, 1995. 
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VISUALIZATION OF FUEL DISTRIBUTIONS IN PREMIXED DUCTS IN A 
LOW-EMISSION GAS TURBINE COMBUSTOR USING LASER TECHNIQUES 
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department of Combustion Physics 
Lund Institute of Technology, P.O. Box 118 

S-221 00 Lund, Sweden 
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S-461 81 Trollhättan, Sweden 

A two-wavelength laser technique has been developed and applied for qualitative visualization of mixing 
and vaporization of the fuel in an industrial gas turbine combustor. The fourth harmonic of a YAG laser, 
at 266 nm, was used to visualize the gas-phase distribution by laser-induced fluorescence, whereas the 
second harmonic at 532 nm was used to visualize the droplets by Mie scattering. Since the experiments 
were made using Jet-A as fuel, which is a multicomponent mixture with hydrocarbon components having 
different spectroscopic and thermodynamic properties, the practical measurements were preceded by 
laboratory experiments aimed at spectroscopic investigations of the fluorescence emission as a function of 
temperature and influence from oxygen quenching on the fluorescence signal. The practical measurements 
were made on-site at Volvo Aero Corporation using a mobile system in which double images, yielding 
simultaneous LIF and Mie scattering, were recorded for different operating condition of two different gas 
turbine ducts. The ducts were investigated in terms of different temperatures, equivalent ratios, and duct 
designs. The results could thus be used as a tool in the understanding of new concepts for gas turbine 
combustion, for example, the LPP (lean, premixed, prevaporized) concept. Preliminary attempts were also 
made to investigate the accuracy and precision of the technique. 

Introduction 

To meet high-efficiency and ultra-low emission 
from combustion-driven devices, special combustion 
concepts have been designed and tested. In the field 
of gas turbine combustion, one of the driving forces 
is to reduce the NOx level to its minimum. New con- 
cepts to meet this requirement are RQL (rich burn, 
quick quench, lean burn) and LPP (lean, premixed, 
prevaporized) [1,2]. In the latter case, the preheated 
fuel/air mixture is in strong excess of air, and the 
liquid fuel is vaporized. To achieve optimum com- 
bustion, special care must be taken to optimize the 
degree of vaporization and to create a uniform fuel/ 
air mixture in the combustion chamber. However, 
the residence time of the fuel/air mixture in the pre- 
mixed duct must be minimized to prevent autoig- 
nition. 

In the development of combustion concepts, it is 
of great value to introduce and apply modern tools 
such as advanced modeling and diagnostics. In the 
previously mentioned area, large eddy simulation 
(LES) has become applicable [3]. In the field of di- 
agnostics, various laser-based techniques have 
emerged; thanks to their inherent nonintrusive na- 
ture in combination with high temporal and spatial 
resolution, they have become of importance in the 
characterization of combustion-related phenomena 

(see Ref. 4 and references therein for an overview 
of the field). 

In the development of LPP gas turbine combus- 
tors, one of the most important aspects is the char- 
acter of the fuel/air mixture. In a recent application, 
we have shown how laser-induced fluorescence can 
be used for investigation of mixing behavior in a gas 
turbine combustor using gaseous fuel [5]. More re- 
alistically, however, is the use of liquid multicom- 
ponent fuels in which the degree of vaporization is 
also crucial for optimum performance. In the case 
of laser investigation of the degree of vaporization, 
two-phase diagnostics have to be investigated. This 
area, despite its industrial importance, is not as de- 
veloped as diagnostics directed toward only one 
phase. One approach that has been of great impor- 
tance in the diagnosis of two-phase flows was devel- 
oped by Melton and is based on the introduction of 
so-called exciplexes [6]. In this approach, laser-in- 
duced fluorescence occurs in different spectral 
regions depending on whether the exciplexes are 
bound to droplets or are in the gas phase. The single 
most severe disadvantage of this approach, however, 
is that the LIF from the exciplexes is very sensitive 
to the presence of oxygen, which is an extremely 
strong quencher. Consequently, the applicability of 
this technique for use in real practical devices when 
air must be used is limited. 

2787 
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FIG. 1. Experimental setup used in the visualization ex- 
periments. 

An alternative technique for two-phase visualiza- 
tion is to combine laser-induced fluorescence (LIF) 
and scattering (Mie), which, despite a lack of quan- 
titative information, would give a valuable engineer- 
ing view of the vaporization/mixing process as an aid 
in the design process. This technique has been ap- 
plied successfully in diesel engines [7], 

In the present paper, we describe the applications 
of a combined laser-induced fluorescence/Mie scat- 
tering technique based on multiple wavelength ex- 
citation and its use for the characterization of va- 
porization of Jet-A and consequent mixing with air. 
The study includes introductory laboratory experi- 
ments and practical application of the technique 
demonstrated in two premixed ducts at Volvo Aero 
Corporation. 

Laboratory Experiments 

Before the industrial application, it was necessary 
to perform laboratory experiments for the develop- 
ment of the technique and investigation of relevant 

spectroscopy and quenching characteristics. Based 
on the outcome of these investigations, adequate op- 
tical components and detectors could be chosen. 

The laboratory measurements were performed 
mainly in a test rig that was designed for mass flow 
and temperature at atmospheric pressure to simu- 
late the realistic flow conditions as closely as possi- 
ble. Therefore, the air was heated by electrical heat- 
ers and the fuel was sprayed into the hot air. During 
the laboratory test, the air and fuel mass flows and 
air temperature were measured. 

To visualize the degree of vaporization/mixing, a 
combined laser diagnostic approach using both la- 
ser-induced fluorescence (LIF) and elastic Mie scat- 
tering was used. The optical setup is shown in Fig. 
1. A pulsed Nd:YAG laser (Quantel YG 781C10) was 
used to produce IR radiation with a pulse energy of 
800 mj in 10-ns-long pulses. By using nonlinear op- 
tical crystals, the second and fourth harmonics at 532 
and 266 nm, respectively, were produced with a 
pulse energy of 350 and 50 mj, respectively. The 
doubling crystals were positioned so that individual 
control of the divergences and diameters of the two 
beams could be achieved by using a telescope in 
each beam. The beams were then combined by us- 
ing a dichroic mirror that transmitted 532 nm and 
reflected 266 nm. The beams formed a sheet with a 
height of about 10 mm using a cylindrical lens,/ = 
1000 mm. Using the individual telescopes, it was en- 
sured that the two laser beams had their focal point 
at the same position. The thickness of the laser 
sheets was measured to be about 400 fim. The dif- 
ference in thickness of the two sheets was adjusted 
to be less than 50 /im. The two beams were focused 
between the duct outlet and the exhaust inlet. 

Part of the intersection area of the laser beams in 
the fuel/air mixture was imaged with an achromatic 
quartz lens,/ = 100 mm,//2 (B. Halle Nachfl.) onto 
the photocathode of an image intensifier, </> = 25 
mm, whose output phosphor screen was imaged 
onto a slow scan Peltier cooled CCD camera (Wright 
Instrument) consisting of 385 X 578 pixel elements, 
each with a dimension of 22 fim X 22 fim. By using 
a split mirror arrangement [8], it was possible to cre- 
ate two images on the image intensifier. With differ- 
ent optical filters in the image plane, scattering from 
the two laser beams could be isolated spectrally, thus 
creating two different images. 

Choosing proper optical filters required some pre- 
liminary spectroscopic investigations. The fuel, 
Jet-A, is a multicomponent fuel with a final boiling 
point of ~570 K, whose individual components are 
different large hydrocarbon molecules that could 
have dramatically different spectroscopic and 
thermodynamic characteristics. The purpose of this 
investigation was merely to measure the relative 
fluorescence emission when exciting the fuel at dif- 
ferent temperatures with a laser beam at 266 nm 
rather than to achieve a deep spectroscopic under- 
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FIG. 2. Laser-induced-fluorescence spectra from Jet-A at different temperatures in air. 
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FIG. 3. Normalized laser-induced fluorescence from Jet- 
A at 700 K with air (solid line) and pure nitrogen (dashed 
line). 

standing of this hydrocarbon mixture. These mea- 
surements were also made with the setup shown in 
Fig. 1 but with the image-intensifier/CCD detector 
connected to a Jarrel Ash spectrograph,//3.8, with a 
grating of 150 rules/mm blazed at 450 nm. As a ref- 
erence, the first spectrum was recorded by placing 
a cell containing Jet-A in liquid form at 300 K in the 
focal region of the UV beam. The spectrum is shown 
in Fig. 2 (upper left). As can be seen, this spectrum 

is rather unstructured and extends from 320 to 400 
nm with a peak at 340 nm. Spectra were then re- 
corded from 500 to 900 K and are also illustrated in 
Fig. 2, where the Ordinate axis is in arbitrary units. 
These spectra extend from the excitation wavelength 
at 266 nm up to 400 nm and show double peaks in 
which the intensity ratio, obviously, is temperature 
dependent. The narrow peaks shown are due to scat- 
tering at 266 nm; the second order of this radiation 
appears at 532 nm. Spectra recorded using the 532- 
nm beam in a mixture of droplets/gas phase were to 
a large extent dominated by Mie scattering from the 
droplets. Preliminary experiments were also made 
with 355 nm as excitation source; however, because 
of the much lower fluorescence signal and the spec- 
tral interference of the fluorescence and resonance 

. scattering, this approach was not pursued. 
To get a feeling for the influence of quenching 

from oxygen on the signal intensity as a function of 
fluorescence wavelength, some preliminary experi- 
ments were also made. In this case, the fluorescence 
from Jet-A at 700 K diluted with air or pure nitrogen 
was recorded. It was seen that the signal intensity at 
the peak wavelength decreased by a factor of about 
2 when using air compared to pure nitrogen. The 
normalized spectra are shown in Fig. 3. As can be 
seen, there is also about a 20% difference when com- 
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FIG. 4. Image orientation of the double image detected 
in the duct. 

paring the intensity ratio between the two peaks in 
the two cases. The spectra in Figs. 2 and 3 have not 
been corrected for the wavelength sensitivity of the 
spectrograph and the detector. 

From the spectral measurements, it was con- 
cluded that a Schott filter, BG3, could be used for 
detection of the fluorescence, whereas an interfer- 
ence filter at 532 nm could be used to spectrally 
isolate the Mie scattering. No cross talk between the 
two channels was thus found. With these two filters, 
the two-color imaging approach could be investi- 
gated. Figure 4 shows a single-shot image, at an op- 
erating condition with poor vaporization, and its 
orientation in the test rig. The signal intensities of 
images are represented by a gray scale with white 
for high signal and black for low signal. The laser 
energy in the two beams was adjusted to levels giving 
signal strengths within the operating range of the 
detector. Typical single-shot spectra thus had a signal 
intensity up to 104 counts. 

From the spectral measurements and the labora- 
tory experiments, it was seen that the UV laser beam 

was heavily absorbed by the liquid phase. It was thus 
evidenced, both from the spectral measurements 
and the comparison of the two single laser shots' 
corresponding images, that the fluorescence image 
to a large extent showed only gas-phase fluores- 
cence. 

To make comparisons of different duct designs un- 
der different test conditions by using images such as 
those in Fig. 4, it is of great importance to compen- 
sate for variations in the laser power and for nor- 
malization for the laser intensity variations across the 
laser sheet. The mean laser intensity was thus mea- 
sured for each wavelength using a power meter, 
whereas the average inhomogeneities across the la- 
ser sheet were compensated for by measuring the 
fluorescence image from a cuvette filled with meth- 
anol containing a small amount of fluorescing dye, 
which was placed in the focal region before taking 
the measurements. Since the dye cell ideally should 
produce a homogeneous distribution of fluores- 
cence, the laser inhomogeneities could be accounted 
for. With temperature-stabilized doubling crystals, 
the average beam profiles were stable within 10% 
for several hours, which should be compared to a 
measuring time of 0.5 h between each reference 
measurement. 

Although it is not straightforward to make a com- 
plete test of the linearity of the signal as a function 
of number density, measurements were made in a 
limited range of equivalent ratios and temperatures 
in which the signal was seen to show a linear rela- 
tionship with fuel concentration. The conclusion 
from the laboratory experiments was that an appli- 
cable engineering technique has been developed ca- 
pable of visualizing mixing/vaporization of gas/drop- 
let distributions in an industrial duct to a gas turbine. 

Practical Experiments 

Since all laboratory experiments were made with 
the industrial application in mind, the same experi- 
mental setup as shown in Fig. 1 was used. The laser- 
and beam-forming optics were built on a mobile unit 
that was easily transported from the laboratory to the 
test site. Also, the receiving optics and the detector 
were built on a breadboard that could be transported 
along with the laser system. At the test site at Volvo 
Aero Corporation, the only experimental difference 
compared to Fig. 1 was the ducts, which were 
designed and built for tests of a combustor for dif- 
ferent LPP configurations. 

Two different duct designs were studied, one with 
six Delavan pressure atomizers and rotating airflow 
designed by Volvo Aero Corporation, configuration 
A, and one with a prefilm atomizer and straight air- 
flow designed by DRA in England, configuration B 
(see Fig. 5). The Volvo duct and the gas turbine com- 
bustor are described in Ref. 9. The experiments 
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FIG. 5. Different LPP duct de- 
signs for the practical experiments. 
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FIG. 6. Two-dimensional images of laser-induced fluo- 
rescence (LIF) and Mie scattering using duct configuration 
A at two equivalent ratios and different temperatures. 

were carried out without the can combustor and the 
pilot fuel injector. The measurements were made at 
the outlet of the duct according to Fig. 4, thus pro- 
ducing a number of double images, giving indica- 
tions of mixing/vaporization characteristics. After the 
experimental zone, the fuel-air mixture was led to 
an exhaust pipe and burned using propane burners. 

The investigations were made at atmospheric 
pressure with variation of temperature, T, equivalent 
ratios, <t>, and duct configuration. During the mea- 
surements 20 (double-) single-shot images were re- 
corded for each test condition. Figure 6 shows the 
results from the duct using configuration A at two 
different equivalent ratios, 0 = 0.25 and 0.5, at tem- 
peratures ranging from T = 500 to 900 K. As can 
be seen, for inlet temperatures above 700 K, most 
of the fuel is vaporized and the distribution is con- 
centrated in the central part of the duct. At temper- 
atures below the final boiling point of the fuel, a 
large part of the fuel is still in the liquid phase. The 
liquid fuel is centrifuged by the swirling flow toward 
the outer radius of the duct from where it emerges 
into the combustion chamber. In Fig. 7, the results 
from the duct using configuration B are shown. As 
can be seen by using this configuration, there are 
strong signals in the Mie channel indicating unva- 
porized fuel, even at the highest temperatures. The 
laser beam absorption was measured for all T and 
air/fuel ratios and ranged up to 10% for the 532-nm 
beam and between 20% and 40% for the 266-nm 
beam using configuration A. 

To use the images in Figs. 6 and 7 as an aid in 
understanding the design process, it is of importance 
to develop a quality number that can characterize 
the specific test condition. One approach that 
seemed to give the information needed was, for 
each double image in Figs. 6 and 7, calculate the 
mean fluorescence signal intensity, FS, as well as the 
mean Mie signal intensity, MS. These numbers, 
normalized with the corresponding laser intensity— 
1266 and 1532, respectively—could then be used to 
form a dimensionless number, Q, defined as 

Q = (FS/I266)/(MS/I532) 

This number could be used for comparative stud- 
ies of different duct configurations, providing the 
same experimental condition prevails and will give 
an indication of the degree of vaporization. By 
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FIG. 7. Two-dimensional images of laser-induced fluo- 
rescence (LIF) and Mie scattering using duct configuration 
B at two equivalent ratios and different temperatures. 

examining the images in Fig. 6 using configuration 
A, it could thus be seen that the Q number ranged 
from 2 at the position T = 500 K and 0 = 0.5 to 
up to 50 at higher temperatures. These numbers 
could be compared with the values from configura- 
tion B in Fig. 7, where the numbers ranged from 
~0.3 up to ~1 at higher temperatures. Thus, the 
result shows the applicability of the technique for 
comparing duct configurations. 

Discussion and Conclusions 

Different laser diagnostic techniques, despite the 
development of combustion applications over more 
than two decades, have been limited to a large extent 
to laboratory experiments, with comparatively few 
industrial applications with real impact on the design 

process. The main reasons for this are the industrial 
application of poorly defined, multicomponent fuels 
(e.g., Jet-A or diesel), often limited optical access, 
and the complexity of many of the techniques, es- 
pecially those involving spectroscopic applications. 

In the present investigation, we have faced a prac- 
tical industrial problem, the mixing/vaporization of 
fuel and air, with great importance for optimum be- 
havior of a potential future industrial apparatus, an 
LPP combustor to a gas turbine. There are consid- 
erable problems with using the existing laser tech- 
nique to achieve a quantitative description of these 
processes. The approach with exciplexes, as stated 
previously, could not be used because of heavy 
quenching from oxygen; furthermore, it is not clear 
how this technique would work in a practical envi- 
ronment with a multicomponent fuel with strong 
fluorescence emission in itself. 

However, to get a qualitative picture of the pro- 
cesses, we have developed and applied a multicolor 
imaging technique, based on simultaneously two- 
color Mie scattering and laser-induced-fluorescence 
emission, which have been applied to a realistic in- 
dustrial device. The approach with one excitation 
source for both LIF and Mie [7] was not applicable 
in the present work because of strong self-absorption 
at 266 nm and weak fluorescence/strong spectral in- 
terference at 355 nm. The technique has an advan- 
tage in being comparatively simple and providing the 
information quickly. A disadvantage is that the Mie 
scattering cross section is dependent on the droplet 
diameter so that the Mie signal will be biased toward 
small droplets. Unfortunately, no droplet size infor- 
mation exists for both duct configurations. However, 
droplet size measurements from configuration A at 
500 K indicated that for both equivalent ratios, the 
mean sizes changed less than 10% [10]. By inspec- 
tion of the size distribution for these test conditions, 
an approximate average spread less than 20% stan- 
dard deviation was also measured [10]. Another 
source of error is that the knowledge concerning the 
fluorescence signal is still comparatively vague in 
terms of its absolute influence from quenching and 
temperature variations. The laboratory experiments 
that were made could give an indication only that no 
major causes of error may be expected in this re- 
spect. These measurements revealed, however, that 
the potential temperature information shown in Fig. 
2 may to some degree be made less accurate by a 
wavelength-dependent quenching, as illustrated in 
Fig. 3. 

The precision was estimated by repeated 
measurements of the Q number with identical test 
conditions. It was thus found that a standard devia- 
tion of less than 20% was measured. Despite the 
problems in giving an absolute figure of the accuracy, 
it is clear that the technique can be used for the 
purpose described in the present work when a dif- 
ference in the Q numbers of two orders of magni- 
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tude, depending on test conditions and duct design, 
could be seen. The experimental results have also 
been compared with preliminary numerical studies 
using large eddy simulation (LES), which showed 
good qualitative agreement between theory and ex- 
periments [11]. 

For future development, it would be of great in- 
terest to include in situ measurements of droplet 
sizes. This can be achieved by analyzing the state of 
polarization of the Mie scattered radiation [12,13]. 
Experimentally, this would mean that two Mie scat- 
tering images should be detected. Using two orthog- 
onal polarizations in the two images, information 
about the size distribution could be achieved. The 
detection of several images (up to four) on the same 
CCD detector can be achieved by using a Casse- 
granian telescope with individual adjustable seg- 
ments, for example. This device has previously been 
used successfully for simultaneously multiple-color 
imaging in combustion diagnostics using spontane- 
ous emission [14]. 

In summary, we believe that the technique de- 
scribed, a combination of Mie scattering and laser- 
induced fluorescence and its further development, 
can be of great value in developing a deeper under- 
standing of the processes involved in the design of 
industrial combustion devices. 
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Radiation pyrometry and thermometry combined with fiber optics provide sensors for determining 
surface and gas temperatures in otherwise inaccessible locations. However, several applications require 
that temperature measurements be made in the long-wavelength infrared (LWIR) where widely used silica 
fibers are nontransmissive. This study involved the development and testing of hollow sapphire fiber-optic 
radiometric temperature sensors that operate in the LWIR. Hollow sapphire waveguides are suitable for 
use at high temperatures and transmit in the LWIR; no currently available solid-core fiber offers this 
combination of features. A prototype fiber-optic radiometric temperature sensor was assembled for the 
LWIR spectral region, and several experiments were performed to demonstrate the feasibility of developing 
a system that could be used in gas turbine applications. Open-tip and closed-tip hollow sapphire waveguides 
were used as the sensor probes and were coupled to an FT-IR spectrometer using hollow glass waveguides. 
Both types of sensors were tested in laboratory facilities and the closed-tip configuration was also used in 
a jet engine test rig. The principal findings can be summarized as follows: (1) Open-tip hollow sapphire 
waveguides were demonstrated to be useful sensors for remote pyrometric temperature measurements in 
the LWIR. Analysis of calibration data predicted an error level of less than 1% of the reading at 800°C. 
(2) Closed-tip hollow sapphire waveguides were demonstrated to be useful sensors for radiometric gas 
temperature measurements in the LWIR. (3) It was determined that interference caused by hot H20 and 
C02 emission in the open-tip configuration could be eliminated through careful selection of the analyzed 
spectral region. (4) It was found that interference caused by heating of the waveguide walls in either 
configuration could be eliminated by limiting the throughput of the optical system. 

Introduction and transmit in the LWIR; no currently available 
solid-core fiber offers this combination of features. 

Radiation pyrometry and thermometry combined Hollow sapphire waveguides transmit in a wave- 
with fiber optics provide powerful sensors for deter- length band of 10-17 fim, where the refractive index 
mining surface and gas temperatures in otherwise of sapphire is less than that of air (nair = 1.0). In this 
inaccessible locations. However, several applications region, light is totally reflected at the air/sapphire 
require that temperature measurements be made in interface. In the pyrometer configuration, the radi- 
the long-wavelength infrared (LWIR) where widely ation emitted by a hot target is collected by an open- 
used silica fibers are nontransmissive. For example, tip waveguide and propagated to the detector sys- 
gas turbine engine components are being fabricated tem. If necessary, an aperture can be used before 
from ceramic materials or are often coated with ce- the detector to limit the field of view of the mea- 
ramic thermal barrier coatings that have low, vari- surement. 
able emissivities at shorter wavelengths [1], There- A similar device can be used as a gas thermometer, 
fore, temperature measurements would be more In this case, a hollow sapphire waveguide with an 
accurate and reproducible in the LWIR where the integral sapphire tip is used as the sensor. The sap- 
emissivities are typically high and stable. A second phire tip is heated convectively by the gas stream 
example is measurement of gas temperatures where and emits radiation that is transmitted to a detector 
the dynamic range must be extended to lower tem- via the sapphire waveguide. This is made possible by 
peratures. In this case, shorter wavelength sensors the optical properties of sapphire. The sapphire tip 
suffer as the peak of the Planck function shifts to emits strongly at wavelengths greater than 5 /im, 
longer wavelengths. This study involves the devel- where the absorption index of sapphire is high, and 
opment and testing of fiber-optic radiometric tem- the waveguide transmits in a wavelength band of 10- 
perature sensors based on hollow sapphire wave- 17 jum. Thus, the spectral radiance of the sensing tip 
guides that operate in the LWIR. Hollow sapphire is complementary to the transmission band of the 
waveguides are suitable for use at high temperatures waveguide. Since the sensing tip and waveguide can 
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Blackbody 
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FIG. 1. Schematic of the hollow 
sapphire waveguide coupled to an 
FT-IR spectrometer. 

be constructed as a small single unit, this sensor pro- 
vides fast response times and excellent stability and 
ruggedness. Additionally, the physical properties of 
sapphire provide for a probe that is resistant to foul- 
ing and oxidation and is capable of operation at tem- 
peratures in excess of 1700°C. 

Background 

Radiation Pyrometry 

Radiometrie temperature measurements are 
based on the principle that the amount of radiation 
emitted by an object is related to its temperature. 
For an opaque, nonrefiective object (black body) this 
phenomenon is governed by Planck's radiation law 
[2]: 

U(X, T) 
Ci 

X5 [exp(C2/AT) - 1] 
(1) 

where U{1, T) is the spectral radiance, X is the wave- 
length, T is the temperature in Kelvin, and Ci and 
C2 are constants. A classic instrument used for mak- 
ing temperature measurements on the basis of this 
principle is the optical pyrometer [3-5]. A pyrome- 
ter measures the radiation emitted from an object in 
a specified wavelength band (often in the red, where 
X = 0.65 /im) and uses a predefined calibration to 
determine the temperature. This method works well 
for determining temperatures of hot surfaces when 
the surface emissivity is well-known, but difficulties 
can be encountered when measuring temperatures 
of materials that have low emissivities or tempera- 
ture-dependent emissivities, as is the case for ce- 
ramic thermal barrier coatings that are being devel- 
oped for gas turbine engine components [1], As 
discussed previously, these coatings can exhibit a sig- 
nificant change in emissivity with temperature in the 
visible and near infrared spectral regions. 

Hollow Sapphire Waveguides 

Hollow sapphire waveguides have been employed 
primarily for laser power delivery in medical and in- 
dustrial applications [6,7]. Recently, work has also 

been done on applications of sapphire waveguides 
in remote thermometry and spectroscopy [8-10]. 
The high melting point of the sapphire waveguides 
allows them to be placed near or within flames. It is 
also possible to couple other types of solid core IR 
fibers to the hollow waveguides to exploit the flexi- 
bility of the solid fiber and the durability of the hol- 
low waveguides. 

Radiation is propagated in the air core of a hollow 
waveguide by total internal reflection when the re- 
fractive index of the waveguide material is less than 
that of the air core (nair = 1.0). This occurs for sap- 
phire in the spectral region of anomalous dispersion 
between 10 and 17 fim. The losses are high in the 
region of normal dispersion but are observed to be 
as low as 0.5 dB/m in the anomalous dispersion re- 
gion. The minimum loss is dependent on the ge- 
ometry of the waveguide, the launch f/#, and the 
radius of curvature of the fiber. The configuration 
used for temperature sensing is depicted in Fig. 1. 
The sensing element consists of a hollow sapphire 
waveguide with an open tip, a closed tip, or a tip 
filled with a ceramic cement. The open-tip config- 
uration is suitable for use as a standard pyrometer, 
and the closed-tip and filled-tip configurations are 
suitable for use as gas thermometers. The operation 
of the open-tip configuration is straightforward; ra- 
diation is collected into the waveguide and propa- 
gates to the detector. For the closed-tip and filled- 
tip configurations, the tip of the fiber reaches 
thermal equilibrium with the medium to be moni- 
tored, either by convective or radiative heating, and 
emits radiation in the spectral region where the ab- 
sorption index is high. This corresponds to wave- 
lengths >5.0 /im for sapphire and alumina cements. 
Next, the radiation from the tip is propagated 
through the waveguide to a detector. The detector 
signal is then used to determine the temperature 
from a calibration curve. 

The closed-tip configuration has the advantage 
that the sensor can be fabricated as a single unit by 
melting the end of the waveguide with a C02 laser. 
This prevents problems such as incompatible ther- 
mal expansion coefficients that are encountered with 
the Accufiber temperature measurement [11] sys- 
tem, which uses a solid-core sapphire fiber coated at 
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FIG. 2. Emission spectra of a black body target collected 
using a 790-/<m i.d. open-tip hollow sapphire waveguide. 
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FIG. 3. Emission spectra of a 705°C black body target 
collected using a 790-//m i.d. open-tip hollow sapphire 
waveguide with the tip held at positions ranging from 0 to 
2 inches from the target. 

the tip with a high-melting-point metal (e.g., plati- 
num). It is also important to note that the sensing 
tip acts as a black body cavity in the transmission 
band of the hollow waveguide since sapphire is a 
strong emitter in this spectral region. This eliminates 
the problem of a non-black body cavity encountered 
with the Conax Inc., (Buffalo, NY) system, in which 
the metal is imbedded inside the tip of a solid-core 
fiber. An additional advantage of using longer wave- 
lengths is that the dynamic range of the measure- 
ment is extended to lower temperatures. Although 
this increased dynamic range is provided by sacrific- 
ing some sensitivity on the high temperature end of 
the range, significant thermal radiance is still ob- 
served at long wavelengths for high-temperature 
black bodies, and this signal is sufficient for deter- 
mining temperature. 

Experimental 

It was decided that more useful data would be 
collected if the sensors were coupled to an infrared 
spectrometer instead of a simple photometer. This 

provided the capability to analyze the spectral prop- 
erties of the data in addition to the integrated de- 
tector response for a given wavelength range. This 
additional information was useful for providing in- 
sight about the expected performance of sapphire 
waveguide-based radiometric temperature sensors. 
The optical system shown in Fig. 1 was used to allow 
evaluation of the spectral response of the wave- 
guides. Radiation was collected from a temperature- 
controlled black body target or cavity through the 
waveguide tip and was collimated and passed 
through a Bomem MB series FT-IR spectrometer. 
Mounts for an aperture and filters were installed be- 
tween the fiber and spectrometer to allow an inves- 
tigation of the effects of throughput and bandwidth 
on the measured signal. The interferometer used in 
FT-IR spectrometers inherently provides modula- 
tion of the infrared radiation and therefore elimi- 
nates the need for a chopper and lock-in amplifier. 
A medium-band MCT detector was used for these 
experiments. For some experiments, the sapphire 
waveguides were coupled to a hollow glass wave- 
guide that has a metallic coating on the inner wall. 
Extremely low coupling losses were observed since 
there is no loss caused by reflection at the interface. 
The hollow glass guides are more flexible than the 
sapphire guides and have good transmission prop- 
erties over the entire mid-IR. However, they cannot 
be exposed to high temperatures. 

Results and Discussion 

Assessment of Capabilities and Potential 
Measurement Errors 

The initial experiments examined the use of the 
open-tip hollow sapphire probe as a pyrometric tem- 
perature sensor. Figure 2 shows the measured spec- 
tral response for a large black body target held at 
temperatures ranging from 300 to 700°C. The en- 
ergy observed at 1000-580 cm"1 (10-17 /im) fol- 
lowed the expected trend. However, energy was also 
observed at 5000-1000 cm^1 ,(2-10/im). Since this 
wavelength range should not propagate by internal 
reflection in the air core of the waveguide, it is be- 
lieved that some propagation occurred down the 
sapphire walls of the waveguides and some energy 
passed straight through the waveguide. It was found 
that coupling the sapphire guide to a glass guide 
eliminated most of this spurious energy. It may be 
necessary to use band-pass filters to ensure that this 
energy is eliminated completely. 

To demonstrate that the sensors will give repro- 
ducible results, provided that the target fills the field 
of view of the waveguide tip, spectra of a 700°C black 
body were collected with the waveguide tip held at 
positions ranging from touching the target to 2 
inches away. The spectra, shown in Fig. 3, clearly 
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FIG. 4. Emission spectra of a 706°C black body target 
collected using a 790-/mi i.d. closed-tip hollow sapphire 
waveguide with the tip held at positions ranging from 0 to 
1 inches from the target. 
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FIG. 5. Emission spectra of a 610°C black body target 
collected with the open-tip sensor. The upper spectrum 
was collected with a flame from a propane torch positioned 
in the field of view (the spectra are offset for clarity). 

indicate reproducible results in the 1000-580 cm-1 

region. The energy at shorter wavelengths was less 
well behaved. However, as discussed previously, this 
spectral region would be eliminated in the final de- 
sign. 

In contrast to the open-tip waveguides, the closed- 
tip waveguide behaved as a contact temperature sen- 
sor. As shown in Fig. 4, significant radiance was ob- 
served at 1000-580 cm-1 only when the sensor tip 
was in direct contact with the black body. Minimal 
energy was observed when the tip was not touching 
the black body, presumably resulting from radiative 
heating of the sapphire tip. This result indicates that 
the closed-tip sensor would not be useful for pyro- 
metric temperature measurements but should be 
useful for applications in which LWIR contact tem- 
perature measurements are required, for example, 
gas temperatures in flames. 

Several experiments were performed in the labo- 
ratory to assess the temperature-resolving capabili- 
ties and potential interferences that could be en- 
countered. To determine the temperature-resolving 

capabilities, the system described earlier was set up 
with the open-tip sensor, and spectra of a black body 
target were collected while the temperature was 
ramped up to 800°C. The measured intensity was 
integrated from 700 to 900 cm-1 and a cubic poly- 
nomial was fit to the results. The root-mean-square 
error for the fit was 0.00087, which corresponds to 
a relative error of less than 1% at 800°C [12]. 

A potential source of interference for measure- 
ments made with the open-tip sensor in combustion 
applications involves the spectral response of hot wa- 
ter vapor and C02. At high temperatures, the high 
rotational levels of the low-frequency water band be- 
come populated significantly, and, therefore, water 
vapor radiance could potentially be observed below 
1000 cm"1. C02 bands will also be observed at 600- 
800 cm"1. To assess this potential source of inter- 
ference, high-resolution spectra of a black body tar- 
get were collected using an open-tip sensor with a 
flame from a propane torch held between the sensor 
and the target. The upper and lower spectra in Fig. 
5 were collected with and without the flame, re- 
spectively. Both spectra exhibit the characteristic 
C02 absorption band at 667 cm"1 (downwardpeak) 
that results from the presence of cold C02 in the 
beam path. In the spectrum collected with the flame, 
some C02 radiance (upward peak) is also observed 
near the 667 and 780 cm-1 bands. Some additional 
bands are observed between 650 and 800 cm"1 be- 
cause of hot water vapor. Note, however, that no 
water bands appear between 800 and 1000 cm-1; 
this indicates that interference should not occur in 
this spectral region. In the final design, it is planned 
to use a band-pass filter with the open-tip sensor to 
isolate this region and eliminate a potential source 
of interference. This will also serve to eliminate the 
spurious energy at shorter wavelengths, as discussed 
previously. For the closed-tip sensors, a larger spec- 
tral range could be used to provide better sensitivity 
since no radiance from outside the sensor tip is prop- 
agated to the detection system and, therefore, no 
interference from water vapor and C02 will be ob- 
served. 

Another potential source of interference involves 
the environment in which the sensor is positioned. 
Since it is inevitable that the sensors will be used in 
high-temperature environments, it is important to 
ensure that heating of the waveguide walls will not 
affect the measurements. If the hot walls of the 
waveguide emit radiation that propagates to the de- 
tection system, then temperature measurements will 
be biased by the sensor environment. Initial mea- 
surements indicated that this occurs. It was also 
found that most of the radiation originating from the 
waveguide walls was propagated in the higher-order 
modes, that is, at a large angle of incidence with the 
waveguide wall. Therefore, this source of interfer- 
ence can be reduced greatly by eliminating the 
energy propagated in high-order modes. This is 
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FIG. 6. Emission spectra of a 740°C black body target 
collected with the open-tip sensor while heating the wall 
of the waveguide with a torch: (a) No aperture, full field of 
view and (b) small aperture, limited field of view. 

FIG. 7. Photograph of the closed-tip waveguide sur- 
rounded by a water-cooled jacket and installed in the ex- 
haust nozzle of Pratt & Whitney's Becon Burner. 

accomplished by limiting the effective throughout of 
the waveguide by placing an aperture between the 
fiber and the detection system. This also has the ef- 
fect of reducing the image size that is observed by 
the fiber (open-tip configuration), allowing for 
higher spatial resolution. To demonstrate this prin- 
ciple, spectra of a 740°C black body were collected 
with the open-tip sensor while heating the wave- 
guide wall with a torch. Temperatures of the heated 
waveguide were estimated by placing a thermocou- 
ple near the waveguide in the flame. Figure 6a shows 
the spectra obtained with no aperture as the wave- 
guide wall was heated from ambient to above 
1300°C. It is clear that the radiance at 500-1000 

cm-1 increases as the waveguide is heated. How- 
ever, when the same experiment was performed us- 
ing an aperture to limit the throughput, only a slight 
change in radiance was observed (Fig. 6b). While 
this method reduces the observed signal, in this case 
by a factor of about 6, the improved reliability more 
than offsets the loss in sensitivity. A similar result was 
observed for the closed-tip sensor [12]. 

Evaluation in a Gas Turbine Test Rig 

The closed-tip sensor was evaluated for measuring 
gas temperatures in a combustion environment dur- 
ing a test at Pratt & Whitney's facilities in East Hart- 
ford, Connecticut. The test facility used for this pro- 
gram was one of their atmospheric pressure 
combustor rigs (Becon Burner), which is designed 
to simulate the combustion processes that occur in 
large-scale engines. The rig was equipped with a 2- 
inch diameter exhaust nozzle, and gas temperatures 
in the exhaust plume were in the range of 1000- 
1200°C. A photograph of the system operating with 
the closed tip sensor installed is shown in Fig. 7. The 
spectrometer and data station were installed just 
outside of the combustion room, and a 2-m hollow 
glass extension guide was fed through the wall. The 
closed-tip sensor was coupled to the hollow glass 
guide and mounted on an X-Y stage to allow the 
sensor tip to traverse the exhaust plume in two di- 
mensions. 

In the first experiment, the closed-tip sensor was 
installed in a 1/8-inch outer diameter stainless steel 
sleeve (no water cooling), and spectra were collected 
at 1/4-inch axial increments and 1/2-inch longitudi- 
nal increments in the exhaust plume. The sensor was 
calibrated in a black body cavity before the experi- 
ment, and gas temperatures were determined on- 
line. The temperature profile of the plume deter- 
mined by this experiment is plotted versus axial and 
longitudinal dimensions in Fig. 8. Although an ap- 
erture was used to limit the throughout, it appears 
that a bias was observed due to heating of the wave- 
guide walls. The measured temperatures were about 
200-300°C higher than those measured with an as- 
pirating thermocouple probe. Furthermore, the 
asymmetry observed in Fig. 8 was unexpected. It 
appears that more of the waveguide wall was ex- 
posed to the high-temperature environment as the 
probe was traversed across the flame, and, therefore, 
the bias increased on the positive side of the axial 
dimension. We believe that further limiting the 
throughput of the optical system would have elimi- 
nated this problem, as was demonstrated earlier. 
However, the limitations of the optical configuration 
used at the test prevented further investigation. 

The same experiment was repeated using the 
closed-tip sensor installed in a water-cooled jacket 
with the sensor tip exposed (see Fig. 7). The tem- 
peratures determined with this configuration were 
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FIG. 8. Temperature profile of the Becon Burner exhaust 
plume determined with the uncooled closed-tip sensor. 
The exhaust nozzle was located at the back of the plot at 0 
inches longitudinal with the center of the nozzle at 0 inches 
axial. 
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FIG. 9. Temperature profile of the Becon Burner exhaust 
plume determined with the water-cooled closed-tip sensor. 
The exhaust nozzle was located at the back of the plot at 0 
inches longitudinal with the center of the nozzle at 0 inches 
axial. 

in good agreement with those measured with the 
aspirating probe, and the expected symmetry in the 
temperature profile was also observed, as shown in 
Fig. 9. 

Conclusions 

This study demonstrated the feasibility of using 
hollow sapphire waveguides as temperature sensors 
in either the open-tip or closed-tip configurations. 
Both configurations were tested in laboratory facili- 
ties, and the closed-tip configuration was also used 

in a test rig at Pratt & Whitney, Inc. The open-tip 
hollow sapphire waveguides were demonstrated to 
be useful sensors for remote pyrometric tempera- 
ture measurements in the long-wave infrared. Anal- 
ysis of calibration data predicted an error level of 
less than 1% of the reading at 800°C. The closed-tip 
hollow sapphire waveguides were demonstrated to 
be useful sensors for radiometric gas temperature 
measurements in the long-wave infrared. It was 
found that interference caused by hot H20 and C02 

emission in combustion systems could be eliminated 
through careful selection of the analyzed spectral re- 
gion. It was also found that interference due to heat- 
ing of the waveguide walls could be eliminated by 
limiting the throughout of the optical system. 
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An active adaptive feedback control approach is utilized to minimize pressure fluctuations in a laboratory- 
scale dump combustor. Essential elements of the controller include sensors, actuators, and a control strat- 
egy. The actuation mechanism consists of spanwise forcing of the inlet boundary layer. This forcing is 
acoustically driven and has been shown to reduce the magnitude of the pressure oscillations by altering 
the dynamics of the flame-vortex interaction. The control strategy is based on the adaptive filtered-x least- 
mean-square (LMS) algorithm. Adaptive systems monitor their own performance and vary their internal 
structure to optimize this performance. The LMS algorithm does not require off-line gradient estimates 
to search for the minima on the performance surface, making it computationally efficient. A piezoelectric 
transducer measures the real-time pressure signal that is used as feedback as well as a measure of the 
error to train the adaptive algorithm. In its efforts to minimize the pressure fluctuations, the adaptive 
algorithm updates the weights of a digital filter, in real time. The digital filter, as well as the adaptive 
algorithm, resides on a digital signal processing (DSP) board. Both finite impulse response (FIR) and 
infinite impulse response (IIR) filter structures were investigated. It was found that the recursive direct- 
form filter structure is required to prevent the algorithm from driving itself toward instability. 

Introduction 

Combustion instabilities constitute a major design 
problem in many combustion devices. These insta- 
bilities result in large-scale pressure and heat release 
oscillations that have a detrimental effect on flame 
stabilization and can cause structural damage. Com- 
bustion instabilities are often vortex driven and are 
acoustically coupled to the combustor resonant 
modes. Both passive and active strategies have been 
used to reduce the level of pressure fluctuations. 
Passive control involves hardware modifications with 
the aim to identify and disrupt the coupling between 
the driving and feedback mechanisms. Reference 1 
provides a good review of research in this area. Ac- 
tive control strategies are based on continuously per- 
turbing a specific combustion parameter to dampen 
the instability limit cycle. Active methods can be 
classified as closed-loop or open-loop depending 
upon whether or not feedback from the combustor 
influences the perturbations. They can be further 
classified as being fixed-parameter or adaptive sys- 
tems. Closed-loop fixed-parameter controllers have 
been extensively investigated and are reviewed in 
Ref. 2. Although these systems have shown good 
performance, they cannot accommodate unknown 
changes in the operating conditions that often occur 
in real combustion devices. Such changes in the op- 
erating conditions can substantially alter the system 

transfer function, making the application of classical 
control theory difficult. Consequently, interest in 
adaptive control of combustion instability has in- 
creased [3-8]. Closed-loop adaptive controllers 
monitor their own performance and vary their in- 
ternal structure to optimize this performance. Their 
time-varying, self-learning characteristics are highly 
desirable for application in real combustion devices. 

The overall objective of this study is to develop a 
real-time, active, adaptive closed-loop control 
scheme that minimizes the rms pressure oscillations 
in air-breathing combustors. Adaptive filters using 
the flltered-x least-mean-square (LMS) algorithm 
are investigated. The computational efficiency of the 
LMS algorithm and its ease of implementation make 
it highly suitable for real-time adaptive control ap- 
plications. The specific research objectives include 
the identification of actuation strategies to minimize 
pressure fluctuations and the development and im- 
plementation of adaptive filter architectures that 
provide effective control and are stable. 

Actuation and Sensing Approach 

The actuation technique used to suppress the 
pressure fluctuations actively modifies the fluid me- 
chanics of the combustion zone by controlling the 
vortex shedding from the flame stabilizer. In this 
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previously developed technique [9,10], a spanwise 
slot close to the combustor inlet introduces acous- 
tically induced perturbations to the inlet boundary 
layer that alter the frequency of vortex shedding and, 
consequently, the frequency of the unsteady heat re- 
lease. This actuation scheme was used in previous 
studies by introducing sinusoidal perturbations of a 
particular frequency [3-5]. Judicious selection of this 
frequency results in the partial decoupling of the un- 
steady heat release from the dominant combustor 
longitudinal acoustic mode. The rms pressure fluc- 
tuation was defined in this approach as one of the 
performance indices, and the forcing frequency as 
one of the control inputs. An adaptive optimal con- 
troller, based on the Downhill Simplex algorithm 
was used to find the optimum of the performance 
function. 

The present work differs from the previous ap- 
proach in that it utilizes real-time pressure signals 
obtained from the combustor as input to the con- 
troller. An adaptive digital filter modifies the signal 
by providing the correct amplitude and phase shifts 
at individual frequencies. This signal is then fed back 
into the combustor using the acoustic actuator. 
Hence, instead of a single frequency, the acoustic 
actuator imposes a frequency band. The feedback 
signal modifies the pressure field in the combustor 
and can reduce or augment the pressure fluctua- 
tions, depending on phase. Multiple instability 
modes, characteristic of real combustion devices, 
can be canceled using this technique. This work fol- 
lows that of Billoud et al. [6]. The differences lie in 
the actuation strategies and the control algorithm 
that does not require a priori system identification 
procedures. 

The sensing scheme is based on a fast-response 
wall-mounted piezoelectric pressure transducer 
placed just downstream of the inlet. The real-time 
pressure signal is used as feedback to the controller 
as well as a measure of the error, to train the adaptive 
algorithm. The rms of the pressure fluctuation is 
taken as a measure of the controller performance. 

Control Strategies 

Several digital filter structures were considered. 
The direct-form single-input finite impulse response 
(FIR) filter, also known as a transversal filter, was 
selected initially due to its ease of implementation. 
The input-output relationship for such a filter is 
given in the discrete domain by 

where 

X* = [xkXk-i ■ ■ .xk_L]r 

wk = [wok wlk... wLky 

(1) 

are the time-delayed input vector and the filter 
weight vector, respectively, and yk is the output from 
the filter at the time interval k. The notation T stands 
for the transpose operator and the number of 
weights or the length of the filter is L + 1. The filter 
response is defined by its length, its weight vector, 
and the sampling interval. Standard digital filters 
have a fixed weight vector and hence their transfer 
function is fixed. Adaptive digital filters, on the other 
hand, update the coefficients of their weight vector 
in real time to tailor their response to a particular 
problem [11]. A training algorithm is utilized to ad- 
just these weights by searching for the minima on a 
performance surface. This is achieved by comparing 
the actual filter output to a desired output to obtain 
an error signal. The performance of the adaptive sys- 
tem is defined in terms of this error (sk), the idea 
being to minimize the mean-square value, or the av- 
erage power of this signal. The two basic methods 
of achieving this are those of steepest descent and 
random search. In steepest descent, adaptation 
starts with an arbitrary initial value W0 for the weight 
vector. The gradient (V) of the mean-square-error (<J 
= E[efl) with respect to the weight vector (W) is 
defined as: 

V = dfydW (2) 

This gradient is measured and the weight vector is 
altered in accordance with the negative of the value 
obtained. The procedure is repeated at each sample, 
causing the error to be successively reduced. This 
method can be described by the relation 

W, it+i Wk +/i(-Vk) (3) 

where fi is a parameter that controls stability and the 
rate of convergence. Random search algorithms, on 
the other hand, arbitrarily change the weight vector 
and measure the mean-square-error before and after 
the change. If the change causes the error to be low- 
ered, it is accepted, otherwise the change is rejected 
and a new random change is tried. The differential 
steepest descent (DSD) and the least-mean-square 
(LMS) algorithms, both based on steepest descent 
and the linear random search (LRS) algorithm, were 
considered [12]. The LMS algorithm was selected 
because of its highest numerical efficiency and low- 
est "misadjustment," which is a measure of the dif- 
ference between the actual and optimal perfor- 
mance due to the noise in the adaptive process. To 
implement this algorithm, a measure of the gradient 
is required. In real-time applications, exact gradient 
information is not available due to the availability of 
a limited statistical sample. Conventional descent 
methods obtain a noisy estimate of the gradient by 
taking the difference between short-term averages 
of 4 

The least-mean-square (LMS) algorithm simpli- 
fies this problem by employing an instantaneous 
method   of   approximating   the    gradient.    This 
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FIG. 1. Controller architecture using FIR filtered-x 
LMS. The part residing on the DSP board is shown in the 
dashed box. Here, AAF and SF stand for anti-aliasing filter 
and smoothening filter, respectively. 

FIG. 2. Simplified recursive control architecture. Here, 
P(s) is the Laplace transform of the pressure signal picked 
up by the sensor. Similarly, D(s), Y(s), and X(s) are the 
transforms of the output from the combustor, the direct 
acoustic feedback, and the output from the recursive filter, 
respectively. r(t) is the reference input. £(s) is the error 
signal to the controller. H(s) is the direct acoustic path from 
the actuator to the pressure sensor. The combination of 
A(s) and B(s) forms the recursive filter. 

eliminates the need for off-line gradient estimations, 
making the method computationally efficient. In the 
LMS algorithm, instead of taking short-term aver- 
ages of the square of the error signal as an estimate 
of <J, the square of the instantaneous value of the 
error, gf, is used. With this simplification, the instan- 
taneous gradient is 

V, = -2ekXk (4) 

Thus, for the LMS algorithm, equation 3 becomes: 

Wk+1 = Wk + 2ßekXk (5) 

The computational simplicity of the LMS algorithm 
is apparent in equation 5. No matrix inversion or 
differentiation is required. 

The LMS algorithm modifies the response of an 
adaptive filter to obtain the inverse model of the 
plant, which is used as the compensator. Physical 
systems can be classified as non-minimum-phase and 
minimum-phase, depending upon whether or not 
they have plant zeros outside the stable unit circle 
in the discrete %-plane. The inverse models of non- 
minimum-phase systems have poles outside the unit 
circle, making the control signal unstable. Physically, 
this results in the control effort increasing in mag- 
nitude until some part of the system is driven into 
saturation, causing loss of control. This poses a prob- 
lem as it is not known a priori whether the plant is 
minimum phase or not. This difficulty may be over- 
come by allowing for the modeling delay A in the 
control architecture. Another complexity in the im- 
plementation of this strategy is that, in adaptive in- 
verse modeling, the error signal is computed at the 
filter output. In actual combustion devices, however, 
the error signal used to modify the weight vector is 
the error at the plant output and not the filter out- 
put. This results in an unstable adaptive process and 
can find irrelevant solutions. To use sk directly, the 
input to the LMS algorithm also needs to be prefil- 
tered by the model of the plant. The filter architec- 
ture is modified to include another adaptive process 
that directly models the plant (C(z)). This model is 
then copied over and used to prefilter the input to 
the LMS algorithm. Thus, the final form of the LMS 
implementation is given as 

Wk+1 = Wk + 2ßskUk (6) 

where Uk is obtained by convolving Xk and Ck. This 
particular implementation is known as the filtered-x 
LMS algorithm and is generally applied to antisound 
applications and to the adaptive control of noisy 
plants. The complete architecture of an adaptive 
FIR filter using the filtered-x LMS algorithm and its 
implementation in the combustor is shown in Fig. 1. 
The FIR filter itself is represented as A(z). 

In experiments using the FIR filtered-x LMS ar- 
chitecture, an instability was experienced that was 
due to the direct acoustic feedback from the actuator 
to the sensor in addition to the combustion pressure 
oscillations. The output from the acoustic actuator 
can be substantial, as is shown in Fig. 4 by the spike 
in the power spectrum at the forcing frequency (260 
Hz). Fig. 2 shows a recursive, or infinite impulse 
response (IIR) filter to handle this problem [13]. 
Here, H(s) is the transfer function of the direct 
acoustic path from the actuator to the pressure trans- 
ducer. X(s) is the output from the recursive filter. 
The combustion pressure oscillation is shown as 
D(s). Using block diagram analysis, 

X(s) = X(s) [B(s) - H(s) A(s)] - D(s) A(s)     (7) 

As we want X(s) is to be a function of D(s) only, the 
filter is designed such that 
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FIG. 3. Controller architecture using IIR filtered-x LMS. 
Only the part residing on the DSP board is shown. 
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FIG. 4. FFT of pressure traces with and without acoustic 
excitation. Operating condition: C2H4-air, & = 0.6, and 
inlet velocity U0 = 7.5 m/s. The sharp spike at the exci- 
tation frequency is the cause of closed-loop instability due 
to direct acoustic feedback. 

B(s) = H(s) A(s) (8) 

The analysis shows that the direct feedback from the 
acoustic actuator can be canceled by the recursive 
part of the filter. 

This result was used to develop another architec- 
ture based on infinite impulse response (IIR) filters 
to overcome the problem of closed-loop instability 
due to the acoustic feedback. This architecture is 
shown in Fig. 3. The difference between this and 
the architecture of Fig. 1 is the addition of the re- 
cursive loop B(z). The recursive loop also adapts to 
the changing plant conditions utilizing the filtered-x 
LMS algorithm. 

Experimental Setup 

All experiments were performed in a laboratory- 
scale (^150 kW) premixed dump combustor. The 
combustion facility has been described in detail in 
Ref. 3 and only a brief description of the apparatus 
is presented here. A schematic of the combustor 

showing the placement of the flow actuator and sen- 
sors is included in Fig. 1. 

The acoustic flow actuator consists of an audio 
speaker mounted in a cavity. The cavity is connected 
to a spanwise actuation slot through a waveguide. 
The 0.16-cm-wide actuation slot is located 0.3175 
cm upstream of the dump plane. Maximum pertur- 
bation velocities at the slot reach 20 m/s. 

Two fast-response (2-,us rise time) piezoelectric 
pressure transducers, with frequency response of 
DC to 100 KHz, are used in conjunction with charge 
amplifiers and true rms to DC circuits. Previous axial 
pressure measurements have shown that the prin- 
cipal acoustic modes are longitudinal with the pres- 
sure anti-node near the back-step and a pressure 
node at the air dilution ports [10]. One of the pres- 
sure transducers is mounted just downstream of the 
inlet plane at the pressure anti-node to have maxi- 
mum sensitivity to the combustor pressure fluctua- 
tions. The other transducer is installed in the speaker 
cavity to monitor the performance of the acoustic 
actuator. 

All aspects of the combustor operation and data 
acquisition are controlled using a 80486-based com- 
puter. A multichannel voltmeter is used to measure 
the pressure signals. A data acquisition board obtains 
the pressure time series. The control algorithm re- 
sides on a digital signal processing (DSP) board 
(Spectrum Signal Processing) that utilizes a Texas 
Instruments TMS320C30 chip. The board has a 
dual-accessible memory that can be read by the main 
computer without interrupting the DSP chip. 

Results 

The performance of the acoustic actuator is shown 
in Fig. 4 for a representative combustor operating 
condition. The two power spectra represent the 
combustion pressure fluctuations with and without 
fixed-frequency spanwise excitation. The spectrum 
of the unforced case is characterized by large pres- 
sure oscillations at ^40 Hz, =»75 Hz, and =230 Hz. 
These spikes correspond to the Helmholtz (bulk) 
mode, quarter-wave (A/4) longitudinal mode, and 
three-quarter-wave (3/1/4) longitudinal mode, re- 
spectively. In this case, a single tone (260 Hz) was 
used to force the flow. This forcing frequency re- 
duced the magnitude of the bulk and quarter-wave 
modes by 50%. 

Figure 5 shows the open-loop frequency response 
for the same combustor operating condition. This 
was obtained by exciting the acoustic actuator with 
a sinusoid at a fixed frequency and amplitude, mea- 
suring the rms pressure fluctuations at that fre- 
quency, and then sweeping the effective frequency 
range. A normalized pressure fluctuation parameter, 
Sp, is defined to gauge the effectiveness of the span- 
wise   acoustic   actuator.    Sp    is   computed   by 
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FIG. 5. Open-loop frequency response of the combustor 
for C2H4-air at <P = 0.6 and inlet velocity U0 = 7.5 m/s. 

4 6 

Time (min) 

FIG. 6. Closed-loop combustion control experiments us- 
ing the FIR (- X -) and the constrained-poles IIR (-o-) fil- 
tered-x LMS architectures. Operating condition: C2H4-air, 
0 = 0.6, U0 = 7.5 m/s. The number of taps for the filters 
was 20 and the adaptation constant was 0.001. The rate of 
coefficient update was 1 kHz. Both architectures achieve 
about 15% reduction in the normalized rms pressure os- 
cillations. 

normalizing the rms pressure fluctuation level with 
acoustic actuation by its value in the absence of the 
actuator, at the same combustor operating condition. 
Thus, the spanwise actuator is beneficial when Sp is 
below unity, and detrimental when it is above. The 
passive coupling between the actuator cavity and the 
combustor acoustics, and forcing at combustor res- 
onant frequencies, can result in values of Sp greater 
than unity. At the operating condition shown, forcing 
at 250 Hz produces the maximum reduction of 17% 
in the normalized rms pressure levels. 

The results from a closed-loop, FIR filtered-x 
LMS, adaptive control experiment are shown in Fig. 
6. The combustor was operated at the same condi- 
tions as in Fig. 5. The adaptation constant was kept 
small to reduce the adaptation noise. At the start of 
the adaptation process, the output of the filter is 
small, resulting in a value of Sp close to unity. As the 

a 
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FIG. 7. Magnitude and phase response for the FIR filter 
structure at three different times during adaptation. The 
lowest curve in the magnitude plot is at t = 0 sec. The 
middle and top curves are at t — 30 s and t = 60 s, re- 
spectively. The frequency axis is normalized by the sam- 
pling frequency, n radians corresponds to the Nyquist fre- 
quency which in this case is 500 Hz. The 119-Hz external 
disturbance is equal to 0.238 n radians. Filter length = 4, 
fi = 0.0001. 

filter proceeds to adapt, the normalized rms pressure 
fluctuations decrease. The maximum reduction in 
the normalized rms pressure oscillations obtained 
during this real-time control experiment was about 
15% after 2 min of adaptation. After this point in 
time, the filter began to systematically diverge until 
the controller became unstable at around the 10 min 
point. Multiple experiments were conducted for dif- 
ferent values of the algorithm parameters (length 
and n). This trend of initial reduction and a subse- 
quent increase in pressure fluctuations was observed 
in all experiments with the FIR filter architecture. 

To study this divergent behavior of the FIR filter 
structure, no-flow experiments were conducted. In 
these experiments, one of the fused silica side walls 
of the combustor was replaced with an audio 
speaker. This speaker provided a constant, single- 
tone external disturbance that was picked up by the 
pressure sensor in the combustor and fed back to 
the controller. The same hardware configuration was 
used for the signal conditioning as for combustion 
experiments. The acoustic actuator was used to min- 
imize the energy of the external disturbance. The 
weights of the filter were recorded at different times 
during the adaptation process, and the magnitude 
and phase responses of the filter were plotted. 

Figure 7 shows the magnitude and phase response 
at three different times during an adaptation event 
for the FIR filter structure. The external disturbance 
was a sinusoid (119 Hz, which is 0.238 n radians at 
the sampling frequency of 1 kHz). The lowest curves 
in both plots are for the filter at the beginning of 
adaptation. The middle curve in the magnitude plot 
shows the response of the filter after 30 s of 
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FIG. 8. Magnitude and phase response for the IIR filter 
structure at five different times during adaptation. Filter 
length used is the same as for the FIR filter. External dis- 
turbance was again 119 Hz or 0.238 n radians. 

adaptation. The gain has increased so that at 0.2387T 
radians it is almost unity. This filter weight vector 
corresponds to a reduction of 40% in the magnitude 
of the external disturbance. Further adaptation in- 
creased the gain of the filter above unity while the 
phase response stayed the same. This increased the 
direct acoustic feedback, causing the LMS algorithm 
to go unstable. 

Results with the IIR adaptive filter are shown in 
Fig. 8. This figure shows the IIR filter response at 
five different times during an adaptation event with 
the gain increasing with time. The IIR filter provides 
more flexibility in designing the response. In this 
case, the gain was increased substantially above unity 
without the filter going unstable due to direct acous- 
tic feedback. The reduction in the magnitude of the 
external disturbance after 3 min of adaptation (with 
the same adaptation constant) is above 75%. 

Discussion 

No-flow experiments have indicated that an IIR 
filter architecture handles direct acoustic feedback 
better. A set of simulations was carried out to estab- 
lish that the controller instability was not associated 
with the LMS algorithm but was an artifact of the 
way that the feedback loop was closed. In the sim- 
ulations, the plant was modeled as a pure delay. The 
same FIR filter architecture was used in the feed- 
back loop as was used in the experiments. The dif- 
ference was that instead of updating the coefficients 
of the weight vector using the LMS algorithm, the 
weights were obtained from a single-tone cancella- 
tion experiment and were kept constant during a 
simulation run. 

It was found that the simple model of the plant as 
pure-delays gives a fairly accurate dynamic response 
for the pure tone cancellation problems. Using the 

weight vector obtained after 30 s (Fig. 7), a 40% 
cancellation was also achieved in the simulation. Us- 
ing the weights obtained at the time when the con- 
troller went unstable in the no-flow experiment also 
resulted in an unbounded output in the simulations. 
No such instability was seen when the IIR filter ar- 
chitecture was used in the simulations. 

It is confirmed that the problem of direct acoustic 
feedback driving the algorithm toward instability in 
the FIR filter structure can be overcome using an 
IIR structure. Adaptive recursive filters, however, 
are difficult to implement and have seen limited ap- 
plication. The reason is that during adaptation they 
move their poles as well as zeros and run a risk of 
becoming unstable if any of the poles move outside 
of the unit circle. Recursive adaptive filters are spe- 
cially prone to this problem when used in noisy 
plants such as combustion systems. This difficulty 
occurred when the recursive adaptive filter was ap- 
plied in combustion experiments. The filter would 
start to adapt and then suddenly stop, giving very 
large values for the weights. A pole-zero map of the 
IIR filter just prior to instability showed zeros out- 
side the unit circle. One way to prevent this insta- 
bility is to limit the coefficient placement so that no 
poles ever move out of the unit plane. This was im- 
plemented using Laguerre's method of finding the 
system poles [14]. This method offers good conver- 
gence and speed. The control algorithm was updated 
to keep a check on the pole placement and disallow 
an update of the weight vectors if the noisy adapta- 
tion process tried to place the controller poles out- 
side the stable regime. In no-flow experiments, this 
strategy was successful, and controller instabilities 
due to direct acoustic feedback and pole placement 
outside of the stable regime were not observed. The 
technique provided similar reduction in the magni- 
tude of the external disturbance as the IIR strategy 
without the constrained poles. Combustion experi- 
ments using the IIR architecture with constrained 
poles have shown that the technique is successful in 
maintaining about 15% reduction in the rms pres- 
sure oscillations without going unstable for extended 
periods of time, as shown in Fig. 6. 

Summary and Conclusions 

An active adaptive control strategy based on the 
filtered-x LMS algorithm was applied to reduce 
combustion pressure fluctuations in a laboratory- 
scale combustor. When configured in the FIR ar- 
chitecture, the controller achieved 15% reduction in 
the normalized pressure oscillations. The adaptive 
filter always drove itself toward instability after an 
initial period of successful adaptation due to direct 
acoustic feedback from the actuator. No-flow, single- 
tone cancellation experiments and simulations indi- 
cated  that the  instability lies  in  the  FIR  filter 
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architecture, and not in the LMS algorithm. These 
experiments showed that recursive filter structures 
are capable of handling this problem if they can be 
prevented from placing their poles outside of the 
stable regime and becoming unstable themselves. 
This has been implemented by developing a meth- 
odology to constrain the pole placement of the IIR 
filters. The technique was successful in combustion 
experiments where a 15% reduction in the normal- 
ized rms pressure fluctuations was maintained for 
extended periods of time. 
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COMMENTS 

Marc Lange, Heidelberg University, Germany. Did you 
consider optimizing your control-force not only by mini- 
mizing the error-function but by simultaneously changing 
to the amount of energy which is fed into the control-mech- 
anism? Even if you achieved a satisfactory energy-balance 
in the presented case, this could be important for the ap- 
plication of your control-scheme to other complex nonlin- 
ear systems. An unnecessarily high actuation could lead to 
an excitation of otherwise slaved modes, resulting in an 
undesirable behavior of the system. 

Author's Reply. We did not optimize for the control force 
as in our experiment the actuator has to be given maximum 
power to bring the system out of an unstable regime. This 
is partly due to the fact that we do not have a very efficient 
actuator. Very strong actuation can excite stable modes. 
However as the system approaches stability, the power in- 
put to the actuator from the controller is reduced, thus 
reducing the magnitude of undesired excitation of the sta- 
ble modes. 

Author's Reply. This work deals primarily with the de- 
velopment of a stable controller. The controller has been 
applied to a few unstable operating regimes and it does 
remain stable. However, the complete performance limi- 
tations of the controller have yet to be quantified. 

Sebastien Candel, Ecole Centrale Paris, France. I was 
wondering why your controller took so long (about 2 min) 
to adapt while in our experiments [1], using the same type 
of methods, we could converge in about 0.1 seconds. 

Author's Reply. The method used in our experiments is 
different from the one mentioned above. We do on-line 
system identification of the auxiliary path, whereas [l]did 
the auxiliary path system identification off-line. At this 
stage of our research we have focused primarily on the 
stability of this more complex algorithm and hence, the 
adaptation constant p was kept deliberately small resulting 
in slower adaptation. The next set of experiments planned 
will test the speed of our technique by increasing the ad- 
aptation constant. 

Thierry Poinsot, IMFT/CERFACS, France. The baseline 
regime which you used for control studies was a stable re- 
gime. Does your system work for unstable regimes? 

REFERENCE 

1. Billoud, G, Galland, M. A., Huynh Huu, C, and Can- 
del, S„ Combust. Sei. Technol, 81:257-283 (1992). 
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EXPERIMENTAL DEMONSTRATION OF ACTIVE CONTROL OF 
COMBUSTION INSTABILITIES USING REAL-TIME MODES OBSERVATION 

AND SECONDARY FUEL INJECTION 
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This paper describes theoretical and experimental investigations of the performance of a novel active 
control approach that rapidly damps detrimental combustion instabilities. Its main elements are an observer 
that determines the characteristics of unstable combustor modes in real time and an injector that modulates 
a secondary fuel injection rate at the unstable modes' frequencies. The controller is guided by Rayleigh's 
criterion and produces optimum damping when it generates secondary combustion process oscillations 
within the combustor 180° out of phase with the unstable combustor pressure oscillations. The paper 
describes developed open-loop approaches that determine the frequency response of the fuel injector 
actuator and the manner in which these results are incorporated in a closed-loop control mode to effectively 
and rapidly damp large amplitude rocket motor instabilities. 

Introduction 

Increased awareness of the potential of active con- 
trol systems (ACS) to significantly improve the per- 
formance of various engineering systems (e.g., en- 
gine compressors, structures, materials) has 
stimulated interest in investigating ACS for control- 
ling detrimental combustion instabilities in, for ex- 
ample, rockets, gas turbines, and ramjets [1-12]. An 
ACS generally includes sensors that measure system 
properties, an observer that uses the measured data 
to determine a full or partial state of the system, a 
controller that generates control signals for the ac- 
tuator, and an actuator that modifies the state of the 
system. 

An ideal ACS would "force" the combustor to fol- 
low a prescribed time dependence by appropriate 
modification of its dynamics. If such an ACS is ap- 
plied to an unstable combustor, none of its modes 
would oscillate because the combustor would be ov- 
erdamped at all frequencies. Such an ACS however, 
requires a full state observer that uses data supplied 
by sensors to completely describe the state of the 
system and actuators that can affect each of the ob- 
served states. Such an ACS also requires a model 
that describes the behavior of the controlled com- 
bustor including the complex interactions between 
the flow and combustion process oscillations. 

Such full state control of combustion instabilities 
is presently not possible because models of con- 
trolled combustors are not available. Furthermore, 
since combustion instabilities are governed by partial 
differential equations, their state has infinite dimen- 
sions, requiring many sensors and actuators to attain 

full state control. (In contrast, a mechanical system 
that is controlled by a system of ordinary differential 
equations has a state of finite dimensions.) Since it 
is unlikely that effective model-based ACS for un- 
stable combustors will be developed soon, this study 
adopted an alternate control approach. Instead of 
modifying the basic dynamics of the combustor, in- 
stabilities are eliminated by increasing the damping 
of the system at the frequencies of its unstable, res- 
onant modes. Following Rayleigh's criterion [13], 
optimal damping of a given mode is attained by pro- 
ducing a periodic heat addition process within the 
combustor that is 180° out of phase with respect to 
the mode's pressure fluctuations. 

The implementation of this control approach re- 
quires an actuator that can produce large amplitude 
oscillations within the combustor and survive its 
harsh environment. In this study, a fuel injector ac- 
tuator that modulates the injection rate of a second- 
ary fuel stream is used to produce a periodic com- 
bustion/heat addition process within the combustor. 
Effective application of this actuator requires knowl- 
edge of the frequency dependence of the phase lag 
(relative to the actuator's input signal) and the am- 
plitude of the generated heat addition oscillations. 
This information is needed to ensure that at any 
given frequency the ACS will generate an oscillatory 
heat addition process of adequate magnitude and 
out of phase with the unstable mode pressure oscil- 
lations. Because of the complexity of the flow and 
combustion processes that control this secondary 
combustion process, no transfer function or state 
model capable of predicting the frequency response 
of the fuel injector actuator is currently available. 

2811 
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Attempts to resolve this problem included develop- 
ment of approximate descriptions of the frequency 
response of the actuator around the frequency at 
which an instability is expected [7] and the use of 
adaptive filters [8]. Neither can provide a satisfactory 
solution for multimode instabilities whose frequen- 
cies are not known apriori. This problem was re- 
solved in this study by developing an observer that 
determines the frequencies, amplitudes, and phases 
of the unstable combustor modes in real time [14]. 
The effectiveness of this observer and ACS was sub- 
sequently demonstrated in numerical simulations 
[14]. 

This paper describes the implementation and per- 
formance of the investigated ACS on a small-scale 
gas rocket. Specifically, the paper describes the 
open-loop determination of the frequency response 
of the fuel injector actuator, which provides data 
needed for closed-loop control of combustion insta- 
bilities and the manner in which these results are 
applied by the controller in closed-loop control. 

The Observer 

This section outlines the operation of the utilized 
observer, which is a critical element of the developed 
ACS; for details, the reader is referred to Ref. 14. 
The observer analyzes the measured pressure to de- 
termine in real time the amplitudes, phases, and fre- 
quencies of the unstable combustor modes. It as- 
sumes that the measured combustor pressure pit) 
can be expressed as the following sum of combustor 
modes, which may not be harmonics of one another 
and have frequencies, amplitudes, and phases that 
may vary slowly with time: 

n = k 

■pit) = 2 sn sm(cont) + C„ cos(ffl„t)       (1) 
n-l 

The observer determines the characteristics of the 
dominant (i.e., largest amplitude) mode by solving 
the integrals 

SM = — [       smimnt)pit)dt 
ln Jt-T„ 

2   [' 
C„it) = — cos(cont)p(t)dt (2) 

ln Jt-T„ 

where the oscillation period Tn and frequency ft),, are 
related by T„ = 2n/w„ and are not known apriori. It 
can be shown that the given integrals can be re- 
placed by the following recursive formulas: 

S„it + At) = Snit) + — (p(t + At) 

- p(t - Tn + At)) • sm(cont) ■ At     (3.a) 

Cn(t + At) = Cn(t) + — (pit + At) 

- pit - T„ + At)) ■ cos(cont) ■ At     (3.b) 

whose solution requires little computational effort 
[14]. 

The solution starts by assuming a value for con 

(and, thus, Tn) and substituting T„ into Eqs. (3), 
which are then solved to determine the "corrected" 
coefficients of Sn(t + At) and Cn(t + At). The cal- 
culated coefficients are then substituted into the fol- 
lowing relationship [14] that determines a corrected 
value of the frequency: 

licojr^ 

CO, l-f sin(cont) + -j1 cos(cont)\ 

cot + 
Sn ■ cos(ft)nf) - C • sin(cont) 

(4) 

where the cons on the left and right sides are the 
corrected and previous values of the frequency, re- 
spectively. Next, a corrected value of the period T„ 
is substituted into Eqs. (3) to obtain corrected values 
of Sn(t) and C„(t). This procedure is repeated and 
rapidly converges to the correct values of ft),,, S„, and 
C,„ which can be used to determine the amplitude, 
phase, and frequency of the mode. This procedure 
can also follow slow variations of these quantities. 
Upon convergence, the expression describing the 
time dependence of the dominant mode is sub- 
tracted from the measured pressure pit) and the re- 
maining signal is analyzed to determine the next 
dominant mode (within the remaining signal) using 
the previously given procedure. This procedure can 
be repeated to characterize additional modes. Our 
studies have also shown that the observer can iden- 
tify the dominant modes of the instability even when 
noise is present in the measured signal. 

Figures la-le demonstrate the ability of the ob- 
server to identify, in real time, the hierarchy of 
modes in an unstable combustor. The observer was 
provided with the pressure signal shown in Fig. la, 
which was measured in the unstable gas rocket mo- 
tor shown in Fig. 2. Figure la shows that the insta- 
bility switches from low-to high-frequency oscilla- 
tions between 0.05 and 0.064 s. This signal was 
analyzed by the observer and the computed fre- 
quencies and amplitudes were used to determine the 
time dependence of the two most dominant com- 
bustor modes (see Figs, lb and lc). Figure lb shows 
that the frequency of the nearly sinusoidal dominant 
mode abruptly increases around 0.065 s to that of 
the second mode, while Fig. lc shows that the sec- 
ond mode oscillates with a higher frequency and its 
amplitude decreases to practically zero around 0.065 
s. Figures lb and lc also show that the observer can 
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simultaneously track both modes. Figure Id pres- 
ents the calculated time dependence of the frequen- 
cies of the two observed modes. It shows that the 
observed frequency of the dominant mode changed 
from 650 to 1250 Hz within only 3 ms. Finally, Fig. 
le compares the measured pressure p(t) with that 
obtained by synthesis of the two observed modes. It 
clearly shows that the observer can reproduce the 
input pressure in real time and with high fidelity. 
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FIG. 1. (a)Time dependence of unstable pressure oscil- 
lations in the gas rocket shown in Fig. 2. (b) Time depen- 
dence of the dominant mode determined from observed 
mode characteristics, (c) Time dependence of the "second" 
mode determined from observed mode characteristics, (d) 
Observed frequencies of the two modes, (e) Comparison 
of the measured time dependence of the pressure (see Fig. 
la) with that obtained by synthesizing the two observed 
modes (see Figs, lb and 1c). 

Open-Loop Control Studies 

The open- and closed-loop performance of the 
ACS was studied using the gas rocket shown in Fig. 
2. It consists of a reactants' feed system, a water- 
cooled combustor section with windows for obser- 
vations and optical diagnostics, a fuel injector actu- 
ator, and computers and electronics that support the 
observer and controller operations. The fuel injector 
actuator modulates the fuel flow rate by varying the 
intensity of a magnetic field and, thus, the length of 
a magnetostrictive rod whose conical termination 
protrudes into the fuel line. The combustor length 
can be changed to permit investigation of active con- 
trol of axial instabilities of different frequencies. 

Before attempting closed-loop control of the de- 
veloped combustor, the performance of the fuel in- 
jector actuator was investigated in open-loop tests 
that determined the amplitudes and phases of the 
heat release and pressure oscillations generated by 
modulating the injection rate of the secondary fuel 
injector over a wide range of frequencies. Since the 
presence of spontaneously excited instabilities 
within the combustor could interfere with the open- 
loop measurements, it was necessary to develop 
methods for determining the net contribution of a 
secondary, oscillatory fuel injection to the heat-re- 
lease oscillations. Two such methods were devel- 
oped. The first used a very short combustor whose 
natural fundamental longitudinal acoustic mode fre- 
quency was around 1800 Hz, which was significantly 
above the frequency range investigated in the open- 
loop studies. Consequently, high-frequency reaction 
rate and pressure oscillations driven by a combustor 
instability could be readily distinguished from those 
driven by the fuel injector actuator. 

Using this combustor, the characteristics of the re- 
action rate and pressure oscillations generated by the 
fuel injector actuator were determined by a filter- 
photomultiplier system that measured C2 radicals 
radiation from the flame and a pressure transducer, 
respectively. The C2 radicals' radiation was mea- 
sured through a window installed just downstream 
of the secondary fuel injection point. This window 
could not, however, view the whole combustion re- 
gion, thus, preventing accurate determination of the 
characteristics of the global heat-release oscillations. 
Consequently, a linear model (described later) of the 
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short combustor dynamics was developed and used 
to determine the amplitude and phase of the gen- 
erated reaction rate oscillations from the measured 
pressure data, while the measured C2 radiation was 
used to qualitatively evaluate these quantities. 

Neglecting kinetic energy terms, the energy equa- 
tion for a combustor with uniform properties is 

I1^V + rhaha + rhj-hf — rhehe 

(5) 

where the terms from left to right are the rate of 
change of the combustor internal energy, oscillatory 
heat release supplied by the secondary fuel injector, 
air and fuel enthalpy fluxes into the combustor, and 
the enthalpy flux exiting through the choked nozzle, 
respectively. Assuming a perfect gas behavior and 
that the flow through the nozzle is quasi-steady, the 
following equations can be derived: 

JtLpedV = (VCJR)&;mehe = (K^p/Jf)CpT 

(6) 

Substituting Eqs. (6) into Eq. (5), assuming that each 
dependent variable consists of a steady component 
and a small amplitude perturbation (e.g., p = p + 
p') and linearizing the energy equation yields 

rhC„T P 
% dp       T'e 

p~dl + 2T few (7) 

where T is a characteristic time, Ca is the speed of 
sound, and the subscript a denotes the state of the 
incoming air. Since the temperature perturbations 
generated within the combustion process are ex- 
pected to decay before they reach the nozzle en- 
trance at high frequencies, the term involving T'e is 
neglected in Eq. (7), yielding a relationship that can 
be used to determine the heat-release q' oscillations 
from measure pressure p' oscillations at high fre- 
quencies. 

In the second open-loop investigation, the com- 
bustor section was modified to provide means for 
measuring the total C2 radicals' flame radiation, thus 
providing means for direct determination of the 
global characteristics of the heat-addition oscillations 
generated by the fuel injector. The modified com- 
bustor however, was significantly longer than the 
compact combustor that was used in the first 
method. Consequently, the frequencies of several 
natural acoustic modes of the combustor were in- 
cluded in the investigated frequency range (e.g., the 
fundamental, longitudinal mode frequency was 375 
Hz). Thus, the characteristics of the combustor pres- 
sure oscillation depend on the closeness of the fuel 
modulation frequency to that of one of the natural 
acoustic modes of the combustor and are affected 
by the amplitude and phase of the fuel modulation 
and acoustic properties of the combustor. Therefore, 
a model that relates a single acoustic pressure mea- 
surement to the characteristics of the heat-release 
oscillations, as was done in the first approach using 
Eq. (7), cannot be used. 

Figure 3 describes the time dependence and spec- 
tra of pressure and C2 radiation signals measured in 
the long combustor when the secondary fuel stream 
was modulated at 486 Hz. Figure 3a shows that the 
time dependence of the pressure is dominated by 
the 370-Hz oscillation of the unstable combustor 
modes. The dominance of the acoustic modes at 370 
and 740 Hz is apparent in the pressure frequency 
spectrum (see Fig. 3b), where a smaller but clearly 
distinguishable contribution of the 486-Hz pressure 
oscillation excited by the actuator is also present. In 
contrast to the pressure, the time dependence and 
spectrum of the measured radiation are dominated 
by the 486-Hz frequency of the fuel injector actua- 
tor. These results show that as long as the frequency 
of the fuel injector is sufficiently removed from the 
frequencies of the natural acoustic modes of the 
combustor, measured flame radiation can be used to 
determine the characteristics of the oscillatory heat- 
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FIG. 3. Time dependence and 
spectra of the combustor pressure 
and combustion region C2 radiation 
measured in an open-loop experi- 
ment. 

addition process generated by the fuel injector ac- 
tuator. 

The frequency dependence of the magnitude and 
phase delay of the heat-release oscillations gener- 
ated by the fuel injector actuator measured by the 
two methods are compared in Figs. 4a and 4b. The 
excellent agreement between these two sets of data 
that were measured using different approaches in 
different combustors strongly suggests that the fre- 
quency response of the heat-addition oscillations 
generated by the fuel injector actuator is practically 
independent of the acoustic field in the combustor. 
Furthermore, experiments in which the stoichiom- 
etry of the primary reactants' stream was changed 
revealed that the actuator's frequency response does 
not change significantly as long as the secondary fuel 
injection can react with available excess air. This is 
significant because it suggests that the frequency re- 
sponse of the heat-addition process produced by the 
fuel injector actuator will not have to be determined 
for each combustor that will use this actuator. 

Figures 4a and 4b show that the magnitude and 
phase lag of the generated heat-addition oscillations 
monotonically decrease and increase, respectively, as 
the frequency increases. The monotonic increase of 
the phase delay with frequency suggests the pres- 
ence of a pure time delay that is most likely caused 
by mixing processes. This time delay increases as the 
slope of the phase lag curve becomes steeper. When 
the phase lag exceeds 360°, the time delay is longer 
than the period of the oscillations. Figure 3b indi- 
cates that at 800 Hz, for example, the controller 
should account for a delay larger than one cycle. 

Closed-Loop Control 

Closed-loop control of the rocket shown in Fig. 2 
was investigated using the developed ACS. In these 

tests, the observer, which was implemented on the 
486 processor, identified only one mode. With one 
mode observation, the control signal to the actuator, 
yc, is 

yc = G(«a) • (S • sin(cof + 4>{w)) 

+ C-cos(wt + <p(co)))     (8) 

where S, C, and co are the observed amplitudes and 
frequency of the dominant mode, while G(co) and 
4>(m) are a gain and a phase that are determined by 
the controller using tabulated results obtained in the 
open-loop experiments. Since Fig. 4 shows that the 
amplitude of the heat-addition oscillations decreases 
with increasing frequency, the magnitude of G(co) 
should increase with frequency to assure that the 
ACS generates heat-addition oscillations of adequate 
magnitude at higher frequencies. 

Uncontrolled tests showed that strong instabilities 
occur near the lean limit. Consequently, we decided 
to investigate the damping of these instabilities by 
the ACS (see Fig. 5). These tests were conducted at 
an equivalence ratio of 0.74, with 20% of the fuel 
supplied through the fuel injector actuator. As de- 
scribed in Ref. 14, with one mode observation the 
ACS damps the largest amplitude mode, as deter- 
mined by the observer, at each instant of time. How- 
ever, in the example shown in Fig. 5, the ACS con- 
trolled only the mode that initially dominated the 
instability (i.e., 370 Hz). We chose to demonstrate 
the control of the initially unstable mode only, be- 
cause the results provide insight into (1) the time 
required to attenuate large amplitude instabilities, 
(2) the behavior of the instability during periods in 
which the dominant mode is damped and the ACS 
is off, and (3) the manner in which noncontrolled 
modes are affected by the controller. 

In the mode of control shown in Fig. 5, the ob- 
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FIG. 5. Time dependence of the 
pressure, control signal, and ob- 
served frequency before and after 
the activation of a closed-loop con- 
trol of the instability in a gas rocket 
(see Fig. 2). 

server determines and memorizes the frequency of 
the initially dominant mode, which, in turn, deter- 
mines the frequency of the secondary fuel modula- 
tion by the actuator. Once this mode is damped and 
the observer detects a different dominant frequency, 
the actuator is turned off. Without control, the ini- 
tially unstable mode starts growing again and be- 
comes dominant. Once the observer recognizes the 
initial frequency, the actuator is turned on again. 
This control process repeats itself indefinitely. 

Figure 5a shows that the ACS effectively damped 
the instability in 40 ms, indicating that it could damp 
rocket instabilities before they seriously damaged 

the engine and/or caused mission failure. FFT anal- 
ysis of the combustor pressure oscillations before 
and after the activation of the ACS showed that the 
amplitude of the dominating mode was reduced by 
26 dB, which exceeds the damping provided by 
other ACS (see survey of results in Table 1 in Ref. 
15). Figure 5b describes the control signal to the 
actuator, which is proportional to the magnitude of 
G(a>) (see Eq. [8]) and, thus, depends on the ob- 
served frequency (see Fig. 5c). Figures 5b and 5c 
show that the control signal goes to zero when the 
370-Hz dominant mode is damped by the ACS. 
When this occurs, the observer identifies the 740- 
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Hz harmonic as the dominant mode and stops con- 
trolling the 370-Hz mode (see Fig. 5b). Conse- 
quently, the unstable 370-Hz mode starts growing 
again. When its amplitude reaches a threshold value, 
the observer identifies this mode again as the dom- 
inant mode and reactivates the actuator. As shown 
in Figs. 5b and 5c, this sequence of events repeats 
itself, resulting in effective control of the unstable 
370-Hz mode, while not destabilizing other modes 
of the combustor. As long as the ACS was on, the 
combustor remained damped and exhibited behav- 
ior similar to that shown past t = 0.15 ms indefi- 
nitely. It is noteworthy that in this experiment and 
others conducted under this program, the developed 
ACS did not excite any stable combustor modes. 

Conclusion 

A novel approach for active control of instabilities 
has been demonstrated. The unique features of the 
ACS are (1) a fuel injector actuator capable of gen- 
erating significant heat-release oscillations within the 
combustor over a 0-1000 Hz frequency range, (2) 
an observer that can accurately determine the fre- 
quency, amplitude, and phase of several unstable 
combustor modes, and (3) a control methodology 
that provides the actuator with a command signal, 
consisting of a gain and a phase, that properly ac- 
counts for the time delay caused by the nonlinear 
mixing and combustion processes of the secondary 
fuel. It is believed that once the fuel injector actuator 
has been scaled up to the required capacity, which 
needs to be determined, the developed control ap- 
proach is ready for practical application in a variety 
of unstable combustors. 
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COMMENTS 

Prof. Claudio Bruno, University of Rome, Italy. What 
was the criterion for choosing the specific type of secondary 
fuel injection (i.e., radial jets)? 

Author's Reply. The paper presented results obtained 
with radial jets. This configuration was chosen to maximize 
the effect of the secondary fuel injection, assuming that 
this geometry brings the injected fuel directly into the com- 
bustion zone. The authors are aware that such a configu- 
ration is unlikely in a practical combustor. Other configu- 
rations in which the secondary fuel is injected upstream 

the flame holder were also investigated with very good re- 
sults; see our reference about open-loop tests. 

Sebastien Candel, Ecole Centrale Paris, France. Is there 
a relation between your observer and the Prony algorithm 
of estimating a set of discrete frequencies in a signal? 

Author's Reply. Indeed, both the algorithm presented in 
our paper and Pronys technique are concerned with iden- 
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tifying unknown frequencies and amplitudes of an oscillat- 
ing signal (in Prony's technique exponential signal are also 
considered). However, the solution approaches employed 
by the two methods are different. Our observations are 
based upon spectral analysis in which time localization is 
obtained by adjusting the limits of the Fourier integral, 
whereas Prony's solution, which is not a spectral estimation 
technique, is based upon minimization of the following er- 
ror function: 

M ^2 

.Pktl 

(-1\ ifc-i 

where the x(i)'s are measured sampled data and aj. and ßf. 
are the parameters to be identified [1,2]. 
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Daniel Hofmann, LTT Erlangen, Germany. While I un- 
derstand that you were working on a rocket combustor, did 
you happen to consider the possible emissions that might 
be perturbed by secondary fuel injection? 

Author's Reply. Indeed, since the research was originally 
oriented to the suppression of detrimental oscillations in 
rocket motors, the question of NOx production was not 
relevant. However, as the developed technique seemed to 
provide potential benefits to the suppression of pressure 
noise in lean burning gas turbines, the question of NO,, 
becomes relevant. It is, nevertheless, believed that since 
the controller provides injection pulses that become neg- 
ligibly small once the active control system (ACS) has sup- 
pressed the oscillations, the NO,, contributed by the ACS 
is negligible. 
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OPTIMIZATION OF GAS TURBINE COMBUSTOR PERFORMANCE 
THROUGHOUT THE DUTY CYCLE 
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A gas turbine combustor must operate over a range of load conditions (duty cycle) in both stationary- 
power and propulsion applications. With a static geometry combustor, flow splits are fixed between the 
dome and wall jets, and the performance optimization is either a compromise over a range of loading or 
possible only at one operating condition. Future designs may be required to adopt variable geometry or 
alternate flow modification techniques to secure peak performance throughout the duty cycle. To accom- 
modate this variation, a feedback controller will be required. In this paper, an active control methodology 
is introduced in conjunction with geometric articulation to establish optimal conditions for each load setting 
throughout a given duty cycle. The algorithm employed is derived from the hill-climbing and downhill 
simplex methods. This controller successfully identifies the geometric configurations of optimal perfor- 
mance and rapidly selects the optimal operating configuration for all the loads investigated. This controller/ 
combustor combination allows for rapid parametric optimization at each operating condition. In this study, 
both combustion efficiency and emissions of oxides of nitrogen are optimized. The combustor explored 
has two distinct response modes. Representative cases, one for each response mode, are illustrated. With 
the control algorithm used, regions of combustion instability are avoided for all the conditions explored. 

Introduction 

For future applications in both stationary power 
and propulsion, a gas turbine combustor must (a) 
emit a minimum of nitrogen oxides (NOr) coincident 
with high combustion efficiency (i.e., low carbon 
monoxide and hydrocarbons) and (b) achieve this 
performance over the duty cycle of the engine. A 
particular challenge is "over the duty cycle of the 
engine," where optimal performance at each loading 
requires a different flow distribution [1], 

Our study addresses this challenge by introducing 
and evaluating a special active control methodology 
in a model research combustor with a controllable 
flow split between the dome flow, primary jet airflow, 
and secondary jet airflow. The controllable flow split 
is achieved by geometric articulation of the effective 
areas of both the dome and primary jets, and a duty 
cycle is selected to simulate practical systems. 

In commercial gas turbine engines, various meth- 
ods of geometric articulation are used today. In Gen- 
eral Electric LM 6000 engines, for example, con- 
centric rings of premixers allow for parallel staging 
[2]. Solar Turbines uses a piloted premixed system 
(SoLoNO,.) in which, at low loads, the operation of 
the engine switches to a distinctly different mode 
that includes venting surplus combustor air to (a) 
maintain low CO emissions and (b) expand the en- 
velope for which low NO,, operation is possible [3]. 
Each of these examples operates (according to pub- 

lic information) using an open-loop control strategy 
in terms of emissions feedback. An adaptive control 
approach (closed loop), such as that employed at sin- 
gle operating conditions by Brouwer et al. [4] and 
Padmanabhan et al. [5], will be required if combus- 
tor performance is to be optimized over the conflict- 
ing demands of a duty cycle. 

Experiment 

Combustor 

The combustor adopted has a variable geometiy 
design, an approach that (for some time) has been 
identified to mitigate pollutant emission (e.g., Hen- 
derson et al. [6] and Bahr [7]). The variable geom- 
etry metallic combustor is shown schematically in 
Fig. 1. This unit retains the 80-mm inner diameter 
(Dc) of previous static geometry experiments [8], 
while incorporating modularity for future studies. 
The total length of the combustion chamber is 3DC. 
The spacing between the quarl and the primary jets' 
centerline is Dc, as is the distance between the pri- 
mary jets' and the secondary jets' centerline. The 
overall layout was selected to be representative of 
gas turbine combustor aerodynamics, provide rela- 
tively clean boundary conditions, be amenable to ac- 
tive control, and exhibit flexibility for future studies. 

Control of the  airflow distribution within the 

2819 
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FIG. 1. Combustor, partial assumbly. 

combustor allows tuning the operation of the com- 
bustor as cycle conditions vary. The unit has two ar- 
ticulators: a swirl flow air restrictor and b a primary 
airflow restrictor. The primary articulator consists of 
two concentric rings. By rotating the outer ring, the 
air distribution is apportioned by the level of overlap 
in the respective slots. 

The swirl articulator consists of two plates drilled 
with matching sets of three 19-mm diameter holes. 
The primary jets consist of six slots nominally 8 mm 
tall and, when fully open, 21 mm wide. The second- 

ary jets consist of six 10.75-mm diameter holes. Ov- 
errestriction of the swirl produces a negative effect 
on the combustor stability and was therefore pre- 
cluded. 

The current study used a production swirl cup 
from a GE/SNECMA CFM-56-3 gas turbine as the 
swirler and fuel injector. The selection of this com- 
ponent was predicated by a operating experience 
within the laboratory [9] and b the advantage of us- 
ing practical hardware as an integral component of 
the model combustor. The atomizer component of 
the swirl cup was a simplex nozzle with a flow num- 
ber of 1.50. 

Duty Cycle 

The duty cycle selected for this study is presented 
in Table 1. The conditions are laboratory represen- 
tations of a typical operational unit. For the present 
experiment, pressure was maintained at 1 atm. The 
fuel used in this study was commercially available 
Jet A. It was assumed that the flow splits are distrib- 
uted in relation to the effective area. Four discrete 
swirl flow settings and six discrete primary jet flow 
settings were established: The swirl had an effective 
area of (X 10-6 m2) 98, 132, 148, and 162; the pri- 
mary jets (X 10-6 m2) 0, 92,184, 367, 550, and 733; 
the secondary jets had a fixed effective area of 
(X 10~6 m2) 487; and the range of airflow distribu- 
tions were 7% to 28%, 0% to 56%, and 35% to 85% 
for the swirl, primary, and secondary airflows, re- 
spectively. 

Emissions Sampling 

For this series of experiments, extractive probe 
measurements were taken. A mixing section com- 
mingled the exhaust gas, allowing for one spatial data 
point to represent the entire reaction. The mixing 
section consisted of a 0.13-m diameter pipe 0.6 m 
long with four baffles to promote mixing with the 
sample taken 0.16 m upstream of the exit. 

Four analyzers were used in the closed-loop tests 
conducted: 02, C02, CO, and NOx. Information 

16TABLE 1 
Duty cycle 

Equivalence 
Ratio Inlet Temp.      Reference Velocity Fuel kg/s AP 

Condition Description <P °C m/s Air kg/s »103 % 

1 Low Power 0.20 93 10 0.049 0.64 0.7-2.4 

2 (Case I) Med. Power I 0.25 93 12.5 0.061 0.98 1.4-6.3 

3 (Case II) Med. Power II 0.25 204 12.5 0.047 0.64 1.1-5.0 

4 High Power 0.30 93 15 0.073 1.40 1.4-6.3 

Jref ' 'm/'p3 Aref where p3 = density of air entering combustor and Aref = cross sectional area of combustor. 
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regarding the analyzers is detailed in Davis et al. [1]. 
Uniformly, the sensors have an accuracy of ± 1% full 
scale, with the lowest possible range used in each 
case (e.g., NO.,, at 100 ppm full scale gives an accu- 
racy of ± 1 ppm). 

Cost Function 

Since improving combustion performance in one 
area (e.g., NO reduction) can degrade performance 
in another (e.g., combustion efficiency), a means of 
quantifying the trade-off is required. In optimal con- 
trol, this is accomplished by establishing a mathe- 
matical representation of the system value in a cost 
function, J: 

] = »eff * /eff + a>NOl * /NOl (1) 

By convention, cost functions are normalized to 
the interval [0,1]. For this series of experiments, 
combustion efficiency and NOj. were weighted by 
ojef{ = 0.667 and and ft)NOv = 0.333. Equal weight- 
ing of each would sacrifice efficiency disproportina- 
tely. The cost functions for effieciency, (/eff) and NO* 
(/NOi), are presented in Fig. 2 and 3, respectively. 
Maximizing/ optimizes performance. 

In selecting the efficiency cost function, the fol- 

lowing criteria were satisfied: (a) significant sensitiv- 
ity in the desired operating range, (b) penalization 
of poor efficiency, and (c) monotonically increased 
value as the efficiency improves. A hyperbola was 
found to suit the requirements. However, to increase 
sensitivity in poor efficiency regimes, a composite 
function was formed. As a result, from 99.8% to 
100% combustion efficiency, the hyperbola is super- 
seded by a linear function (Fig. 2). 

For the NO,, cost function, a proportionally 
heavier penalty at high emissions is appropriate. At 
low NOx levels, changes in the NOx. concentration 
should incur a small penalty and have a minor gra- 
dient. To meet these two criteria, a parabolic func- 
tion was selected to represent the NO,, cost function 
(Fig. 3). It should also be noted that shifting the 
priorities of the cost function will shift the optimal 
region in an equivalent manner. 

Control Algorithm 

The algorithm described here is a hybrid that bor- 
rows from the hill-climbing and downhill simplex al- 
gorithms [10,11], The hill-climbing technique is 
fairly simple: pick the steepest gradient and climb it 
until no more advantage is found and then turn and 
repeat. The downhill simplex methodology is a 
three-point-based algorithm that optimizes in the 
direction opposite of the worst point. 

This hybrid algorithm is a three-point method that 
bases each move on the hill-climbing method, in the 
direction of steepest ascent, but maintains the tri- 
angular base of the simplex method. The step size is 
a function of cost function (e.g., the controller step 
size is increased if during operations the perfor- 
mance improves). The direction of optimization is 
recalculated at each iteration. (Compare this to the 
hill-climbing strategy, which maintains a direction 
for several steps.) Figure 4 highlights the operation 
of the controller. For further detail consult Davis 
[12]. 

Each new step results in only a single new analysis 
of the combustor condition. Because the calculation 
time is mere milliseconds, it is the number of sim- 
plex moves that determine the speed of optimiza- 
tion. The penalty is 45 s for each step. 

The controller described herein has several advan- 
tages over the previously mentioned techniques. 
Due to the perspective provided by the simplex, the 
optimization course is altered at each step. Compare 
this to the hill-climbing technique in which the con- 
troller marches in one direction until no further im- 
provement in that direction is possible. The hill- 
climbing algorithm is very inefficient for cases in 
which the controller must continually change direc- 
tions. Second, the standard downhill simplex will of- 
ten contract the simplex to such a small footprint 
that it can fixate on localized peaks. By forcing the 
simplex  in  the  hybrid  algorithm  to  maintain  a 
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FIG. 4. Operation of the controller, initial "simplex" vs. 
final move. 

minimum size and allowing it to redirect progress to 
the direction of greatest improvement, this short- 
coming is avoided. Third, fewer evaluations are re- 
quired compared to the downhill simplex method. 

Results and Discussion 

Overview 

Of the conditions considered (Table 1), the results 
reveal (for this particular combustor and duty cycle) 
two general response modes: (1) low temperature 
(low preheat or fuel loading) and (2) high tempera- 
ture (high preheat and/or high fuel loading). As a 
result, we direct our discussion to two of the cases. 
The cases selected are at the same equivalence ratio 
(0.25) and reference velocity (12.5 m/s). The differ- 
ing characteristic is the air inlet temperature. Case 
I is preheated to 93°C (200°F) and Case II to 204°C 
(400°F). Case 1 had a response typical of the low 
temperature cases explored. Case II is the high tem- 
perature case considered.    - 

The data are presented in Fig. 5. Case I is the left- 
hand column and Case II occupies the right-hand 
column. The y-axes in the three-dimensional graphs 
are the fraction that the primary jets are open (on 
an area basis). The x-axes show the fractional posi- 
tion of the swirler restrictor. 

The first two graphs reveal the efficiency response 
of the system to geometric variation (A) and the re- 
sulting NO,, concentration, uncorrected for dilution 
(B). The third figure (C) is the cost function plot 
generated from the efficiency and NOT profiles and 
represents the value of the combustor operation. 

The fourth figure (D) is a representative path that 
the controller takes to optimize the combustor per- 
formance. 

The effects of a variable geometry approach are 
complex, because this is not a single input-single 
output system. Altering the state of either of the two 
control mechanisms affects several parameters in- 
cluding swirl intensity, pressure drop across the liner, 
and residence time within the primary and/or sec- 
ondary regions of the combustor. 

Characteristics 

The low-power cases (e.g., Case I) tended to have 
peak operating performance where the primary jets 
are nearly closed. The higher-power cases (e.g., Case 
II) tended to have a broad optimal performance pla- 
teau with the primary and swirl articulators set to be 
less restricted. 

No case was optimal with the primary open over 
0.75. This was due to a reduction in the pressure 
drop, which destabilized the reaction, produced 
strong oscillations, and deterred acceptable burning 
operation (in terms of efficiency and, in some cases, 
Ncy. 

Optimization 

The optimization run for Case I was initially an 
operation in which the primary jets were restricted 
toward the fully closed position. However, a CO dif- 
ference just at the sensor noise threshold (30 ppm) 
diverted the controller to where the swirler was ov- 
errestricted. Nevertheless, as can be seen in the fig- 
ure (left bottom of Fig. 5), the controller successfully 
located the optimal region. 

The hybrid controller, operating without the ben- 
efit of a map, established that optimal performance 
for Case I is associated with the primary jets closed 
more than originally indicated (verified by postrun 
analysis). Analysis reveals that the "END" point for 
Case I (Fig. 5D, left) is just outside of the optimal 
regime. This exploratory excursion reflects the con- 
tinuous efforts of the hybrid controller to seek a level 
of higher performance. (Note: The run was arbitrar- 
ily terminated after a preset number of steps.) 

The higher temperature case, Case II, experi- 
enced a markedly different optimization path. The 
region of optimal performance was relatively broad. 
Thus, the controller voyaged over a wider area, often 
driven by sensor noise. Eventually, the controller 
found the optimal operating regime where the pri- 
mary and swirl restrictors were both open near their 
middle positions (50% open). 

Comparison 

The optimization for Case I was primarily an ef- 
ficiency-driven operation. Only where the primary 
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FIG. 5. Optimization results. 
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jets were fractionally open did the NO,, response 
drive the optimization. There, a barely perceptible 
bowing of the NOr response drove the controller 
toward the swirler at half its maximum effective area. 

Case II has a much broader optimal performance 
envelope. Within this good performance range, the 
controller was able to find a region of slightly better 
performance (3 ppm NOx improvement). Thus, the 
controller was able to find improvement over best 
point in the original mapping. It was found that the 
primary jets should be slightly further open (50% 
versus 40%) than the screening tests suggested. 

Comparison of the Present Controller to the 
Downhill Simplex 

The difference in performance between the con- 
troller developed and presented in the present paper 
and the downhill simplex used in previous studies 
(e.g., [5]) would benefit from a test a using an iden- 
tical system in which a back-to-back comparison was 
performed and b using a duty cycle, since the down- 
hill simplex has been tested at single loads. This not- 
withstanding, several generalizations can be made: 

1. The traditional downhill simplex should be less 
sensitive to sensor noise because of the need of 
the derived algorithm to calculate gradients (ver- 
sus abandoning the worst point). 

2. The present controller did not get "stuck" during 
any of the optimization runs. Thus, the present 
controller might prove more robust in conditions 
when encountering less-than-optimal hills in the 
response profile. Other combustion optimization 
studies (e.g., [5]) were forced to periodically re- 
start the downhill simplex algorithm. 

3. Overall, the present controller performed well, 
but less than perfectly. All runs were diverted by 
sensor noise and were not able to achieve the 
optimal geometric configuration without a de- 
tour. 

4. Like the downhill simplex, the present controller 
employs a marching algorithm (sequential opti- 
mization). Thus, it can learn from previous steps 
versus a converging area search (such as that used 
by the Monte Carlo method), which would not 
be precluded from entering an unstable region 
(e.g., with the primary open >75%). 

Summary and Conclusions 

Summary 

The geometric articulation scheme used in this 
study provided sufficient response and resolution for 
the optimization of a broad range of loadings. While 
each loading required a distinct optimal geometric 
configuration, the controller successfully optimized 
for all cases. 

Higher-temperature cases possess a broader op- 
timal operating range than the cases with reduced 
preheat and/or fuel loading. Lower-temperature 
cases, as per the cost function chosen, were primarily 
efficiency-driven operations with narrow peak op- 
erating regions. 

Conclusions 

1. The variable geometry mechanism produces a 
near-monotonical response that is well suited for 
optimization. For the geometrical manipulation 
employed in this study, the global peak was read- 
ily approachable. This not only simplified the op- 
timization problem but also resulted in the algo- 
rithm exploring areas of interest in detail, since it 
traversed repeatedly the optimal region. 

2. Gas turbine combustion is a prime candidate for 
successive optimal control. Due to stability limits, 
a random searching algorithm would not have 
been an acceptable choice because of the possi- 
bility of reaction extinction. However, as a result 
of the well-behaved response from the articula- 
tion, a successive optimization controller proved 
to be a quick and dependable optimization 
scheme. 

3. Certain geometric configurations can be pre- 
cluded from the control portfolio. In a practical 
application, it will be justified to preclude the 
controller from access to specific configurations 
that are proven to yield degraded performance. 
Examples in the present case include a to fully 
close the primary jets and b provide the option 
to open the primary jets greater than 75%. 

4. The hybrid control algorithm proves extremely 
successful in optimizing the combustor over the 
duty cycle. The derived algorithm proved effi- 
cient in terms of cycles to reach the optimal op- 
erating region and effectiveness in reaching the 
optimal region. It was also able to fine-tune the 
location of the peak operating regime. 

5. Excessive articulation can inhibit stability. Exces- 
sive constriction of the swirl airflow and full open 
primary jet articulation can both destabilize the 
reaction. In the present case, the controller suc- 
cessfully avoided the regions of instability be- 
cause the unstable regions coincided with poor 
combustor operation. A sensor for instability, and 
the inclusion of instability in the control algo- 
rithm, would be prudent for practical applica- 
tions, particularly where public safety is a factor 
(e.g., propulsion). 
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COMMENTS 

Prof. Claudio Bruno, University of Rome, Italy. How de- 
pendent on the particular shape of the J function is the 
optimization? Can you quantify this, since J is, to all prac- 
tical effect, arbitrarily (even though reasonably or plausi- 
bly) chosen? 

performance from the start point. In summary, by remov- 
ing engineering and regulatory insight in the specification 
of the cost function, emissions performance is degraded at 
all loadings. 

Author's Reply. The design of the cost function (J) is an 
important engineering consideration. The selection of the 
weighting functions determine the importance of each vari- 
able whereas the component cost functions, Jefj and JNox. 
determine the shape of the optimization "surface." Altering 
any element of the function shifts the region of peak per- 
formance. Thus, the cost function for any given application 
will be system and regulation specific. 

A quantitative example is to replace the two given cost 
functions with linear functions over the same intervals as 
shown Fig. 3 and Fig. 4. Further simplification is to weight 
both functions equally. Under this scenario, the optimal 
region for both operating conditions expand. The low 
power case experiences less aggressive optimization with 
lower combustion efficiency at the "optimized perfor- 
mance" (and a negligible change in NOx performance). For 
the high power case, the expansion of the optimal region 
precludes the controller from attaining improvement in 

Mark G. Allen, Physical Sciences Inc., USA. Could you 
please comment on the practicality and industry accep- 
tance of air dilution jets as control actuators in aeropro- 
pulsion gas turbine engines? 

Author's Reply. The strategy employed in the present 
application should be viewed as an air proportioning con- 
trol that affects mixing for a given load. For other appli- 
cations, different approaches can be implemented to affect 
air proportioning without the use of air dilution jets. As in 
the present case, some form of variable geometry is re- 
quired. 

Industry is receptive to variable geometry if (1) reliability 
is assured, and (2) the performance gains justify the com- 
plexity and associated cost. The first application is expected 
in stationary units. Application to propulsion units, where 
safety and reliability require more scrutiny, will likely fol- 
low. 
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SPATIALLY SELECTIVE CHEMISTRY CONTROL IN AN OIL-BURNING 
FURNACE: A NEW METHOD TO REDUCE NO* EMISSIONS DEVELOPED 

THROUGH COMBINED THREE-DIMENSIONAL LASER DIAGNOSTICS 

ANDREAS LUCZAK, SEBASTIAN EISENBERG, MICHAEL KNAPP, HARALD SCHLÜTER 
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In contrast to many laser diagnostic activities in combustion that are dealing with more fundamental 
problems, the results presented here lead to a considerable improvement of combustion in a commercial 
oil-burning furnace (i.e., to an NO reduction of roughly 50%). New methods are combined to yield a laser 
diagnostic method that allows a more intelligent design of the fuel/air injection system. Planar laser-induced 
fluorescence (PLIF) in combination with intensified 12-bit CCD camera technology is used to findpositions 
in the mixing device in which small portions of exhaust gas are guided directly to localized hot areas in 
the flame where NO formation is highly enhanced to achieve a spatially selective cooling of the flame. All 
PLIF measurements are carried out by averaging over several hundred laser shots using a pulsed tunable 
KrF* excimer laser operating at 248 nm. These averaged data offer the possibility to interpolate between 
different two-dimensional images to obtain three-dimensional results of the qualitative distribution of OH, 
pyrolized fuel, and NO. Spatially selective NO-tracer seeding is applied in order to follow the gas flow 
across the flame front. By pulsing the NO gas tracer the flow velocity is determined. 

Introduction (German patent # DE 44 16270 Al) to optimize 
combustion by spatially selective seeding of sub- 

The reduction of NO in oil-burning furnaces is stances that avoids this problem was succesfully tried 
one of the major aims of producers of such devices for the first time. This method is a new laser diag- 
because emission laws today concentrate on this nostic approach that allows spatially selective control 
compound, which is difficult to eliminate. Actually, 0f chemistry in turbulent combustion based on (1) 
the development of new combustion devices has the knowledge of three-dimensional spatial distri- 
reached a level where only a detailed knowledge of buttons  of different species  (e.g.,  fuel,  oxygen), 
the combustion process (this holds, in particular, for which are obtained by LIF and Raman measure- 
the molecular and temperature distributions and the ments, (2) the influence of injection geometry on the 
flow field inside the flame) allows a substantial re- flow field (i.e., the knowledge of the path of the gas 
duction of these emissions. Especially in liquid-fu- from the point of injection through the turbulent 
eled spray flames, the combustion depends on many flow field, which is visualized using tracer LIF, and 
different parameters such as the injection geometry, (3) local chemistry modification of the flame, by, for 
which influences the efficiency of vaporization and example, spatially well-directed injections of fuel, 
the quality of the turbulent fuel/air mixing process. oxygen, or exhaust gas. Because this yields a spatially 
A well-known method to reduce NO,, emissions is selective control of chemistry by using a tracer to 
the recirculation of exhaust gas, which reduces the monitor the flow field, the method is called tracer- 
temperature and therefore the NO formation. Un- activated chemistry control (TACC). Here, we re- 
fortunately, the efficiency of this method is limited port on the application of TACC to reduce NO,. 
by the maximal possible quantity of recirculated ex- emission in a domestic oil-burning furnace (30 kW), 
haust gas, since flame instabilities and flame blowout Despite the experimental difficulties caused by 
can occur if the burner is operated with too high strong interfering emissions of soot, aromatic hydro- 
recirculation rates. In this study, a patented method carbons, and fuel droplets, selective detection of the 
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FIG. 1. Schematic diagram of the complete test rig show- 
ing the optical arrangement. 

species H20, 02, OH, NO, and fuel is possible even 
in an oil spray flame [1-3]. In this study, the transient 
reaction intermediate OH and highly excited 02 (v 
= 6) are detected by laser-induced predissociative 
fluorescence (LIPF). NO that is formed inside the 
flame and that seeded as a tracer gas was detected 
via the A <— X (0 <— 2)-band laser-induced fluores- 
cence. Besides thermally excited NO («" = 2) at 248 
nm, vibrationally cold NO (v" = 0) was excited with 
226 nm laser light. For this purpose, a Raman cell 
filled with hydrogen was used to convert part of the 
248-nm laser light to 226 nm, as described by Dreier 
et al. [4]. The possibility of detecting NO via the A 
<— X (0 <r- 2)-band using a KrF laser was described 
by Frodermann et al. [5]. Examples of NO detection 
in a combustion engine are given in Refs. 6-8 (de- 
tection scheme: A <— X [0 <— 2]) and 9 and 10 (de- 
tection scheme: A <— X [0 <— 0]). Both detection 
methods offer the advantage that the usually strong 
absorption of combustion intermediates that occurs 
at the short wavelength of ArF" lasers (detection of 
NO via the D state) inside an oil spray flame [1] is 
avoided. Nevertheless, it is still possible to detect 
NO via the D state in domestic gas burners in which 
the laser absorption is rather low [11]. The strong 
temperature dependence of the NO LIF intensity 
with an excitation wavelength of 248 nm usually 
makes quantitative measurements more difficult. 
This disadvantage turns into an advantage if NO for- 
mation areas should be visualized. Since in boilers 
the NO is produced mainly by the Zeldovich mech- 
anism [12], NO is predominantly formed in ex- 
tremely hot areas and the detection of vibrationally 
excited NO mainly visualizes those areas. On the 
other hand, the temperature insensitivity of the NO 
detection at 226 nm proved to be advantageous for 
the detection of NO seeded as a tracer gas. 

All resulting images are averaged over several hun- 
dred laser shots. Despite the strong turbulence in 
the flame, this results in highly reproducible spatial 
species distributions that depend strongly on the ge- 
ometry of the fuel/air injection and mixing system 
[1,2], The discrimination against broadband emis- 
sions from combustion intermediates is achieved by 
subtracting averaged images with the laser wave- 
length on and off the relevant molecular resonance 
[1]. It turned out that because of the highly asym- 
metric character of the flame, it is not enough to 
measure only in the central horizontal plane as in 
previous studies. Instead, three-dimensional distri- 
butions were obtained by interpolating between sev- 
eral different cross sections of the flame. It should 
be emphasized that the averaged data were not 
quantified, since the qualitative interpretation is suf- 
ficient, in the present case, to modify the mixing de- 
vice and to reduce NOj. emission. 

The Raman measurement technique proved to be 
very worthwhile in obtaining quantitative data in 
combustion systems (i.e., hydrogen flames) [13,14]. 
Grünefeld et al. [15] demonstrated that Raman mea- 
surements are possible even in hydrocarbon spray 
flame with strong interfering LIF emissions if polar- 
ization features are used appropriately. The concen- 
trations of the majority species and the temperature 
obtained from Raman measurements inside the 
burner investigated in this study are given in Ref. 3. 

Experimental 

The experimental setup with boiler, optical ar- 
rangement, laser beam, and camera is shown in Fig. 
1. A horizontal spray flame (about 15 cm long) is 
generated by a fuel/air mix operating at athmosperic 
pressure with a heat output 24 kW and consisting of 
a fuel injector nozzle and a baffle plate (cb 6 cm) with 
four radial slits. The burner is fueled with iso-octane 
instead of heating oil to reduce interfering fluores- 
cence of aromatic hydrocarbons. Previous experi- 
ments [16] showed that the use of iso-octane is 
justified for investigations of basic behavior of the 
burner. More details of the burner are given in Refs. 
2 and 16. The laser light was generated by a tunable 
pulsed KrF° excimer laser (200 mj/pulse at 248 nm 
with a bandwidth of 0.2 cm-1 and a pulse duration 
of 20 ns). The laser beam was spread by cylindrical 
lenses to a sheet of approximately 10 cm width and 
2 mm height. The fluorescence is imaged by an in- 
tensified, Peltier-cooled 12-bit CCD camera system 
(LaVision) equipped with a UV objective (UV Nik- 
kor, 105 mm, f/4.5). To discriminate the laser-in- 
duced fluorescence against natural emission of the 
flame, the opening time of the camera is reduced to 
100 ns and is synchronized with the laser pulse. To 
adjust the section of the flame penetrated by the 
laser light, the entire combustion chamber, both 



NO,. REDUCTION BY LASER DIAGNOSTICS 2829 

100 - 

Emission wavelength [nm] 

FlG. 2. NO emission spectrum obtained inside the spray 
flame. The A2X+ <- X2/? (0 <- 2) band is excited. Rayleigh 
and Mie scattered light on the laser wavelength at 248 nm 
is suppressed using adequate Altering. 
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FIG. 3. OH distribution showing different two-dimen- 
sional slices in the three-dimensional space. The lowest val- 
ues are not plotted. 

burner and boiler, could be slid horizontally and ver- 
tically. By interpolating between the averaged data 
of two-dimensional images obtained at different po- 
sitions, a three-dimensional data set was obtained. 
The data can then be visualized at any cross section 
through the three-dimensional volume. 

The LIPF technique is applied for the detection 
of the OH molecule. The A2I+(«' = 3) <- X2/7(u" 
= 0) transition was excited via the Pi(8) excitation 
line. To discriminate against disturbing interfering 
fluorescence of pyrolized fuel, two dielectric mir- 
rors, centered around 300 nm with a bandwidth of 
about 20 nm are used for the OH detection and a 
background substraction is performed by tuning the 
laser both on and off the excitation resonance of the 
corresponding species. The images obtained with 

the laser tuned off resonance yield the distribution 
of pyrolized fuel [1] and are analyzed here to obtain 
information about the spray characteristic of the in- 
jector nozzle. Experiments showed that the iso-oc- 
tane itself that was used here yielded no LIE 

Since the A2I+ <- X2J7 (0 <- 2) band of NO can 
only be excited with wavelength located at the short 
wavelength side of the laser's tuning range, the op- 
tical components of the laser had to be adjusted very 
carefully. Detailed information about the excitation 
of this transition by a KrF° laser is given in an earlier 
study [5]. Analyzing the emission spectrum obtained 
by exciting the A2Z+ <- X277 (0 <- 2) band (Fig. 2) 
shows that almost no interfering emissions are ob- 
tained at short wavelength (220-240 nm) compared 
to long wavelength emissions, which also partly over- 
lap with Raman branches (especially the N2 branch) 
and LIPF emissions because of Oa excited by the 
broadband part of the laser radiation. Consequently, 
only the short wavelength emissions were detected 
using two dielectric mirrors centered around 235 nm 
with a bandwidth of 20 nm. Because of other inter- 
fering light from Rayleigh and Mie scattering, an ad- 
ditional dielectric filter that blocks the laser wave- 
length was mounted in front of the camera system. 
While the strong temperature dependence of the 
A2£+ <— X2i7 (0 <— 2) transition is more suited to 
localize hot areas of thermal NO formation, the de- 
tection of NO as a tracer gas for flow field visuali- 
zation is performed via the relatively temperature 
insensitive A2Z+ <- X2!! (0 <- 0) transition at 226 
nm. For this purpose, the laser beam is focused into 
a Raman cell filled with H2 generating several stokes 
and antistokes Raman emissions. The usable energy 
of the first antistokes Raman line at 226 nm of ap- 
proximately 200 ß] proved to be sufficient for the 
NO detection since the vibrational ground state of 
NO is strongly populated and therefore the detected 
flourescence (e.g., 0 —> 1, 0 —> 2) is strong compared 
to the broadband emissions. The Rayleigh line was 
suppressed by a dielectric filter. As described pre- 
viously, a background substraction was applied. Ac- 
cording to an excitation-emission spectrum obtained 
using a spectrograph in front of the camera system, 
interfering LIF from hot 02 could be neglected. 

Results 

The spatial distributions of different molecules are 
described by the coordinate system in Fig. 1 with 
the flame burning in the x-direction. All results are 
presented in the form of several two-dimensional 
images in the y-z plane with different distances x 
from the mixing device according to Fig. 1. The LIF 
intensity is given as gray values, indicated by the cor- 
responding gray scales given in the images. 

OH 

The density of the transient intermediate OH is a 
very good measure for the local reactive activity. 
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FIG. 4. Two-dimensional image of pyrolized fuel ob- 
tained directly behind the mixing device, indicating the 
spray characteristic of the injector nozzle. 
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FIG. 5. Comparison of temperature distribution result- 
ing from Raman measurements (a), NO signal resulting 
from the excitation of the A2E+ <- WII (0 <- 2) band (b), 
and NO signal obtained by exciting the A2E+ <— J?II (0 <- 
0) band (c). 

Much activity occurs mainly where good mixing of 
air and fuel took place and produced an ignitable 
mixture. Since the quality of mixing is largely de- 
pendent on the amount of turbulence in the flow, 
one aim in designing new burners is to generate a 
reactive flow that is as turbulent as possible. Impor- 
tant auxiliary conditions are, in particular, the avoid- 
ance of a stoichiometric fuel-air mixture (NOx prob- 
lem) and/or overrich mixtures (soot problem). 
Figure 3 shows the averaged distribution of OH de- 
tected by LIPF. To visualize the area of high reactive 
activity only the higher values are plotted. The in- 
fluence of six mechanical guide braces inside the 
mixing tube is easy to recognize: The arrangement 
of these six braces produces a star-shaped combus- 
tion structure near the mixing tube (x £ 2 cm) be- 
cause of improved turbulent mixing of fuel and air. 
The maximum reactive activity is reached 6 cm be- 
hind the mixing tube. The center of combustion is 
slightly shifted to negative (/-values. This can be ex- 
plained by an asymmetric injection of the fuel (see 
results of pyrolized fuel in the following section). 

Pyrolized Fuel 

By tuning the laser off the OH or 02 resonances, 
pyrolized fuel is visualized [1]. The resulting image 
obtained by a two-dimensional measurement inside 
the flame 2 cm behind the mixing device is shown 
in Fig. 4. The highly asymmetric structure is caused 
by the asymmetric spray characteristic of the injector 
nozzle due to a partial blockage in the spray channel 
inside the injector nozzle. It can be seen that fuel is 
not homogeneously distributed over the flame but is 
injected with the spatial characteristic of several fuel 
jets. 

NO 

As mentioned previously, the main NO formation 
path in oil-burning furnaces is determined by the 
temperature-sensitive Zeldovich mechanism [12]. 
This is substantiated by comparing the temperature 
distribution (obtained via Raman measurements [3]) 
in Fig. 5a with the NO signal obtained by exciting 
the A2I+ <- J?-n (0 <- 2) band in Fig. 5b: The area 
of high NO formation coincides with the area of high 
temperature with respect to the y and z values. Note 
that despite the rotational symmetry of the mixing 
device, this area is mainly located in the central hor- 
izontal plane. Like the OH distribution, it is shifted 
to negative y values. The distance of the maximal 
NO formation from the mixing device (x value) is 
slightly larger than that of the maximum of temper- 
ature because thermal NO formation depends not 
only on temperature but also on the residence time. 
Since the x direction is the mean flow direction, the 
residence time increases with increasing x values. At 
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FIG. 6. Distribution of the tracer 
NO premixed with the combustion 
air (a) and seeded at different posi- 
tions indicated by a white circle (b). 
The white rings mark the outline of 
high combustion intensity (OH sig- 
nal). 
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FIG. 7. Dependence of NO emission on recirculation 
rate. In this study, nitrogen was used instead of exhaust gas. 

x values > 10 cm, the NO signal decreases again 
despite the still-increasing residence time. This can 
be explained by the detection of vibrationally excited 
NO (v" = 2). This causes a decreasing NO signal 
due to decreasing temperature and therefore lower 
population of the higher-lying quantum states. 

If the A2S + <- X277 (0 <- 0) band of NO is excited 
by 226 nm laser light, the distribution given in Fig. 
5c is obtained. Since the temperature dependence 
of this excitation is very different because ground 
state NO is detected, the NO signal also increases 
with increasing x at x values > 10 cm. In addition, 
NO is recognizable in the outer region at x = 0 cm, 
which is part of the relatively cool recirculated ex- 
haust gas. The small areas of high NO concentration 
in the central region at x ?= 0 cm, which cannot be 
seen in Fig. 5b, presumably originates from the ig- 
nition flame that is located directly at the baffle plate. 
At this position, the NO is quickly cooled by the cold 
combustion air and the evaporating fuel so that it 
cannot be detected using the A2£+ <- X2/? (0 <- 2) 
band. 
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FIG. 8. Sequence of isosurfaces 
acquired at different time delays af- 
ter the start of NO tracer gas pulse. 
The temporal distance between the 
serially numbered pictures is 3 ms. 

Recirculation 

Conventional Flame Cooling 

A well-known method to reduce NO,, emissions is 
to recirculate exhaust gas to the combustion air, 
which reduces combustion intensity and therefore 
temperature and NO formation. By seeding NO as 
a tracer to the recirculated exhaust gas and detecting 
this NO by LIF subsequently in the flame, the ex- 
haust-gas distribution over the flame can be visual- 
ized. The signal caused by thermal NO formation is 
small compared to the tracer NO signal and can be 
neglected. Figure 6a shows such a distribution of the 
recirculated gas within the flame when it is mixed 
with the combustion air without spatial selectivity. 
The white rings in the figure indicate the area of 
active combustion obtained from the OH distribu- 
tion of Fig. 3. It is obvious that only a small fraction 
of the exhaust gas reaches the hot area of high NO 
formation, which implies that a large amount of ex- 
haust gas is required to achieve a sufficient NO re- 
duction. On the other hand, a large amount of ex- 
haust gas leads to flame instabilities and finally to 
flame blow off. 

Spatially Selective Flame Cooling 

With NO tracer seeding by a small tube ((b 1.5 
mm) at a well-defined spatial position, it is possible 
to investigate the flow of exhaust gas through the 
turbulent flow field. Figure 6b shows how NO is dis- 
tributed over the flame for different injection posi- 
tions. The injection position is indicated by a red dot 
in the figure. Injection of exhaust gas according to 
the lower right picture of Fig. 6b will mainly reach 
the hot area in the flame and thus allows selective 
cooling of the flame in this area of high thermal NO 
formation (for comparison see the temperature and 
NO distribution of Fig. 5). LIF measurements of 
NO at the end of the flame at x = 12 cm and a 
commercial exhaust-measuring instrument showed 
that NO,, can be reduced with a very low exhaust gas 
recirculation rate of 6% (excess air: 25 dm3/min ex- 
haust gas) up to 50% (conventional recirculation: 
20%, Fig. 7). 

Besides the method described previously, we want 
to present another laser diagnostic technique that 
could be useful in improving combustion systems: 
Using time-resolved tracer LIF, it is possible to trace 
the trajectory of a short NO tracer gas pulse through 
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the flame. The position of the pulse inside the flame 
can be visualized by contouring the NO density at 
the proper density level to show the surface of the 
pulse. A sequence of these surfaces with constant 
density (i.e., isosurfaces) obtained at different time 
delays after the beginning of the pulse (i.e., the mo- 
ment of the opening of a solenoid gas valve with an 
opening time of approximately 5 ms) is given in Fig. 
8. The mean velocity of the tracer gas pulse and 
therefore the flow velocity in this area of the flame 
was found to be roughly 16 m/s. The results of the 
time-resolved tracer LIF can be improved easily by 
using a gas valve with a shorter opening time. With 
this method, additional information on the charac- 
teristic of the flame can be obtained. Therefore, it is 
possible, for example, to investigate the influence of 
modifications of the mixing device on the flow ve- 
locity in different areas of the flame. 

Summary and Conclusions 

A patented method to actively control chemistry 
in turbulent combustion (in this case, to reduce NOT 

emission) was successfully tested. The study showed 
that the method of nonintrusive laser measurement 
described in this paper is able to provide qualitative 
information on the distribution of molecular species 
(OH, fuel, NO) that are important to combustion. A 
comparison of the measured species distributions 
obtained by different spectroscopic techniques 
yields a detailed view of the flow field, combustion, 
and formation of pollutants (i.e., NO) inside the 
flame. Localizing areas of high NO formation and 
applying the tracer gas seeding technique yielded an 
NOj. reduction by a factor of two by a spatially se- 
lective cooling of the flame by exhaust gas recircu- 
lation. A simple method to determine flow velocity 
is used by pulsing the NO gas tracer and detecting 
NO LIF with temporal resolution. These results 
showed that laser diagnostics comprise a promising 
tool to optimize combustion. 
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COMMENTS 

Michael Drake, General Motors R&D, USA. This ap- 
proach works only if the hot spots remain in the same lo- 
cation over long periods of time and for all operating con- 
ditions. Experimentally, do you find this to be true in your 
furnace? 

Author's Reply. The hot spots remained in the same lo- 
cation for several hours of operation of the burner which 
is normally operated at only one operating condition (= 
one load). Over longer periods of time this couldn't be 
checked since we installed a new burner after the experi- 
ments were finished. 

/. Wolfrum, Universität Heidelberg, Germany. Could 
you determine absolute NOx concentrations in your exper- 
iments? 

Author's Reply. For our purpose to visualize areas of 
high thermal NO formation it was not necessary to deter- 
mine absolute NOx concentrations. 
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ACTIVE INSTABILITY CONTROL WITH DIRECT-DRIVE SERVO VALVES IN 
LIQUID-FUELED COMBUSTION SYSTEMS 

C. HANTSCHK, J. HERMANN AND D. VORTMEYER 

Lehrstuhl B für Thermodynamik 
Technische Universität München, Germany 

Self-excited combustion instabilities originating from a feedback loop between the heat-release rate and 
the acoustics in the combustion chamber can cause undesirable large pressure fluctuations. One possible 
approach to attenuate these oscillations is the anticyclical injection of liquid fuel at the frequency of the 
instability. 

Servo valves are possible actuators for this active instability control (AIC). They induce pressure oscil- 
lations in the fuel supply system, which lead to the desired modulation of the injected fuel flow rate. The 
direct-drive valve (DDV) used in this paper is applicable at frequencies of up to 450 Hz. 

The pressure modulation with the DDV shows resonance frequencies at which large pressure modu- 
lations are induced. For the AIC, the modulation has to take place at the frequency of the combustion 
instability. Best results can be obtained if the fuel line is tuned so that one of the resonances has the same 
frequency as the instability to be attenuated. 

With the tuned fuel supply system, the efficiency of the AIC with the DDV can be improved consid- 
erably. In a liquid-fueled turbulent spray combustor showing a self-excited combustion instability with 
sound pressure amplitudes reaching 153 dB at the frequency of the instability, the latter could be reduced 
by 30 dB. For the whole spectrum, the sound level was decreased by 9 dB. 

Introduction 

Self-excited combustion instabilities are caused by 
an interaction between the heat-release rate of the 
flame and the acoustics in the combustion chamber. 
Fluctuations in the heat release lead to fluctuations 
of the pressure, thus exciting the acoustics [1-4]. If 
the Rayleigh criterion [5] is fulfilled, a closed loop 
with positive feedback is established, resulting in a 
strong amplification of the pressure amplitudes. This 
often leads to intolerable high mechanical and ther- 
mal loads of the combustion chamber and secondary 
components [6-8]. The suppression of these oscil- 
lations is thus an important task. 

Measures for the attenuation of combustion oscil- 
lations can be divided into active and passive mea- 
sures [9]. The latter ones mainly consist of geomet- 
rical modifications of the combustion chamber or 
sound absorbing devices and Helmholtz resonators. 
Active methods make use of a measured signal, char- 
acterizing the pressure- or heat-release oscillation. 
This signal is suitably phase shifted, amplified, and 
then transmitted to an actuator device, which causes 
an anticyclical modulation of one of the relevant 
quantities in the self-excitation feedback loop, for 
example, the rate of fuel that is injected [2,9,10]. 

Besides piezo actuators [11,12], possible devices 
for modulating the flow rate of the injected fuel in 
liquid-fueled spray combustors are rapid action 
valves, for example, servo valves. The disadvantage 

of conventional servo valves is that, because of their 
limited frequency response of up to 150 Hz, they 
can only be applied to controlling low-band com- 
bustion instabilities [13]. As will be shown in this 
paper, modified valves can be applied within a con- 
siderably wider frequency range of up to 450 Hz and 
together with an acoustically modified fuel supply 
system are important actuators for the active control 
of self-excited combustion instabilities. 

Investigation of the Pressure Modulation 
by the DDV 

The direct-drive valve (DDV) by MOOG-Ger- 
many used for the conducted experiments is a valve 
that has been modified by a number of technical 
measures. In contrast to customary valves, for which 
maximum frequency usually does not exceed 150 
Hz, the DDV's frequency range reaches up to 450 
Hz because of these measures [14]. The spool strikes 
in both directions from an adjustable neutral posi- 
tion. At a pressure drop of 70 bar, the rated flow of 
the valve is 0.001 m3/min. The actual valve fuel flow 
rate is a function of the spool position, that is, the 
free cross-sectional area in the valve. 

The DDV is equipped with a linear variable dif- 
ferential transformer (LVDT), providing a voltage 
signal that is linearly proportional to the position of 
the spool. The measured frequency response curve 

2835 
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FIG. 1. Measured frequency response curve of the 
DDV's LVDT signal in relation to the input command sig- 
nal. 

of the DDV's LVDT signal in relation to the input 
command signal is shown in Fig. 1. 

Modulation of the free cross-sectional area leads 

to a modulation of the fuel mass flow rate mc(t) 
across the valve, which causes pressure fluctuations 
in the fuel supply line that are superimposed on the 
constant pressure pp provided by the pump. These 
fluctuations generated in the valve excite the acous- 
tics in the fuel line, causing an acoustic pressure 
field. The amplitudes in this field depend on the fre- 
quency of the excitation and are greatest when a res- 
onance frequency in the fuel line is excited. In the 
static case, the mass flow rate across the injector noz- 

zle rhN(t) is proportional to the pressure fluctuation 
in front of the nozzle p^(t): 

m% « pN or [rhN + mN(t)]2 <* pN + pN(t)     (1) 

In our case, Eq. (1) is also valid for the dynamic 

situation with a fair amount of accuracy, as will be 
shown later. Because of the importance of the res- 
onances for the AIC, their effect is more closely in- 
vestigated. 

To obtain information about the frequency depen- 
dence of the pressure oscillations in front of the noz- 
zle, or in other locations, the transfer function be- 
tween the LVDT signal of the DDV and the 
measured pressure signal at the particular location 
is determined. The DDV is driven by an input volt- 
age from a function generator with an amplitude of 
2.5 V. Pressure transducers measure the pressure 
fluctuations pt(t) at a location i in the fuel line. The 
frequency of the input voltage Uin(t) is modulated 
continuously from 0.1 Hz to 700 Hz and the LVDT 
signal ULVDT(t) and the particular pressure signal 
pi(t) at location i are recorded simultaneously. The 
transfer function T,( jffl) is then obtained in dividing 

the calculated spectrum p{(jco) by ULVDT(jco): 

Ti(jco) = pt(jw)/ULVDT(jco) (2) 

Averages of M measurements are taken, using the 
cross and auto power density spectra of the signals 

[15]. 
The apparatus used to obtain the transfer function 

is shown in Fig. 2. It consists of the fuel pump, a 
pipe Li (3000 mm long, inner diameter 6 mm) con- 
necting the pump with the DDV and a second pipe 
L2 (2000 mm long, inner diameter 6 mm) from the 
DDV to the atomizer injector nozzle (2.5 USG 60° 
by STEINEN). At the pump operating pressure pp 

of 20 bar, an average fuel mass flow (diesel) of 11.75 
kg/li is obtained. The pressure py{t) in front of the 
DDV piston and p2(t) in front of the atomizer nozzle 
is measured (see Fig. 2). 

The transfer functions T^jco) and T2(jco) accord- 
ing to Eq. (2) are shown in Figs. 3a and 3b. (They 
were obtained without the inserted plenum chamber 
in Fig. 2.) Only the amplitudes of the transfer func- 
tions are shown; the phases are of minor importance 
here. 

Plenum 
Chamber 

Length Unit: [mm] 

FIG. 2. Experimental setup of the 
fuel supply system. The inserted ple- 
num chamber is introduced in the 
experiments described in the section 
"Acoustic Decoupling" and the fol- 
lowing sections. 
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FIG. 3. a. Amplitude of the transfer function T^jco) for 
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FIG. 4. a. Amplitude of the transfer function T^jco) for 
the pressure measured in front of the DDV with the ple- 
num chamber inserted in the fuel line. b. Amplitude of the 
transfer function T2(jco) for the pressure in front of the 
nozzle with the plenum chamber inserted in the fuel line 
(pipe length L2 = 2 m). 

The amplitude of T^jffl) shows resonance peaks 
at 32 Hz, 198 Hz, and 392 Hz. These are the reso- 
nance frequencies of pipe Lj corresponding to its 
length. ti(jm) also shows several peaks between 450 
Hz and 600 Hz that probably originate from acoustic 
influences by the pump. The shape o£T2(jw) shows 
two resonance peaks at 298 Hz and 612 Hz, but the 
influence of the pipe L: can be seen: At frequencies 
that are strongly excited in pipe Lx (such as the res- 
onance frequencies 32 Hz, 198 Hz, and 392 Hz), the 
amplitude transfer function T2( jco) exhibits signifi- 

cant declines. We therefore suppose that resonances 
in pipe Iq tend to decrease the pressure oscillation 
response to the DDV's acoustic excitation in pipe L2. 

Acoustic Decoupling 

An approach to the problem is an acoustic decou- 
pling with the aim to make the acoustics in the two 
pipes independent of each other. This is achieved by 
an abrupt widening of the cross section in pipe Lh 

in front of the DDV. A cylindrical plenum chamber 
is inserted into the fuel supply line Lh separating 
pump and valve (see Fig. 2). The overall length of 
pipe Li from fuel pump to DDV is then 3196 mm. 
This plenum chamber drastically reduces the influ- 
ence of the acoustics in pipe Lx on those in L2, as 
shown in the following experiments. The transfer 
functions Ti(jco) and Tz(jco) under the given condi- 
tions are obtained as described previously. They are 
presented in Figs. 4a and 4b. 

The shape of T2(/co) in Fig. 4b shows approxi- 
mately the same resonances as in Fig. 3b. The influ- 
ence of Li on the resonance frequencies in L2 is 
small. In contrast to Fig. 3a, the transfer function 
Ti(jco) in Fig. 4a reaches only small amplitudes in 
the considered frequency range and no longer shows 
the resonance peaks at 32 Hz, 198 Hz, and 392 Hz. 
According to this, T2(jco) in Fig. 4b no longer exhibits 
the collapses in amplitude at 32 Hz, 198 Hz, and 392 
Hz that can stiU be seen in Fig. 3b. In Fig. 4b, the 
amplitudes of T2(jco) at these frequencies are in- 
creased by up to 40%. The tuning for the AIC can 
now be accomplished by only considering pipe L2 

and without having to take into account the negative 
effects of other upstream parts of the fuel line. 

Tuning of the Fuel Line 

To take advantage of the resonance frequencies 
for the AIC, the length of L2 must be adjusted such 
that one of the resonance frequencies of the pipe 
corresponds to the frequency of the self-excited 
combustion instability [11,12]. Therefore, first the 
acoustic boundaries are determined experimentally 
according to Ref. 12. If the acoustic waves in the 
pipe are considered as plane waves, they are re- 
flected at the boundaries of L2 (DDV and nozzle) in 
a characteristic manner, which can be described by 
the complex reflection factor r. 

r=r-d*= £reflected/Eincident for 0 < r < 1       (3) 

It consists of an absolute value r and a phase value 
f and is defined as the ratio between the complex 
amplitudes of the reflected wave preflected and the 
incident wave pincident: 

at the boundary condition ac- 
cording to Eq_(3). Usually, the reflection factor is 
frequency dependent. 

It can be shown [12] that for a pipe with the nat- 
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FIG. 5. a. Amplitude of the transfer function f2(/'a>) for 
the pressure in front of the nozzle with the plenum cham- 
ber inserted in the fuel line and a lengthened pipe L2 = 
5 m. b. Amplitude of the transfer function T2(ja>) for the 
pressure in front of the nozzle with tuned pipe L2 

= 

2.392 m. 

ural frequencies fi,fz, ■ ■ -fn 
and low flow velocities 

(Ma = 0), the following equation applies for the fre- 
quency-dependent phase values <PDDV 

and ^Nozzle: 

fDDvifn)   +   ?>Nozzle(/n)   =   (/„ ' 2L/c  -  n) 

■ 2n = cpz(fn) (4) 

where c stands for the speed of sound in the pipe. 
fz denotes the sum of the phase values <pz = <PDDV 

+   ^Nozzle- 
If the resonance frequencies of a pipe with given 

length L are known, then for each one a correspond- 
ing <pz can be calculated from Eq. (4). These tpz val- 
ues can be used as interpolation nodes for fitting a 
function <pz(f) to them that gives the values of q>z in 
dependence of frequency. Then fz can be calculated 
for the frequency of the self-excited combustion in- 
stability and according to Eq. (5), a pipe length Ltunec| 
can be calculated that will have this frequency as a 
resonance frequency: 

L(fn) = c/2/„ • [<pjfn)/2n + n] 

for n = 0, 1, 2, . .. (5) 

To determine the unknown quantity (pz, pipe L2 is 
lengthened to 5000 mm without altering any other 
part of the fuel supply system. A longer pipe is fa- 
vorable because it exhibits more resonances within 
the considered frequency band so that more inter- 
polation nodes <pz(fn) can be calculated with Eq. (4). 
This improves the accuracy of the function (pz(f) to 
be obtained. The pressure transducer for pressure 
p4t) remains in its position just in front of the noz- 
zle. No other pressure needs to be measured. 

Again, the transfer function T^ljco) between the 
LVDT signal of the DDV—that excites the acoustics 
in the system in a continuous sweep from 0.1 Hz to 
700 Hz—and the measured pressure signal is deter- 
mined, where five resonance peaks can be distin- 
guished:/! = 132 Hz,/2 = 264 Hz,/3 = 396 Hz, 
f4 = 524 Hz, and/5 = 650 Hz, as shown in Fig. 5a. 

According to Eq. (4), out of these resonances five 
values for the frequency-dependent (pz{fn) are cal- 
culated. To obtain the whole function q>z(f), a poly- 
nomial of the fourth order in / is determined with 
the five tpz(fn) serving as interpolation nodes: 

<pz(f) = a-f* + b -f 

+ c-f + d-f+e     (6) 

with the coefficients a = 4.14 X 10 ~n s4, b = 
-6.91 X 10-8s3,c = 3.67 X 10-5s2,d = -7.71 
X 10-3s, ande = 5.01 X 10"1. 

The experimental burner that we will be using to 
implement and test the AIC with a tuned fuel-supply 
system exhibits a strong self-excited combustion in- 
stability at a frequency of 275 Hz. Therefore, the 
fuel line—that is, the pipe L2—will be tuned so that 
its first natural frequency/! equals 275 Hz. With the 
speed of sound in the fuel of c = 1325 m/s, Eqs. (5) 
and (6) yield for the necessary length of pipe Lz(f\ 
= 275 Hz) = 2.392 m. 

As the amplitude of T2(jw), obtained for the sys- 
tem with the tuned fuel pipe L2, shows in Fig. 5b, 
the first resonance frequency of the system at 278 
Hz is very close to the desired frequency of 275 Hz. 

Heat-Release Rate Modulation 

For the AIC, it is important to be able to suffi- 
ciently influence the combustion with the DDV. 
Therefore, we tested whether in the tuned fuel sup- 
ply line the induced pressure in front of the nozzle 
indeed causes proportional modulations of the in- 
jected fuel flow rate (as in the static case, Eq. 1) and 
thus a proportional fluctuation of the heat-release 
rate of the flame. 

A liquid fuel (diesel) burner, which was also in- 
vestigated in Ref. 1, is used at a stable operating 
point. This burner is equipped with the tuned fuel- 
supply system (inserted plenum chamber, tuned 
pipe L2 = 2.392 m). A modified mixing system (type 
1.4) from a MAN-Raketenbrenner, used as a flame 
holder, separates a prechamber and the actual com- 
bustion chamber. With a minimum diameter of 30.5 
mm at the flame holder and an average air velocity 
of 52.5 m/s, a Reynolds number of Re = 120,000 is 
obtained. The turbulent combustion takes place 
near stoichiometric standards (ef> = 0.95) with an 
average fuel mass flow of 11.75 kg/h caused by an 
injection pressure p„ of 20 bar. This corresponds to 
a thermal power of about 137 kW. 

The heat-release oscillations of the combustion 
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FIG. 8. Measured time signal of the OH-emission inten- 
sity in the combustion chamber with the regions marked 
for the AIC turned on and off. 

are considered by measuring the OH-emission in- 
tensity at a wavelength of 306.7 nm with a photo- 
multiplier. This emission is fairly proportional to the 

heat release. The transfer function TOH(jco) for the 
OH emission is determined. The result is shown in 
Fig. 6. 

TOH(jco) is very similar to the transfer function of 
the pressure in front of the nozzle T2(jco) shown in 
Fig. 5b. At the resonance frequencies of the fuel 
system, an increased modulation of the OH-emis- 
sion intensity and therefore also of the heat-release 
rate of the flame can be obtained—which is crucial 
for a successful AIC. 

Active Combustion Instability Control 

The AIC is implemented and tested on the burner. 
It is identical to the one described in the previous 

section, but the operating point is changed to 4> = 
1.2 from <f> = 0.95. Under these conditions, the 
burner exhibits a self-excited combustion instability 
at a frequency of 275 Hz with a sound pressure of 
up to 153 dB. 

The experimental setup is shown in Fig. 7. A mi- 
crophone measures the sound pressure in the com- 
bustion chamber. After removing the direct current 
component, this signal is used as the input signal for 
the controller. The controller consists of a filter, an 
amplifier, and an analogue phase shifter, where the 
phase of the signal is adequately shifted for the an- 
ticyclical fuel injection. The controller output signal 
serves as the input signal for the DDV. As before, 
the heat-release oscillations of the combustion are 
measured indirectly with a photomultiplier. 

Figure 8 shows the measured time signal of the 
OH-emission intensity with the AIC turned on and 

-Prechamber ■+•— Combustion -*• 
864 mm Chamber 515 mm 

PROUNDW      Microphone ^—j^ 

Air i     n/        ..multiplier 

0 100 mm | 

Excitation System 

Function Generator 

—AIC System- — 

Phase Shifter 
Filter    and Amplifier 

FIG. 7. Measurements on the 
burner equipped with the tuned fuel 
supply system. The figure shows the 
setup for measuring the OH-emis- 
sion intensity with the DDV excited 
with the function generator. Fur- 
thermore, the configuration for the 
AIC experiments and related mea- 
surements (sound pressure, OH 
emission) is shown. 
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FIG. 9. Frequency analysis of the measured sound pres- 
sure: above for a period with the AIC turned off and below 
for a period with the AIC turned on. 

off. The strong damping effect of the AIC on the 
oscillation of the turbulent combustion is obvious. 

The frequency analysis of the measured sound 
pressure signal is shown in Fig. 9, with the AIC 
turned on and off. An attenuation of 30 dB at the 
frequency of 275 Hz of the self-excited combustion 
instability and 9 dB for the entire spectrum could be 
accomplished in the turbulent combustion system. 

Conclusions 

In liquid-fueled burners, servo valves are possible 
actuators for the AIC of self-excited combustion in- 
stabilities by anticyclical injection of fuel at the fre- 
quency of the combustion instability. In this paper, 
we use a modified valve, the DDV, which, compared 
to customary valves, offers a higher possible fre- 
quency range of up to 450 Hz. The modulation of 
the injected fuel flow rate results from pressure os- 
cillations in the fuel supply system, induced by the 
DDV. 

The amplitudes of this pressure modulation show 
specific resonance frequencies. At these resonances, 
the highest modulation of the pressure and thus the 
injected fuel flow rate can be achieved. For an effi- 
cient AIC, it is necessary to tune the fuel line to 
make one of its resonance frequencies equal to the 
frequency of the combustion instability that is to be 
attenuated. 

The resonances are governed by the geometry of 
the pipes leading from the fuel pump to the DDV 
and from the DDV to the nozzle. They are strongly 
dependent on each other in their acoustic behavior, 
which makes the calculation of the necessary modi- 
fications for tuning difficult. 

A further improvement of the performance of the 

AIC can be achieved when the influences the two 
pipes have on each other are reduced by acoustic 
decoupling. By inserting a plenum chamber in front 
of the DDV, causing a local abrupt increase in the 
cross-sectional area of the pipe, the disturbing ef- 
fects of the upstream parts of the fuel line can be 
decreased. It is then easier to determine the re- 
quired length of the pipe to make one of its reso- 
nance frequencies equal to the desired one. As 
shown, the obtainable amplitudes of the injected 
fuel flow rate can be increased considerably with a 
tuned fuel supply system. 

With the improved ability to modulate the fuel 
injected into the combustion chamber and thus the 
heat-release rate in the combustion, the AIC of self- 
excited combustion instabilities with the DDV be- 
comes more efficient. 
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COMMENTS 

Abid Kemal, Stanford University, USA. What is the con- 
vective time delay between the valve and the nozzle? Is it 
possible to reduce it, as large time delays are difficult to 
incorporate in control systems? 

Author's Reply. With diesel oil as fuel, a mass flow rate 
of 11.75 kg/h and a length and inner diameter of the pipe 
between valve and nozzle of 2.392 m and 6 mm respec- 
tively, it takes the fuel about 17 seconds to flow from the 
valve to the nozzle. This is however not the time delay that 
is relevant for the controller. The velocity of sound in the 
fuel determines the time it takes for the pressure modu- 
lation at the nozzle to build up. It takes about 1.8 millisec- 
onds for a pressure wave to travel from the valve to the 
nozzle. This is about half of the period of the oscillation at 
275 Hz. Furthermore additional delays in the control loop, 
resulting from different effects in the whole system exist. 
One would therefore expect severe stability problems for 
the control. The fact that the self-excited oscillations in our 
burner are strictly periodical and that their frequency does 
not change significantly is the main reason why the simple 
controller that we have used works in spite of the long time 
delays. 

Generally the pipe to the nozzle should be as short as 
possible especially because long pipes introduce additional 
damping of the pressure modulations. The ideal tuning 
pipe length is always zero but this is usually impossible. 
This was also the case with our laboratory burner where 
we could not reduce the pipe length any further—i.e., tune 
it to a lower harmonic—because of the geometry. 

K. R Ehrhardt, University of Karlsruhe, Germany. Is 
the frequency of flame oscillations a function of thermal 
load/fuel flow? If this is the case, is the control system also 
able to dampen other frequencies than being tuned for? 

Author's Reply. The frequency of the oscillations is ba- 
sically a function of the geometiy of the burner, as the 

oscillations usually occur at or close to one of the natural 
frequencies of the burner. Changes of the thermal load or 
the fuel flow rate can influence the oscillation frequency if 
they have an impact on these natural frequencies. This can, 
e.g., be the case if the temperature field and with it the 
sound velocity in the burner changes significantly. Fur- 
thermore it must be noted, that it is strongly dependent on 
the equivalence ratio whether or not oscillations occur at 
all. These are often limited to a narrow range of possible 
equivalence ratios and changes in the fuel or air flow can 
lead to the onset or disappearance of oscillations. 

The AIC system described here will show its optimum 
performance at the frequency it was tuned for. Usually the 
pressure resonance peaks in the fuel system are not very 
"sharp" and so small changes in the frequency will not lead 
to a significant loss in the performance. If more than one 
frequency is to be controlled the tuning has to be optimized 
for these frequencies as far as possible. The result will be 
a compromise because usually the modulations that can 
then be obtained for each of the frequencies will be less 
than for a system tuned especially for this frequency alone. 

Neil T. Davis, University of California, Irvine, USA. 
Which parameters did the controller articulate (phase shift, 
frequency, amplitude, etc.)? Was the controller adaptive 
(feedback)? 

Author's Reply. The controller filtered the measured 
sound pressure (low-pass, 0-800 Hz), phase-shifted and 
amplified it and added an offset. The values for amplifi- 
cation, offset and phase shift were determined empirically 
according to the best obtainable performance of the sys- 
tem. 

The control loop is closed via the feedback of the sound 
pressure in the combustion chamber. However the con- 
troller is not adaptive concerning the parameters gain, off- 
set and phase-shift. These are fixed and can only be altered 
manually. 
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ACTIVE CONTROL OF LIQUID-FUELED COMBUSTION USING PERIODIC 
VORTEX-DROPLET INTERACTION 

K. H. YU, T. P. PARR, K. J. WILSON, K. C. SCHADOW AND E. J. GUTMARK» 

Research and Technology Division 
Naval Air Warfare Center Weapons Division 

China Lake, CA, 93555, USA 

Pulsating liquid-fuel sprays from automotive fuel injectors were characterized and analyzed in nonreact- 
ing and reacting experiments to develop active combustion control using liquid-fuel injection. Square waves 
with variable duty cycle were used as an input signal for injector operation. Using ethanol pressurized to 
275 kPa, pulsating injection with 100% flux modulation was achieved at frequencies as high as 1 kHz. 
Spray size and spatial distributions were measured from instantaneous Mie scattering images. The results 
showed that the pulsating sprays contained a high number of relatively large droplets that would be 
unfavorable for direct combustion control applications. A dump combustor experiment using these injec- 
tors showed very little dependence on phase of fuel injection. To reduce droplet size, a new injection setup 
was designed by combining a fuel injector with a swirl-based atomizer. In the new setup, the fuel injector 
functions only as a solenoid valve with high-frequency response, whereas the atomizer is used to reduce 
droplet size. A substantial reduction in droplet size was obtained while maintaining a similar frequency 
response. Using the improved injection setup, nonreacting experiments were performed in an actively 
controlled dump combustor to characterize spatial distribution of fuel droplets as a function of control 
parameters. Fuel injection was synchronized with different stages of air vortex development, and the 
interaction between spray droplets and large-scale flow features was investigated systematically. The results 
showed that the synchronized injection yielded an effective way of controlling the spatial distribution of 
fuel droplets in the dump combustor flow field. Finally, a reacting experiment showed that combustor 
controllability was significantly extended. The results open up the possibility of actively controlling liquid- 
fueled combustion in other practical combustors. 

Introduction 

Typical active control strategies for suppressing 
combustion instabilities are based on out-of-phase 
combustion-acoustic coupling [1,2] that results in re- 
duction of acoustic energy density via the Rayleigh 
effect [3]. Typically, only a small amount of total fuel 
flow is modulated in such a way that the resulting 
heat-release oscillations occur out of phase with re- 
spect to the pressure oscillations. In gaseous fueled 
combustors, acoustic forcing can be used to control 
mixing between fuel and air [4]. For instance, many 
compression drivers such as loudspeakers have good 
frequency response in the frequency range of inter- 
est (100 ~ 1000 Hz) and have been used quite ef- 
fectively in many active control experiments [5-7]. 
The acoustic compression drivers work in a gas de- 
livery system by setting up high-amplitude velocity 
oscillations, but they are virtually ineffective in mod- 
ulating liquid flow. The lack of proper actuators has 
made it difficult to extend active combustion control 
to a liquid-fueled system. 

"Present address: Chairman, Mechanical Engineering 
Dept, LSU, Baton Rouge, LA 70803. 

The present work is motivated by the desire to 
develop an effective active combustion control for 
liquid-fueled devices. Active combustion control 
may be run either open [8] or closed loop [9-11]. In 
either mode, actuator is a key element of the system 
architecture. Because of the coupled nature of 
ducted flames [12-14], an ideal actuator must con- 
trol the rate of fuel supply and also affect the manner 
in which fuel-air mixing takes place. When consid- 
ering a possible actuator for liquid-fuel injection, 
there were three main concerns. First, a pulsating 
injection of liquid fuel at fairly high frequencies was 
needed for practical reasons. Second, the actuator 
should put out enough volume flow rate to be useful 
in combustion applications. Finally, the droplet size 
needed to be sufficiently small for fast combustion 
response required in an in situ-type controller. 

The concern on volume flow rate excluded many 
high-frequency injectors that have good frequency 
response but extremely low flow rate, such as ultra- 
sonic injectors and other miniaturized injectors us- 
ing microheating elements. Electromechanical in- 
jectors based on solenoid provided high flow rate, 
but their frequency response was generally low. One 
noticeable exception was automotive fuel injectors, 
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FIG. 1. Instantaneous planar Mie- 
scattering images of pulsating injec- 
tion from an automotive fuel injector 
driven at various frequencies. The 
injection is from top to bottom. APirij 
= 275 kPa, duty cycle = 50%. 
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FIG. 2. Axisymmetric dump combustor using liquid-fuel injection and the schematics of controller (all dimensions in 

whose frequency response could be extended with a 
properly designed electronic control unit (ECU) 
[15]. A customized square wave input was used for 
ECU, making pulsed injection at high frequencies 
possible [16]. 

To transform pulsed fuel sprays into the corre- 
sponding oscillations in local heat release, spatial dis- 
tribution of fuel droplets needs to be controlled. One 
possible way to control droplet spatial distribution in 
dump combustors is to use the interaction between 
droplets and vortical features in the flow. Liquid-fuel 
injection may be synchronized at various stages of 
vortex development, changing the degree of inter- 
action with the vortex structures and thereby achiev- 
ing spatial separation between groups of fuel drop- 
lets. This methodology was examined in this paper 
using extensive flow visualizations. For this approach 
to work properly, the injection must be pulsated at 
high enough frequencies to be synchronized with 
the vortex structures. Furthermore, the droplet size 

must be small enough for proper interaction with the 
flow features and also to maintain fast combustion 
response. While it is not difficult to achieve one or 
the other, satisfying both conditions required some 
modifications in available actuators. 

Pulsating Liquid-Fuel Injection 

Several automotive fuel injectors that work with 
electromechanically driven pintles were considered 
as a means to produce periodic fuel injection. A 
square wave with adjustable duty cycle was used for 
the injector ECU signal extending the frequency re- 
sponse. Figure 1 shows a series of pulsating ethanol 
injection from a fuel injector (Bosch Jetronics) that 
was driven at different frequencies with customized 
square waves. The images were obtained by illumi- 
nating the droplets with a pulsed laser sheet (20 ns 
pulse width) that traversed along the center axis of 



ACTIVE CONTROL OF LIQUID FUELED COMBUSTION 2845 

fuer*-j 

FIG. 3. Natural light view of the 
dump-combustor flames sustained 
with pulsating injection using auto- 
motive fuel injectors. The dark 
curved lines in the flame image are 
actually stains on the window caused 
by poor combustion of fuel. 

TABLE 1 
Summary of operating conditions 

Mean inlet velocity 
Mean fuel flow rate/each 

injector 
Fuel injection velocity 
Frequency of injection and 

forcing 
Phase of injection wrt. 

vortex formation 
Combustor height (DcomiJ 

Dinfet) 
Combustor length (LcomiJ 

*-*r.nmhl 

12.5 m/s 

0.65 ~ 0.80 ml/s 
0-20 m/s 

120 ~ 360 Hz 

0°, 90°, 180°, 270° deg 

2.66, «= (free jet) 

2.4 

0 
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FIG. 4. Typical centerline velocity of the inlet jet at the 
dump plane. 

the pulsating jet. They show clearly the fuel modu- 
lation at high frequencies and the extent of spatial 
modulation that could be obtained downstream. 

Using selected automotive injectors that yielded 
the smallest droplet sizes, a dump combustor exper- 
iment was carried out. Figure 2 shows the experi- 
mental apparatus, which consisted of an axisymme- 
tric dump combustor fitted with four liquid-fuel 
injectors that were mounted along the circumfer- 
ence of the inlet exit at the dump plane. The injec- 
tors were spaced 90° apart and introduced pulsating 
sprays into the combustor at an injection angle of 
45° with respect to the airflow. An electropneumatic 
transducer (Ling valve 94A-M1) was mounted at the 
inlet upstream and imposed periodic oscillations on 
the inlet flow, causing a roll up of large-scale coher- 
ent vortices in the dump combustor shear layer. 

Combustion experiments using pulsating ethanol 
injection revealed a detached flame structure that 
was typically unsteady under most conditions. 
Flames were observed to blow off quite easily, and 
they were seen only downstream of the recirculation 
zone, as shown in Fig. 3, suggesting extremely long 
ignition-delay time. Little or no difference was ob- 
served in flame structure as the injection phase was 
varied with respect to the imposed flow oscillations. 
The main problem appeared to be the atomization 
of fuel. Droplet-sized measurements, using high- 
speed photography [17], revealed an abundance of 
"huge" droplets, several hundred/im in size, that are 
unacceptably large for combustion control purpose. 

Flow Conditions and Visualization 
Experiments 

Table 1 shows the summary of operating condi- 
tions. Inferred from Fig. 2, the Reynolds number 
for the inlet jet was 3.4 X 104 and the Strouhal num- 
ber ranged between 0.4 and 1.2 based on the inlet 
diameter. Under natural conditions, the turbulence 
level of the inlet jet was 3% of the mean at the dump 
(defined in Fig. 2). For forced conditions, the mea- 
sured RMS fluctuations at the centerline ranged be- 
tween 30% and 60% of the mean velocity. Figure 4 
shows typical hot-wire traces of the centerline ve- 
locity for natural and forced cases. 
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scattering images of inlet jet with and 
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Dump combustor flow was visualized by seeding 
the airflow with micron-sized smoke particles gen- 
erated from a fog machine (Rosco 1500). Using a 
copper vapor laser (Oxford LS20-10) as the light 
source, planar Mie-scattering visualization was per- 
formed. First, the laser beam was shaped into a thin 
sheet that was aligned with two of the four injectors 
and along the center axis of the air jet. Then, the 
scattering images were taken from the normal direc- 
tion using a CCD camera (Pulnix TM-7CN). Figure 
5 shows the flow images without liquid-fuel injec- 
tion. Forced flow images in the near field of the jet 
showed large-scale coherent vortices whose charac- 
teristics were quite similar between the two cases— 
with and without the recirculating flow created in 
the presence of the combustor tube. Because the 
image qualities were much better without the com- 
bustor window that fogged up with the injected 
droplets, further comparisons were made using the 
free-jet visualization. 

The Mie-scattering technique was used in study- 
ing spatial distribution of fuel droplets. Droplets 
were visualized in the presence of forced and un- 
forced airflow, which was either smoke seeded or 
unseeded. Both frequency and phase of the injection 
were systematically changed with respect to large- 
scale periodic flow features, and the spatial distri- 
bution of droplets was studied qualitatively from pla- 
nar Mie-scattering images. Because of the periodic 
nature of the forced flow, it was possible to obtain 
phase-locked averaging of droplet distribution im- 
ages, which was then compared with the underlying 
flow structures. 

Droplet-Vortex Interaction 

To supply the fuel droplets to a desired location, 
one can point the injector to the location and directly 
inject the droplets. While this is intuitively straight- 
forward, it will work only for large droplets that are 
relatively unaffected by fluid motion—those drop- 
lets that are unsuitable for combustion control. The 
better method for combustion application is to use 
the fluid motion and the interaction of fuel droplets 
with the fluid motion to guide the droplets. 

The extent of the interaction between liquid-fuel 
droplets and large-scale turbulent flow features such 
as vortices is expressed in terms of the particle 
Stokes number, St. St is the ratio of the characteristic 
timescale for particles responding to the fluid motion 
and that for the flow dynamics. The particle response 
time is estimated by assuming the drag on the par- 
ticle (or fluid droplets [18]) follows Stokes's law (Re 
< 1). For particle density pp ;> pßow, the response 
time is taken to be rp = ppD

2
p/18pßow, which equals 

the time needed for the velocity difference to be 
reduced to e~l of the original velocity difference. To 
assess the interaction with large vortices, the flow 
timescale can be defined as the large eddy turnover 
time or simply the period of vortex shedding (i.e., Tj 
= l/f, where/is the vortex frequency. The resulting 
Stokes number, St = p^pf/lSp-ßg^, then deter- 
mines the degree of interaction between the drop- 
lets and vortices. 

The droplets with very small St follow fluid motion 
very closely; their physical locations are determined 
entirely by fluid motion, whereas the droplets with 
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very large St are nearly unaffected by fluid motion 
and follow ballistic trajectories. Recent experiments 
[19-21] and computations [22-24] have suggested 
that only those droplets with St on the order of unity 
are affected by fluid motion and yet have enough 
momentum to be dispersed further outside the car- 
rier fluid path. In the present experiment, the fuel 
droplets are distributed over a wide range of sizes, 
but the droplet Reynolds number for most is ex- 
pected to be of the order unity or below (1-^m drop- 
let with slip velocity AU ~ O {10 m/s}, 10-^m droplet 
with AU ~ 0{1 m/s), 100-jum droplet with AU ~ 
O{0.1 m/s}, and so on), for which the Stokes analysis 
is valid. For slightly higher Reynolds numbers (i.e., 
10-fim droplets with AU ~ O{10 m/s}), a numerical 
simulation [24] using a nonlinear drag law showed 
no qualitative difference on droplet-vortex interac- 
tion even when the drag deviated from Stokes's 
value. 

Because small droplets burn efficiently with short 
time delay, they are desirable for combustion con- 
trol. For controlling spatial fuel distribution, those 
droplets with Stokes number close to unity would 
also be desirable, because they disperse even farther 
outside via partial interaction with the structures yet 
are sufficiently small for effective combustion. If 
droplet size distribution was such that those droplets 
with the latter characteristics constituted the upper 
end of the size distribution, more control over spatial 
distribution of fuel droplets could be obtained with- 
out compromising efficient combustion. 

Finer Atomization 

Since standard automotive fuel injectors produce 
a high number of relatively large droplets that burn 
rather slowly, they are not effective for active com- 
bustion control at relatively high frequencies. To re- 
duce droplet size, a swirl-based atomizer with 300- 
fim exit diameter [25] was fitted at the fuel jet exit. 
In this configuration, the automotive fuel injector 
was used as a high-frequency solenoid valve for the 
fuel line. This new combination actuator improved 
the overall atomization characteristics while main- 
taining good frequency response up to 1 kHz. 

Droplet size was measured from high-speed pho- 
tographs of sprays. Droplet number density distri- 
butions from the new atomizing injector were nearly 
uniform in the frequency range investigated. Be- 
cause the use of the CCD camera limited the min- 
imal resolvable droplet size to either 75 or 300 fim, 
depending on the camera lens, only the size of larger 
droplets was quantified by this approach. The aver- 
age droplet sizes are shown in Fig. 6. They were 
compared with the results from an automotive fuel 
injector at an identical downstream location. The re- 
sults show about fourfold reduction in droplet size 
using the new atomizing injector. 
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FIG. 6. Comparison of averaged droplet size distribu- 
tions from two actuator systems. Ethanol spray was used 
for comparison at frequency range of 60-240 Hz and A?inj 

of 275 kPa. An area of 2.2 cm2 was probed where the center 
was 4.6 cm downstream from the injector exit. 

Phase-Controlled Injection 

Using the new injection configuration, the timing 
of injection with respect to the vortex formation pro- 
cess was studied. By synchronizing the injection cy- 
cle with the velocity oscillations imposed by the Ling 
valve, which caused large-scale vortex shedding, 
phase-controlled injection was performed. Phase- 
controlled experiment was limited to lower frequen- 
cies close to the jet-preferred mode atflD/U = 0.2 
— 0.6 [26,27] because the vortical structures are best 
organized at those frequencies for present flow con- 
ditions. The injection frequency was always matched 
with the vortex frequency. 

Figure 7 is a sequence of phase-lock-averaged im- 
ages showing the effect of synchronized injection on 
fuel dispersion. For each image frame, five instan- 
taneous images at an identical phase were averaged 
in an effort to filter out random features associated 
with instantaneous images. Each row shows four 
frames, each corresponding to a different phase, one 
quarter cycle apart. Figure 7a is the reference show- 
ing four different stages of the vortex development. 
Figures 7b and 7c show spatial distribution of fuel 
droplets, associated with pulsed injection after and 
before vortex shedding, respectively. In Fig. 7b, the 
injection occurred over the phase from n!2 to 37t/2 
so that the entire injection cycle trailed the vortex 
shedding (phase 0). Most of the droplets ended up 
inside the jet core. In contrast, Fig. 7c shows the 
injection occurring over the phase from — nil to nl 
2. The vortex shedding occurred at phase 0, while 
the droplets were still being injected. The resulting 
interaction between vortex and  droplets  caused 
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FIG. 7. Smoke visualization of flow field and contour maps of fuel-droplet spatial distribution showing the effect of 
injection phase on droplet dispersion at 120 Hz. (a) Air flow without fuel injection showing four different stages of vortex 
development, (b) Fuel injection starts at nil after vortex shedding and (c) at nil before vortex shedding. The contour 
lines (dark color) were obtained from phase-lock-averaged intensity of fuel-droplet Mie scattering and later were super- 
imposed on top of the vortex contour (light color) corresponding to the same phase. 
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FlG. 8. Instantaneous Mie-scattering images of 180 Hz 

injection showing spatial distribution of ethanol droplets 
(black dots) in forced inlet airflow (gray). The pulsed in- 
jection started at vortex development phase (a) <f> = 0, and 
(b) 4> = K. 

many droplets to be dispersed to the outer part of 
the vortex. Results were .similar for injection occur- 
ring over the phase from — n to 0. 

Figure 8 shows instantaneous images in which 
both the droplets and the base flow were visualized 
simultaneously by injecting fuel droplets into smoke- 
seeded inlet flow. While it was difficult to identify 
small droplets from smoke particles, many larger 
droplets appeared as particularly intense points on 
the images, making distinction possible. Figure 8a 
represents an instant within the cycle in which the 
injection period covered the phase from 0 to n. Since 
the entire injection was taking place after the vortex 
shedding, the droplets were subjected to the decel- 
erating flow field following the vortex, resulting in a 
poor interaction with the flow structures. Figure 8b 
shows a similar instant except for the injection pe- 
riod, which lasted from — n to 0. For this case, the 
injection mostly preceded and finally coincided with 
the vortex shedding process. Many droplets were 
subjected to accelerating flow field associated with 
the vortex, causing a stronger interaction. 

Combustion characteristics were obviously modi- 
fied by droplet size and distribution control. In com- 
parison with the previous case for which automotive 
injectors were used (Fig. 3), flames became more 
steady with reduced droplet size and were affected 
more readily by synchronized fuel injection. Figure 
9 shows two flame photographs for similar condi- 
tions as in Fig. 3 but with the new atomizing injec- 
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(a) 

(b)     3":=*- 

FIG. 9. Direct photographs of self- 
sustained flames inside the dump 
combustor fitted with new atomizing 
injectors;/ = 100 Hz. (a) Pulsed fuel 
injection cycle started at vortex de- 
velopment phase <t> = — nil. (b) The 
fuel injection cycle was not coupled 
with the vortex shedding process; 
thus, the injection phase was not syn- 
chronized with the vortex shedding. 

tors. When the fuel was injected over a period cov- 
ering the phase from — nil to nil, which guaranteed 
injection during vortex shedding process, the flames 
became short and intense as seen in Fig. 9a. The 
flames were observed anchored upstream of the flow 
reattachment point. Figure 9b shows a flame pho- 
tograph in which the periodic injection was not syn- 
chronized with the vortex shedding process. Result- 
ing random phase injection made the flames long 
and detached, reminiscent of the previous case with 
larger fuel droplets. 

Summary and Concluding Remark 

Typical automotive fuel injectors were used to pro- 
duce liquid fuel sprays at moderate to high frequen- 
cies. The frequency response was extended to 1 kHz 
using an adjustable duty-cycle square wave as the 
ECU control signal. The resulting sprays were char- 
acterized using planar Mie-scattering visualization 
with and without the presence of dump combustor 
airflow. Droplet size was measured and analyzed 
from the images. Because of the relatively high num- 
ber of large droplets produced, these injectors were 
not suitable for direct use in combustion control ap- 
plications. To reduce droplet size while maintaining 
high frequency response, an atomizing injector was 
configured by combining a pulsed injector with a fog 
atomizer. In the combined injector-atomizer sys- 
tem, the fuel injector functioned as a solenoid valve 
with high-frequency response while the atomizer 
produced finer droplets. With the new configuration, 
the droplet size was reduced by a factor of more 
than 4. 

The interaction between spray droplets and large- 
scale flow structures was investigated in an axisym- 
metric dump combustor fitted with four atomizing 

injectors. When ethanol was injected periodically 
into large-scale vortices, most droplets followed the 
flow structures, suggesting Stokes number of order 
unity or lower. Spatial distribution of droplets was 
affected by pulsed injection synchronized with large- 
vortex shedding. Fuel injection that coincided with 
vortex shedding caused the droplets to be dispersed 
along the vortex perimeter, while the injection out 
of phase kept the droplets trapped inside the jet 
core. Combustion experiments using pulsed injec- 
tion showed that the flame characteristics, in partic- 
ular flame length and intensity, could be controlled 
by synchronized fuel injection. Presently, short and 
intense flames were observed when pulsed injection 
was synchronized with the vortex shedding phase. 
The results opened up the possibility of actively con- 
trolling practical liquid-fueled combustors. 
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COMMENTS 

Thierry Poinsot, IMFT/CERFACS, France. In practical 
combustors, the effects of active control must be evaluated 
at constant mean operating parameters: air flow and fuel 
flow rates should be the same with and without control (in 
the mean). Automotive type actuators add an additional 
fuel rate which must be controlled and depends on their 
frequency and duty cycle. Did you measure or control 
these fuel rates in your system? 

Author's Reply. Yes, we measured the time-averaged 
flow rates and they were kept constant during each test. All 
of the comparisons were made at identical flow rates in 
time-averaged sense. The average fuel-flow rate per actu- 
ator was characterized in advance as a function of fre- 
quency and duty cycle. While the flow rate varied almost 
linearly with duty cycle, it was only a weak function of fre- 
quency. This was true so long as the mechanical delay 
times, that are associated with the injector pintle opening 
and closing processes, were shorter than the ECU input 
pulsewidth (for both open and close cycles, respectively). 
This made the mean fuel-flow rate in a fixed duty cycle 
operation approximately constant up to the "effective" fre- 
quency limit. The limit frequency was highest at the mid- 
way duty cycle, typically around 50%, and decreased at 
duty cycles away from the midway value. Beyond the limit 
frequency, the flow rate was observed to decrease with fre- 
quency at low duty cycles (due to premature closing) and 
increase at high duty cycles (due to premature opening). 

A. Ghoniem, MIT, USA. Droplet distribution in vortical 
flows is determined by when you inject the droplets as you 
have shown, and by the Stokes number which defines 
where the droplets go relative to the center of rotation. 
Did you look at using this concept to further optimize your 
design especially when the freedom in choosing the phase 
is limited by this stability consideration? 

Author's Reply. Yes, we looked at the effect of Stokes 
number variation by changing the flow time scale (via vor- 
tex driving frequency variation between 120 and 360 Hz). 
However, the results were not conclusive since we ob- 
served a similar phase relation with frequency change. We 
think that was due to the fact that the imposed change in 
Stokes number for our case was rather small. While the 
droplet dispersion characteristics change with Stokes num- 
ber varying over an order of magnitude, our range of Stokes 
number change was limited to at most a factor of three. 
Thus, we were probably operating at the similar Stokes 
number regime. Also, while the Stokes number depends 
more sensitively on droplet size, it is difficult to control the 
initial size distribution in physical experiments; the distri- 
bution is pretty much fixed by the atomizer used. 
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COMBUSTION CONTROL USING A MULTIPLEXED DIODE-LASER 
SENSOR SYSTEM 

E. R. FURLONG, D. S. BAER AND R. K. HANSON 
High Temperature Gasdynamics Laboratory 

Department of Mechanical Engineering 
Stanford University 

Stanford, CA 94305-3032, USA 

A multiplexed diode-laser sensor system, comprised of two InGaAsP diode lasers and fiber-optic com- 
ponents, has been developed to nonintrusively measure temperature and species concentration over a 
single path for closed-loop process control using laser absorption spectroscopy techniques. The system was 
applied to measure and control the gas temperature in the postflame gases 6 mm above the surface of a 
Hencken burner (for multiple,CH4-air diffusion flames). The wavelengths of the lasers were independently 
current tuned across H20 transitions near 1343 nm (v1 + v3 band) and 1392 nm (2vb v: + v3 bands). 
Temperature was determined from the ratio of measured peak absorption coefficients. H20 concentration 
was determined from the measured absorption coefficient of one transition set at the measured temper- 
ature. The mean temperatures recorded compared well with those measured by a thermocouple. Tem- 
perature fluctuations up to 250 Hz were measured accurately with the sensor system, demonstrating the 
high bandwidth of the measurement technique. A computer-controlled, closed-loop feedback circuit con- 
trolled the flame temperature in the probed region by adjusting the fuel flow in response to the difference 
between the measured and the desired gas temperature. The results obtained with this first-generation 
system demonstrate the potential of multiplexed diode lasers for rapid, continuous, nonintrusive, in situ 
measurements and control of combustion environments. 

Introduction 

Nonintrusive measurements of multiple flow field 
parameters have been demonstrated in a variety of 
flows using diode-laser absorption diagnostics [1-3]. 
Recently, the outputs of three independently oper- 
ated diode lasers have been multiplexed into a single 
path using fiber-optic components to probe multiple 
absorption transitions of H20 and Oa or H20 and 
CH4 simultaneously [4,5]. These multispeciessensor 
systems are capable of measuring temperature, pres- 
sure, and species concentrations at kHz rates along 
several paths simultaneously by using appropriate fi- 
ber splitters without increasing the number of laser 
sources [4]. In the present investigation, a closed- 
loop combustion control system that combines a 
multiplexed diode-laser sensor with a computer-con- 
trolled feedback circuit is demonstrated to measure 
and control the gas temperature and HzO mole frac- 
tion in the burned gases above a CH4-air flame. 

[2vb vx + v3 bands]) probed [6,7] have been de- 
scribed previously [4,5], In brief, the transmission of 
narrow line width radiation at frequency v through 
a medium of length L may be described by the 
Beer-Lambert relation 

Tv = I„/I0 = exp(-fcvL) (1) 

where T„ is the transmittance of the medium at fre- 
quency v, Iv is the residual intensity at L, I0 is the 
incident intensity (at v), and k„ is the (spectral) ab- 
sorption coefficient [cm-1]. The ratio of the absorp- 
tion coefficients at two absorption peaks, fipeal<> is a 

function of the relative populations in the partici- 
pating ro-vibronic states and hence can be a strong 
function of temperature. Thus, in general, the gas 
temperature may be determined from measure- 
ments of Rpeak- Mole fraction (or concentration) may 
be determined from the measured absorption at a 
particular wavelength using the known line strength 
and the measured temperature [2-5], 

Theory 

The theoretical basis for determining gas temper- 
ature and species concentration from measured ab- 
sorption spectra recorded in combustion flows [3] 
and the spectroscopic parameters of the H20 tran- 
sitions (near 1343 nm [vy + v3 band] and 1392 nm 

Experimental Method 

Figure 1 shows the general arrangement of the 
combustion-control experiment. Details of the laser 
system and the operating conditions employed to 
control the lasers have been described previously 

2851 
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FIG. 1. Schematic diagram of the combustion-control 
experimental arrangement. 
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FIG. 2. Schematic diagram of the Hencken burner used 
to sustain a square array of non-premixed CH4-air flame- 
lets. 

[4,5], The system includes two, independently op- 
erated, distributed-feedback (InGaAsP) semicon- 
ductor diode lasers that (for the scanned-wavelength 
method) were tuned at a 1-kHz repetition rate over 
the desired transitions by ramp modulating the in- 
dividual injection currents to yield single-sweep, 
spectrally resolved absorption records every milli- 
second. In the fixed-wavelength strategy, the laser 
wavelengths, monitored with a wave meter (Bur- 
leigh), were maintained (by varying the injection 
current) near the value that yielded maximum ab- 
sorption. The individual laser outputs were com- 
bined into a single path using appropriate single- 
mode fiber splitters and couplers. The multiplexed, 
or multi-wavelength, beam was directed through the 

flow field using a gradient index of refraction 
(GRIN) lens fused to the end of the fiber. The trans- 
mitted beam was coupled into a 100-,um (core)-di- 
ameter (multimode) fiber with a 7-mm-diameter- 
fused GRIN lens. The larger-diameter receiving lens 
and optical fiber were used to maximize coupling 
efficiency and minimize effects of beam deflection 
caused by density (and thus refractive index) gradi- 
ents in the probed region. The transmitted multi- 
wavelength light was de-multiplexed (spectrally sep- 
arated) into the constituent laser wavelengths by 
directing the beam at a nonnormal incidence angle 
onto a diffraction grating. The beams were diffracted 
at angles specific to each wavelength and subse- 
quently monitored with InGaAs photodiodes (200- 
kHz bandwidth). The detector voltages were digi- 
tized by a 12-bit (Nicolet) oscilloscope and 
transferred via GPIB to a Pentium-based (90-MHz) 
personal computer. 

The system was used to record HaO absorption 
spectra through the product gases of a CH4-air dif- 
fusion flame generated by a Hencken burner. The 
burner, shown schematically in Fig. 2, consists of a 
square (7-cm diagonal) array of diffusion flamelets 
sustained by a matrix of 0.5-mm-internal diameter, 
16.7-mm-long stainless steel needle tubes that carry 
fuel (CH4) from a reservoir fed by a circular annulus. 
At the top of the burner, the fuel exits the tubes and 
mixes with streams of co-flowing air to yield «460 
diffusion flamelets. For the typical operating condi- 
tions (CH4 flow rate «* 4 L/min, CH4 velocity = 40 
cm/s in the tubes; air flow rate «= 50 L/min, air ve- 
locity in the flow straightener « 120 cm/s), the flow 
was laminar (ReD < 100) and the tips of the flamelets 
were typically less than 3 mm above the burner sur- 
face. 

The flame temperature was varied by maintaining 
a constant air flow rate and adjusting the fuel flow 
rate, and thus the equivalence ratio, using a propor- 
tional, direct-acting, voltage-controlled solenoid 
valve. The gas temperature was measured 6 mm 
above the burner surface using a type-S (platinum- 
platinum/10% rhodium) thermocouple (130 /urn or 
5 mil, bare, corrected for radiation effects) as a func- 
tion of the flow-controller input voltage. For the 
given air flow rate (50 L/min), the flow-controller 
voltage variation of 2.61-2.81 V yielded an essen- 
tially linear variation (to within 1%) in temperature 
throughout the range 1810-2200 K, demonstrating 
the ability to control the gas temperature by chang- 
ing the CH4 flow rate. The inverse slope of the vari- 
ation of temperature with controller voltage, 0.5 mV/ 
K, was used as the proportional gain factor (G) for 
the feedback control system. 

Figure 3 illustrates the strategy for closed-loop 
control of the gas temperature in the probed region. 
The initial operating conditions in the burner (T0 = 
2050 K) were established by supplying a 2.74-V bias 
to the CH4 flow controller, which yielded a CH4 flow 
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FIG. 3. Block diagram illustrating the strategy used for 
closed-loop control of the temperature. The system com- 
pares the measured temperature, T, with a desired value, 
^desired- and introduces a control voltage, Vcontroi, to the fuel 
flow controller. 
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FIG. 4. Typical single-sweep (raw data) transmission sig- 
nals obtained simultaneously by tuning two diode lasers at 
a 1-kHz rate across H20 absorption features near 1343 nm 
(top frame) and 1392 nm (bottom frame) over a 7-cm-long 
path through the burned region above a CH4-air flame. 

rate of ca. 4 L/min while maintaining the air flow 
rate near 50 L/min. A flow controller voltage of 2.79 
V corresponds to an equivalence ratio equal to 1. 
The error signal for the control algorithm was pro- 
portional to the difference between the value of tem- 
perature determined from the peak absorption ratio, 
averaged exponentially with previous values, and the 
desired set point value (T^esirej). The feedback con- 
trol signal Vcontrob the product of the temperature 
difference (T — Tdesil.ecj) and the gain factor G, was 
added to the bias voltage of the flow controller to 
effectively adjust the gas temperature to the desired 
value. 

Data Analysis 

Figure 4 presents typical single-sweep (raw data) 
transmission   signals   obtained  simultaneously by 
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FIG. 5. The ratio of peak absorption coefficients, Bpenk. 
calculated as a function of temperature for various values 
of total pressure for the probed H20 transitions (for XHa0 

= 0.18). 

tuning two lasers independently at a 1-kHz rate 
across the selected H20 absorption features over a 
7-cm-long path through the CH4-air flame. The peak 
absorption coefficient for each feature was deter- 
mined from (the maximum value of) the negative 
logarithm of the transmitted intensity normalized by 
the unattenuated laser intensity [3-5], The gas tem- 
perature was determined from the ratio of the peak 
absorption coefficients (fipeak). 

To illustrate the sensitivity of the measurement 
technique, Fig. 5 plots calculated values of fipeak as 
a function of temperature for values of total pressure 
(P) in the range 0.8-1.2 atm for a constant H20 mole 
fraction (XHz0 = 0.18). A 20% change in P produces 
a 2% change in the calculated gas temperature. Fur- 
thermore, variations in the HaO mole fraction, which 
lead to a slight change in the respective absorption 
coefficients of the probed transitions, result in a neg- 
ligible change (<0.5%) in the inferred temperature. 
Thus, for the present flow field conditions, a reliable 
determination of ßpeak yields an accurate determi- 
nation of T. 

Measurements were recorded 6 mm above the 
flame while modulating the fuel flow rate sinusoidal- 
ly at various frequencies to demonstrate the capa- 
bility of the system to measure temperature fluctu- 
ations and discriminate between' temperature, 
pressure, and H20 mole fraction changes in the flow 
field. Figure 6 illustrates various power spectra, the 
squared Fourier transform of the time-dependent 
signal, obtained by applying a 2.5-Hz, 0.15-V (peak 
to peak) modulation to the 2.71-V bias voltage on 
the fuel flow controller. Figures 6a and 6b were cal- 
culated from the measured transmission intensities 
with the laser tuned to the peak-absorption wave- 
length and to a neighboring wavelength without ab- 
sorption, respectively. Figures 6c and 6d were cal- 
culated   from   the   time-dependent  temperatures 
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FIG. 6. Normalized power spectra 
for (a) transmission at peak of ab- 
sorption feature (1343 nm), (b) un- 
attenuated transmission (laser tuned 
off-line), (c) the measured tempera- 
ture, and (d) the temperature mea- 
sured with an 80-ftm (3-mil) ther- 
mocouple. The spectra were 
recorded while sinusoidally modulat- 
ing the bias voltage to the flow con- 
troller at 2.5 Hz. 
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FIG. 7. Temperature (root mean square) fluctuations de- 
termined from the power spectrum at various externally 
induced modulation frequencies. Measurements from the 
multiplexed sensor (•) agree with those from an 80-/<m (3- 
mil) thermocouple (A) at low frequencies. As the modu- 
lation frequency increases, the thermocouple response 
(—) decays exponentially. 

determined from Rpeak and from a (80-jUm, 3-mil) 
thermocouple, respectively. 

Variations ih the transmission intensity power 
spectrum that appear in Fig. 6a, but not in Fig. 6c, 
indicate variations in pressure or H20 concentration 
(for example, the relatively strong variation near 4.6 
Hz). The temperature spectra illustrated in Figs. 6c 
and 6d have nearly equal peak amplitudes and iden- 
tical peak frequencies, as expected. The relatively 
smaller noise present in the trace shown in Fig. 6d 
is due to the significantly smaller bandwidth of the 
thermocouple («=4 Hz) relative to the multiplexed 
sensor. Not surprisingly, Fig. 6b is effectively fre- 
quency independent. 

Figure 7 compares values of root mean square 
temperature fluctuations, Trms, computed from 
power spectra recorded with the multiplexed sensor 
and the thermocouple for a range of modulation fre- 
quencies (0.1-250 Hz) applied to the fuel flow con- 
troller (with the amplitude and bias voltages de- 
scribed in Fig. 6). The values agree to within 
measurement uncertainty for modulation frequen- 
cies below 4 Hz, the approximate bandwidth (- 3 
dB) of the thermocouple, but differ increasingly as 
the excitation frequency approaches the natural 
buoyancy instability near 13 Hz. The increase in the 
difference between measured Tms values with in- 
creasing flow modulation frequency is attributed to 
the relatively slow thermocouple response, because 
of the low heating rate (NuDthead^2) and the finite 
thermal mass of the bead (diameter = 160 mm). In 
contrast, the temporal response of the multiplexed 
sensor (using the fixed-wavelength technique) is ef- 
fectively limited by the detection electronics (200- 
kHz detector bandwidth, for the present work). 

As a further test of the sensor, the gas temperature 
above the flame was increased rapidly by supplying 
a voltage step (0.16 V) to the CH4 flow controller to 
increase the equivalence ratio toward stoichiometric. 
Figure 8 illustrates the resulting temperature varia- 
tion measured in the postflame gases 6 mm above 
the burner using the multiplexed sensor (scanned- 
wavelength technique) and two different thermo- 
couples (3 mil, 5 mil) corrected for radiation effects. 
The measurements are in excellent agreement be- 
fore the applied step (near 1825 K). After the step, 
the temperatures recorded by the multiplexed sen- 
sor (at a rate of one measurement every 2 ms) rise 
to within 37% of the final steady-state value of 
^=2150 K in «*18 ms. Note that the oscillatory 
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burned region above a CH4-air flame due to an applied 
step change in the fuel flow rate using the multiplexed sen- 
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FIG. 9. Measured temperatures in the burned region 
above the CH4-air flame illustrating the capability of the 
closed-loop control system to maintain the desired set- 
point temperature and compensate for perturbations in the 
fuel flow rate, (a) Time-dependent set-point temperature, 
^desired; (D) step change in the flow controller bias voltage; 
(c) measured temperatures; and (d) percentage variation 
between the measured and the desired values. 

overshoot has a significant 12-Hz component, ap- 
parently caused by a natural instability of the flame 
excited by the step change in the fuel flow rate. The 
finite response time of the burner is due predomi- 
nantly to the gas residence time in the volume from 
the flow controller to the probed region. 

Figure 9 demonstrates the capability of the system 
to respond to programmed changes in the desired 
set-point temperature, Tdesired. Figure 9a illustrates 
a given time-dependent schedule of Tdesired. Figure 
9b shows a step change in the flow controller bias 
voltage, which results in a corresponding change in 
the fuel flow rate and represents an unwanted per- 
turbation in the gas temperature that the control sys- 
tem is designed to minimize. Figure 9c compares the 
temperatures measured with the multiplexed sensor 
(dots) for various desired values (dashes) and in- 
cludes the effects of the applied step perturbation 
in Fig. 9b. Figure 9d plots the percentage temper- 
ature variation (T - Tdesired)/Tdesired X 100%. The 
maximum transient variation between the measured 
temperature and the desired value, which occurred 
after a step perturbation in the fuel flow rate (at t = 
60 s and t = 80 s), was 6%. The standard deviation 
in the percentage temperature variation was less 
than 1% for the entire measurement interval. 

The (1/e) response time of the closed-loop control 
system, the time necessary for the mean measured 
gas temperature to reach a value within 37% of the 
normalized temperature differential (T — Tdesired)/ 
^desired induced by an applied step change, was about 
1 s and includes the gas flow residence time from 
the flow controller through the burner to the probed 
region (20 ms); the scan time of the lasers (1 ms); 
the digital transfer time through GPIB (60 ms); the 
computational time for data analysis and determi- 
nation of feedback control signal (0.3 ms); the ac- 
tuator response time (3 ms); and the time required 
to reset the scope trigger (40 ms). A significant re- 
duction in the response time may be achieved by 
using an improved data transfer procedure to the 
computer, reducing the laser scan time, implement- 
ing a fixed-frequency absorption measurement strat- 
egy [3], or, most importantly, decreasing the gas vol- 
ume from the flow controller to the burner surface. 
In addition, actuation strategies that do not rely on 
the gas flow rate through the supply line to or 
through the burner reservoir (e.g., direct acoustic 
modulation) may be applied to reduce the phase lag 
between the control signal to the actuator and the 
resultant gas temperature change. 

Figure 10 compares values of H20 mole fraction 
measured (Xmeas) with the multiplexed sensor (dots) 
for the burner-operating conditions described in the 
top frame with estimated chemical-equilibrium val- 
ues (dashes) calculated (Xcaic) at the desired tem- 
peratures. The apparent error in the Xmeas values 
(«=9-10%) is due primarily to the uncertainty and 
fluctuations in the CH4 flow rate through the sole- 
noid valve (5%) and temperature fluctuations in the 
flow field (4-5%). Thus, measurements of species 
mole fraction (concentration) could also be used in 
a feedback system for process control. 

The results of recent improvements in the closed- 
loop control system to suppress the effects of a step 
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FIG. 11. Closed-loop performance using an advanced 
data acquisition system. The top frame includes a typical 
open-loop (no feedback) response for comparison. The 
bottom frame plots the percentage temperature variation 

(^desired  =   1825 K). 

change (perturbation) in the fuel flow rate are shown 
in Fig. 11. This system, which incorporates recent 
advances in computer-based, data-acquisition hard- 
ware, measures a temperature and computes an ap- 
propriate control signal every 2 ms, 50 times faster 
than the system demonstrated in Fig. 9. An A/D 
scopecard (Gage Compuscope 512), located inside 
the computer, replaced the GPIB-controlled oscil- 
loscope and reduced the data transfer time from 60 
to 0.7 ms. The top frame illustrates both the closed- 
loop performance (solid) of the control system and 
the open-loop response (dash) of the burner to the 
applied change in fuel flow rate. The bottom frame 
plots the percentage deviation from the desired tem- 
perature (1825 K). The maximum variation between 
the measured temperature and the desired value, 
which occurred immediately after the step change 
in the fuel flow rate, was 10%. The standard devia- 
tion in the percentage temperature variation was less 
than 1% for the total measurement interval. The 

lie response time of the closed-loop control system 
was «4o ms. The settling time, the time necessary 
for the relative temperature differential to decrease 
below 3% after the step, was «=30 ms. Additional 
improvements in hardware that incorporate new ac- 
quisition and processing strategies should enable 
closed-loop control at the tuning rate of the lasers 
(1-10 kHz). 

Application Considerations 

The Hencken burner used in these experiments 
produces a uniform, constant-pressure flow field and 
thus serves as an attractive test bed for the initial 
development of a combustion-control system based 
on diode-laser absorption measurements. Current 
efforts are focused on reducing effects due to flow 
field gradients and particulates that influence the in- 
terpretation and applicability of the measurements 
in realistic systems. Because absorption techniques 
yield line-of-sight measurements, the measured pa- 
rameters (gas temperature, mole fraction) represent 
path-averaged values over the probed region. Care- 
ful selection of the absorption transitions monitored 
can be used to mitigate the influence of temperature 
and density nonuniformities in boundary layers and 
nonuniform combustion regions [3]. In addition, ef- 
fects due to particulates or variations in window 
transmission with time are minimized by tuning the 
laser to a nearby wavelength (with no absorption 
transition), periodically (at a rate faster than the scat- 
tering timescales), to determine the reference inten- 
sity 70- Among the most difficult challenges facing 
implementation of the technique in large-scale in- 
dustrial facilities will be the strong refractive index 
gradients caused along the probed path that can de- 
flect the beam, vary the collection efficiency of laser 
light into the receiving fiber, and thus affect the 
transmitted beam intensity on the photodetector 
surface. In such cases, it will be necessary to modify 
the optical train to accommodate changes in the 
beam location and orientation without perturbing 
the intensity reaching the detector. 

Conclusions 

A closed-loop feedback system that incorporates a 
multiplexed diode-laser sensor was used to monitor 
and control the gas temperature along a single path 
in the burned gases above a CH4-air flame. Exter- 
nally induced fluctuations in the gas temperature (up 
to frequencies of 250 Hz) were recorded to dem- 
onstrate the rapid measurement capabilities of the 
sensor. The control system minimized the difference 
between the measured gas temperature and a de- 
sired value by actively controlling the methane flow 
rate to the burner using a voltage-controlled sole- 
noid valve. The system was capable of controlling the 
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gas temperature in the probed region to within 1% 
(standard deviation) of the desired value for various 
set points in the range 1800-2100 K. The frequency 
response of the control system, limited primarily by 
the gas residence time in the burner, may be im- 
proved by reducing the burner reservoir volume to 
decrease the phase lag between the control signal 
and the resultant temperature change, by increasing 
the digital transfer rate to the computer to increase 
the data acquisition rate, or by using fixed-frequency 
absorption techniques to decrease measurement 
time. Multiplexed diode-laser sensing holds promise 
for improved monitoring and control of combustion 
and other high-temperature process streams, par- 
ticularly for applications that require remote and 
nonintrusive monitoring. 
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COMMENTS 

Hans ter Meulen, University of Nijmegen, The Nether- 
lands. What temperature are you exactly measuring and 
what is the experimental accuracy? 

Author's Reply. The measured temperature is that which 
describes the relative populations in rotational quantum 
states in the ground vibrational state of H20, along a line 
of sight. Since the measurements were recorded at atmos- 
pheric pressure, the rotational temperature is equal to the 
gas (translational) temperature. 

The experimental uncertainty, for this relatively uniform 
flame, was estimated to be about 6% and was primarily 
limited by uncertainties in the tabulated H20 spectroscopic 
parameters at the elevated temperatures encountered 
(1500-2200 K) in the probed region above the flame. 

temperature-dependent absorption line strength, lineshape 
function, mole fraction of absorbing species, and total pres- 
sure over the beam path. Since the contribution to the total 
absorption for a particular transition at a given position is 
weighted by the (temperature-dependent) line strength 
and the partial pressure of the absorbing species, the na- 
ture of spatial averaging in the temperature measurement 
depends on the transitions probed and the spatial distri- 
bution of absorbing species. In the present work, the ab- 
sorption strengths of the probed transitions reach their re- 
spective maxima near 600 K and 1100 K. As a result, for 
post-flame gases having a uniform distribution of H20 
mole fraction but slightly cooler edges, the measured tem- 
perature in the probed region would be slightly lower than 
the linearly averaged mean temperature value along the 
beam path. 

Alan C. Eckbreth, United Technologies Res Ctr, USA. 
Would you describe the nature of the spatial averaging 
which occurs? Is the measured temperature a true linear 
average, or skewed to low or high temperatures along the 
path? 

Author's Reply. Temperature is determined, in the pres- 
ent work, from the ratio of absorbances recorded from two 
rotational transitions with different lower-state quantum 
levels within the H20 ground vibrational state. The total 
absorbance is the path integral of the product of the 

Thierry Poinsot, IMFT/CERFACS, France. The mean 
temperature with control in your results is higher than 
without control. Is the mean equivalence ratio the same in 
both cases? Do you have an explanation for this change 
temperature? 

Author's Reply. Although the mean fuel and air flow 
rates and thus the equivalence ratio were not changed 
when the fuel flow was modulated, we measured an in- 
crease of about 100 K in the mean temperature value in 
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the probed region (6 mm above the burner surface) after a relatively thick flame front extended beyond the probed 
control was initiated. When temperature fluctuations were region and CH emission in the post-flame gases increased 
minimized, the thin flame front stabilized at a height of 3 significantly. Thus we believe that the induced temperature 
mm above the burner surface, below the probed region, fluctuations resulted in a decrease in the mean temperature 
and there was a relatively small amount of CH emission in value due to a decrease in the extent of reaction at the 
the post-flame gases. When temperature fluctuation were measurement location, 
present (caused by speaker-induced acoustic modulation), 
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Laser-induced resonance-enhanced multi-photon ionization (REMPI) represents an efficient and highly 
compound selective (even isomer discrimination can be achieved) ionization method and therefore is 
ideally adapted as an ion source for analytical time-of-flight mass spectrometry (TOFMS). The combination 
of mass and optical selectivity (high-resolution UV spectroscopy is involved in the REMPI-ionization 
process), its high sensitivity, and the high measurement speed makes the REMPI/TOFMS approach a 
powerful tool for on-line emission control of combustion processes. A REMPI/TOFMS-based monitor for 
highly time resolved analysis (sampling rate 50 Hz) of organic and inorganic compounds in the exhaust 
gas of internal combustion engines is already in operation; an exhaust-gas measurement is presented in 
the paper. However, recent investigations focus on the question of whether the REMPI/TOFMS technique 
combined with a supersonic Jet-inlet system (Jet-REMPI/TOFMS) is also applicable for continuous real- 
time monitoring of highly toxic combustion trace products. Relevant examples are polycyclic aromatic 
hydrocarbons (PAH, e.g., benzo[a]pyrene) and chlorinated aromatics (e.g., chlorinated dibenzo-p-dioxins/ 
furans, PCDD/F). Such an on-line monitor is currently needed for emission control of industrial combus- 
tion processes as, for example, waste incineration (WI) facilities. In addition to some technical improve- 
ments (e.g., increase in on-line sensitivity or coupling with gas chromatography), one major prerequisite 
for practical applications is a thorough knowledge of the spectroscopic properties of the relevant target 
compounds. This contribution focuses on these spectroscopic preconditions. 

In conclusion, concepts for an on-line emission monitoring of the PCDD/F-content in flue gases of WI 
plants by means of the Jet-REMPI/TOFMS technique are presented. They are based on either the indi- 
cator parameter relationship between, for example, chlorinated benzenes and PCDD/F in the WI-exhaust 
gases (real-time, on-line technique) or a fast, repetitive discontinuous trapping and enrichment before a 
fast gas chromatography-Jet-REMPI/TOFMS detection. 

Introduction much longer (min). For some compounds, such as 
CO, NOj or S02, on-line sensors are already avail- 

Prerequisites for an optimal steering (e.g., active ^ However, it is impossible to monitor traces of 
feed-back control) of technical combustion pro- orgamc Species with conventional methods. In ad- 
cesses and for development of new emission reduc- &ÜQn tQ hi . d and serisitivity; a high selec- 
tion devices are reliable real-time analytical ^ ired for on.line emission control tech_ 
techniques. The measurement speed needed tor an .   '         ^ 

on-line emission control device is given by the typ- ^two-dimensional REMPI/TOFMS analytical 
ical regulatmg-time constant of the respective com- J 

bustion process. In the case of an internal combus- technique  [1-8]  fulfills these prerequisites. The 
tion engine, single engine-stroke resolution (-50 REMPI process, using excited molecular mterme- 
Hz) is desirable. For industrial incinerators (e.g., diate states for ionization, involves UV spectroscopy 
WI), acceptable measurement time intervals are in the ionization step (first analytical dimension). 

2859 
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FIG. 1. Schematic representation of a REMPI/TOFMS 

apparatus and wavelength-selected mass spectra of auto- 
motive exhaust gas. The on-line measurements (Fig. 2) are 
calibrated by the use of calibration gases, which are added 
in defined concentrations to the exhaust gas probe pulses. 
The insert shows mass spectra obtained from an exhaust 
gas, using different laser wavelengths (UV1 = 307.6 nm 
for NO measurement, UV2 = 301.5 nm for detection of 
acetaldehyde, and UV3 = 264.1 nm to detect the mono- 
cyclic benzoid aromatics). 

The second analytical dimension is a result of the 
mass analysis. 

For selective REMPI ionization, the laser wave- 
length must be tuned in resonance with a specific 
UV-spectroscopic transition of the target compound. 
Only these compounds are selectively photoexcited 
and can absorb more photons (multi-photon absorp- 
tion). If the absorbed energy exceeds the ionization 
potential, the target compound gets ionized (multi- 
photon ionization). REMPI ionization of jet-cooled 
molecules (Jet-REMPI) via vibronic transitions of 
the first excited singlet state (Si) is highly compound 
selective and soft (low fragmentation rate) with ef- 
ficiencies in the percentage range (e.g., up to 25% 
ionization yield for aniline [2]). 

In WI, nonhomogeneous fuel composition leads 
to formation of traces of hazardous polychlorinated 
aromatics such as polychlorodibenzo-p-dioxins/-fu- 
rans (PCDD/F) and polychlorobiphenyls (PCB) [9- 
11]. In many countries, the emission limits for 
PCDD/F, for example, have recently been tightened 
by new legislation. This poses an even greater chal- 
lenge to on-line emission control devices. We focus 
our attention on chlorinated aromatics and the spec- 
troscopic preconditions for their Jet-REMPI/ 
TOFMS detection. 

Although REMPI/TOFMS has been successfully 
applied to on-line trace analysis of complex exhaust 
gas mixtures [12-14], extensive spectroscopic studies 
[15] are necessary before routine analytical applica- 
tion on WI exhausts is feasible. 

Results and Discussion 

REMPI-based methods are already in use for ba- 
sic combustion research purposes [16], for inorganic 
trace analysis [17], and for on-line analysis of auto- 
mobile engine exhausts [12-14]. The latter applica- 
tion allows high repetition rates (full mass spectrum 
per laser shot, repetition rates are 10-50 Hz) in com- 
bination with sufficient sensitivity to detect ppm to 
sub-ppm concentrations for each single laser shot. 
Such high-speed gas analysis can only be performed 
by REMPI/TOFMS. The exhaust gas is introduced 
into the TOFMS ion source by a special real-time 
sample injection system involving an effusive molec- 
ular beam. REMPI ionization is performed directly 
underneath the heated (500 K), effusive beam inlet 
capillary. Figure 1 gives a schematic representation 
of a TOFMS spectrometer and shows REMPI-se- 
lected mass spectra from combustion engine exhaust 
gas. Although the optical selectivity is reduced in 
comparison to supersonic jet inlet (e.g., in mass 
spectrum UV3 in Fig. 1, four aromatics are REMPI 
ionized simultaneously), it is nonetheless demon- 
strated that a high-compound class selectivity is ob- 
tained. Together with the mass separation, the op- 
tical selectivity is fully sufficient for species-selected 
on-line engine-exhaust emission monitoring. Results 
of an on-line REMPI measurement of benzene, NO, 
and CO concentrations as a function of the engine 
parameters speed and throttle valve position are 
shown in Fig. 2. 

A particularly interesting application for REMPI/ 
TOFMS-based techniques would be the emission 
control of industrial incinerator effluents (e.g., at 
WI). The raw flue gases of WI, probed after the fur- 
nace (particularly interesting for on-line REMPI/ 
TOFMS-emission monitoring), contain thousands 
of different trace chemicals in ppm to ppq concen- 
trations [22]. To detect target compounds in the 
presence of the multitude of isomeric and isobaric 
compounds in the flue gas, the high optical selectiv- 
ity of the Jet-REMPI technique is required. Differ- 
ent research groups already have demonstrated that 
for many separation problems, selective detection 
can also be achieved in the presence of large 
amounts of potential interferents [8,18-20]. Most 
potential interferents are not ionizable at the reso- 
nance wavelength of a target compound, because 
even isomers can be differentiated by their sharply 
structured Jet-REMPI spectra (see Fig. 3 and Refs. 
5-8,18,20,23-25). However, in case of accidental 
ionization of an isobaric interferent (important for 
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FIG. 2. Results of REMPI/TOFMS on-line emission 
measurements of internal-combustion engine exhaust gas 
(time resolution up to 50 Hz). Fast concentration changes 
of three species are recorded during sudden speed changes 
(throttle valve adjustment). High-benzene concentrations 
appear while the engine speed decreases (unburned fuel 
emission). While the throttle valve is open, the benzene 
level drops as a result of more ideal combustion conditions 
and the NO formation is increased (high temperatures). 
Short CO peaks appear (FWHM: 0.1-0.2 s) at the begin- 
ning and end of accelerations. Fluctuations with a period 
of 1-2 s are caused partly by changes in the fuel-air ratio 
due to the electronic emission control device (X probe). 
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FIG. 3. REMPI spectra of some chlorinated dibenzo-p- 
dioxins (PCDD) and one dibenzofuran (PCDF). The sam- 
ples were seeded in argon gas within the heatable jet valve 
before expansion in the supersonic jet. From top to bottom: 
one-color 1 + 1 REMPI spectra of (1) 2,7-dichlorodi- 
benzo-p-dioxin, (2) 2,3-dichlorodibenzo-p-dioxin, (3) 2,8- 
dichlorodibenzo-p-dioxin, (4) 2-monochlorodibenzo-p-di- 
oxin, and (5) two-color 1 + 1 REMPI spectrum of 
2,8-dichlorodibenzofuran. Note the differences in the vi- 
bronic structure of the PCDD (dense pattern is due to 
floppy molecular structure) and the 2,8-dichlorodibenzo- 
furan (distinctly spaced peaks are due to rigid molecular 
structure). The insert exhibits an enlarged part of the three 
isomeric PCDD compounds REMPI spectra (1-3), dem- 
onstrating the possibility of isomer selective ionization. 

two-color ionization, see later in this paper), differ- 
ence measurement techniques can be applied (com- 
parative measurement with laser periodically tuned 
on and off the REMPI resonance). Recent research 
[18-20] indicates that principal technical precondi- 
tions for WI on-line emission monitoring are ful- 
filled. The required sensitivities lie in the ppb to ppt 
range, detection limits in the low ppb to sub-ppb 
range are already reached with a standard Jet- 
REMPI setup [18]. Recently, a decrease in detection 
limit by a factor of about 10 has been reached [19], 
using conical extraction electrodes 2 cm below the 
jet nozzle. However, we think that a miniaturized 
ion-optical arrangement with plane-parallel extrac- 
tion plates that also performs increased sensitivity 
due to small nozzle-ionization region distance is 
more advantageous because of the higher ionization 
volume and reduced space charge effects. A config- 
uration in which the ionization is performed directly 
below the jet nozzle (ions drift into a pulsed extrac- 
tion field ion source by their jet velocity) is already 

in use for anion-ZEKE spectroscopy [21] within our 
group and the application for Jet-REMPI/TOFMS 
is in preparation. 

Recent REMPI-spectroscopic reports deal either 
with small inorganics or aromatics (ionizable in a 
one-color 1 + 1 REMPI process). For most relevant 
compounds (e.g., higher-chlorinated molecules), no 
[jet-]spectroscopic data are available. Therefore, we 
started an extensive study of the Jet-REMPI spec- 
troscopic properties on representatives of the PCB, 
PCDD, PCDF, PAH, and PCBz substance classes 
[23-25]. 

The molecular parameters to be considered are 
the transition energies and properties of electroni- 
cally excited molecular states (e.g., absorption oscil- 
lator strength, molecular geometry changes, neutral 
dissociation, vibronic structure, radiative and non- 
radiative deactivation rates, internal vibrational re- 
distribution rates), the ionization potential, and 
properties related with the REMPI-ionization pro- 
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FIG. 4. (A) One-color limits (half ionization potentials 
[26], IP/2) and UV Srtransitions of some PCDD (DD, 1- 
MCDD, 2,8-DCDD, 2,3,7-T3CDD, 2,3,7,8-T4CDD, 
1,2,3,7,8-PCDD, 1,2,3,7,8,9-H6CDD, 1,2,3,4,6,7,8- 
H7CDD, and OsCDD). The one-color limit is reached 
when the Sj-transition exhibits a lower energy than IP/2. 
2,3,7,8-tetrachlorodibenzo-p-dioxin probably still can be 
ionized by a one-color 1 + 1 REMPI scheme via a vibronic 
Si transition. (B) 1 + 1 two-color REMPI ionization yield 
for 2,8-dichlorodibenzofuran as a function of the delay time 
between exciting and ionizing laser; 266 nm (a) and 213 
nm (b) were used for ionization. Chlorinated aromatics un- 
dergo rapid Si deactivation by ISC into the first triplet state 
(JTI), reducing the REMPI-ionization efficiency drastically. 
By application of the short wavelength ionizing laser (213 
nm, trace b) the molecules can be ionized efficiently from 
the 7\ state under satisfaction of the Franck-Condon pro- 
pensity rule (sixfold increased ionization efficiency com- 
pared to 266 nm ionization as shown in trace a) 

cess (e.g., fragmentation rates). Some of the previ- 
ously mentioned spectroscopic properties are dis- 
cussed subsequently for the PCDDs and two 
important PAHs. 

Generally, the S1 transition energy of aromatics 
decreases with either an increasing extent of the n 
system or (to a lesser extent) with an increasing num- 
ber of chlorine substituents. Positional isomers (e.g., 
different dichlorinated dibenzo-p-dioxins, Fig. 3) 
show nearly identical UV-transition regions, whereas 
those of constitutional isomers (e.g., perylene and 
benzoapyrene) often exhibit larger differences. Im- 

portant for optical selectivity is the vibrational fine 
structure of the UV transition used for REMPI 
(mostly Sj state), which is determined by vibronic 
selection rules and by the Franck-Condon propen- 
sity rule (the abundance of totally symmetric vibra- 
tional modes with similar structural pattern as the 
geometry change upon excitation is enhanced). Fig- 
ure 3 shows the Jet-REMPI spectra of four chlori- 
nated dibenzo-p-dioxins (PCDD) and one chlori- 
nated dibenzofuran (PCDF). The vibronic structure 
of the Si states of PCDD is relatively dense because 
of low-frequency mode progressions, which are 
Franck-Condon-induced by a Si <— S0 change of the 
folding angle (dioxins exhibit a folded structure 
[26]). Nonrigid molecules often show partly con- 
gested spectra caused by high low-frequency mode 
activity, whereas rigid aromatics generally exhibit 
distinctly spaced spectra. This effect is important be- 
cause it can reduce the isomeric selectivity. Figure 
3 shows that the isomeric selectivity for PCDD is 
still fairly high, but it is not clear yet whether the 
spectroscopic selectivity is sufficient for total iso- 
meric separation of the important four- to eightfold 
chlorinated dibenzo-p-dioxins. For the poly- 
chlorinated biphenyls (PCB), which exhibit a large 
dihedral-angle change upon Si <— S0 excitation [24], 
the jet-spectroscopic selectivity is strongly reduced 
in comparison with rigid PAHs. 

The ionization potential (IP) is also fundamental 
for REMPI. If the Sx «— S0 transition energy exceeds 
the IP/2 value (one-color limit), a one-color two- 
photon-REMPI ionization scheme is possible (only 
one tunable laser is needed for practical applica- 
tions). Two-color or higher-order (three- or four- 
photon ionization) REMPI processes are necessary 
if this precondition is not fulfilled. Regarding the 
one-color limit, the polychlorodibenzo-p-dioxins 
represent an interesting case. Polycyclic aromatics 
with more than two condensed benzene rings usually 
exhibit an Si-excitation energy lower than the IP/2 
value and therefore need a two-color REMPI-ioni- 
zation scheme. In the tricyclic dibenzo-p-dioxin mol- 
ecule (DD), the central ring is not aromatic. Con- 
sequently, the Sj transition is blueshifted by 5100 
cm-1 in comparison with the parent aromatic (an- 
thracene), and the DD molecule is ionizable by one- 
color 1 + 1 REMPI. We have predicted the IP val- 
ues of higher chlorinated PCDD by a combined 
quantum-chemical and experimental approach [26]. 
Using UV-spectroscopic data ([27] and Fig. 3), we 
estimated the one-color limits for PCDDs (Fig. 4a). 
The ultratoxic 2,3,7,8-tetrachlorodibenzo-p-dioxin 
may remain one-color REMPI ionizable. If the Sx 

lifetime is sufficiently long (phosphorescence-spec- 
troscopic results indicate that the ISC rate is not too 
high for highly symmetric PCDDs [28]), an efficient 
detection scheme for this important compound may 
be possible.  The  other toxic PCDD congeners, 
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FIG. 5. Excitation wavelength and lifetime selectivity in 
two-color 1 + 1 REMPI spectroscopy demonstrated by 
the separation of benzoapyrene (BAP) and perylene (PER). 
(Left) Excitation wavelength selectivity. A small part of the 
REMPI spectra of the BAP and PER isomers. In this wave- 
length region (Sx origin region of BAP) the spectral selec- 
tivity is sufficient for a complete isomeric discrimination. 
However, at other wavelengths co-ionization of the two iso- 
mers cannot be ruled out. In this case, the lifetime selec- 
tivity can be applied to distinguish the isomers. (Right) 
Lifetime selectivity: REMPI ion current curves of PER and 
BAP registered as a function of the delay between the 
exciting (tuned to the respective Srorigin transition) and 
the ionizing (quintupled Nd:YAG, 213 nm) lasers. The dif- 
ference in PER and BAP excited-state lifetimes allows a 
perfect isomeric separation; if, for example, the delay be- 
tween the exciting and ionizing laser is set to 100 ns, no 
PER, but 75% ion yield of the BAP molecules can be 
achieved. 

which are five- to eightfold chlorinated, definitely 
are located in the two-color region. 

In general, REMPI ionization yields may be re- 
duced if the excited intermediate state lifetime is 
short in comparison with the laser pulse duration 
(here, 10 ns). The relevant radiationless deactivation 
mechanisms for aromatics are inter-system crossing 
(ISC) and internal conversion (IC). The IC process 
represents a transition from the electronically ex- 
cited state into the molecular ground state (S0), in- 
duced by large structural changes upon excitation 
(e.g., biphenyl derivatives). The electronic excitation 
energy is transformed into vibrational excitation, 
making a REMPI ionization impossible. Application 
of short pulse lasers (pulse duration in the ps range) 
can override this sensitivity loss, but for most com- 
pounds sufficient ionization yields still can be 
achieved with standard lasers (pulse duration in the 
10-ns range). 

The ISC process is due to a forbidden transition 
from an excited singlet state to the (vibrationally ex- 
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FIG. 6. Indicator parameter relationship between the po- 
lychlorodibenzodioxins (PCDD, measured in I-TEQ [11]) 
and polychlorobenzene (PCBz) concentration in the flue 
gas of a model incinerator [35]. Although the scatter of the 
low-chlorinated benzene measurements is very high (due 
to unsuitable analytical technique [35]), 1,2-DCBz exhibits 
a recognizable PCDD/F-indicator parameter relationship, 
whereas the 1,4-DCBz does not (consistent with flame 
chemistry studies [35]). This depicts the importance of iso- 
mer selective measurement of PCDD-indicator parame- 
ters. 

cited) first triplet state (Tj), favored by the presence 
of heavy atoms (e.g., chlorine) in the molecule due 
to increased spin-orbit coupling. A detection sensi- 
tivity loss can be reduced or prevented by a two- 
color ionization scheme. After Sj excitation and fast 
ISC, the ionization must be performed from the vi- 
brationally highly excited Tx state. Although the ISC 
process is isoenergetic, the energy of the second, 
ionizing photon must be larger than the SrIP gap 
energy to achieve an optimal ionization efficiency by 
satisfying the Franck-Condon propensity rule [29] 
(Fig. 4). The different time behavior in the two cases 
is of particular interest. With 266 nm, only those 
molecules that remain in the short-living Si state are 
ionizable, that is, an ionization signal is obtained 
when the excitation/ionization lasers are exactly 
overlapping in time only. By application of a 213-nm 
laser light, the Franck-Condon propensity rule is sat- 
isfied and the molecules can be ionized efficiently 
from the highly vibrationally excited T± state. The 
ionization yield decreases slowly over a range of 
some thousand nanoseconds excitation/ionization la- 
ser delay time (triplet state lifetime). An interesting 
aspect is that the time profile of the two-color ioni- 
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zation efficiency represents an additional selectivity 
parameter. As an example for lifetime selectivity, the 
ionization yield as a function of the delay time be- 
tween the excitation and ionization lasers for the iso- 
meric PAHs perylene and benzo[a]pyrene (tracer 
compound for hazardous PAH in combustion ex- 
haust or soot) is shown in Fig. 5 (right). The two- 
color REMPI ionization often allows an increased 
sensitivity in comparison to one-color REMPI, be- 
cause optimal laser conditions for the excitation and 
ionization step can be chosen independently. Fur- 
ther on, lifetime selectivity can be obtained and, par- 
ticularly important for the detection of chloroaro- 
matics, sensitivity losses by fast ISC deactivation can 
be prevented. It should be noted, however, that the 
primary REMPI selectivity is reduced because of 
possible 1 + 1 REMPI at the color of the second 
(ionizing) laser via S.2 <— S0 or Sn <— S0 absorption 
either of the target compound itself or of interfer- 
ents. Our results on two-color REMPI spectroscopy 
show that, in many cases, the unfocused second laser 
can be attenuated into the 10 ju] pulse energy range 
without appreciable ionization-signal reduction, al- 
lowing registration of PAH spectra with less than 1% 
S„ <— S0 signal (i.e., the ionization efficiency of S„ <— 
S0 REMPI often is reduced because of rapid, radia- 
tionless transitions). Thus, the interferences by the 
second laser should be manageable by difference- 
measurement techniques. Two-color detection effi- 
ciencies of unsubstituted PAH are good [29], en- 
abling a REMPI/TOFMS application for 
PAH-emission control. In a summarized considera- 
tion of the spectroscopic results, the (aromatic) com- 
pounds relevant for WI-effluent emission control 
can be subdivided into three groups: 

1. Aromatics ionizable in a one-color 1 + 1 REMPI 
process with a distinctly spaced vibrational Sj fine 
structure under jet conditions (low-chlorinated 
benzenes [6,7,25], phenols, toluenes, and also 
some unchlorinated compounds: many benzene 
derivatives, dibenzofuran, naphthalene, fluo- 
rene). 

2. Aromatics ionizable in a two-color 1 + 1 REMPI 
process with a distinctly spaced vibrational Sj fine 
structure under jet conditions (e.g., most PAH, 
higher-chlorinated benzenes, and PCDF). 

3. Aromatics ionizable either in a one- or two-color 
1 + 1 REMPI process but with a congested or 
dense vibrational structure under jet conditions 
and/or a very fast Sj deactivation, dissociation, or 
other spectroscopic problem (e.g., PCDD and 
PCB). 

Accurate calibration techniques are very impor- 
tant for application of the REMPI/TOFMS ap- 
proach. A calibration method for on-line measure- 
ment based on internal calibration standards already 
has been developed within our group [36] that allows 
a quantitative accuracy better than 10% for every 

laser shot in the low ppm region. A similar concept 
will be used for the measurements in Wl-exhaust gas 
with 13C-marked chlorobenzenes, for example, as 
calibration standards (ppb region dosage of the cal- 
ibration standard[s] is managed by a dynamic gas 
standard technique [37]). 

Conclusion 

It is important to consider how the molecules of 
the previously defined groups can be detected in the 
exhaust of large-scale industrial incinerators. Two 
concepts for emission monitoring by REMPI/ 
TOFMS are feasible: 

1. A direct on-line approach (analogous to the com- 
bustion engine measurements, see Figs. 1 and 2) 
allows real-time measurements, but special tech- 
niques (e.g., ion-optics) are needed to reach the 
required sub-ppb sensitivity. Furthermore, the 
on-line signal can be summed over some hundred 
laser shots (20-100 Hz laser repetition rate) be- 
cause time resolution in the 10 s range is suffi- 
cient for this particular application. A routine on- 
line application will probably be restricted to 
group 1 and 2 (two laser wavelengths necessary) 
compounds. 

2. A quasi real-time approach using a rapid, repet- 
itive sample enrichment step (e.g., with trapping 
tubes and subsequent sudden release by ther- 
modesorption [30]) may be used if the sensitivity 
is not sufficient for an on-line detection of the 
desired target compound (group 2 and 3 mole- 
cules). Further on, fast gas Chromatographie 
(GC), separation may be applied before Jet- 
REMPI/TOFMS detection. Recently, we pre- 
sented a GC-Jet-REMPI/TOFMS coupling [20] 
(three-dimensional analytical system providing 
full optical Jet-REMPI, mass spectroscopic, and 
GC resolution, as well as considerably good de- 
tection limits of 200 fg for toluene, for example 
[20]). However, the analytical cycle time will be 
in the 10-min range. 

The results of our spectroscopic investigation on 
the particularly interesting PCDD (group 3, unfa- 
vorable REMPI-spectroscopic properties) and their 
very low concentrations in the Wl-exhaust gases 
(ppt, ppq, and sub-ppq concentration range) show 
that a reliable detection of these compounds in WI 
exhausts must be performed by the quasi real-time 
approach. Nevertheless, the aim of a real-time on- 
line measurement of the PCDD is reachable by ap- 
plication of indicator parameter relationships be- 
tween the PCDD and indicator compound 
concentration in the flue gas of WI plants. Recent 
studies show that the polychlorobenzene/phenol 
(PCBz and PCPh) and PCB concentrations are re- 
liable indicator parameters for PCDD/F emissions 
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(correlation coefficients up to r = 0.94 [31,32]). The 
reason for the correlation is the formation mecha- 
nism of PCDD/F [10], which is formed in the WI 
flue gas by fly-ash-based, heterogeneous catalyzed 
reactions at temperatures of about 550-650 K si- 
multaneously with other chloroaromatics ("de novo" 
[33] and "precursor" [34] formation mechanism). 
The PCBz and PCPh emissions are several orders of 
magnitude higher than those of PCDD/F. One- or 
twofold chlorinated benzenes/phenols are particu- 
larly advantageous for on-line Jet-REMPI monitor- 
ing, because they are not absorbed on fly-ash parti- 
cles within the relevant temperature range and 
exhibit favorable properties for REMPI detection 
(one-color 1 + 1 REMPI [8,25]). Limited literature 
on the occurrence of two- to sixfold chlorinated ben- 
zenes and the PCDD/F in the exhaust gas of incin- 
erators is available. Based on data from Ref. 35, we 
worked out indicator parameter graphs for the 
two-, three-, and fourfold chlorinated benzenes ver- 
sus the polychlorinated dibenzo-p-dioxins (Fig. 6). 
The concentrations of the three- and fourfold chlo- 
rinated benzenes in the exhaust gas of the pilot in- 
cinerator exhibit a good PCDD indicator parameter 
relationship. As mentioned by Fängmark et al. [35], 
the high scattering of the measured dichlorobenzene 
concentrations is mainly due to an unsuitable trap- 
ping technique (designed for low-volatility com- 
pounds). However, it is interesting that in contrast 
to the 1,4-dichlorobenzene, the 1,2-dichloroben- 
zene still exhibits a recognizable PCDD indicator 
relation. This difference emphasizes the necessity of 
isomer-selective detection. Recently, we have inves- 
tigated the Jet-REMPI spectroscopy of all two-, 
three-, and fourfold chlorinated benzene isomers 
[8,25] and shown that isomer-selective REMPI de- 
tection is possible for all PCBz. Jet-REMPI/TOFMS 
detection limits of 600 ppt (chlorobenzene), 10 ppb 
(1,4-dichlorobenzene), and 30 ppb (1,2-dichloro- 
benzene) already have been reported by others [18]. 
In conclusion, PCBz (and PCPh) are highly suitable 
PCDD/F indicator parameters for on-line emission 
control by Jet-REMPI/TOFMS. 

A Jet-REMPI/TOFMS apparatus, optimized for 
Wl-exhaust on-line measurements, is under con- 
struction within our group. Also receiving attention 
are Jet-REMPI-spectroscopic studies on relevant 
pollutants, conventional indicator parameter mea- 
surements at industrial combustion facilities, and de- 
velopment of quasi real-time techniques (gas chro- 
matography-Jet-REMPI/TOFMS coupling and fast 
enrichment techniques) for stack gas monitoring. 
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COMMENTS 

/. Wolfrum, Universität Heidelberg, Germany. You sug- 
gest the use of 1,2 dichloro-benzene as an indicator sub- 
stance for toxicity equivalents of dioxins. At the required 
upper limit of 0.1 mg/Nm3 in Europe this would require 
the detection of about lOppt 1,2-dichloro benzene. How is 
your sensitivity in this case? 

Author's Reply. Indicator parameter relations between 
chlorobenzenes and the toxicity equivalents of dioxins only 
have been measured in the stack gas of waste incinerators, 
WI (e.g. in Ref. 32 in the paper). Such indicator correla- 
tions are due to the related formation mechanisms of chlo- 
roaromatic compounds in the WI post combustion zone 
(300°C). Therefore one can expect the validity of the in- 
dicator parameter approach in the WI post combustion re- 
gion also. In order to achieve the goal of an emission re- 
duction by feed back control of furnace or flue gas cleaning 
parameter, it is necessary to get real-time on-line infor- 
mation from the point where the pollutants are formed. 
Further on, the stack gas has passed a multitude of gas 
cleaning facilities as e.g. wet scrubbers. The concentration 
of the organics in the stack gas, determined by the equilib- 
rium between gas-phase and a huge amount of different 
circulating scrubbing liquids, will only fluctuate slowly 
around mean values. Therefore, as we have mentioned in 
the paper, we intend to apply the on-line Jet-REMPI- 
TOFMS approach to measure indicator parameters in the 
raw flue gas, prior to any the flue gas cleaning measures 
beside the electrostatic dust precipitator. The concentra- 
tions  of dioxin  indicators/precursors  are  at  significant 

higher levels here in comparison to the stack gas. For ex- 
ample, polychlorobenzene concentrations (all congeners) 
of 9-27/ig/m3 have been registrated in the raw flue gas of 
a municipal-WI [1] and lower chlorinated benzenes are 
more prominent than the higher chlorinated ones [2,3]. 
From this measurements dichlorobenzene (DCB) concen- 
trations of 200ppt up to 2ppb in the WI-raw gas can be 
concluded. However, during time-varying combustion con- 
ditions, indicated by carbonmonoxide-peaks, probably even 
much higher DCB peak-concentrations occur. Our present 
Jet-REMPI-TOFMS device is still not sensitive enough 
(we reach similar detection limits as Cool et al. (Ref. 18 in 
the paper) which are in the 10 ppb range for DCB's) but 
as shown by Oser et al., an approximately 50-fold sensitivity 
increase (see questions from Grotheer) can be achieved 
mainly by reduction of the nozzle-ionization distance. This 
demonstrates the large optimization potential for the 
REMPI-TOF technique. We are working on an sensitivity- 
optimized Jet-REMPI-TOFMS setup, using a free jet ion 
source (first results: see Ref. 3, this comment) that allows 
a close nozzle-ionization distance and a high ionization vol- 
ume but exhibits several modifications (e.g. avoiding foci 
in the ion trajectory) relative to the setup from Oser et al. 
(Ref. 19 in the paper). 
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3. Zimmermann et al., RIS-96 Proceedings, AIP Press, 
1996, in press. 

Horst-Henning Grotheer, DLR Stuttgart, Germany. By 
using the new approach termed "DLR Jet REMPI," sig- 
nificant sensitivity improvements could be achieved that 
have been erroneously quoted in your paper to amount 
only a factor of about 10. The real numbers are as follows. 
By comparison to the literature [1] we obtained for di- 
chlorotoluene a sensitivity increase by a factor of 200 [2], 
for naphtalene an increase by even a factor of 1000 [3], 
For benzene the detection limit with DLR Jet REMPI is 
at present 1 ppt [4] with measurement times in the order 
of some seconds so that on-line capability is achieved. 

For the reduction of dioxins from MWTs, a head-end 
strategy seems worthwhile which aims at the minimization 
of precursor emissions from the furnace by suitable tech- 
niques such as e.g. H202 injection to the post-combustion 
region [5], Consequently, on-line measurements of chlo- 
rophenols (preferentially 2,4,6, trichlorophenol, see [4]) 
are required as input parameters for flame optimization. 
These measurements should be carried out close to the 
furnace exit. Indeed, for the boiler section a correlationship 
between 2,4,6 trichlorophenol and dioxin toxicity equiva- 
lents has been reported in the literature [6]. However, also 
in this case sensitivity is an issue and it would be interesting 
to get some information about your on-line sensitivities. 

The success of such a reduction technique would then 
have to be surveyed further downstream (preferentially at 
the stack) by on-line measurements of suitable indicator 
substances such as 1,2 dichlorobenzene as suggested in the 
present paper. 
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Author's  Reply.   A reliable  comparison  of different 
REMPI-TOF apparatus sensitivity needs a careful balanc- 

ing of various parameters because the obtained detection 
limits (DL) are strongly dependent from e.g. laser power, 
the used data acquisition/analysis technique and, even 
more important, from the spectroscopic transition used for 
the REMPI-process. 

The REMPI-wavelengths chosen in the DL-measure- 
ments from Oser et al. (Refs. 2-4 in the comments) differ 
from those used by Tanada et al. [1], For naphthalene de- 
tection Tanada et al. (Ref. 1 in the comments) used a res- 
onance within the weak Sj-state (301.6 nm, guarantees 
high selectivity), whereas in Oser et al. (Ref. 3 in the com- 
ments) the very intense S2-state was used (278.5 nm, over- 
lapping vibronic bands). Further on, the dichlorotoluene 
DL of Tanada et al. was obtained for the 2,4-isomer, 
whereas Oser et al. (Ref. 2 in the comments) considered 
the 2,5-isomer (ionization efficiencies of isomers can be 
very different). 

Therefore the DL from Oser et al. and Tanada et al. are 
incomparable and the factors given in the question mean- 
ingless. The sensitivity increase by a factor of 10 due to 
Oser et al. given in the paper was not quoted erroneously 
but estimated from geometrical data (i.e. from the reduced 
distance x between nozzle and ionization region and In- 
dependence of the ionization yield). The new results [1] 
(see also Ref. 4 in the comments) quoting a DL-decrease 
for benzene by a factor of 90 in respect to Tanada et al. 
(absolute: lppt, S/N = 1, 100 Iasershots averaged) were 
not available when we wrote our paper. The vibronic Si- 
transition used by Oser et al. (252.87 nm) is more intense 
than those used by Tanada et al. (259.0 nm), leading to a 
DL-decrease of about a factor 50 (neglecting possible dif- 
ferences in laser power etc.) which is factor five better than 
our estimation in the paper. Nevertheless, the absolute 
benzene-DL of 1 ppt by Oser et al. represents a promising 
result, confirming the applicability of the REMPI-based 
concepts for on-line trace analysis. However, the main work 
necessary in future will be located in the field of sample 
acquisition, handling and calibration. 

Concerning the second comment, as mentioned in the 
paper a careful analysis of the spectroscopic properties is 
necessary in order to find out the optimal ionization con- 
ditions. By using the theoretical methods described by 
Zimmermann et al. in Ref. 26 of the paper, we estimated 
the ionization potential of 2,4,6-Trichlorophenol from a 
quantum chemical calculation to be around 9.51 eV, lead- 
ing to an one-color limit of approximately 261 nm. Re- 
garding the location of the Sj-transition [origin: 293.89 nm, 
Tembreull et al. (Ref. 6 in the paper)] there is absolutely 
no chance to ionize 2,4,6-Trichlorophenol by one-color 
REMPI-ionization via this state. In principal, a one-color 
REMPI-detection via higher electronic states is possible, 
but not well suited for analytical purposes due to massive 
losses in spectral and mass spectrometric selectivity (many 
compounds show overlapping UV-bands and increased 
fragmentation). If it turns out that an on-line monitoring 
of 2,4,6-Trichlorophenol is necessary, one has to accept the 
more complex two-color ionization scheme (probably also 
other PCDD precursor/indicator-compounds with better 
REMPI-properties can be found). As mentioned in our pa- 
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per, the sensitivity losses due to rapid inter system crossing 
induced by chlorine substitution can be overriden by using 
a short-wavelength laser for the ionization step (see Figure 
4b). Up to now we have not measured detection limits 
(DL) of compounds needing two color REMPI-steps. Our 
actual one-color DL (estimated from GC-REMPI-TOF 
measurements [20]) are in the same order of magnitude as 
those reported from Tanada et al. In order to increase the 
sensitivity a new ion source, utilizing an unskimmed, free 
jet (similar as in Ref. 2, below, and in Ref. 19 of the paper) 
is under examination. Results from first investigations of 
the REMPI-ionization in the vicinity of the nozzle orifice 
(1 to 5 mm) have been presented recently [3], 
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Hans ter Meiden, University of Nijmegen, The Nether- 
lands. Do you see fragmentation effects due to multipho- 
ton processes, which might influence your analysis, espe- 
cially in the case of larger aromatic molecules? 

Author's Reply. For 1 + 1 two-photon REMPI ioniza- 
tion schemes only moderate laser powers are necessary. 
Therefore, fragmentation of the larger aromatics is not crit- 
ical. This picture changes if REMPI processes of higher 
order (e.g. 1 + 2 three-photon REMPI) or nonresonant 
multi photon ionization (NRMPI, e.g. with intense 248 nm 
KrF-excimer laser or 266 nm Nd:YAG laser light) are used. 
Under these conditions indeed massive fragmentation can 
occur, making the latter REMPI-techniques less favorable 
for the analysis of very complex mixtures. 
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A new strategy for industrial combustion monitoring and control is presented which is based on UV 
emission spectroscopy measurements in combination with tomographic evaluation procedures. In contrast 
to usual closed-loop control for low pollutant combustion on the basis of flue gas composition measure- 
ments, this new strategy prevents the production of combustion NOx by an early detection of NOx gen- 
erating flame radicals in a two-dimensional plane of the combustion system. Preliminary results for the 
usability of this new control strategy are presented. The tomographic sensor system for the control loop 
has been tested in various combustion systems. In an incineration station, a strong correlation of high 
temperature and high NOx flue gas emission with the appearance of NH and CN radiative emission bands 
were found. Under brown coal firing conditions in a tomographic test with two single UV sensors, the 
radial intensity distribution was calculated. Along a line perpendicular to the connecting line of the two 
sensors, the determination of the temperature found by comparing the spectra with Planck's function was 
in good agreement with suction thermocouple measurements. Using the same burner with propane fuel, 
the two-dimensional CH distribution in the longitudinal cross section was detected. These measurements 
indicate the principal usability of the new sensor and a strategy to prevent NOx generation in industrial 
combustion systems in an early stage of development. 

Introduction the other hand, emission spectroscopy for flame 
monitoring is very easy since it requires merely a lens 

Effective process control in technical combustion and a spectrometer. For most of the combustion pro- 
systems for minimizing the NO^ release has become cesses in power stations, a qualitative but easy mea- 
more and more difficult. When using the flue gas suring method leading to a quick overview of the 
composition as the input value for a closed-loop con- combustion field is advantageous over quantitative 
trol, the time scale for the control and regulation and elaborate methods with sensitive equipment [7]. 
system becomes very long compared to the com- 
bustion time scales. A suitable sensor placed inside 
the combustor to detect the two-dimensional distri- Indicator Species for NOx Production 

bution of temperatures and concentrations of several For NQ         duction in heterogeneous combus- 
radicals and intermediate products in a plane simul- üon {        [n fluidized_bed combustion with a tem- 
taneously will allow a faster response. If this tem- ture  of approximately 1000°C), the thermal 
perature and concentration information can be cor- NQ        h does nof.   ,     ±e major rde [8_1Ql  For 

related to the NOx emission of the combustion $liM       understochiometric     conditions,     the 
system, these data can be used for setting up a new "prompt» N0 patn is also very weak. Thus, most of 
control strategy for low-pollution industrial combus- the N0^ is generated from the release and oxidation 
tion- of the fuel nitrogen. Following Miller and Bowman 

Ultraviolet (UV) emission spectroscopy has been rg^ the foilowing reaction paths can be identified as 
used extensively for the detection of combustion the most imp0rtant contributors to the NO produc- 
radicals [1-4], The lack of thermal equilibrium is the tion where NO is formed ^ HCN and the NCO 
major drawback of this technique in flames. For real and JJNCO intermediates: 
quantitative information, laser absorption methods 
are more appropriate (see e.g., Refs. 5 and 6). On fuel N + —> HCN (1) 

2869 



2870 ACTIVE COMBUSTION CONTROL 

1100 OHx CH 

1000 - \ 
eoo 

800 

700 

c2 
\ 

600 

soo - 
400 

300 

200 

- NO OH 

\   \ 
\   NH     CN 

c2 

100 PWVV, ,    ,     .     ,    1 -+—- 
200 250 300 3S0 400 450 500 

Wavelengths [nanometers] 

FIG. 1. Emission spectrum of an ammonia-doped butane 
flame. 

HCN + O -s. NCO + H (2) 

NCO + H -> NH + CO (3) 

HCN + OH -> HNCO + H -» NH2 + CO (4) 

NH2 + OH -» NH + H20 (5) 

NH + H -» N + H2 (6) 

By this path, the N radical is produced, which gov- 
erns NO formation 

N + Oo NO + O. (7) 

Additionally, even when weak under these condi- 
tions, the Fenimore "prompt" NOx path is initiated 
by 

N2 + CH, -> HCN, CN (8) 

providing HCN for the reaction steps 2 and 4. From 
the reaction equations 1-8, the following molecules 
and radicals can be identified as possible NO pre- 
cursors and indicators: NO itself, OH, (H)CN, NH, 
and CH. 

Spectroscopy of Excited Species 

Radiative flame emissions from heterogeneous in- 
dustrial combustion consist of light contributions of 
continuum radiation from the dispersed phase fol- 
lowing Planck's law and of band emissions from the 
gas-phase chemiluminescence. Diatomic molecules, 
and in particular all the above-mentioned species, 
have electronic energy transitions in the UV and visi- 
ble (VIS) region [11-13], as shown in the measured 
spectrum in Fig. 1. The NO radical exhibits such 
strong contributions in a simple flame only when the 
flame is doped with ammonia, producing high rates 
of NO, which may not be typical for all the com- 
bustion processes to be investigated. Molecular ni- 
trogen and oxygen have transitions only in vacuum 
UV and are not easily detectable with relatively 

simple spectroscopic equipment that may be consid- 
ered to be applicable in hostile industrial environ- 
ments. For both reasons, the detected spectral range 
used in our sensor system spans from 300 nm to 450 
nm, as indicated in Fig. 2, providing a better spectral 
resolution for the gas species of most interest. 

Since electronically excited states in flames are not 
generated by thermal excitation but by the fast re- 
lease of the chemically bound energy (chemilumi- 
nescence), thermal equilibrium cannot be expected. 
Thus, the determination of temperature and con- 
centration is in principle not possible. The spectral 
intensity of the observed transitions depends on the 
strength of the reaction, and the broadband intensity 
distribution of a transition can be considered as a 
more qualitative measure of the presence of a par- 
ticular species [14]. Taking the spectrally resolved 
intensities in a plane of the flame or the combustor, 
the appearance of several species can be observed 
within the combustion field simultaneously. This in- 
formation will be sufficient for the control of most 
combustion processes. In the presence of soot and/ 
or dust particles, the temperature can be derived 
from the blackbody radiation within the same spec- 
tral region. The resulting radiative emission over the 
wavelength range 10 + Alois gas flame containing 
a dispersed particle phase can be calculated by [15] 

suHiBU,r(%,j/)) 
>.o JL, 

+  I, iX,x,y)\- -exp(-      [kB(fa',y') 

(9) + kc(X,x' ,y')]ds'}dsdl 

with the blackbody radiation 

7B(2, T(x,y)) = eB-cB (x,y)-AB (x,y) 

■AQ/4n-B[A,T(x,y)]     (10) 

and the Planck function B{1, T). The temperature 
can be determined if the components ZB and IG can 
be separated in the spectrum. The separation of 
Planck's radiation from band emissions is shown in 
Fig. 2, where the Planck's functions for several tem- 
peratures have been compared to the measured 
spectrum. The temperature is found by subtracting 
the band spectrum of the gas emissions to give about 
1200°C. 

For a cloud of soot or dust, the emissivity eB de- 
pends on wavelength and may deviate from unity. 
This is particularly important for temperature eval- 
uation using ratio pyrometry with the emission in- 
tensities at two different wavelengths [16,17], Here, 
it is more accurate to calculate ratios for a couple of 
hundred pairs of wavelengths of a measured spec- 
trum, avoiding the gas band emissions and taking the 
average as the temperature result. This, in a more 
convenient but also more time consuming way, has 
been done here by fitting the measured curve to the 
Planck's function. The accuracy was found to be 
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FIG. 2. Separation of blackbody 
radiation and band emission. Com- 
parison with Planck's function gives 
a temperature of 1200°C. 
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better than 20°C in simple flames and about twice 
this value in actual combustion systems. Any kind of 
distortion can be recognized by the visualization of 
the gas band emissions and of the blackbody radia- 
tion in the curve fit method. 

For temperature evaluation, a very accurate cali- 
bration of the detection system is necessary for spec- 
tral sensitivity and detector linearity. Our system has 
been calibrated with a blackbody radiation source 
between 850 and 1350°C. 

Application to Industrial Combustion Systems 

The measuring principle, in a first stage without 
tomographic evaluation procedures, has been tested 
in an incineration station using a relatively simple 
spectroscopic configuration [18]. The temperature 
has been determined and compared with the values 
of a conventional flue gas analyser. The results are 
shown in Fig. 3. Due to the different time scales of 
the flue gas measurements and the temperatures de- 
termined from the spectra, a direct correlation be- 
tween both cannot be given. An integration of the 
instantaneous temperature measurements, particu- 
larly taking into account the temperature peaks, may, 
however, show the expected indication that the 
strong temperature peak of nearly 1800°C correlates 
well with the high rates for NOx and with the low 

rates for CO and S02 found in the flue gas data av- 
eraged over the time interval that contained the tem- 
perature peak. 

Figure 4 shows the temperature in comparison 
with the detected band radiation of the species CH, 
CN, NH, and OH. Temperature and species inten- 
sities have been determined together from a single 
spectrum at the same time. OH and CH follow the 
temperature qualitatively, whereas NH and CN fol- 
low very precisely. Because of the positive correla- 
tion of high temperature and high NOx, the appear- 
ance of CN and NH can be used as early indicators 
of NOx production. A control strategy based on the 
CN/NH signals will yield an instantaneous response 
to the control system for the manipulation of the 
actual combustion parameters such as secondary air 
flow. 

The Sensor and Tomography Concept 

The new sensor comprises imaging optics with a 
detection angle of 90 degrees and a spectrometer 
(Fig. 5). The spatial image is projected horizontally 
and the spectral information vertically onto a 512 X 
512 CCD array with a 12-bit A/D converter. The 
CCD stores the spectral information of the irradia- 
tion over an angle of 90 degrees instantaneously [18]. 
The CCD array has been cooled to stay at 15°C. In 
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FIG. 4. Course of temperature and of CH, CN, NH, and 
OH taken in an incineration station. 

this temperature range, the dark current counts dou- 
ble for each 6-7°C. 

The detected signal is the radiation integrated 
over the optical path from the individual emitters to 
the detector (see equation 7), so no local information 
is available. Using two sensors simultaneously to- 
gether with a tomographic reconstruction algorithm, 
local intensity values can be achieved [19-21]. 

Here, a tomographic algorithm was used which 
was developed by Setzepfandt [22] and Wiibbeling 
[23] and which is especially adapted for fan beam 
tomography as proposed by Wakai et al. [24] with 
only two or more projections. A complete tomo- 

Alloy Case 

FIG. 5. Beam path inside the sensor. 

graphic reconstruction takes less than 10 seconds for 
the spatial detection of six different molecular spe- 
cies and of the local temperature distribution. 

Figure 6 shows the complete system in the 180- 
degree position as it was used for the measurements. 
The reliability of the tomographic algorithms has 
been checked by imposing sample inputs to the pro- 
gram. Problems came up only for signals that ap- 
peared on or close to the connecting line of the two 
sensors. 

Measurements in a Power Station Test Facility 

Tomographic measurements have been per- 
formed in a 1-MW top-fired combustor with an in- 
ner diameter of 2 m. The combustor is normally 
fired with brown coal and with propane for the pre- 
heating phase. The sensors were placed approxi- 
mately 0.5 m below the burner outlet with a detec- 
tion angle of 52 degrees. Two different measuring 
planes were used, the first one oriented perpendic- 
ular to the flame axis, the second one parallel to the 
flame axis. Figures 7-9 show results for the two 
different flames. Figure 7a shows the setup for the 
detection in a radial plane crossing a brown coal 
flame. Figure 7b shows the resulting intensity dis- 
tribution from which local temperatures can be de- 
rived. Figure 8 presents the calculated temperature 
distribution perpendicular to the connecting line of 
the two sensors. In order to check the results, tem- 
perature measurements with suction thermocouples 
were taken along the same line. The comparison 
shows that the agreement of the two curves is quite 
good although the temperature detected with the 
sensors is about 50CC higher. The reason was the 
heat capacity of the combustor walls, which leads to 
a very slow response to changes of flame tempera- 
ture. Since the tests were made starting with a high 
flame   temperature   and   then   changing  the   Ö2 
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FIG. 7. (a) Position of the sensors 
in a brown coal fired power station 
test facility, (b) Tomographie result 
of the measurements in a plane of 
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ular to the connecting line of the two sensors (Fig. 7a) 
taken with a suction thermocouple and calculated from the 
sensor spectra. 

concentration in order to lower the flame tempera- 
ture, the walls were still slightly hotter than the flame 
itself. 

Figure 9a shows the position for the detection of 
a longitudinal plane in a propane flame. The tomo- 
graphic result for the CH distribution is shown in 

Fig. 9b. Because of the above-mentioned ambiguity 
for the use of only two sensors, the reconstruction 
for the region near the connecting line is not very 
precise. 

Conclusion 

A new sensor system has been constructed which 
is based on UV emission spectroscopy and tomo- 
graphic reconstruction for two-dimensional temper- 
ature and combustion radical detection. It has been 
tested for its applicability in industrial environments 
for monitoring combustion processes. Using the UV- 
band emission as an input value for a closed-loop 
control instead of the flue gas concentrations, a fas- 
ter response and therefore a more effective manip- 
ulation of the combustion process will be possible. 
As most of the combustion processes are nonlinear, 
the evaluation of the spectral information given by 
the sensor system may be too complex for a fast con- 
trol unit. For this reason, a classification strategy us- 
ing neural networks [25,26] together with fuzzy tools 
[27] is currently being developed. 
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(b)| 

FIG. 9. (a) Position of the sensors 
relative to the propane flame for lon- 
gitudinal detection, (b) Tomographie 
evaluation of the CH distribution in 
the propane flame. 

Nomenclature 

AB 
cross section of the blackbody emit- 

ters 
B{X, T) Planck's function 
cB 

particle load (concentration) at (x, 

y) 
length of the unit cell of emission ds 

from  the   most  distant  emitter 
(e.g., the combustor wall) to the 
detector, specified in coordinates 
(x,y) 

ds' length of the unit cell of extinction 
from (x, y) of the emission to the 
detector, specified in coordinates 

w (x , y ) 
intensity detected by the detector at 

an angle <p and wavelength X0 

IB(X, T(x, y)) blackbody radiation at wavelength 
X, position (x,y), and temperature 
T 

molecular band emission at (x, y) of IGU> x, y) 
the gas phase at wavelength X 

kB(X) extinction by particles at wavelength 
X 

molecular band extinction of the gas kG(X) 
phase at wavelength X 

K length of line of sight at angle <p 
s(X) spectral sensitivity 
T temperature 
«B emissivity of the greybody emitters 
«G emissivity of the gas phase 
q>, q>' detection angle 
X wavelength 
AQ angle of aperture 

Subscripts 

G gas phase 
B blackbody 
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COMMENTS 

Dr. Michele Sola, Ansaldo Energia, Italy. The new sensor 
shows temperature values differing by about 50°C from 
suction pyrometer measurements. Which are the most re- 
liable values? 

Author's Reply. The suction thermocouples we used for 
comparative measurements probably provide the more re- 
liable temperature values as nearly no radiation correction 
is  necessary in this  measurement  situation  inside the 

furnace. This, however, does not affect the most important 
messages of the paper. Besides the two-dimensional detec- 
tion of flame radicals the new UV sensor offers, simulta- 
neously, information on the two-dimensional temperature 
distribution within the whole furnace plane investigated. 
Furthermore, an inaccuracy of 30-50°C seems to be tol- 
erable for controlling low pollutant industrial combustion 
systems. 
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NUMERICAL SIMULATION OF A COUNTERFLOW DIFFUSION FLAME 
IN SUPERSONIC AIRFLOW 
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A counterflow diffusion flame of hydrogen, developed in the forward stagnation-flow region of a porous 
cylinder in supersonic airflow (which can be considered as a flame of the "Tsuji-burner" in supersonic 
airflow), was analyzed numerically by solving the two-dimensional Navier-Stokes equations for multispe- 
cies. A counterflow diffusion flame, having a temperature distribution and concentration distributions of 
species in the direction of the burner surface, can be established in the very thin region behind a detached 
shock wave. It is shown that thermal quenching occurs when the flame approaches the surface of a porous 
cylindrical burner as in the case of a normal "Tsuji-burner." The decrease of static temperature or Mach 
number (equivalent to the flow velocity) of airflow causes flame extinction, in contrast to the case of 
subsonic airflow. Flame temperature approaches the stagnation temperature in the region of high static 
temperature and has maximum heat release at a certain static temperature. This is due to the increase of 
flow velocity and stretch rate based on the increase of static temperature, but appreciable flame extinction 
does not occur even if the stretch rate becomes much higher, because the stagnation temperature exceeds 
the critical temperature, which has previously been discussed for a high-temperature subsonic airflow 
system. 

Introduction 

Development of the scramjet engine has recently 
become a major interest for many combustion en- 
gineers and researchers. One of the interesting as- 
pects of the scramjet engine combustor is the exis- 
tence of shock waves which are established, for 
example, just in front of fuel jets, and produce hot 
air. Therefore, a counterflow diffusion flame of hy- 
drogen obtained by using heated air has been inves- 
tigated theoretically by some researchers [1-3], and 
attention has been paid to the fundamental aspects 
of combustion. Some characteristic features of such 
a flame are described in the reports of these re- 
searchers; for example, flame extinction never occurs 
at any stretch rate when the temperature of the ox- 
idizer exceeds a critical temperature [1,2], However, 
almost the same one-dimensional governing equa- 
tions and the same numerical code [4] were used in 
these studies, and the flame stretch rate was chosen 
as the main parameter. The effects of the shock wave 
were not taken into consideration in these studies. 
The shock wave not only results in a hot oxidant but 
also changes the flow field, and the location of the 
shock wave fixed by the Mach number must char- 

acterize the flow pattern between the shock wave 
and the fuel jet surface. Therefore, the existence of 
a shock wave complicates the establishment of the 
diffusion flame. 

On the other hand, two- and three-dimensional 
numerical simulations of a combustor of the Scram- 
jet engine in a complicated flow field including shock 
waves [5] were conducted from the point of view of 
aeronautical engineering. Since much attention was 
given to the detailed structure of the flow field or to 
a numerical scheme, it was not possible to properly 
examine critical phenomena such as extinction or ig- 
nition in these simulations. 

A model that can be a bridge between combustion 
science and aeronautical engineering is needed for 
a deeper understanding of combustion and the de- 
velopment of the Scramjet engine. Accordingly, the 
authors [6] analyzed a counterflow diffusion flame in 
supersonic airflow (which can be considered as a 
flame of the "Tsuji-burner" [7] in supersonic airflow) 
and demonstrated fundamental characteristics of 
this flame, using the activation energy asymptotics 
with a one-step overall reaction model. It was dem- 
onstrated that an extinction point appeared on the 
low Mach number side in the case of supersonic air- 
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FIG. 1. Schematic of the flow configuration. 
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FIG. 2. Temperature contour around the burner for the 
case of M = 3.0, T0 = 400 K, Vw = 300 m/s. 

flow, in contrast with the case of subsonic airflow in 
which an increase of the flow velocity resulted in 
flame extinction. As with the authors' previous anal- 
ysis, two-dimensional, compressible Navier-Stokes 
equations with multispecies and full chemical kinet- 
ics are calculated for a counterflow diffusion flame 
of hydrogen established in supersonic airflow in this 
study. Detailed structures and features of this coun- 
terflow diffusion flame with regard to static temper- 
ature and Mach number of airflow as main param- 
eters are investigated. 

Formulation 

The configuration of the flow field is shown in Fig. 
1. A fuel stream of pure hydrogen issued uniformly 
from a porous cylinder and a supersonic airflow form 

a counterflow field behind a detached shock wave. 
The two-dimensional, compressible Navier-Stokes 
equations in the generalized curvilinear coordinate 
for multispecies constitute the governing equations. 
The data of specific heats and enthalpies for each 
species are according to JANAF tables [8]. The 
transport coefficients of viscosity, thermal conductiv- 
ity, and diffusion coefficients for species are obtained 
from the kinetic theory [9,10] based on Chapman- 
Enskongs theory, and Wilke's mixing rule [11] is 
used for mixtures. The hydrogen/oxygen combustion 
model by Stahl and Warnatz [12] constituted from 9 
species (H2, 02, H20, H, H02, OH, O, H202, N2 

[inert]) and 37 elementary reactions is used in the 
present calculation. The validity of the model was 
also confirmed by Ju and Niioka's numerical simu- 
lation for ignition in the supersonic mixing layer 
[13,14]. 

The time-dependent Navier-Stokes equations are 
solved by the finite difference method only for the 
upper domain above the centerline of Fig. 1 because 
of the symmetry condition, and numerical results at 
steady state are discussed in this paper. The com- 
putational grid, which is compressed around the 
stagnation plane or the burner surface for high res- 
olution, has 121 X 51 grid points. The AUSM 
scheme developed by Liou et al. [15] is used for the 
finite difference of convective terms in order to 
avoid a carbuncle phenomena which appears in the 
simulation of flow field around a blunt body in a 
supersonic flow. Detailed discussions of the AUSM 
scheme are not included in this paper, since the pre- 
vention of the carbuncle phenomena is a recent 
topic in the field of computational fluid dynamics 
and has been described in various articles. The com- 
puter code was tested [6] on the shock standoff dis- 
tance of a cylinder in supersonic airflow with com- 
parison to experimental data by Billig [16]. Good 
agreement between numerical results and experi- 
mental data are shown in Ref. 6. 

Mach number (M), temperature (T0)> and pres- 
sure (Po) of the upper uniform stream, and velocity 
(VK), and temperature (Tw) of the fuel uniform flow 
are given as boundary conditions. Only the injection 
pressure of fuel (Pw) is determined by extrapolation 
from the upstream value in accordance with the the- 
ory of characteristics. Additionally, outflow boundary 
conditions are determined by the extrapolation from 
the upper-stream values. The diameter of the cylin- 
drical porous burner is set at 0.01 m. A high fuel 
temperature (700 K) is given in consideration of the 
regenerative cooling in engines. 

Results and Discussion 

Structure of a Counterflow Diffusion Flame 
in Supersonic Flow 

A typical temperature contour around a cylindrical 
burner in a supersonic flow is shown in Fig. 2. 
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FIG. 4. Mass fractions of radicals on the centerline for 
M = 3.0, Vw = 300 m/s and T„ = 700 K. 

Boundary conditions in Fig. 2 are M = 3.0, T0 = 
400 K, P0 = 0.01 MPa, Tw = 700 K, and Vw = 300 
m/s (Mach number is about 0.15). The established 
flame seems to be independent of the detached 
shock wave but the shock wave determines the air 
temperature and the flow field. Since the supersonic 
airflow is the same up to the shock wave, the distance 
between the shock wave and the cylinder surface 
should determine the stretch rate in the subsonic 
airflow. Although dissociation of oxygen molecules 
occurs behind the detached shock wave, the amount 
of it is too small to affect the flame stability and 
structure in the total temperature range below 2000 
K. As revealed by Fig. 2, the region where mixing 
and reaction occur is very narrow and so a very thin 
flame is formed near the stagnation plane behind the 
detached shock wave. The distance between the 
stagnation plane and the burner surface is in pro- 
portion to the momentum of fuel flow, except for 
very low velocity of fuel. Moreover, the curvature of 

the detached shock wave is much greater than that 
of the flame, and therefore, hydrogen is greatly ac- 
celerated along the cylindrical surface, and its tem- 
perature becomes lower than the temperature at in- 
jection. 

The temperature distributions in the direction 
normal to the surface for three angles counted from 
the centerline are shown in Fig. 3. As the angle be- 
comes larger, the flame temperature becomes lower, 
and then the flame is extinguished near the bound- 
ary of the computational domain in Fig. 2. This is 
also due to the decrease of the temperature of hy- 
drogen in addition to the decrease of pressure. How- 
ever, the main reason is the increase of the velocity 
gradient in the direction along the cylindrical sur- 
face, that is, an increase of flame stretch rate. The 
amount of H20 as a reaction product becomes 
smaller in the same manner as temperature when 
the distance along the cylindrical surface from the 
stagnation point becomes larger. The maximum 
flame temperature and the maximum mass fraction 
of H20 are given at the stagnation point, although 
the temperature and concentration profile can be 
considered almost flat in the Tsuji burner in subsonic 
airflow. 

The mass fraction of radicals on the centerline is 
shown in Fig. 4 (T0 = 700 K). The peak for the H 
radical is located on the fuel side in contrast with the 
O and OH radicals. If a mole fraction is chosen in- 
stead of a mass fraction, among the radicals, the H 
radical must have the maximum, as reported by 
Gutheil and Williams [1]. 

The Flame Stability Limit at Low Fuel Velocity 

According to the early study on the counterflow 
diffusion flame established in the forward stagnation 
region of a porous cylinder [17] in subsonic airflow, 
the so-called Tsuji-bumer, two flame-stability limits 
exist. One is a stretch extinction limit due to a large 
stagnation velocity gradient, and the other is a ther- 
mal quenching limit when fuel-ejection velocity be- 
comes too small. 

Thermal quenching by heat loss to the burner is 
also obtained in the present numerical simulation of 
a counterflow diffusion flame in supersonic airflow 
in the same manner as for subsonic airflow. Figure 
5 shows the temperature contour around the burner 
under the same conditions as those of Fig. 2 except 
for the fuel velocity {Vw = 50 m/s). The shock wave 
and the stagnation plane approach the burner in 
contrast with the case in Fig. 2, and a flame zone 
cooled by the solid surface finally disappears. The 
maximum temperature is equal to the stagnation 
temperature, and the amount of H20 as a product 
becomes almost zero. Figure 6 shows the nondi- 
mensional distance of the shock wave and the stag- 
nation plane from the burner surface in terms of fuel 
velocity. Both distances become greater with fuel ve- 
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FIG. 6. The effect of fuel velocity on the nondimensional 
distance between the burner surface and the shock wave 
or the stagnation plane. 

locity. The slope of the shock wave is a little larger 
than that of the stagnation plane, showing gas ex- 
pansion due to reaction. 

There is slight difference in the Mach number of 
the fuel flow between Fig. 2 and Fig. 5, and so the 
heat loss to the burner is the main reason for the 
extinction in Fig. 5. When the fuel velocity exceeds 
the critical value of fuel velocity, the maximum flame 
temperature and the mass fraction of HzO do not 
depend much on fuel velocity. In addition, further 
calculation shows that the effect of fuel temperature 
on the flame stability or the flame structure is very 
small. This suggests that the conditions on the air 
side, where flame always exists, are extremely dom- 
inant. The other flame-stability limit caused by a 
large stagnation velocity gradient is discussed in the 
following sections. 

o 
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FIG. 8. Dependence of the static air temperature on the 
maximum mass fraction of H20. 

Effect of Static Air Temperature 

The effect of the static air temperature of the up- 
per stream on flame stability and structure at con- 
stant Mach number is investigated in this section. 
Since the Mach number is the same, the pressure 
ratio across the detached shock wave and the dis- 
tance between the stagnation plane and the burner 
surface are similar. The change of static temperature 
results in a change of total temperature due to the 
linear relation between these two temperatures, and 
so the total temperature is usually chosen as the 
main parameter in many supersonic combustion ex- 
periments using a supersonic wind tunnel. 

The maximum flame temperature in terms of the 
air static temperature of the upper stream is shown 
in Fig. 7. The boundary conditions are M = 3.0, P0 

= 0.01 MPa, Tw = 700 K, and Vw = 300 m/s. The 
stagnation temperature calculated from the conser- 
vation of energy is shown in the same figure. The 
maximum temperatures are in the reaction zone, 
that is, the flame temperatures are obtained very 
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close to the stagnation point. When the upper- 
stream temperature decreases, the flame tempera- 
ture decreases rapidly and approaches the stagnation 
temperature around 300 K. This temperature is re- 
garded as the extinction temperature of the upper 
stream. The extinction point is seen more clearly in 
Fig. 8, which shows the maximum mass fraction of 
H20 in terms of static air temperature. When the 
static temperature decreases below 300 K, the mass 
fraction of H20 goes to zero. 

The flame temperature approaches the stagnation 
temperature again with an increase of the static tem- 
perature, after manifesting a maximum heat release 
around a static temperature of 350 K. On the other 
hand, the maximum mass fraction of H20 increases 
monotonically with static temperature. Since the 
flame temperature does not become very high (1800 
K at most) in this region, the effect of dissociation 
of products is not dominant. Therefore, the decrease 
of heat release in the high static temperature region 
is due to the increase of the stretch rate originated 
from the increase of flow velocity behind a detached 

shock wave. Actually, in spite of the large concentra- 
tion of radicals at 700 K (Fig. 4), the flame temper- 
ature does not increase much in comparison with the 
case of 400 K. 

Extinction does not occur on the high upper- 
stream temperature side, though the increase of 
static temperature may cause an increase of the 
flame stretch rate [O(105)]: The stagnation temper- 
ature increases with static temperature and then ex- 
ceeds the so-called critical temperature [1,2] (about 
1000 K). For example, when the static temperature 
reaches 700 K, the stagnation temperature exceeds 
1600 K. Under such high temperatures, the rate of 
the termination reaction, H + 02 + M -> H02 + 
M, is always much smaller than that of the chain- 
branching reaction, H + Oz -* OH + O, and then 
appreciable extinction phenomena cannot be iden- 
tified [1]. 

Figure 9 shows the flame temperature for differ- 
ent Mach numbers. The tendency of the flame tem- 
perature to approach the stagnation temperature 
with the increase of static temperature as well as 
with the decrease of static temperature can be seen 
for all Mach numbers. Moreover, it is shown in Fig. 
9 that the total temperature at extinction becomes 
smaller with the Mach number of airflow. The in- 
crease of pressure may be the main reason for this 
phenomenon, since numerical simulations by Bala- 
krishnan et al. [18] showed that the extinction strain 
rate for hydrogen flames increases rapidly with an 
increase of pressure. 

In this study, the computation has been done in 
the limited range of pressure around 0.1 MPa at the 
stagnation point. The condition of higher pressure 
places severe demands on both time step and mesh 
size in the numerical simulations because the reac- 
tion rate becomes larger and the diffusion of the 
species decrease under high pressure. Careful con- 
sideration is needed as to whether a diffusion flame 
can be established in such an extremely thin mixing 
layer. 

Effect of Mach Number 

The flame stability limit has been examined for 
different Mach numbers at a constant static temper- 
ature. Figure 10 shows the maximum temperature 
in terms of Mach number for static air temperature 
of 350 K, P0 = 0.01 MPa, Vw = 300 m/s, and Tw 

= 700 K. Stagnation pressure, distance from the 
stagnation plane to the burner, and location of the 
detached shock wave change with the Mach number 
of airflow. 

Flame extinction occurs at a Mach number of 2.85 
as seen in Fig. 10. The decrease of Mach number of 
the upper-stream airflow results in flame extinction 
in supersonic flow, in contrast with the case of sub- 
sonic flow in which flame extinction occurs when air 
velocity exceeds a certain critical value. This char- 
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acteristic feature of counterflow diffusion flames in 
supersonic flow has been demonstrated by the use 
of asymptotic analysis [6], The maximum mass frac- 
tion of H20 under the same conditions as in Fig. 10 
is shown in Fig. 11. It can be seen from this figure 
that the mass fraction of H20 decreases rapidly at a 
Mach number of 2.85, as is the case in Fig. 7. 

In Fig. 10, the flame temperature increases in par- 
allel with the stagnation temperature, in contrast to 
the case in Fig. 8. At first, an increase of pressure 
with the Mach number was considered to be the 
cause. However, the pressure change is only 20% 
between Mach numbers 2.8 and 3.0. Calculation of 
the adiabatic flame temperatures at 0.1 and 0.2 MPa 
revealed that such a small change of pressure has 
only a weak effect on flame temperature, although 
an increase of pressure results in a greater stretch 
rate at extinction in the case of hydrogen fuel [18]. 

An increase of the Mach number of the upper- 
stream airflow results in a higher temperature and a 
lower Mach number behind the detached shock 
wave. Airflow velocity, that is, stretch rate behind the 
detached shock wave, does not change much after 
all, because the high temperature and the low Mach 
number are offset. A further increase of the Mach 
number must cause the thermal dissociation of 
chemical species, and as a result, the flame temper- 
ature does not increase much and approaches the 
stagnation temperature again. 

Concluding Remarks 

The stability and the structure of a counterflow 
diffusion flame of hydrogen in supersonic flow was 
first numerically analyzed by solving the two-dimen- 
sional Navier-Stokes equations with multispecies 
and full chemistry. The characteristics of this flame 
can be summarized as follows: 

1. The flame region where diffusion and reaction 
proceed is very narrow, and the distribution of 
temperature and fractions of species exists along 
the flame sheet. The maximum temperature and 
the maximum mass fraction of H20 are obtained 
very close to the stagnation point. Flame extinc- 
tion occurs when the Mach number of airflow 
decreases, as shown by the preceding asymptotic 
analysis. 

2. Thermal quenching by heat loss to a burner oc- 
curs at very low fuel ejection velocities because 
the flame approaches the burner surface in the 
same manner as in the "Tsuji-burner." 

3. The flame temperature in terms of the static tem- 
perature of airflow approaches the stagnation 
temperature in the high static temperature region 
subsequent to the maximum heat release at a cer- 
tain static temperature. This is due to an increase 
of flow velocity and flame stretch rate in the re- 
gion of high static temperature. Appreciable 
flame extinction does not occur at high stagnation 
temperatures over the critical temperature, 
though the stretch rate becomes very large. 
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COMMENTS 

H. S. Mukunda, Indian Institute of Science, India. In 
your plots, you use static temperature and Mach number 
as independent variables. For this reason, you find an 
anomalous behavior of maximum temperature vs Mach 
number i.e. at subsonic conditions temperature decreases 
with speed and at supersonic conditions, it increases with 
speed (M). If you base your plots on stagnation tempera- 
ture, and the speed of flow after the shock (normal), the 
results will appear more rationalized. 

Author's Reply. On the counterflow diffusion flame in 
subsonic flow, air temperature and stretch rate have been 
chosen as the main parameters. However, in the case of 
supersonic flow, strain rate depends on the location and the 
shape of the shock wave which can be calculated when 
conditions upstream of shock wave are known. Therefore, 
we chose Mach number and static temperature of the air- 
flow as parameters, although the calculated results finally 
showed that the stagnation temperature was a strong factor 
for extinction and the change of strain rate with Mach num- 
ber had a weak effect. Moreover, the results reveal the two- 
dimensionality of the flame in supersonic flow that cannot 
be simulated by one-dimensional calculation of a counter- 
flow diffusion flame characterized by velocity and temper- 
ature at the boundary. 

Jeong-Yeal Choi, Seoul National University, Korea. Your 
concept of a counterflow diffusion flame looks new and 
original, and there is possibly an application to the SCRam- 
jet engine. However, in my experience, the original AUSM 
method suffers from numerical instability (not physically 
unstable) especially for the extension to higher (2nd or 3rd) 
order spatial schemes. In such cases, unphysical pressure 
oscillations occur after the bow shock or pressure oscilla- 

tions occur in the boundary layer, though such a numerical 
instability can be overcome by newly developed AUSM + 
or AUSM+W methods. 

1. What is the spatial order of accuracy of your numerical 
scheme? 

2. Have you ever found any numerical instability after the 
bow shock? 

3. Have you ever tried the higher order spatially accurate 
numerical scheme? 

4. Why don't you use the commonly used Roe's FDS- 
based scheme with the entropy fixing function to over- 
come the carbunde phenomena? 

5. Have you ever found any physically unstable solution? 
In my opinion, the physically solution (as shown in your 
result) may be the result of numerical diffusion. Though 
AUSM is powerful in capturing the shock or other dis- 
continuities such as a contact surface or reaction front, 
1st order spatially accurate numerical schemes can 
smear any instabilities (which might then cause physi- 
cally unstable solutions). 

6. What was the integration method you used? 

Author's Reply. The purpose of the work was not to in- 
vestigate numerical schemes but to clarify fundamental 
flame characteristics of the counterflow diffusion flame in 
supersonic flow. For this reason, we used a first-order 
AUSM scheme for spatial differences of convective terms 
and an explicit method for time integration. At first, we 
chose Roe's FDS scheme (second-order), but it caused the 
carbuncle phenomenon at the shock wave, and so the 
AUSM scheme was used to avoid the carbuncle phenom- 
enon as reported in Ref. 15. No numerical oscillation has 
been captured in the present calculation, but it does not 
necessarily deny the possibility that physical oscillations 
could occur. 
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ON STRAINED FLAMES WITH HYPERGOLIC REACTANTS: 
THE H2/NO/F2 SYSTEM IN HIGH-SPEED, SUPERSONIC AND SUBSONIC 

MIXING-LAYER COMBUSTION 
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We report on a numerical investigation on the dynamics and structure of strained, non-premixed and 
premixed, H2/NO/F2 flames. This is an important, hypergolic reacting system that has been used in high- 
power chemical-laser systems and, presently, relied upon in experimental studies of high-speed, supersonic 
and subsonic, turbulent shear-layer mixing and combustion. The study included a detailed description of 
the chemical kinetics and molecular transport for the H2/NO/F2 system and was conducted for a wide 
range of reactant concentrations and inert diluents, with flow/chemical parameters chosen to correspond 
to specific chemically reacting, supersonic mixing-layer experiments. Both non-premixed and premixed 
flames were studied using opposed-jet flow configurations. The results confirmed the experimental con- 
clusion that, even at low reactant concentrations, the H2/NO/F2 system can sustain high Damköhler num- 
ber chemical activity at high strain rates with room-temperature free streams. A comparison between the 
results of the present numerical simulations and the experimental chemically reacting mixing-layer studies, 
however, indicates that the predominant fraction of product formation in high-speed, turbulent, mixing 
layers must take place in a mode in which the reactants are in premixed, rather than in non-premixed, 
strained diffusion flames. 

Introduction strain rate and preferential diffusion (Le ^ 1) on the 
flame response may not be valid. 

Studies of reacting systems characterized by high From a combustion point of view, there has been 
activation energies have yielded considerable infor- some interest on such systems in terms of the pos- 
mation on the details of their combustion. Hyper- sible use of silane, for example, for the promotion of 
golic systems have not been studied to the same ex- ignition in supersonic combustors. H2/NO/F2 hy- 
tent. A hypergolic mixture is comprised of stable pergolic mixtures in passive diluents (e.g., N2> Ar, 
reactants that readily react on molecular contact and He) have also found particular application as mark- 
can self-sustain reaction at ambient temperatures, ers of molecular mixing in high-speed subsonic and 
Low activation energies of the main chain-branch- supersonic mixing layers [3-5]. In this chemical sys- 
ing/chain-propagation reactions obviate ignition tern, the H2 and NO are premixed. On contact, the 
sources. Furthermore, even in the presence of N(? and F2 react spontaneously, producing F radi- 
losses, a hypergolic system may not have distinct ex- cals that break the H2 molecule. 
,. ,. i i T . .i r i. i .■ .■ In flows encountered m supersonic, turbulent 
tmction behavior, as is the case of men-activation . .     ,          ,   ,.      ,     ,   ,    . L    t                ,   -, , 

,                   ,.,.                 , mixmg-layer studies, local strain rates are scaled by 
systems, since under any conditions, as extreme as ,    .   °a 

J                      i      j\ 
/             ,      ,                J            .         ,    ,    .„ (outer-fiow-parameter-based) 

they may be, the mam reactants in contact will react i 

chemically. Hypergolic systems may sustain arbiträr- JU 

ily large amounts of convective transport, as imposed as = ~T~                               w 
by the strain-rate field, with convective fluxes over- 
whelming diffusive fluxes throughout the transport the ratio of the velocity difference, AU, across the 
and reaction zones. Under such conditions, argu- layer, and (local) mixing-layer width, S = 8{x). With 
ments [1,2] regarding the synergetic influence of (5 s» 3-6 cm and AU «* 400-1000 m/s, in those 
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experiments, characteristic strain rates, as, can be of 
the order of 104/s or higher. To the extent that in- 
compressible turbulence scaling laws [6] are appli- 
cable to the high-speed, compressible shear layers 
of interest here, one can expect values of the local 
strain rate, a, across molecular diffusion layers to be 
several orders of magnitude above as at the associ- 
ated Reynolds numbers. 

For incompressible turbulence, Kolmogorov [6] 
scaling indicates that the highest strain rates can be 
expected at the smallest (viscous) scales, X„ of the 
flow, where 

<JUJ ~ aeRem > 103 at (2) 

(see Eq. [1]), with Reynolds numbers for atmos- 
pheric pressure, compressible, mixing-layer experi- 
ments of order 106 or higher. While there will be 
regions in the flow characterized by strain rates that 
are lower than these values, one may safely expect 
that fresh reactants will first encounter each other 
across small-scale diffusion regions that are strained 
at these rates. At such high strain rates, most con- 
ventional reactants cannot sustain (stable) chemical 
activity. As noted, the scaling relation in Eq. (2) is 
taken from incompressible-turbulence theory. It 
should, however, provide a useful guide, at least for 
low-to-moderate Mach number mixing-layer flows, 
for which experimental data on mixing and chemical 
reactions are available. 

The H2/NO/F2 system that has been studied ex- 
perimentally and is simulated in this paper can be 
Mnetically fast even at modest reactant concentra- 
tions and will react to produce a temperature rise 
that, in a background diluent gas of uniform heat 
capacity, can be related directly to the number of 
moles of chemical product in the turbulent shear 
layer. In this high Damköhler number limit, the rate 
of chemical reaction and heat release is limited by 
the rate of molecular mixing, which allows the latter 
to be measured. 

Chemically reacting mixing-layer experiments in- 
dicate that the normalized temperature rise, 

(3) 

where Tad is the adiabatic flame temperature and T„ 
the temperature of the unreacted mixtures, reaches 
peak (mean) values in the mixing layer in the range, 

0.45 s <#>„ 0.6 (4) 

despite the fact that a fraction of the fluid is com- 
prised of (as yet) unmixed reactant free stream 
fluid(s) [4]. Additionally, it was ascertained that the 
relatively low concentrations of the H2/NO/F2 sys- 
tem reactants used in these experiments (and the 
present simulations) resulted in mixing-limited 
(high-Da) product formation in the turbulent mixing 
layers [3-5]. In other words, the values in Eq. (4) 

reflect the efficacy and characteristics of molecular 
mixing, rather than finite kinetic-rate effects. 

An attempt to model and assess the effect of the 
detailed chemical kinetics in such experiments was 
made by considering a simple model in which the 
chemical reactions were assumed to proceed in a 
perfectly stirred reactor (PSR) that was regarded as 
resulting from the homogenization of the entrained 
reactant species, from each of the free streams, at 
the entrainment ratio dictated by the shear-layer 
free stream parameters [7]. This approach was a def- 
inite first step but left the effects of fluid mechanics 
(strain rate) and molecular transport out of the pic- 
ture. An effort to incorporate the effects of strain 
rate in terms of residence time and flame tempera- 
ture in flame sheets in compressible mixing layers 
was reported in Ref. 8. In this study, in which the 
reaction between a premixed H2/N2 stream and a 
preheated air/steam stream was investigated, the 
turbulent-mixing environment was modeled as par- 
titioned into PSR and strained-flame zones [9]. For 
the latter, values of the strain rate up to 105/s were 
considered, beyond which extinction was found to 
occur in the simulations. 

The present investigation was undertaken to aug- 
ment these previous studies by conducting a detailed 
numerical simulation of strained, laminar, opposed- 
jet reacting flows for the H2/NO/F2 system to assess 
some of the mechanisms affecting the details of the 
structure and dynamics of the resulting reaction 
fronts. This flow configuration provides a simple de- 
scription of the behavior of local diffusion/reaction 
surfaces, in the turbulent shear zone, that retains the 
dominant features of the turbulence-chemistry in- 
teractions. The second goal is to relate the numeri- 
cally determined temperatures at different strain 
rates and combustion modes to experimental data in 
high-speed subsonic and supersonic shear layers and 
to gain insight into the physical mechanisms of en- 
trainment and mixing in these flows. 

Numerical Approach 
Numerical solutions for a counterflow configura- 

tion were obtained using well-established formula- 
tions and computer codes [10-13]. The counterflow 
code [11] was further modified to accommodate 
non-premixed and premixed reacting modes. 

Non-premixed cases were simulated as an imping- 
ing F2/inert jet onto an opposing H2/NO/inert jet 
stream. Premixed combustion modes were also stud- 
ied, with identical, opposing H2/NO/F2/inert jets im- 
pinging on each other or with a H2/NO/F2/inert jet 
impinging onto either opposing H2/NO/inert or 
F2/inert jets. The premixed mode provides an ap- 
proximate description of the combustion of pre- 
mixed reactants fed to the reaction zone as the result 
of leakage from a neighboring, high-strain-rate dif- 
fusion layer, a likely scenario in low Damköhler 
number, turbulent-mixing flows. 
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TABLE 1 
Kinetic parameters of the H2/NO/F2 system. 

Reaction A n Ea Ref. 

Rl NO + F2 -> NFO + F 4.20 X 1011 0.00 2285.0 [7] 

R2 NO + F + M -> NFO + M 3.00 X 1016 0.00 0.0 [7] 

R3 H + F2 -> HF + F 2.90 X 109 1.40 1325.0 [7] 

R4 F + H2 -► HF + H 2.70 X 1012 0.50 634.0 [7] 

R5 F2 + M^F + F + M 2.10 X 1013 0.00 33700.0 [7] 

R6 HF + M-»H + F + M 1.10 X 1019 -1.00 134100.0 [14] 

R7 H2 + M-»H + H + M 8.10 X 1016 -0.50 103240.0 [14] 

R8 H + NO + M -► HNO + M 5.40 X 1015 0.00 -302.0 [7] 

R9 H + HNO -> NO + H2 4.80 X 1012 0.00 0.0 [7] 

0.90 

1 
f-^      0.80 

■^       0.60 

p      0.50 

R-lean 

Non-premixed opposed jet 
Too = 300 K 

Aerodynamic strain rate,a, s"1 

FIG. 1. Effect of aerodynamic strain-rate field on Tmax 

of F2-rich and F2-lean, non-premixed reacting configura- 
tions. 

The boundary conditions used here were similar 
to those described in Ref. 10. Modifications were 
made for the implementation of special boundary 
conditions for the reactant mole fractions at the noz- 
zle exits, from which a premixed hypergolic H2/NO/ 
F2/inert jet emerged. For this case, the premixed 
species were allowed to react starting at the feed 
nozzle exit and not within the feed nozzle itself. As 
a consequence, the mole fractions of the supplied 
reactants, at the feed nozzle exit, are modified com- 
pared to those in the upstream, unreacted mixture. 
To account for this effect, the boundary condition of 
the species mole fractions at the nozzle exit was ob- 
tained implicitly by equating the convective flux of 
each species in the unreacted mixture, far upstream 
in the burner, with the convective and diffusive 
fluxes at the feed nozzle exit. The kinetic scheme 
includes nine elementary reactions and kinetic pa- 
rameters found in Table 1. The specific reaction 
rates are given by 

k = AT»e-E«/Hr (5) 

where A is the preexponential factor, T the temper- 
ature, n the temperature exponent, Ea the activation 
energy, and R the ideal-gas constant. The units of A 
are expressed in mol-cm-s-K. The units of Ea are cal/ 
mol. 

Results and Discussion 

Non-Premixed Mode 

Velocity profiles for stagnation, non-premixed 
cases exhibit the usual behavior. On exiting the noz- 
zle, the velocity develops an increasing slope that 
reaches a local maximum upstream of the heat-re- 
lease zone. For non-premixed cases, two such locally 
maximum gradients can be identified, one for each 
of the opposing jets. In the present study, the max- 
imum velocity gradient in the convective zone of the 
F2 jet stream was prescribed as the imposed aero- 
dynamic strain rate, a, for reasons that will become 
clear later. 

Numerical simulations were conducted for nine 
different reactant cases defined in terms of H2, NO, 
and F2 molar concentrations in their respective 
streams. For the first case, the inert gas was N2. For 
the other eight, the inerts were He, Ar, and mixtures 
of the two. The molar concentrations were typical of 
those used in supersonic mixing-layer experimental 
studies [3,5]. 

For all cases, a solution was first established at very 
low strain rates. Higher strain-rate solutions were 
obtained by continuation, by gradually increasing 
the nozzle-exit velocity. As the strain rate, a, in- 
creases, the maximum temperature, Tmax, falls, as in 
high-activation systems. However, turning-point ex- 
tinction does not occur in such mixtures and, while 
Tmax continues to decrease with increasing <7, finite 
chemical activity persists at strain rates as high as 
tens of thousands of reciprocal seconds. This is il- 
lustrated in Fig. 1 for a F2-rich and F2-lean reacting 
configuration, in terms of the variation of the nor- 
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(a = 150 s-1) 

0.25 0.30 0.35 0.40 0.45 

Distance from F2 /Ar feed nozzle, cm 

FIG. 2. Spatial variation of the mass fraction of F2 and 
the reaction rate of H + F2 = HF + F for the F2-rich 
case: (a) a = 150/s and (b) a = 15,000/s. 

malized temperature rise, 9 (Eq. [3]), with a. In 
these simulations, T«, was 300 K, with Tad computed 
from equilibrium calculations using the STANJAN 
program [15]. For the F2-rich case, the molar com- 
position was XH, = 2%,XNO = 0.056%, and XAr = 
97.944% in the~H2/NO jet stream; and XF2 = 8% 
and XAr = 92%, in the F2 jet stream. For the Fa- 
lean case, the molar composition was XH, = 10%, 
XNO = 0.5%, and XAr = 89.5% in the H2/NO 
stream; andXF2 = 2.75% andXAr = 97.25% in the 
F2 stream. 

The mechanisms responsible for the temperature 
reduction with increasing strain rate (see Fig. 1) 
were studied using sensitivity, species-structure, and 
reaction-path analyses. Reaction-path analyses 
confirmed that reaction (Rl) is responsible for the 
chain initiation by releasing an F atom. This is used 
by reaction (R4) for H2 consumption and the pro- 
duction of the final HF product and active H radi- 
cals. The H radicals then react with F2, through re- 
action (R3), to produce HF and F, which is further 
used in reaction (R4). The chain-propagation reac- 
tions, (R3) and (R4), form a closed loop, leading to 
a system that can sustain itself provided fresh reac- 
tants are supplied. Reactions (Rl), (R3), and (R4) 
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(NO+F2 =NFO+F / NO) 
■          / 

' F,-rich    "] 
T«i = 636 KJ 

°"[>ly             (F+H2 = HF+H / H2) 

(H+F2 =HF+F / F2)          ^^. 

V CD (Non-premixed opposed jet   | 
1^          I*«, = 300 K             J 

A 

A 
A » 

&
AA 

T«j = 763 KJ 

■                           ~^
A

4A,    (H+ft=HF+F/F2) 

(NO+F2=NFO+F/NO)          /"""frl»^ 

(F+H2=HF+H/H2^ ® 
100 1000 10000 

Aerodynamic strain rate,a, s"1 

FIG. 3. Variation of the ratio of the spatially integrated 
reaction rate over the supplied reactant mass flux at the 
burner exit with the imposed aerodynamic strain rate for 
various species and reactions: (a) F2-rich, (b) F2-lean. 

support the overall system reaction rate. Any mech- 
anism opposing their forward progress will inhibit 
chemical activity. Such mechanisms can be the re- 
combination reaction of H and F radicals with them- 
selves, as well as with other species, and reactant 
leakage with increasing aerodynamic strain rate. 

The effect of the strain rate on the reaction-zone 
structure can be seen in Fig. 2, in which the (R3) 
reaction rate and the F2 mass fraction are shown for 
low and high a for the F2-rich case. For low a, F2 is 
nearly consumed at the location of the maximum 
(R3) rate. For high er, the thickness of the (R3) re- 
action zone is reduced and F2 survives well after the 
(R3) rate maximum, indicating substantial reactant 
leakage. This is the case for all the main reactants, 
that is, H2, NO, and F2. Figure 3 depicts the ratios 
between the spatially integrated (Rl), (R3), and (R4) 
reaction rates over the supplied, nozzle-exit mass 
fluxes (convective + diffusive) of NO, F2, and H2, 
respectively, for both F2-rich and F2-lean cases. As 
a increases, these ratios are found to decrease, in- 
dicating increasing leakage and decreasing overall 
chemical activity. For the F2-rich case, the ratio cor- 
responding to F2 has the lower values. F2 is an abun- 
dant species and not expected to be fully consumed 
in the main reaction zone. On the other hand, the 
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FIG. 4. Damköhler numbers, based on minimum reac- 
tion time of various species versus imposed aerodynamic 
strain rate: (a) F2-rich, (b) F2-lean. 

same ratio appears to have higher values compared 
to the other species for the F2-lean case, since it is 
the deficient species and is expected to react while 
transported through the main reaction zone. 

The mechanism of reactant leakage is traceable to 
the finite timescales for the reactions. Increasing a 
results in convective timescales that become com- 
parable to chemical timescales, corresponding to re- 
duced Damköhler numbers, Da. Characteristic 
timescales for the destruction of NO, F2, and H2 at 
the location of the maximum rate of (Rl), (R3), and 
(R4), respectively, were determined and scaled by 
the strain rate, a, to form Damköhler numbers for 
all three species. The results are shown in Fig. 4 for 
both F2-rich and F2-lean cases. It can be seen, that 
Da decreases with a and attains values of order unity 
for high strain rates, indicating the importance of 
convective transport within the main reaction zone. 
For both F2-rich and F2-lean cases, the Da of F2 

have lower values compared to NO and H2, whereas 
Da numbers for H2 and NO are very close for the 
F2-rich case and nearly indistinguishable for the F2- 
lean case. Between 300 and 700 K, the specific (Rl) 
reaction rate is nearly three orders of magnitude less 
than that of (R4). However, the (Rl) reaction rate is 
only, roughly, one order of magnitude less than that 

NO+F2 =NFO+F 

F+H2=HF+H 

H+F2 =HF+F 

NO+H+M=HNO+M 

NO+F+M=NFO+M 

H+F+M=HF+M 

Fj-rich 
Tad = 636 K 

a = 10,000 s"1 

a = 100 s"1 

^1 NO+H+M=HNO+M 

Tad = 763 K 

F+H2=HF+H 

NO+F2=NFO+F 

H+F2 =HF+F 

H+F+M=HF+M 

-0.15      -0.10       -0.05       0.00       0.05       0.10       0.15        0.20       0.25 

Normalized sensitivity on maximum temperature 

FIG. 5. Normalized sensitivity coefficients on TmiK, at low 
and high strain rates: (a) F2-rich, (b) F2-lean. 

of (R4), because F is a minor (low-concentration) 
species. As a consequence, the Da of NO is of the 
same order as the Da of H2, given that [NO] is, 
roughly, an order of magnitude less than [H2]. On 
the other hand, the specific reaction rate of (R3) is 
nearly one order of magnitude less than that of (R4) 
in the same temperature range, and since the F2 and 
H2 concentrations are of the same order, the chem- 
ical times corresponding to F2 are greater than these 
of H2, leading to reduced Da numbers for F2. This 
indicates that the main leakage mechanism is that of 
F2, through (R3), and this is the reason the maxi- 
mum velocity gradient on the F2 side was chosen as 
the scale for the aerodynamic strain rate, a. 

These observations were further supported by de- 
tailed sensitivity analysis in which the effect of in- 
dividual elementary reactions on Tmax was deter- 
mined at different strain rates. Representative 
results are shown in Fig. 5 for the F2-rich and F2- 
lean cases. For both cases, reactions (Rl), (R3), and 
(R4) favor Tmax, with reaction (R3) having the high- 
est positive sensitivity. This is anticipated. Reaction 
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FIG. 6. Effect of aerodynamic strain rate on Tmax for the 
premixed case. 

(R3) has a higher activation energy compared to (R4) 
and its rate has a stronger sensitivity to temperature 
reductions resulting from reactant leakage. The 
other main propagation reaction, (R4), appears to be 
important for the F2-rich/H2-lean case, while it is 
less important for the F2-lean/H2-rich case; its rate 
increases and ceases to be a rate-limiting kinetic 
step. Both cases confirm that reaction (Rl) is very 
important, initiating the reaction between the two 
main reactants, NO and F2, with a relatively slow 
rate, thus rendering it a rate-limiting kinetic step. It 
is also seen that the sensitivity of reactions (Rl), 
(R3), and (R4) on Tmax is enhanced at high strain 
rates, since the reactant leakage is augmented and 
Tmax depends more critically on the progress of these 
reactions. As expected, negative sensitivity on Tmax 

is exhibited by the three-body recombination reac- 
tions (R2), (R6), and (R8), since the important H 
and F radicals recombine to form the less active 
HNO, NFO, and HF species. At high strain rates, 
these negative sensitivities increase in magnitude, 
since the system becomes more sensitive to the mag- 
nitude of tire H- and F-radical pool. At high strain 
rates, temperatures are lower and this further en- 
hances the importance of the three-body reactions. 
For the F2-lean configuration, reaction (R2) does not 
have a significant negative sensitivity. F2 is the defi- 
cient species, thus leading to a reduced F-radical 
pool, and NO preferentially recombines with H rad- 
icals, which are produced by the abundant H2. 

Finally, detailed reactant flux analysis revealed 
that the ability of such flows, that is, those with hy- 
pergolic reactants, to sustain strain rates that are 
considerably higher compared to high-activation 
flows leads to convective fluxes that are higher than 
diffusive fluxes throughout the flow field. 

Premixed Mode 

For all nine non-premixed configurations and for 
strain rates of the order of ~104/s, which are of the 

order encountered in supersonic mixing-layer ex- 
periments, Tmax is reduced substantially. This indi- 
cates that chemical activity is reduced and that un- 
reacted species will mix and react within highly 
strained flow structures in a premixed mode. To 
study this scenario, various configurations of pre- 
mixed reaction in strained flow fields were investi- 
gated. For these studies, the composition of the pre- 
mixed species was determined using a value of the 
(molar) entrainment ratio between the high-speed 
and low-speed stream [16] of En = 1.06. This is a 
representative value, as determined from the anal- 
ysis of chemically reacting, supersonic mixing-layer 
experimental data [3,5]. 

Two identical premixed jets impinging against 
each other were studied. This configuration leads to 
symmetry across the stagnation plane and the solu- 
tion need only be obtained over half of the domain. 
As a consequence of the details of this' implemen- 
tation, for low strain rates, losses resulting from high- 
temperature gradients at the nozzle exit result in 
Tmsx well below Ta(j. As the strain rate increases, 
temperature gradients at the nozzle exit decrease, 
decreasing boundary losses, and Tmax approaches 
Ta(j, corresponding to homogeneously mixed reac- 
tants (see Fig. 6). In the premixed mode simulations, 
the convective transport was measured by a global 
strain rate, ffgi0bai. defined as the nozzle-exit velocity 
divided by the half-distance between the two noz- 
zles. The homogeneous molar composition for the 
calculation depicted in Fig. 6 is XPl2 = 1.0291%, XNO 

= 0.0288%, XF2 = 3.883%, XAr = 4.1%, and XHe 
= 90.842%. For all other cases studied, the re- 
sponse of TOTax to the imposed strain rate was found 
to be similar. 

The asymptotic behavior for high strain rates (i.e., 
Tmax -» Ta(j) is at variance to typical, high-activation, 
premixed combustion, in which the combination of 
preferential diffusion and the strain-rate field leads 
to Tmax well above or below Tad. This difference is 
clearly attributable to the hypergolic nature of the 
reacting system. Detailed reactant-flux analysis re- 
vealed that the ability to establish strain rates well 
above values encountered in the combustion of typ- 
ical fuels can result in convective fluxes that are sub- 
stantially larger than diffusive fluxes everywhere. 
Under these conditions, traditional arguments on 
preferential diffusion effects cease to be valid; 
convection is the dominant mechanism of transport 
and all properties are transported at the same rate 
leading to a locally conserved system. 

The interaction between a premixed stream with 
either of the original non-premixed streams was also 
studied. In this study, a premixed stream impinged 
on a non-premixed stream in which the main reac- 
tants were either the abundant or deficient reactants 
in the premixed fluid. In the former case, the prod- 
ucts of the premixed stream mix and are diluted with 
the reactants of the non-premixed jet. In the latter 
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case, an additional non-premixed reaction zone is es- 
tablished as a result of the reaction between the re- 
actants of the non-premixed jet with the abundant 
species of the premixed stream. In both cases, Tmax 

was well below Tad for low strain rates because of 
losses from the premixed stream to the nozzle 
boundary, as described previously. At high strain 
rates and similarly to the symmetric premixed con- 
figuration, Tmax was found to approach Ta(]. 

The observations made in these simulations that, 
for both non-premixed and premixed systems, the 
convective reactant fluxes can be substantially larger 
than the diffusive fluxes throughout the flow field, 
can be corroborated through the following scaling 
arguments. For the non-premixed case, the convec- 
tive flux, jc, of a reactant r is given by 

jc = puYr_x (6) 

where p is the density, u the convective velocity, and 
Yr„ the mass fraction of r in the free stream. The 
diffusive flux of r, jd, is given by 

Jd 
SY, 

dx 
(7) 

where 2) is the mass diffusivity. By further assuming 
that the mass fraction of r is reduced from its free 
stream value, Yr„, to zero within a diffusive length 
Znpm, then 

jd = P"3> 
In« (8) 

A balance between diffusive and convective fluxes at 
the beginning of the diffusive zone for a non-pre- 
mixed system leads to 

(9) 

where a ~ u/L, with L the spatial extent of the 
strained hydrodynamic zone. Using standard scaling 
for these quantities, we have, for the ratio between 
the convective and diffusive fluxes, 

k 
Vrf/npir 

(10) 

which indicates that as u and a increase, jcnpm grad- 
ually dominates jrfn„,n, with a ratio that scales with 
the square root of the convective velocity (local Pe- 
clet number). 

For the case of premixed reaction, a characteristic 
propagation speed, S„, that scales with the square 
root to the overall burning rate can be prescribed 
[17] so that the diffusive length is given by lpm ~ 2)/ 
Su, with a diffusive flux given by jdvm ~ pYrJ>u. 
Thus, the ratio between the fluxes becomes 

u 

si (11) 

This indicates that, for the premixed mode, the flux 
ratio scales (linearly) with the convective velocity, u. 
It may be important to note that the limiting behav- 
ior in which convective fluxes dominate, in both pre- 
mixed and non-premixed systems, is not typically at- 
tainable in the case of high-activation systems 
(nonhypergolic reactants). 

Comparison with Experimental Results 

The results summarized in Fig. 1 indicate that only 
a negligible fraction of the normalized temperature 
rise, 9, can be expected to be contributed by com- 
bustion in strained diffusion-flame regions at strain 
rates of order 15,000/s and greater. However, such 
values and those substantially greater for the strain 
rate must be expected in the high-speed, chemically 
reacting shear layers (see Eqs. [1] and [2] and related 
discussion), for which quantitative experimental data 
are available. In particular, the amount of chemical 
product measured in these flows is not reconcilable 
with the predicted chemical product formation in 
strained-flame regions in these simulations consid- 
ering the strain-rate values these flows can sustain. 
We are forced to conclude that the preponderant 
fraction of chemical-product formation in these 
flows occurs in the premixed mode. The conditions 
for this combustion mode can be expected to be cre- 
ated in the flow as a result of the substantial reactant 
leakage predicted to emanate from the high strain- 
rate diffusion-flame regions in the present simula- 
tions. Combustion in this mode can provide the only 
candidate mechanism that can contribute to the high 
attained values of the normalized temperature rise 
observed experimentally (see Eq. [4]). 

Conclusions 

A detailed numerical simulation was conducted 
for strained non-premixed and premixed hypergolic 
reacting flows in view of their importance as mixing 
markers in supersonic, turbulent reacting mixing lay- 
ers. The chemical system was that of H2/NO/F2. The 
parameters in these simulations were derived from 
those used in actual experiments of supersonic, 
chemically reacting mixing layers. Results indicate 
that for such hypergolic systems in high strain-rate 
flows, even dilute reactant concentrations can lead 
to high Damköhler numbers at very high strain rates. 

Our study of non-premixed flow configuration 
showed that as the strain rate increases, the maxi- 
mum temperature, Tmax, is reduced as a result of 
reactant leakage, as reported previously [8]. The 
mechanisms of leakage were identified through de- 
tailed sensitivity analyses as well as through analysis 
of the detailed structure of the reaction zone and the 
subsequent determination of realistic Damköhler 
numbers based on the various species whose leakage 
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affect the magnitude of Tmax. At strain rates of the 
order of 10,000/s to 20,000/s and above that are typ- 
ical in supersonic mixing-layer experiments, it was 
found that although chemical activity is present, Tmax 

is reduced substantially, indicating that the reactants 
mix and reaction takes place in an effectively pre- 
mixed mode. 

The studies of premixed flow configuration were 
conducted by considering the impinging of two iden- 
tical premixed jets and one premixed jet against a jet 
carrying the species of either one of the streams. In 
the first case, it was found that, at low strain rates, 
Tmax of the premixed reaction zone is reduced as a 
result of losses to the upstream boundary; at high 
strain rates, the transport is dominated by convec- 
tion and Tnlax approaches Tat). In the second case, it 
was found that either the products of the premixed 
reaction zone will simply mix with the species of the 
opposing jet or will lead to a second non-premixed 
reaction zone, depending on the equivalence ratio 
in the premixed stream and the composition of the 
reactants of the non-premixed jet. In both cases, 
Tmax approaches Taa at high strain rates. 

In view of the very high strain rates expected in 
these flows, a comparison of the experimentally ob- 
tained values for the normalized temperature, 9, and 
the fact that reactant concentrations and composi- 
tions used in the experiments and the present sim- 
ulations have been shown to be in the fast-kinetic 
(high-Da) regime, we must conclude that the 
dominant chemical product formation occurs in a 
premixed mode. Strained diffusion flames formed 
between non-premixed reactants contribute negli- 
gibly to the overall chemical activity. 
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COMMENTS 

Sebastien Candel, Ecole Centrale, Paris. You are using, 
in this analysis, steady-state strained flames to discuss the 
local structure of your flame. It is known however that re- 
active elements convected in a rapidly evolving strain rate 
field do not instantaneously adjust to the local value of the 
strain rate. Do you think that such effects are unimportant 
in your high-speed shear flow? 

Author's Reply. There are many complicating effects that 
are important and apply to the real-flow phenomena, such 
as   strain-rate  unsteadiness,   as  suggested,  as  well  as 

unmixedness, spatial inhomogeneities in the strain-rate and 
compositional field, etc. Such effects would change the es- 
timate of the product formation and heat release in the 
high strain-rate shear layer flows of interest. They would 
not alter the important qualitative conclusion, however, 
that the observed, high values of product formation in these 
flows cannot be accounted for by assuming that a significant 
fraction occurs in a (steady or unsteady) strained diffusion- 
flame regime. The inference that product formation occurs 
in a premixed mode would not be altered by incorporating 
unsteadiness at the very high strain-rate values applicable. 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 2895-2902 
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We have investigated and compared the dynamics of supersonic H2-air combustion for compression and 
expansion swept-ramp, three-hole injector configurations in a laboratory shock tunnel. Hydrogen fuel was 
injected into a Mach 3 flow of 1200 K air at 0.67 atm. The experiments used a combination of imaging 
and line-of-sight optical diagnostics at different locations downstream of the point of injection. Images of 
OH(A2Z) and OH(X277) spatial distributions provide information on the near-field mixing and ignition 
characteristics and far-field vertical spreading of the reacting layer, while spectral measurements of H20(v2) 
emission provide the far-field temperatures and H20 yields in the reacting layer. The two injector config- 
urations display markedly different ignition characteristics but similar near-field air-fuel mixing behavior 
and far-field product yields. The far-field measurements at long convective flow times give final H20 
concentrations, temperatures, and OH(A) concentrations that are greatest near the bottom wall and de- 
crease with increasing height. H20 and OH(A) are observed only in the lower half of the duct; thus, 
complete mixing of the fuel with the main flow is not achieved. For both injectors, the efficiency of H20 
production compared to full equilibrium for an idealized premixed system is 30-40%. Kinetic limitations 
due to incomplete radical removal are relatively minor. The primary factor limiting the far-field combustion 
efficiency appears to be poor mixing due to the slow vertical propagation of the reacting layer, which is 
similar for the two injectors despite the differences in their near-field ignition behavior. 

Introduction sight and imaging optical diagnostics to detect H20 
and OH in a laboratory shock tunnel. 

In supersonic combustors, such as supersonic We have previously described optical observations 
combusting ramjets or "scramjets," fuel (e.g., H2) of the combustion characteristics of transverse and 
must be injected into a supersonic flow of high-en- axial H2 injection into high-enthalpy (6.5 MJ/kg) 
thalpy air, ignited, and burned to completion to Mach 3 air flows for fuel-rich overall equivalence 
achieve maximum thrust. As is well known, the ef- ratios (<t> = 1.8) [1-3]. OH planar laser-induced 
ficiency of this process is limited by (1) fuel-air mix- fluorescence (PLIF) images of the near-field ignition 
ing dynamics, which affect near-field ignition, flame- and fuel-air mixing region, giving insight into the 
holding, and fuel penetration into the free stream; mixing dynamics and turbulence scales [4]. In ad- 
and (2) slow free-radical recombination rates, which dition, spectrally dispersed infrared emission from 
limit the conversion of intermediates, OH, O, and the v2 vibrational band of H20 gives H20 concen- 
H, to product, H20, during the residence time in tration and temperature at the combustor exit [3,5]. 
the combustor. A number of investigations have fo- The transverse injection exhibited prompt ignition, 
cused on the development of fuel injection schemes rapid mixing, and good penetration into the free 
that produce rapid mixing yet minimize the total stream flow over an axial length scale of about 20 
losses of the system. Of particular interest is the in- injector diameters. The axial injection resulted in 
jection of fuel parallel to the axis of the main flow significantly slower ignition, mixing, and penetra- 
direction so that the momentum of the fuel jets con- tion, accompanied by lifting of the fuel jet due to 
tributes to the total thrust of the engine. This paper vigorous combustion between the jet and the bottom 
reports on a comparison of the performance of two wall. Despite these differences, the H20 concentra- 
types of swept-ramp axial injectors, using line-of- tions and temperatures observed in limited mea- 
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Swept Compression Ramp Swept Expansion Ramp 

FIG. 1. Swept compression and expansion ramp injec- 
tors. 

OH PLIF Imaging 
Field of View 

FIG. 2. Schematic of expansion and compression injec- 
tors and associated flow fields in shock tunnel. Solid lines 
indicate shock waves, dashed lines indicate expansion fans. 
Locations of pressure ports and side-viewing windows are 
indicated. 

surements far downstream were similar for the two 
injector types. The H20 concentrations measured at 
half the tunnel duct height indicated incomplete 
combustion. 

In the present work, we compare the combustion 
characteristics of compression and expansion swept- 
ramp injectors, shown schematically in Fig. 1. Simi- 
lar injector configurations have been studied by a 
number of investigators [6-8]. Swept-ramp injectors 
are designed to promote fuel-air mixing via stream- 
wise vorticity generated as the higher pressure fluid 
on the upper surface of the ramp flows around the 
sides of the injector. The expansion ramp generates 
additional vorticity via baroclinic torque produced by 
interaction of a shock wave, formed at the down- 
stream edge of the ramp, with the density gradient 
across the fuel-air mixing interface. Each injector 
was operated in a laboratory shock tunnel, injecting 
H2 at an overall equivalence ratio of cP = 0.3 into a 
Mach 3 flow of high enthalpy (=3.8 MJ/kg) air ini- 
tially at 1200 K, 0.67 atm, and 2 km/s. In addition to 
top-wall pressure measurements, a variety of optical 
measurements were conducted at three different ax- 
ial locations near and far downstream of the point of 

injection. The optical diagnostics included observa- 
tions of H20(v2) infrared emission spectra as func- 
tions of height in the duct, imaging and nonimaging 
measurements of OH(A22T) emission, and PLIF im- 
aging of OH(X2i7) spatial distributions. 

Experiment Description 

The experiments were conducted in the Physical 
Sciences Inc. shock tunnel facility which is described 
in detail elsewhere [1,2]. The flow is driven by a 
plenum of shock-heated air in the reflected shock 
region of a 15.6-cm (i.d.), 17.5-m shock tube. The 
hot gas expands through a two-dimensional half-noz- 
zle to a uniform Mach 3 flow in a 7.62-cm square 
cross section where the fuel injector assembly is 
mounted. Downstream (9 cm) of the fuel injection 
station, the flow further expands to the full duct 
height of 8.9 cm, propagates down the 1.8-m test 
section, and exits into a 1000 L dump tank. Piezo- 
electric transducers provide time-resolved (1 MHz) 
pressure measurements along the top wall of the test 
section at — 1, 23, 46, and 120 cm downstream of 
the exit plane of the supersonic nozzle. Optical mea- 
surements are performed at windows 7.5, 29, and 
120 cm downstream of the nozzle exit. 

The fuel injectors are positioned immediately 
downstream of the end of the supersonic nozzle. The 
compression and expansion ramp injector assem- 
blies each consist of three individual injectors (Fig. 
1) with 10° ramp and sweep angles, a conical nozzle 
contour with a 7° half angle, and an exit plane di- 
ameter of 0.43 cm. Each injector is 1.0 cm wide at 
the base, 0.76 cm high, and 4.3 cm long. The injec- 
tors deliver a flow of H2 at Mach 1.7, 190 K static 
temperature, 2.1 atm static pressure, and 1.8 km/s. 
The injected flow is initiated =1 ms prior to arrival 
of the air flow, and persists at a steady flow rate until 
well after arrival of the driver gas flow which ends 
the useful combustion test time. Schematics of each 
injector assembly installed in the test section are 
shown in Fig. 2 along with some of the basic flow 
features (e.g., shock waves, expansion fans) associ- 
ated with the injector installations. The positions of 
the imaging locations in the near-field region of the 
test section are also indicated. The shock waves and 
expansion fans emanating from the injectors them- 
selves are only partially drawn to emphasize that the 
flow over the injectors is three dimensional, there- 
fore the waves produced by the injectors are not pla- 
nar. 

Optical Diagnostics 

The spectrally resolved H20 emission diagnostic 
is described in detail elsewhere [5]. Briefly, an infra- 
red array spectrometer is used to observe time-re- 
solved spectral distributions on the long-wavelength 
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side of the v2 band, 6.50-8.55 jum. The shape of the 
band is increasingly sensitive to temperature at the 
longer wavelengths, while the total intensity is sen- 
sitive to both temperature and H20 concentration. 
Separate measurements of high-temperature H20 
emission for known temperatures and concentra- 
tions in a conventional shock tube determined the 
spectral radiant efficiency at each wavelength (W/ 
mole sr,«m) as a function of temperature [9]. Those 
measurements established a set of empirical calibra- 
tion functions permitting determinations of temper- 
ature to 5-10% accuracies and H20 concentration 
to 10-20% accuracies [5], Corrections for self-ab- 
sorption of the radiation are not required for the 
measurements reported here [5]. The spectrometer 
consists of a liquid-nitrogen-cooled 12-element 
HgCdTe array coupled to a N2-purged 0.35-m 
monochromator, previously applied to measure- 
ments of NO infrared emission [10,11]. For H20, 
the grating is positioned so that the array elements 
span from 6.50 to 8.55 /um with a spectral resolution 
of 0.19 ,um/pixel. The detector output channels are 
synchronously sampled at 125 kHz, giving time-re- 
solved spectra every 8 /is. The spectrometer was po- 
sitioned 120 cm downstream of the nozzle exit, and 
was mounted on an adjustable platform so that emis- 
sion could be recorded as a function of height in the 
test section (one height being recorded in a single 
experiment). A folded gold mirror system imaged 
the center of the flowfield onto the entrance slit of 
the monochromator. Two opposing, full-height, 
Cleartran windows provided optical access and elim- 
inated scattered light interferences. 

OH(A22') emission near 310 nm was imaged by an 
intensified video camera equipped with a Nikkor UV 
lens (f/4.5) and a UG5 filter, using a typical gate of 
0.2 ms. The video fields were acquired by a frame- 
grabber board installed in a personal computer. 
OH(A) emission images were acquired at 7.5, 29, 
and 120 cm downstream of the nozzle exit. In ad- 
dition, single-point measurements of OH(A) emis- 
sion were recorded at 1 MHz using a photomulti- 
plier tube equipped with a 310-nm narrowband 
filter. 

OH(X2/7) PLIF images [4] were recorded on an 
intensified CCD array camera (Princeton Instru- 
ments) equipped with a Nikkor UV lens and WG320 
and UGH filters and gated at 0.2 {is. The excitation 
source was a frequency-doubled, excimer-pumped 
dye laser, tuned to the Pj(8) transition of the (1,0) 
band of the OH(A2Z-XzJT) system. The collimated 
laser sheet was 2.5 cm wide and approximately 0.5 
mm thick. Typically, 1.2 mj of laser energy were de- 
livered to the test section. OH(X) PLIF images were 
acquired at the position 29 cm downstream of the 
supersonic nozzle exit. Additional single-point, 1- 
MHz measurements of bandpass-filtered infrared 
emission from NO (5.0 {im) and H20 (6.7 jum), cor- 
related with pressure sensor data, were used to verify 

the arrival and duration of the high-enthalpy flow at 
each optical station. 

Results and Analysis 

Typical top-wall pressure measurements for react- 
ing and nonreacting (He-injected) flows gave values 
near 0.7 atm at the positions — 1 and 23 cm down- 
stream of the nozzle exit plane, in good agreement 
with the calculated static pressure at the nozzle exit. 
Pressures in reacting flows at 43 and 120 cm down- 
stream were typically 1.4-1.6 atm during the test 
times, corresponding to steady free stream flow con- 
ditions. Comparisons between reactive and He-in- 
jected experiments indicate that most of this pres- 
sure rise is due to chemical reaction. The test times 
were determined from a series of fast-response (1 
MHz), line-of-sight radiometric measurements con- 
sisting of NO (5.0 /im) viewed from the side at the 
nozzle exit, and H20 (6.7 {im) and OH(A2i7) (310 
nm) viewed from the top looking down at each 
downstream station. Typical test times, following the 
arrival of the main air flow and prior to arrival of the 
driver gas, were «800 ,us immediately downstream 
of the injectors and 29 cm downstream of the nozzle 
exit, and «300 /is at 120 cm. 

Side-viewing OH (A) emission measurements 
were recorded immediately downstream of the in- 
jectors, spanning a field of view from just upstream 
of the injectors to approximately 10 cm downstream. 
No detectable OH(A) emission signal was observed 
in the images for either injector, signifying [OH(A)] 
< 3 X 105 cm-3. Using the filtered photometer at 
the same location, weak intermittent OH(A) emis- 
sion signals were observed for the compression in- 
jector, but only marginally detectable signals were 
observed for the expansion injector. Thus, there is 
no clearly established ignition for flow times on the 
scale of 20 {ts. 

At the 29-cm station, corresponding to reactive 
flow times of «130 us («30 injector step heights), 
both OH(A) emission and OH(X) PLIF were im- 
aged. The OH(A) emission in this region was so 
strong that the camera was saturated, indicating the 
combustion was quite intense. The OH(A) emission 
image corresponding to the compression injector 
shows a relatively uniform region of emission along 
the bottom wall which extends to approximately one- 
third of the height of the duct. Ignition for this in- 
jector occurs upstream of the 29-cm port and out of 
the field of view. The image for the expansion injec- 
tor is similar, except that the region of intense emis- 
sion is bounded on its upstream edge by the oblique 
shock wave extending from the end of the bottom 
wall ramp (cf. Fig. 2). It appears that the heating 
produced by this shock wave is responsible for ig- 
niting the flow. Thus, the compression injector gives 
significantly more prompt ignition than the expan- 
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FIG. 3. PLIF image of OH(X277) for expansion injector, 
observed 29 cm downstream of the end of the supersonic 
nozzle. The flow direction is from left to right; the bottom 
wall of the test section is just below the image. The image 
is 6.1 cm wide and 3.8 cm high. 

T 1 r 
3600    3800   4000 

Time [us] 
4200 

FIG. 4. Pressure, H20 concentration, and temperature 
as functions of time 120 cm downstream of the nozzle exit, 
for the expansion injector. H20 and temperature signals 
were recorded along a line of sight 1.3 cm above the bot- 
tom wall. The time base is referenced to zero at an incident 
shock trigger gauge in the shock tube section. 

sion injector, consistent with the photometer obser- 
vations of intermittent OH(A) production immedi- 
ately downstream of the injectors. The saturated 
signal levels for both injectors correspond to 
[OH(A)] > 1 X 108 cm-3. 

A representative OH(X) PLIF image is shown for 

the expansion injector in Fig. 3. Consistent with the 
OH(A) emission images at this location, the OH(X) 
PLIF images show a region of OH near the bottom 
wall with a turbulent mixing interface along its upper 
edge. A striking feature of these images is the uni- 
formity of the OH-bearing region, i.e., the absence 
of any discernible fuel jet remnant. This observation 
suggests substantial fuel-air mixing upstream of this 
location. This is in marked contrast to our previous 
observations of incomplete mixing for larger jet di- 
ameters [3]. However, those data were obtained us- 
ing a single, larger diameter injector which would be 
expected to generate less rapid mixing than the row 
of three smaller injectors used here. 

Based on PLIF signal intensity and quenching 
analysis methods described previously [4], the max- 
imum PLIF signal intensities for both injectors cor- 
respond to an OH(X) mole fraction of approximately 
0.001. For the likely temperatures and measured 
pressures in this region, this OH(X) level corre- 
sponds to thermally excited OH(A) number densities 
that are two orders of magnitude below that ob- 
served with the OH(A) camera; this means that the 
OH(A) emission observed at this station is chemi- 
luminescence. This suggests, as expected, that the 
combustion is still in an early state, characterized by 
nonequilibrium free-radical chemistry. By inference, 
the faint OH(A) emission observed at the injector 
station, where the temperatures in the igniting 
regions are expected to be much lower, is also prob- 
ably chemiluminescence. 

Measurements at the 120-cm station included 
OH(A) emission imaging and H20(v2) infrared emis- 
sion spectroscopy. In successive identical shocks, the 
H20 emission spectra were recorded at heights of 
0.6, 1.3, 1.9, and 3.2 cm above the bottom wall. The 
observed spectral distributions were in excellent 
agreement with those observed in shock tube cali- 
bration experiments [9]. HaO temperatures and con- 
centrations were determined from the spectra as de- 
scribed elsewhere [3,5]. Example time traces of 
[H20], T, and top-wall pressure are shown in Fig. 4. 
The data show that conditions are reasonably steady 
during the test time. Companion measurements of 
H20 emission by the radiometer viewing downward 
from the top wall gave temporal behavior which was 
similar to that of the side-viewing measurements, in- 
dicating good spanwise uniformity of the flow field 
as expected for this distance downstream. 

H20 concentrations and temperatures are largest 
near the bottom wall (0.6 cm) and decrease with 
increasing height. This behavior is consistent with 
the spatial distributions observed from OH(A) emis- 
sion images, as shown by the comparisons in Fig. 5. 
The OH(A) emission profiles were determined by 
averaging the 20 center columns of pixels in each 
image. The [H20] and T values represent averages 
over the test time, with vertical error bars denoting 
standard deviations and horizontal error bars indi- 
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FIG. 5. HzO concentrations, temperatures, and 
OH(A2Z') intensities as functions of height above the bot- 
tom wall, 120 cm downstream of the nozzle exit. 

eating the diameter of the spectrometers field of 
view. Both injectors give similar results, with a max- 
imum [H20] and T of 5.8 X 1017 cm"3 and 2250 K 
for the expansion injector at 0.6 cm above the bot- 
tom wall. The standard deviations of the infrared 
measurements generally increase with increasing 
height, reflecting the decreasing signal-to-noise ra- 
tios of the radiance measurements. Consistent with 
the spatial distribution of the OH(A) emission, es- 
sentially all the H20 production is occurring in the 
lower half of the duct, with a pronounced maximum 
at about 1 injector step height above the bottom 
wall. The peak OH(A) intensity of 160 counts, ob- 
served for the expansion injector at «*1 cm above 
the bottom wall, corresponds to [OH(A)] = 4 X 107 

Discussion 

The ignition process in the PSI shock tunnel is 
initiated by the presence of excess atomic oxygen in 
the free stream air flow [1]. The shock-heated ple- 
num air rapidly reaches equilibrium compositions at 
reflected shock temperatures of «3000 K, resulting 
in the formation of substantial O and NO. As this 
gas expands through the Mach 3 nozzle, relatively 
little recombination occurs, so that the expanded air 
flow contains super-equilibrium levels of O and NO. 
Kinetic modeling of the flow through the nozzle [11] 
for the present conditions gives O and NO mole 
fractions of 0.0025 and 0.035, respectively. The 
atomic oxygen initiates free-radical production 
through the following reaction with H2: 

Thus, the chemical ignition times are considerably 
shorter than expected for a thermal hydrogen-air 
system at our flow temperatures. 

The ignition process in the shock tunnel results 
from air-fuel mixing, promoted by the flow over the 
injectors as described above, and the chemical re- 
action process. In the earliest stage of ignition, the 
streamwise vorticity induced by the injectors leads 
to the gradual ingestion of air into a fuel-rich inter- 
action zone. As the fuehair ratio becomes low 
enough, or the admixture temperature high enough, 
rapid free-radical generation begins and ultimately 
leads to sustained ignition. Ignition times computed 
from a kinetic model for premixed systems at 1200 
K and our initial O concentrations are 5-10 jus for 
0.5 £ <P £ 5. However, the mixing of 1200-K air and 
190-K hydrogen results in reduced interaction tem- 
peratures which can significantly increase the intrin- 
sic chemical ignition time, especially for the more 
fuel-rich regions. As an example, for fully 
accommodated admixture temperatures, the com- 
puted chemical ignition times exceed 100 /is for 0 
> 2. By comparison, the characteristic time for mix- 
ing across the fuel jet is given by T = i/Au, where 
€ is the jet diameter and Au is the velocity difference 
between the fuel and air streams. For the jet diam- 
eters and flow conditions used here, the mixing time 
is on the order of 10,us, comparable to the chemical 
ignition time for a 1200-K system. However, for suf- 
ficiently fuel-rich conditions, where the admixture 
temperature is significantly reduced by the presence 
of cold hydrogen, the chemical ignition times can be 
longer than the characteristic mixing times, leading 
to substantial mixing of the fuel and air prior to ig- 
nition. 

Given the above considerations, it is reasonable 
that we observe little or no ignition on the 20-/« time 
scale, due to a combination of chemical and mixing 
limitations. As illustrated in Fig. 2, the compression 
injector generates an oblique shock wave upstream 
of the point of fuel injection; this wave heats the air 
by about 200 K, accelerating the ignition of the hy- 
drogen immediately downstream. Since the flow 
over the injector structure is three dimensional, this 
temperature increase is not experienced by the en- 
tire air flow, however, the effect of this localized 
heating is still significant. Thus, the compression in- 
jector displays some intermittent ignition in the near 
field and apparently spontaneous ignition upstream 
of the PLIF station (29 cm). For the expansion in- 
jector, the main flow cools locally as it expands over 
the injector, and this cooling can inhibit the ignition 
of the hydrogen. The oblique shock at the base of 
the expansion injector (Fig. 2) should heat the hy- 
drogen and air flows somewhat and should also pro- 
mote the baroclinic torque mixing mechanism 
through interaction with the air-fuel interface. How- 
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FIG. 6. Computed temperatures, pressures, and mole 
fractions of H20 and OH as functions of initial equivalence 
ratio 0. The solid curves denote kinetic model predictions 
at 120 cm computed for uniformly mixed combustion using 
the nozzle exit initial conditions. The dashed curves denote 
full equilibrium values for H20 and OH mole fractions. 

ever, the observation of minimal OH(A) emission in- 
dicates that neither of these effects is sufficient to 
cause significant ignition immediately downstream 
of the injectors. Indeed, it appears from the OH(A) 
emission images further downstream (29 cm) that 
the expansion injector flow does not fully ignite until 
it passes through the oblique shock at the base of 
the final ramp. 

The OH(A) and OH(X) images at the 29-cm sta- 
tion (130 ßs reactive flow time) show uniform dis- 
tributions of combustion species within the reacting 
layer. This uniformity results from the mixing pro- 
cesses incurred upstream. For both the expansion 
and compression injectors, the OH(A) and OH(X) 
concentrations and spatial distributions are essen- 
tially the same. Thus, it appears that the compression 
and expansion injectors produce equivalent degrees 
of mixing on the 100 /us time scale. The observed 
OH(X) mole fraction of 0.001 is consistent with pre- 
dicted OH yields for fuel-rich combustion, 0^5. 

The measurements at the 120-cm station sample 
the far-field combustion products, at flow times of 
0.6-1 ms. At this point, we expect the development 
of fuel-lean conditions, due to continued mixing and 
dilution, approaching the overall equivalence ratio 
of 0.3. The spatially resolved data show that the re- 
acting layer occupies at most the lower half of the 
duct. Thus, we expect 0 > 0.6 in the heart of the 
reacting layer, and 0 -> 0 at the upper edge of the 
layer. Straightforward kinetic modeling calculations 
for premixed reacting flow show that, at long reac- 
tion times well beyond the ignition and radical 
growth stage, the reaction system reaches a state of 
"partial equilibrium" [12,13] which persists for time 
scales much longer than the tunnel residence time. 

H + O, = OH + O 

OH + H2 HoO + H 

(R2) 

(R3) 

and reaction Rl have nearly equal forward and re- 
verse rates, and are essentially in equilibrium with 
each other. This results in a balance of the major 
species H, O, OH, H2, 02, and H20, which can be 
described in terms of the equilibrium constants for 
reactions R1-R3, the temperature, and the initial 
equivalence ratio 0. As the chain-terminating and 
radical recombination reactions slowly convert the 
remaining radicals to H20, the partial equilibrium 
compositions are maintained by rapid adjustments 
in the forward and reverse rates of reactions R1-R3. 

Computed kinetic model (120 cm) and full equi- 
librium compositions of H20 and OH are compared 
in Fig. 6. Here, the kinetic model predictions ac- 
count for pressure increases and flow deceleration 
due to chemical heat release, while the full equilib- 
rium calculations do not. The species concentrations 
predicted by the kinetic model for these long reac- 
tion times agree within <1% with those computed 
from the partial equilibrium relationships. While the 
partial equilibrium concentrations of OH, O, and H 
are considerably larger than their equilibrium con- 
centrations, the partial equilibrium concentrations of 
H20 are only about 10-20% smaller than equilib- 
rium. The calculations indicate that an H20 mole 
fraction of 0.11-0.12 should be generated by a well- 
mixed system at 0 = 0.3. 

The observed H20 mole fractions in the reacting 
layer range from peak values of 0.14 at the 1 cm 
height to 0.06 at the 3.2 cm height. These values are 
comparable to predicted partial equilibrium values 
for fuel-lean combustion, 0 £ 0.6, as shown in Fig. 
6. Similarly, the relatively low observed final tem- 
peratures (T < 2300 K) and pressures (1.3-1.6 atm) 
are consistent with predicted values for 0 £ 0.6. 

The overall efficiency of the combustion process 
can be expressed in terms of the final H20 yield, 
defined as the ratio of observed and idealized H20 
fluxes at the 120-cm station. It is straightforward to 
show that this is given by the ratio of the vertically 
averaged H20 mole fraction over the full duct height 
to that expected for fully mixed combustion (i.e., 
equilibrium at 0 = 0.3). Based on the observed and 
equilibrium H20 mole fractions, this analysis gives 
H20 yields for both the compression and expansion 
injectors of 0.3. Adjusting the equilibrium value 
downward to allow for the effects of flow decelera- 
tion gives H20 yields near 0.4. We conclude that the 
apparent combustion efficiency based on net H20 
formation is in the range 30-40%. This is consid- 
erably smaller than efficiencies deduced previously 
for similar injector designs based on analysis of wall 
pressure measurements [6]. 
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The present results indicate similar overall com- 
bustion performance for the two injectors despite 
their differences in design and ignition characteris- 
tics. Since the kinetic limitation represented by the 
partial equilibrium phenomenon is at most a 10- 
20% effect as noted above, the fundamental limita- 
tion to the observed combustion performance ap- 
pears to be due to the mixing processes contributing 
to the vertical propagation or spreading rate of the 
reacting layer. 

Conclusions 

The swept-ramp expansion and compression in- 
jector configurations display markedly different ig- 
nition characteristics. The contrasting ignition be- 
havior may result in part from differences in local 
heating and cooling of the flow due to the oblique 
shock waves and expansion fans formed by each in- 
jector structure. The compression injector gives 
more prompt ignition than the expansion injector, 
on the approximate time scale of both the charac- 
teristic mixing time and the expected chemical ig- 
nition time for O-laden air. The near-field mixing of 
air into the reacting layer appears to be efficient and 
is equivalent for the two injectors for a flow time 
scale of about 100 /is. 

The far-field measurements at long reactive flow 
times give vertical distributions of final H20 concen- 
trations and temperatures that indicate low combus- 
tion efficiencies of 30-40%, limited by slow vertical 
spreading of the reacting layer downstream of the 
initial mixing region. This result is consistent with 
previous observations of far-field combustion effi- 
ciency for a single straight axial injector with larger 
orifice diameter [3]. Kinetic limitations due to in- 
complete radical removal appear to be relatively mi- 
nor. The similarity of the far-field combustion yields 
for the two injectors illustrates the independence of 
near-field ignition phenomena and overall combus- 
tion efficiency. 
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COMMENTS 

Dr. Günter Sweets, French-German Research Institute 
of Saint-Louis-France, France. If the temperature is to be 
deduced from the total intensity emitted by the H20 mol- 
ecules, a constant state of the gas over the optical path 
between the windows has to be assumed. 

Do you think that the injected H2 has been sufficiently 
distributed in the lateral direction and that the cooling of 

the gas by the side wall boundary layers can be disre- 
garded? 

Author's Reply. The temperature is deduced from the 
ratio of the emitted intensity at two wavelengths (e.g., 6.50 
and 8.5 jum) and therefore is not sensitive to the absolute 
intensities. The HzO concentration, on the other hand, is 
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determined from the absolute intensity at one wavelength 
(e.g., 6.50 /xm) and the measured temperature [5]. 

The line-of-sight emission measurements yield path-av- 
eraged values for the temperature and HaO concentration; 
thus, interpretation of the results generally requires the 
assumption of a uniform emitting volume. Since the water 
emission falls off sharply with decreasing temperature [5], 
regions of cold gas along the measurement path do not 
contribute significantly to the total emission signal; thus, 
the temperature measurement is relatively insensitive to 
the cold boundary layers along the side walls of the test 
section. The water concentration measurement will be 
more sensitive to the presence of cold gas regions, which 

will cause the local H20 concentration in the emitting 
regions to be underestimated. Cold gas regions containing 
significant H20 can also corrupt both measurements by 
absorbing a fraction of the emitted light, with the absorp- 
tion coefficient varying with wavelength; however, by prop- 
erly choosing the measurement wavelengths this effect can 
be minimized. For the present measurements, the flow 
temperature determined from various wavelength pairs 
yielded consistent values, indicating the boundary layers 
along the test section wall do not have a significant effect. 
■ Based on the long flow development length upstream of 
the infrared spectrometer measurement station, approxi- 
mately 120 injector heights, the hydrogen is expected to be 
well-distributed across the span of the test section. 
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Projectiles were fired at hypersonic speeds into stoichiometric H2-air mixtures. The flow fields around 
the projectiles were visualized using a multiframe schlieren technique. We made a comprehensive study 
of oscillating combustion phenomena around hypersonic projectiles with the following variable parameters: 
projectile nose shape, velocity, and diameter and the initial gas pressure. By studying the dependence of 
the oscillating combustion cycle on the projectile velocity, we could categorize the combustion cells into 
five modes comprised of three fundamental modes (normal cell oscillation, high-frequency cell oscillation, 
and envelope oscillation). An envelope oscillation superimposed on each of the normal and high-frequency 
modes was observed. The mode in which the envelope oscillation is combined with the high-frequency 
cell oscillation was observed for the first time in the present experiment. Based on the results of projectile 
nose-shape changes and projectile diameter changes, it was concluded that the standoff distance between 
the front of the projectile and the bow shock wave dominates the generation and period of the oscillating 
combustion, although the mechanism whereby a normal or high-frequency mode is selected was not clear. 
The results of the initial gas pressure changes suggest that there exists a critical initial pressure for gen- 
erating oscillating combustion. 

Introduction imental studies have not been as active. We take ad- 
vantage of extensive progress in high-speed elec- 

Unsteady shock-induced combustion of a H2-air tronic cameras; high-accuracy experimental studies 
(or H2-02) mixture was investigated in the 1960s and of oscillating combustion phenomena are not only 
1970s using ballistic range projectiles [1-4]. The re- interesting but also important for the stable opera- 
searchers concentrated on the unsteady, periodic tion of the new hypersonic propulsion applications, 
motion of the exothermic reaction zone located be- such as the ram accelerator and the oblique deto- 
hind the bow shock wave. McVey and Toong [3] and nation wave engine [10]. 
Alpert and Toong [4] investigated these phenomena In this paper, we show the successive, continuous- 
using one-dimensional wave-interaction analysis framing schlieren photographs of the oscillating 
along a stagnation stream line of the hypersonic combustion using a high-speed, multiframe camera, 
blunt-body flow. While some phenomena could be We recorded the change of oscillating combustion 
explained by this analysis, many questions remained. modes, varying four parameters: (1) projectile nose 
Recent numerical simulations have helped to clarify shape, (2) projectile velocity, (3) projectile diameter, 
the phenomena that the simple model could not ex- and (4) initial pressure of the mixture. We report the 
plain. Matsuo, Fujii, and Fujiwara [5-9] carried out dependence of the oscillating combustion cycle on 
numerical analyses with a full chemical kinetics the four parameters. In the following, we describe 
model of H2-02 combustion, renewing interest in the experimental facility and conditions and discuss 
the study of unsteady combustion. However, exper- the effect of each parameter. 

2903 
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FIG. 2. Schematic diagram of the experimental arrange- 
ment (top view). 

Experimental Facility and Conditions 

The experimental facility is shown in Fig. 1, and a 
schematic diagram of the experimental arrangement 
(top view) is shown in Fig. 2. The experimental 
equipment is comprised of four elements: (1) a two- 
stage, light-gas gun to inject the hypersonic projec- 
tiles, (2) a combustion chamber with the gas mixture, 
(3) a schlieren system for observation, and (4) a vac- 
uum chamber for the exhausted projectile and 
burned gas. 

The two-stage, light-gas gun [11] uses high-pres- 
sure air, at 5 MPa, to drive the piston. The driver 
light gas is helium. The maximum projectile speed 
is 5 km/s. A stainless steel cylindrical tube of 140- 
mm internal diameter and 10-mm thickness was 
adopted as the combustion chamber containing the 
hydrogen-oxygen mixture. The combustion chamber 
had a 90-mm observation window on the horizontal 

plane, perpendicular to the centerline of the tube. 
The position of the bow shock wave was determined 
by the piezopressure gauges KISTLER 603B (Kis- 
tler Japan) attached to the wall of the combustion 
chamber. About 100[is after detection, the projectile 
arrived at the observation window and the schlieren 
system recorded the flow field around the projectile. 
After the combustion chamber, the projectile breaks 
a mylar film and is recovered in a vacuum chamber. 
The vacuum chamber is a cylinder of 1.0 m diameter 
and 2.0 m3 volume. The vacuum chamber is ready 
for injecting when the pressure drops to 100 Pa. As 
soon as the projectile breaks the diaphragm, the 
high-pressure burned gas is inhaled into the vacuum 
chamber; thus, the combustion chamber was not ex- 
posed to high pressure for long. The total time for 
the operation, from releasing high-pressure air in the 
gas gun to recovering the projectile in the vacuum 
chamber is about 10 ms. 

The schlieren method was used for visualizing the 
flow field around the projectile, using a stroboscope 
SL540EZ (Canon) with the spark duration of 1.2 ms. 
The pinhole diameter was 2 mm. The objective lens 
was a spherical convex lens of 150 mm diameter. The 
knife edge was placed of either side of the optical 
path, depending on the experiment. Two kinds of 
high-speed multiframe cameras (image converter 
cameras) were used: an IMACON 790 (HADLAND 
PHOTONICS) and a FS501 ULTRANAC (NAC 
Inc.). The spatial resolution was approximately 0.1 
mm at the objective plane. The frame camera and 
light source were triggered by the pressure signal 
from the bow shock wave. This trigger signal was 
delayed by a digital delay generator DG535 (Stan- 
ford Research Systems). 

Experimental conditions are shown in Table 1. 
The molar ratio of the mixture was fixed at 2H2 + 
02 + 3.76N2. The initial temperature was room 
temperature, which was almost constant throughout 
the experiment. Most of the experiments were done 
with a hemisphere-nose, 10-mm-diameter projectile 
at 0.75-atm initial gas pressure, so we consider this 
the standard condition. 

Results and Discussion 

In Fig. 3, we define some terms of oscillating com- 
bustion. The shaded area in Fig. 3 is the reaction 
zone, in which the exothermic reaction occurs. The 
reaction zone around the projectile is divided by dis- 
tinct density gradients into combustion cells, each 
cell characterized by its diameter, D, and width, W. 
Generally, cells have different diameters; in some 
cases, they change periodically with wavelength X. 
We call this periodical phenomena the envelope os- 
cillation. To be specific, the width W or diameter D 
indicate maximum observable values within 30 mm 
of the projectile. We define cell-oscillating period as 
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TABLE 1 
Experimental conditions 

Fig. No. Proj. Nose 
Proj. Velocity 

[km/s] 
Mach 
No. 

Proj. Diam. 
[mm] 

Initial Pres. 
[atm] 

Initial Temp. 
[K] 

Ma Hemis. 1.98 + 0.05 4.84 10.00 0.75 301.1 
«4b Hemis. 1.78 + 0.02 4.35 10.00 0.75 300.9 
"4c Hemis. 1.92 + 0.02 4.74 10.00 0.75 295.1 
Md Hemis. 1.76 + 0.02 4.30 10.00 0.75 300.9 
Me Hemis. 1.75 + 0.02 4.31 10.00 0.75 295.9 
-5 Hemis. 1.76 + 0.02 4.30 10.00 0.75 300.9 
7a Cone, 76° 2.38 + 0.07 5.78 10.00 0.75 304.2 
7b Cone, 120° 2.31 + 0.06 5.61 10.00 0.75 304.7 
•7c Hemis. 2.03 + 0.07 4.92 10.00 0.75 305.3 
•8a Hemis. 2.03 + 0.07 4.92 10.00 0.75 305.3 
8b Hemis. 1.93 + 0.07 4.68 12.00 0.75 305.2 
9a Hemis. 2.00 + 0.06 4.86 10.00 0.50 303.8 
9b Hemis. 1.99 + 0.06 4.83 10.00 0.60 305.0 
•9c Hemis. 2.03 + 0.07 4.92 10.00 0.75 305.3 

"Standard condition: Hemisphere 10-mm diameter projectile and 0.75-atm initial gas pressure. 
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Bow Shock Wave 
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Wavelength of 
Envelope Oscillation 

A 

Diameter of 
a Combustion Cell 

D 

Width of a Combustion Cell 

w 
FIG. 3. Structure of oscillating combustion. 

the cell width W divided by the projectile velocity 
relative to combustion cells, and the envelope oscil- 
lating period as the wavelength I divided by the pro- 
jectile velocity relative to combustion cells. 

The periodic combustion observed is categorized 
into five modes. These modes are shown in Fig. 4. 
The black dots are markers for measuring the pro- 
jectile velocity. Each dot is 2 mm wide and separated 
by 20 mm from the next dot in the same horizontal 
or vertical line. The markers are the same in all 
schlieren pictures. The normal cell oscillation 
(NCO) mode is shown in Fig. 4a, and the high-fre- 
quency cell oscillation (HCO) mode is shown in Fig. 
4c. The high-frequency cell oscillation period is 
about half the normal cell oscillation period. The 
other mode is the envelope oscillation (EO) in which 
the    combustion-cell    envelope    oscillates.    The 

Normal Cell 
Osciiiation 

(C) 
High-frequency 
Cell Oscillation 

(e) 
steady combustion 

FIG. 4. Five combustion modes observed in the present 
experiments: (a) normal cell oscillation mode, (b) normal 
cell oscillation + envelope oscillation mode, (c) high-fre- 
quency oscillation mode, (d) high-frequency oscillation + 
envelope oscillation mode, and (e) steady combustion. 

envelope oscillation can be superimposed on either 
the normal cell oscillation or the high-frequency cell 
oscillation mode. These combined modes are shown 
in Figs. 4b and 4d. A steady combustion mode was 
also observed and is shown in Fig. 4e. 

In past studies [1-4], the unsteady periodic com- 
bustion around hypersonic projectile was catego- 
rized into two flow regimes. One is called the regular 
regime of high frequency and low amplitude oscil- 
lation, corresponding to Fig. 4c. The other is the 
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FIG. 5. High-frequency cell oscillation + envelope os- 
cillation mode. The interframe time is 7.00 ,us. 

1.7 1.8 1.9 2 2.1 2.2 

Projectile Velocity [km/s] 

FIG. 6. The dependence of oscillation periods on the 
projectile velocity. Without ^ and A, data plots on this 
graph are for the case of standard conditions. ^ is a plot 
for 12-mm diameter and A is a plot for 0.60-atm initial gas 
pressure. Error on the vertical direction is smaller than the 
symbol size. 

large disturbance regime of lower frequency, larger 
amplitude, and less regular oscillation, correspond- 
ing to Figs. 4a and 4b. However, in the present study, 
the oscillating combustion observed is categorized 
into five modes, composed of three fundamental 
modes, namely, NCO, HCO, NCO + EO, HCO + 
EO, and STEADY. In particular, HCO + EO mode 
shown in Fig. 4d and Fig. 5 was observed for the 
first time in this experiment. 

(a)                        <M                          (O 

Time       Cone(76 deg.) :one(120 deg.) Hemisphere 

'•f! t ■        '-vV'Bl 

B ' t        ' flfl 

Reaction Zone 3E m ['.'#■ 
FIG. 7. Dependence of the combustion phenomena on 

the projectile nose shape: (a) cone, 76°; (b) cone, 120°; and 
(c) hemisphere. The interframe time was 5.00 /is. 

Dependence on Projectile Velocity 

Figure 6 shows the dependence of the combustion 
period mode on the projectile velocity. The steady 
mode was observed at projectile velocities of 1.58 
and 1.75 km/s. No envelope oscillating mode was 
observed for velocities greater than 1.85 km/s. 
Higher projectile velocity had shorter oscillating pe- 
riods. The envelope oscillation is observed only 
within 1.8 ± 0.1 km/s. It is not clear which factor 
determines the mode as NCO or HCO. To under- 
stand this, it is necessary to study the oscillating 
mechanism. 

Dependence on Nose Shape 

The three typical cases are shown in Fig. 7. The 
projectile nose shapes were as follows: 76° cone (Fig. 
7a), 120° cone (Fig. 7b), and hemisphere (Fig. 7c). 
In nonreactive flow, the shock should be attached in 
the 76° cone and detached in the 120° cone. In this 
experiment, we observed the following: the 76° cone 
had an attached shock and a trailing reaction zone 
but no oscillating combustion. This could be due to 
the absence of a distance between the shock wave 
and the combustion zone, where the compression 
wave and contact discontinuity propagate and form 
the oscillation. In the cases of 120° cone and hemi- 
spherical nose, the shock was detached and we ob- 
served unsteady oscillating combustion. 

Dependence on Diameter 

The cases of projectiles with diameters of 10 and 
12 mm are shown in Fig. 8. The oscillation period is 
2.00 ^s for the 10-mm projectile and a slightly longer 
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FIG. 8. Dependence of the combustion phenomena on 
the projectile diameter: (a) 10 mm and (b) 12 mm. The 
interframe time was 5.00 /us. 

period of 2.78,us for the 12-mm projectile. The dif- 
ference may be explained not only by the one-di- 
mensional wave interactions between the bow shock 
wave and the reaction zone but also by the three- 
dimensional effect of the wave propagation and in- 
teraction along the projectile surface. 

Dependence on Initial Pressure of Mixture 

The cases of initial pressure of mixture, 0.50, 0.60, 
and 0.75 atm are shown in Fig. 9. The oscillating 
combustion was not observed in the case of lowest 
pressure. The cell width and diameter in frames 1 
and 2 for the 0.60 and 0.75 atm cases are almost the 
same, although the period of oscillation was shorter 
for the 0.60-atm case (see Fig. 6). Cells at 0.60 atm 
are not so clearly defined; this indicates a weaker 
density gradient. The 0.60-atm case is either the 

(a)                           (b)                            (c) 
1 III1C 0.50 atm 0.60 atm 0.75atm 
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FIG. 9. Dependence of the combustion phenomena on 
the initial gas pressure: (a) 0.50 atm, (b) 0.60 atm, and (c) 
0.75 atm. The interframe time was 5.00 /is. 

critical pressure to generate combustion cells or the 
observation limit of the schlieren system. 

Conclusions 

Projectiles were fired at hypersonic speeds into 
stoichiometric H2-air mixtures, and the flow fields 
around the projectiles were visualized using a mul- 
tiframe, schlieren technique. We studied oscillating 
combustion phenomena with the variable parame- 
ters of the projectile nose shape, velocity and di- 
ameter and the initial gas pressure. Considering the 
dependence on the projectile velocity, we catego- 
rized the combustion into five modes comprised of 
three fundamental modes, namely, normal, high-fre- 
quency, envelope + normal, envelope + high-fre- 
quency, and steady. The mode in which the envelope 
oscillation is combined with the high-frequency cell 
oscillation was observed for the first time in the pres- 
ent experiment. From a comparison for the cases of 
the projectile nose-shape change and the projectile 
diameter change, it can be concluded that the dis- 
tance between the front of projectile and the bow 
shock wave affects the generation and the period of 
the oscillating combustion. From a comparison of 
the initial gas pressure change, it may be deduced 
that a critical initial pressure exists for generating 
oscillating combustion. 
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PLIF IMAGING OF HYPERSONIC REACTIVE FLOW AROUND 
BLUNT BODIES 

M. R. KAMEL, C. I. MORRIS, I. G. STOUKLOV AND R. K. HANSON 

High Temperature Gasdynamics Laboratory 
Department of Mechanical Engineering 

Stanford University, Stanford, CA 94305-3032, USA 

Qualitative OH planar laser-induced fluorescence (PLIF) imaging experiments of supersonic reactive 
flows over a 40° wedge and a 19-mm-diameter blunted cylinder are reported. Hydrogen-, ethylene-, and 
methane-based mixtures have been used in this work. Three different free stream conditions, Mx = 6.7, 
5.2, and 4.2, were used to study the combustion modes around the wedge and blunted cylinder. Separate 
schlieren imaging results were also obtained for several of the test cases, providing complementary shock 
wave visualization. In several cases for the wedge, shock-induced combustion was observed a finite distance 
behind the nonreacting oblique shock wave. For the most sensitive hydrogen mixture, an oblique deto- 
nation occurred in which the shock wave and combustion front were fully coupled. In the experiments 
with the blunted cylinder, two different regimes of combustion were observed. When the velocity of the 
flow was larger than the CJ velocity of the mixture, the mode was that of an adiabatic shock followed by 
a smooth combustion front. For cases of flow velocity similar to the CJ velocity or less, regular oscillations 
were observed on the image and in the stagnation pressure history. These observations are qualitatively 
consistent with previous work. 

Introduction 

The ongoing development of ram accelerators has 
sparked new interest in the flow visualization of hy- 
personic combustion phenomena around projectiles 
and blunt bodies. A new expansion tube facility has 
recently been built at Stanford University to enable 
spatially resolved, instantaneous optical measure- 
ments of high-speed reactive flow fields. This facility 
has been used for initial investigations of reactive 
flows around wedges and blunted cylinders using 
PLIF [1-2]. 

Work at Stanford is intended to complement the 
international development of the ram-accelerator 
concept first proposed by Herzberg et al. [3]. How- 
ever, experimental data regarding fundamental 
shock-induced combustion and oblique detonation 
phenomena at conditions relevant to the ram-accel- 
erator community are limited. Most experimental 
work performed over the past 30 years has involved 
firing spheres and blunted cylinders at hypersonic 
speeds into combustible mixtures. Schlieren photog- 
raphy was used to observe the different combustion 
modes occurring around and behind the body [4-6]. 

More recently, Dabora et al. [7], Viguier et al. [8], 
and Desbordes et al. [9] have studied oblique det- 
onations and combustion using the "oblique shock 
tube" method of Dabora et al. [10]. In our approach, 
the projectile is fixed in the laboratory reference 
frame, and an expansion tube is used to generate a 
supersonic flow of combustible mixture around the 
body. 

The aim of this paper is to present results and 
analysis of imaging experiments of supersonic reac- 
tive flows around a 40° wedge and a 19-mm-blunted 
cylinder. The wedge experiments are designed to 
study the effects of chemistry and Mach number on 
oblique detonations and shock-induced combustion. 
The cylinder experiments are designed to reproduce 
and further investigate the different combustion 
modes observed in previous works. Using the PLIF 
imaging technique, detailed spatially and temporally 
resolved information on the flame front can be ob- 
tained and is relevant to recent CFD modeling work 

[11]. 
A thorough understanding of the characteristics of 

the hypersonic flows generated by the expansion 
tube is a prerequisite to such investigations. Ongoing 
characterization efforts described by Morris et al. [2] 
allowed flow quantities to be determined using the 
combined information of wall pressure, pitot pres- 
sure, IR absorption, and NO PLIF measurements. 
This foundation in turn allowed selection of the flow 
conditions used in the present study. Some essentials 
on expansion tube and PLIF theory are presented 
first to provide background for the description of the 
facility that follows. The characteristics of the test 
flow and reactive gas mixtures used in the experi- 
ments are then discussed. Finally, results of the im- 
aging experiments on combustion phenomena in su- 
personic reactive flows over the wedge and blunt 
body are presented and discussed. 

2909 
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Operation of Expansion Tubes 

An expansion tube generally consists of three sec- 
tions: a high-pressure driver, a lower-pressure driven 
section, and an expansion section at very low pres- 
sures. The sections are initially separated by dia- 
phragms. When the driver/driven diaphragm is bro- 
ken, the driver gas expands into the driven section, 
causing a shock wave to propagate ahead of it. The 
shock wave travels down the tube and is accelerated 
upon entering the expansion section, as are the gases 
behind it. The shocked test gas is thus accelerated 
via an unsteady, constant area expansion from the 
driven section into the lower-pressure expansion 
section. This is in contrast to a reflected-type shock 
tunnel, in which the stagnant gas near the end wall 
is accelerated through a steady flow, variable area 
expansion. Since an expansion tube can accelerate 
mixtures to similar high velocities (as a reflected 
shock tunnel) but without exposing the gases to the 
same high temperatures and pressures, it is well 
suited for use with reactive mixtures. A detailed anal- 
ysis of expansion tube theory is given by Trimpi [ 12]. 

The facility at Stanford includes an additional sec- 
tion between the driver and driven sections, denoted 
as the buffer section. The buffer section is filled with 
an inert gas and isolates the combustible mixtures in 
tlie driven section from the hot diaphragm petals 
that are an issue when metallic diaphragms are used. 

PLIF Description 

The basis for PLIF as applied here is linear laser 
excitation of tracer molecules in the flow followed 
by broadband collection of the fluorescence from 
the radiative decay of these excited molecules. For 
each shot, the CCD array accumulated a fluores- 
cence signal given by 

Sf = rjVjijjBEg* (1) 

where rj represents the overall efficiency of the op- 
tical setup in converting photons from fluorescence 
into photoelectrons incident on the detector, Vc is 
the collection volume, n0 is the number density of 
the absorbing species,^, is the Boltzmann fraction 
of the tracer species molecules that are in the ab- 
sorbing state, B is the Einstein coefficient for stim- 
ulated absorption, E is the laser energy fluence (en- 
ergy per unit area), and g is the spectral convolution 
of the laser spectral distribution and the absorption 
transition. The fluorescence yield (f>, defined as A/(A 
+ O), where A is the Einstein coefficient for spon- 
taneous emission from all the populated upper states 
and O is the rate of electronic quenching to the 
lower state, represents the fraction of the molecules 
pumped to the upper state that decay radiatively. 

At the combustion pressures obtained in this work, 
O » A, hence cj> <= A/Q. Since O is proportional to 
the total number density ntot, the fluorescence signal 

Sf ~ n,/ntot, which is the molar fraction of the tracer 
molecules. 

OH PLIF 

PLIF imaging of reactive flows relied on OH, a 
naturally occurring combustion radical, as the fluo- 
rescent tracer. Effective combustion visualization 
with OH PLIF requires that the variation in OH 
mole fraction in the region of interest affect the fluo- 
rescence signal more effectively than changes in 
other parameters in Eq. (1). The most critical issue, 
typically, is the temperature dependence of the 
Boltzmann fraction of the absorbing state. For the 
absorption transition considered here—the Qi(7) 
transition of the A2E+ <- X277 (1,0) band of OH, 
located at 283.31 nm—such effects play a relatively 
minor role in interpreting the signal in the regions 
observed to contain OH, and the fluorescence inten- 
sity can be qualitatively linked to OH mole fraction. 

Experimental Apparatus 

Expansion Tube Facility 

The Stanford expansion tube facility, accompany- 
ing lasers, and optical arrangement are described 
thoroughly in previous publications [1-2]. The test 
body is mounted 2 cm downstream of the exit of the 
expansion tube, inside a square viewing chamber of 
27 X 27-cm cross section (Fig. 1). The viewing 
chamber is equipped with an opposed pair of 13 X 
13-cm quartz windows for observation, and a fused 
silica slot for admission of the laser sheet. 

Three piezo-electric pressure transducers, for 
shock speed and wall pressure measurements, are 
mounted at 30.5-cm intervals along the downstream 
end of the driven section. The expansion section is 
similarly outfitted with three transducers at 61.0-cm 
intervals. The driven and expansion sections are also 
equipped with sapphire viewing ports for optical 
measurements during experiments. A globar light 
source and IR detector are mounted on opposing 
sides of the expansion section port. The setup is used 
to detect the presence of the test gas through ab- 
sorption of light by COz seeded in the mixture. For 
flow characterization tests, the test body may be re- 
placed with a pitot rake consisting of four pressure 
transducers at 19.1-mm intervals across the diameter 
of the tube. Data from these sensors are recorded 
at 1 M sample/s on a PC-based, 8-channel Gage- 
scope CS1012 computerscope. 

PLIF Setup 

The laser sheet for PLIF imaging [1,13] is formed 
from the frequency-doubled output of a Lumonics 
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Laser Sheet Entry Window 

Gas 
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Tube 
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FlG. 1. Schematic of viewing section of the expansion 
tube facility. The laser sheet enters the section from the 
top entrance window. The ICCD camera is mounted at 
right angles to the laser sheet looking into the viewing sec- 
tion. 

TABLE 1 
Summary of Chapman-Jouget detonation parameters 

for reactive mixtures used in this work. Values for gases A 
and B based on initial conditions of T* = 350 K, P„ = 
0.113 bar. Values for gases C, D, and E based on initial 
conditions of T„ = 420 K, T, = 0.224 bar; those for F 

are based on T» = 260 K, T„ = 0.065 bar. 

Gas Composition VCJ (m/s) 

A 10% H2 + 5% 02 + 85% N2 1317 
B 13.33% H2 + 6.67% 02 + 80% N2 1472 
C 5% C2H4 + 15% 02 + 80% N2 1693 
D 7.5% C2H4 + 22.5% 02 + 70% N2 1823 
E 10% C2H4 + 30% 02 + 60% N, 1915 
F 16.67% CH4 + 33.33% 02 + 50% N2 1957 

HD-500 dye laser pumped by a Lumonics YM-1200 
pulsed Nd:YAG laser. Coumarin 540A dye was used 
for OH PLIF transitions near 283 nm, with pulse 
energies of about 2.0 mj. The sheet is roughly 0.5 
mm thick X 3 cm wide at the viewing section. The 
fluorescence is collected onto the 578 X 384 pixel 
array of a Princeton Instruments intensified CCD 
camera. UGH and WG305 Schott glass filters were 
placed in front of the camera's f/4.5, 105-mm UV 
objective lens in order to block elastically scattered 
laser light while still passing the majority of the OH 
fluorescence. 

Exit Flow Conditions 

The free stream conditions of the test gas at the 
exit of the expansion tube may be varied by changing 
the initial fill pressures at the start of the experiment. 
Three different conditions were used in this work to 
determine the effect of Mach number and pressure 
on the observed combustion phenomena. Back- 
ground information relating to test flow character- 
ization has been reported previously [2] and for 
brevity will not be repeated here. 

The free stream pressure was calculated using 
one-dimensional normal shock theory from time-of- 
arrival measurements of the shock wave at three dif- 
ferent axial locations in the expansion section. This 
value typically agrees with the measured wall pres- 
sure to within 5%. In a similar fashion, the velocity 
of the contact surface was deduced by measuring the 
difference in its time of arrival as measured by the 
IR detector and pitot rake. In our analysis, this value 
is assumed to be equivalent to the flow velocity im- 
mediately behind the contact surface. Note that this 
velocity constitutes an average value over the final 
104 cm of the expansion section. The free stream 
Mach number was calculated from pitot pressure 
measurements using the standard Rayleigh formula 
(y = 1.35 assumed). The value of the Mach number 
calculated in this fashion is typically within 10% of 
that predicted by isentropic theory. The flow field 
temperature was then calculated from the velocity 
and Mach number. 

Mixture Selection and Properties 

The primary criterion for the reactive mixture was 
that it not ignite anywhere inside the tube. The most 
severe limitation comes from the fact that the test 
gas is subjected to postreflected-shock conditions for 
a few microseconds at the driven-expansion section 
interface because of the finite diaphragm-opening 
time. Presently, Mylar diaphragms 25 /urn thick are 
used at that interface, but other diaphragms and di- 
aphragm opening schemes are under investigation. 

Premature ignition of the test gas is characterized 
by one or all of the following effects. A strong re- 
flected shock is recorded by the pressure transducer 
in the driven section at a location 15.2 cm upstream 
of the driven expansion diaphragm. The shock 
speeds in the expansion section and the pressure 
jump upon shock passage are considerably higher 
than in the corresponding inert case. In addition, 
emission from hot C02 combustion products is de- 
tected by the IR detector as the test gas flows by its 
viewing port. Finally, the PLIF images in cases of 
premature ignition show OH fluorescence signals in 
the free stream, upstream of the bow shock. Each 
of the mixtures shown in Table 1 could be consis- 
tently accelerated (under certain restrictions) with- 
out preignition in the driven section. 
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FIG. 2. Composite image of shock-induced combustion 
over a 40° (half-angle) wedge. The overlaid schlieren and 
OH PLIF results were obtained separately using the same 
test conditions. Gas mixture A: 10% H2 + 5% 02 + 85% 
N2. M„ = 5.2, TU = 350 K, P„ = 0.113 bar. 
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FIG. 3. Example OH PLIF image of oblique detonation 
wave. VBoJVq = 1.33. Gas mixture B: 13.3% H2 

O, + 80% No. AL 5.2, T» = 350 K, P„ 
6.7% 

0.113 bar. 
Measured combustion wave angle is 64°, resulting in an 
effective Qe{{ = 0.76. 

Results and Discussions 

Flow over 40° Wedge 

The OH PLIF technique was used in an initial 
investigation of combustion phenomena around the 
40° half-angle, two-dimensional wedge test body. 
Since the OH radical is a natural product of com- 
bustion, OH PLIF is particularly well-suited for de- 
termining the reactive regions of a flow field. Both 

FIG. 4. Composite pictures showing an overlay of schlie- 
ren and OH PLIF images obtained separately for the same 
test conditions. The nominal flow conditions are M„ = 6.7, 
V„ = 2150 m/s, and P„ = 0.065 bar, with Vflm/VCJ > 1 
for both mixtures, (a) Gas mixture F: 16.7% CH4 + 33.3% 
02 + 50.0% N2. (b) Gas mixture C: 5% C2H4 + 15% 02 

+ 80% N2. 

FIG. 5. OH PLIF image of AL = 4.2 flow, V. = 1730 
m/s, and P„ = 0.224 bar around the 19 mm blunted cyl- 
inder. Gas mixture D: 10% C2H4 + 30% 02 + 60% N2. 
VioJVc] = 0.90. 
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hydrogen-based and ethylene-based reactive 
mixtures were studied using the three different free 
stream flow conditions. However, the ethylene- 
based mixture did not produce significant or reliable 
combustion in tests using this body. Therefore, only 
images representing flow fields using hydrogen- 
based mixtures are presented. 

Shock-Induced Combustion 
Several of the experiments yielded combustion 

around the body that was decoupled from the 
oblique shock wave. A composite schlieren and OH 
PLIF image of shock-induced combustion, using gas 
mixture A accelerated to the M„ = 5.2 condition, is 
depicted in Fig. 2. The schlieren images were ob- 
tained from different experiments and have been 
overlaid on the OH PLIF images to complement the 
latter, which does not show the location of the shock. 
As is evident in the figure, the combustion front ini- 
tially appears to be limited to a region very close to 
the wedge, and then diverges at some point on the 
forebody. An estimate of the postshock conditions 
(2) along the wedge was calculated from the free 
stream flow information and calculated oblique 
shock wave angle: T2 = 1450 K, P2 = 3.1 bar, and 
a velocity parallel to the sloped wedge forebody of 
roughly 1.3 mm/s. As an estimate of the effective 
ignition-delay time, a particle path was traced from 
the wedge tip to the point where the combustion 
front began to diverge from the forebody. This 
method gives 8//s, a value approximately one-half of 
that predicted from H2/02 ignition literature [14]. 
The agreement is reasonable given the uncertainty 
in the exact postshock conditions. It is also likely that 
the effective delay is influenced by boundary-layer 
growth on the forebody. 

Oblique Detonation 
Additional experiments investigated a more sen- 

sitive mixture, which resulted in combustion that 
was coupled closely with the oblique shock. An ex- 
ample of this phenomena occurred when gas mix- 
ture B was accelerated to the M„ = 5.2 condition 
(Fig. 3). The ratio of free stream velocity to the 
Chapman-Jouget detonation speed is V„/VCj = 1.33 
in this case. Note that after a small induction zone 
near the wedge tip, the combustion front asymptotes 
rapidly to a steady angle away from the wedge fore- 
body. The measured angle of this wave front, 63.7°, 
is significantly larger than that of the original oblique 
shock wave (54.4°). This leads to the conclusion that 
the shock/combustion wave structure is fully pres- 
sure coupled. Following the terminology of Pratt et 
al. [15], the wave may be classified as a weak, over- 
driven oblique detonation wave. Using shock polar 
theory, it is possible to determine the amount of en- 
ergy released by the combustible mixture into the 
actual flow field. Using the known wedge turning 

angle and measured combustion wave angle, one can 
deduce the effective amount of heat release (Q) into 
the flow. In this case, Qe[! = (Qel!/CpTx) = 0.76. This 
value may be compared to the heat-release param- 
eter for a normal, CJ detonation of this mixture: Q 
= 3.13, obtained using a (ARL) modified version of 
the NASA CET89 equilibrium chemistry code. 
Since the effective value represents only one quarter 
of the maximum available chemical energy, it is likely 
that the wave was not fully stabilized in this image. 

Though not shown, a similar result occurred for 
mixture B when accelerated to the Mx = 4.2 con- 
dition as well. The initial induction zone (before det- 
onation) was larger in this case, and the combustion 
front did not appear to have fully stabilized in front 
of the body. 

Flow over Blunted Cylinder 

When a blunt body is introduced at supersonic 
speed into a quiescent mixture, previous work has 
shown combustion structure to depend on the ratio 
of the body's velocity, Vh, to the mixture's CJ velocity, 
VCj. Three different regimes were observed. For 
cases in which Vb/Vq » 1, the combustion mode 
was that of shock-induced combustion with a smooth 
flame front parallel to the cylinder's body [16]. As 
the body velocity decreased, two other combustion 
modes occurred depending on the mixture sensitiv- 
ity (for fixed body diameter). In the regular distur- 
bance regime, high-frequency instabilities originat- 
ing in the induction zone between the bow shock 
and the combustion region at the front of the body 
appeared. The bow shocks structure remained un- 
affected by the instabilities, whose frequency was 
proportional to the mixture's induction time. More 
sensitive mixtures resulted in smaller frequency os- 
cillations of larger amplitudes that were strong 
enough to alter the shock's structure. In this large 
disturbance regime, the instabilities sometimes led 
to the formation of a cellular detonation wave that 
propagated in front of the body. 

A single cylinder, 19 mm in diameter, was used in 
this work. A pressure transducer mounted inside the 
cylinder measured the front-end stagnation pres- 
sure. In the experiments presented here, the 
mixtures and flow conditions were changed to obtain 
different VJVCi ratios. Since the body is fixed and 
the gas is accelerated around it, the velocity used 
here in the expression for VJVq is actually that of 
the test gas. Two of the three combustion regimes 
were reproduced with the expansion tube flows and 
are discussed next. 

Smooth Flame Front Regime 
For these experiments, mixtures C and F (Table 

1) were successfully accelerated to exit velocities of 
2150 m/s and a static pressure of 0.065 bar, giving 
VJVCj values of 1.27 and 1.1 for the ethylene and 
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methane mixtures, respectively. Figures 4a and 4b 
are composite schlieren and OH PLIF images of the 
flow of the methane and ethylene mixtures. Both 
cases show evidence of shock-induced combustion 
close to the cylinder. The images differ considerably 
in the thickness of the combustion region and the 
standoff distance of the combustion front. That dif- 
ference is consistent with the fact that the ethylene 
mixture has a shorter induction time than that of 
methane. Thus, the heat released in the stagnation 
region ahead of the cylinder is larger for the ethylene 
case. Since the bow shock standoff distance is in- 
versely proportional to the average density in the 
stagnation region, the bow shock standoff distance 
is larger for the ethylene case, as can be seen in the 
images. 

Another feature of the images, more evident in the 
methane case, is that the boundary of the OH PLIF 
signals around the cylinder become almost parallel 
to the body. This matches previous observations [16] 
and is explained by the bow shocks rapid weakening 
in the radial direction away from the body's nose, 
leading to an increase in induction time of the 
shocked gas. Eventually, the induction time ap- 
proaches infinity, and the reaction front becomes co- 
incident with the flow field streamlines around the 
projectile [5,17], 

Regular Disturbance Regime 
In an effort to observe the other combustion 

modes, more sensitive mixtures were used at a dif- 
ferent flow condition. Mixtures C, D, and E were 
accelerated to 1730 m/s and a static pressure of 0.22 
bar, resulting in VJVCT ratios of <1. Note that these 
three mixtures differ mainly in their concentration 
of fuel/oxygen. A higher fuel/oxygen concentration 
causes the induction time of the mixture to decrease 
and the amount of chemical energy released near 
the nose to increase. For the mixture with the long- 
est induction time, a small region of local combus- 
tion between the bow shock and the cylinder's nose 
was observed. In that case, the residence time in the 
stagnation region of the gas particles is less than the 
induction time at the postshock temperatures. As the 
flow expands around the cylinder, the temperature 
of the shocked gas decreases and the reactions are 
quenched. With decreasing mixture induction times, 
the extent of shocked gas with residence times (at 
the high temperatures) exceeding the induction time 
increases and the region of combustion spreads. 
With further decrease in mixture induction time, 
small regular oscillations in the flame front are ob- 
served (Fig. 5). The stagnation pressure traces ob- 
tained from the transducer mounted inside the cyl- 
inder also exhibited a 50-kHz regular oscillation. 
These oscillations are believed to be of the same 
nature as the ones described in previous works [5]. 
This observation is in agreement with the qualitative 
analysis of Lee [17]. In his work, Lee suggests that 

an increase in nose bluntness leads to an increase in 
energy release near the nose because of shock igni- 
tion. The increasing amount of energy release plays 
a role in perturbing the flow field around the pro- 
jectile. In the present experiments, the amount of 
energy release in the nose region was increased by 
raising the mixture sensitivity and not by increasing 
the body's diameter; however, the end effect was the 
same. 

Conclusions 

An expansion tube was used to generate three dif- 
ferent supersonic flow conditions. These conditions 
were used for initial imaging studies of supersonic 
reactive flows around a 40° wedge and a blunted cyl- 
inder test body. 

The OH PLIF technique was used to investigate 
combustion phenomena around the wedge. The na- 
ture of this work was qualitative, though quantitative 
measurements of flow quantities such as rotational 
and vibrational temperature are realizable [18] and 
will be pursued in future work. In several experi- 
ments with the wedge, a shock-induced combustion 
mode was observed in which the deflagration front 
lagged considerably behind the oblique shock wave. 
An approximate analysis of this flow field yielded rel- 
atively good agreement with predictions from the 
H2/02 ignition literature. In other experiments using 
a more sensitive gas mixture, an oblique detonation 
wave was observed in which the shock/combustion 
fronts were fully coupled. Natural emissions from 
the oblique detonation were significantly higher than 
those for shock-induced combustion. 

For flows over the blunt cylinder, the features of 
combustion observed were in accord with the qual- 
itative analysis and observations of previous re- 
searchers. Both the smooth flame front and the reg- 
ular disturbance regimes were observed for the same 
body diameter by varying the mixture and flow con- 
ditions. The use of more sensitive mixtures is limited 
to prevent ignition of the test gas inside the expan- 
sion tube. 

In the present experiments, schlieren images com- 
plemented the OH PLIF images by providing infor- 
mation on the shape and location of the bow shock. 
Simultaneous schlieren and OH PLIF imaging 
would represent a more reliable method of deter- 
mining experimentally the induction zone length be- 
tween the bow shock and the flame front. 
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QUENCHING OF REACTION IN GAS-SAMPLING PROBES TO MEASURE 
SCRAMJET ENGINE PERFORMANCE 

TOHRU MITANI 

National Aerospace Laboratory, Kakuda Research Center 
Kimigaya 1, Kakuda, Miyagi, 989-15, Japan 

The problem of chemical quenching in gas-sampling probes was studied as a reactive, Rayleigh, and 
Fanno flow. The typical lengths of friction, convective heat transfer, and reactions in the probes are eval- 
uated under the testing conditions of ramjet and scramjet engines. A reduced chemical kinetic scheme 
was adopted, and the reaction times were evaluated from the ignition times derived by reflected shock 
wave experiments. Thereby, criteria for quenching in probes were obtained analytically. The critical Dam- 
köhler number (Da) for quenching in an H2-air reaction was found to be 23 (1500 K) to 10.5 (3000 K). A 
2.6-fold greater Da was derived for CH4-air mixtures. Because reactions in CH4-air mixtures can be 
quenched even above 2200 K, combustion performance in a CH4-fueled ramjet combustor was measured 
from gas analysis. However, quenching of H2 unburned gas is more difficult than quenching of CH4. 
Cooling with supersonic expansion is essential to freeze reactions in H2-air mixtures in scramjets tested 
under a total temperature higher than 2000 K. A constant Mach number expansion is recommended 
downstream of the sampling orifice. The contour of the expansion region and the decay of total pressure 
were determined taking into account friction and cooling effects. Reactions with unburned H2 can be 
quenched if the sampling probe works as a supersonic diffuser operating in the supercritical mode. 

Introduction 

An H2-fueled scramjet engine under flight, Mach 
number (M) 4 to 8, and a CH4-fueled ramjet engine 
for hypersonic civil transport have been tested in Ja- 
pan [1,2]. In hypersonic propulsion, the gas temper- 
ature becomes extremely high. For example, the to- 
tal temperature (T°) of air supplied to the engine 
increases from 900 K (M4) to 2600 K (M8) and the 
combustion temperature exceeds 3000 K (M8). 

Gas sampling is the most reliable method to eval- 
uate combustion performance, such as combustion 
temperature and efficiency. This intrusive probing 
for flows will eventually be replaced with laser di- 
agnostics. However, the technique is essential to cal- 
ibrate the nonintrusive methods because the relia- 
bility of the laser diagnostics is still poor. 

Gas is sampled on the basis of the assumption that 
gas composition is preserved in the sampling pro- 
cess. However, preservation of major species be- 
comes difficult under such high temperatures. Oxi- 
dation of reactants in sampling probes may lead to 
an erroneous high combustion efficiency. Critical 
microprobes are presented where rapid decompres- 
sion of the extracted gas is accomplished by the use 
of a tapered tube with a small sonic orifice inlet [3], 
The problem has elements in common with chemi- 
cally reactive flows in supersonic nozzles [4], 
Quenching is a competition between cooling and 

chemical reactions. Accordingly, the relative rate be- 
tween these two processes governs the phenome- 
non; thus, Damköhler numbers must appear. 

Colket et al. examined the pressure distribution 
along probes having diameters of 75-2000 jura to 
verify that a supersonic flow is maintained in the tip 
region of the microprobes [5]. They described a 
cooling rate of 108 K/s in the probes and assumed 
quenching at a gas temperature of less than 1000 K. 
Kramlich et al. investigated the oxidation of NO to 
N02 and of CO to COz in the probes [6,7], and 
Drake et al. compared four different types of probes 
to study the formation of NOx [8]. Studies on the 
critical Damköhler number (Da) have not been pre- 
sented yet. 

Therefore, criteria for quenching in probes were 
investigated. The flow was treated as a reactive, Ray- 
leigh, and Fanno flow. The one-dimensional calcu- 
lations may be repeated with a full kinetic scheme 
using a computer [6], However, numerical experi- 
ments are not convenient to overview the general 
aspects of phenomena. It is essential to start with a 
simplified model to identify the predominant factors 
determining the end-to-end accuracy of numerical 
calculations as well as experimental results derived 
from gas sampling. Employing a reduced reaction 
scheme made it possible to determine the critical Da 
for quenching. Combustion temperature and effi- 
ciency   from   gas   analysis   are   discussed   for   a 

2917 
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CH4 fueled ramjet. Requirements for sampling in 
H2 fueled scramjets are also discussed. 

One-Dimensional Flow in Gas-Sampling 
Probes 

Quasi-one-dimensional flows, including area 
change, heat exchange, and wall friction, are gov- 
erned by the following equation [9]: 

dM2 

M2 

2 1 + ■M2 

dA 

1 - M2 

(1 + yM2)   1 + 7-  1 M2 

dT0 

1 - M2 

yM2   1 + ■M2 

+ 
1 - M2 ■4c, 

dx 
'/" 

The equation for total pressure (P°) is 

dP° _      yM2dT° 
P°   ~        2    T° 

yM2      dx 
 4c f —- 

2      J d 

(1) 

(2) 

For a sampling rate of 10 ~5 kg/s in a 2-mm-diameter 
tube, a typical Re is estimated to be 350, which 
means laminar flow. The friction coefficient (cfi can 
be evaluated as 0.045 from the Poiseuille flow. The 
friction length (xt* = dl4ct) in Eq. (1) is found as 
5.5 d (= 11 mm) for the tube. 

The change of T° in probes with the wall temper- 
ature (Tw) is given by 

dP 

dx 

(Tw - P) 
(3) 

where Pr = 1 has been assumed, so that the gas is 
cooled by heat transfer between T° and Tw. The 
cooling length is expressed by Nusselt number to 
read 

(4) 
TINU^X 

Nondimensionalization of Eq. (3) hyxf gives the so- 
lution for r°, 

nO = (T°0- TJ exp(-L*a + Tw      (5) 
where a cooling rate coefficient has been defined as 
L* = xflx*. The coefficient is estimated using the 
Reynolds analogy and Pr = 1 to be 

L* = 
Nu 

cf-Re-Pr 
(6) 

Thus, x* is about 20 mm in a 2-mm tube and T° 
drops by lie in the distance x*. 

A simplified reaction model is considered that 
consists of a branching reaction with a strong tem- 
perature dependence and a breaking reaction 
[10,11], In the model, a radical is formed by the 
branching reaction, H + 02 —» O + OH in H2-air 
systems for instance, and transformed to a product 
by the breaking reaction. The reaction OH + H + 
M -> H20 + M was chosen as the representative 
breaking step among many breaking reactions. Be- 
cause the reaction produces H20, the introduction 
of the reaction yields the most difficult criterion for 
chemical quenching in H2-02 systems. Thus, the 
nondimensional radical-breaking rate parameter (/?) 
is defined as a ratio between these two rates. 

The concentrations of radical (X) and product (Y) 
are determined by 

dX Da 
X'explRÖ 

1_ 

n - ßX2 (7) 

Da 
ßX2 (8) 

dY 

at.   «(a' 
A reaction length (xf) at £, = 0 defines the Da as 
xflx*. The reaction length is given by a product of 
reaction time (**) and flow speed («). In Eqs. (7) and 
(8), u(0 denotes the deviation of Da from the initial 
value. It is obtained solving Eqs. (1) and (2). The 
static properties of the gas flow (Ts and Ps) control- 
ling reaction rate are evaluated as functions of M(f) 
from T° and P°. 

Radical Production in Reactive Flow 
with Cooling 

The variation of u(£) is neglected at first. A low- 
speed flow suggests that friction is not important in 
subsonic flow. Eqs. (7) and (8) are now scaled (t] = 
EJDa) with x* to determine X and Y: 

g = X-exp{öa(l-i ßX2 

dY 
ßX2 

(9) 

(10) 

Although it is possible to solve Eq. (9) by choosing 
8 as the new independent variable [11], the following 
simplification is more appropriate to find dependen- 
cies to parameters. The variation of 9 is expanded 
using the large expansion parameter ($„), where a 
denotes the cooling rate of sampled gas in the unit 
off*: 

9=1- (a/6„)ri +,and 

1 ■* iv \ %r 

m x* 
Substitution of Eq. (11) into Eq. (9) gives 

dX 

T  \ T * 

i-ifk (n) 

dr\ 
X-exp{-ew7) - ßX2 (12) 

This nonlinear equation can be transformed with 



QUENCHING IN GAS-SAMPLING PROBES 2919 

s = exp( - arf)la. The solution is expressed by an 
exponential integral (Ei) function: 

radical breaking rate : ß 

FIG. 1. Dependence of maximum radical concentration 
(X Mk) in the probes on the cooling rate parameter (a) and 
the radical breaking rate parameter (/?). 

a =0.1 

a =0.2 

a =0.4 

1 10       100 
reaction distance, r? 

FIG. 2. Variations of radical (X) and product (Y) concen- 
trations along the probes (numerical result for Eqs. (10) 
and 12 with ß = 10"3). 

= exp(s) exp 
a. 

i{-^-s) + EH (13) 

The ultimate objective of the analysis is to evaluate 
the change of product (Y) along the sampling probes, 
which is obtained by integrating Eq. (10) with Eq. 
(13) from r\ = 0 to rj = °°. An approximate treat- 
ment is possible because radical branching is domi- 
nant upstream, and the radical formed upstream will 
be transformed into product downstream. Eq. (9) 
indicates that X takes a maximum at speak, where the 
maximum radical concentration is given by 

Xpeak  =   exp(-CO/peak)/)S  =   OtSpeJß (14) 

Differentiation of Eq. (13) leads to the following re- 

lation for Speak: 

exp(-Speak) 
Ei(- °pea! Jc)   + 

Speak 

-?,B 
a     \    a 

(15) 

To examine dependencies of Xpeak on a and ß, an 
asymptotic form for Ei( -s) is used to obtain 

exp(-Speak) 'peak 

2 
1  - 

1 
.-expl A     (16) 

a Speak \ Speak/ 

Specification of a and ß gives Xpeak. and the result 
is illustrated in Fig. 1. Representative values of ß 
considered here lie between 10~2 and 10"4. With a 
low cooling rate (a = 0.1), Xpeak moves from 40 to 
103. Figure 1 also shows that Xpeak is proportional to 
IIß for small a. This is understandable because the 
equilibrium radical concentration becomes \lß if a 
vanishes. Asymptotic values of Xpeilk wit'1 /5 -> 0 are 
also shown for 0.2 and 0.3 in Fig. 1. 

Figure 1 indicates a strong a dependence of Xpeak. 
This is because a is included as an argument in the 
exponential function in Eq. (16). Consider the case 
0f ß = 10~3. The critical value to permit Xpeak = 
300 gives a* = 0.1. Rapid cooling with a* > 0.3 is 

required to lower Xpeak to less than 20- 
To confirm these conclusions, Eqs. (10) and (12) 

were integrated numerically with Eqs. (1) and (2). 
The results are given in Fig. 2, where the logarithmic 
scale is chosen to cover a large range of»/. Figure 2 
shows that radical concentrations, denoted by solid 
lines, increase from 1 and take a maximum, and fi- 
nally decay in the streamwise distance. The product, 
shown by broken lines, starts from Y = 0 to ap- 
proach asymptotic values (YJ. It is confirmed in Fig. 
2 that Y« depends strongly on the cooling rate a. For 
instance,   Y„   reaches   1200   for   a   cooling   case 
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10; 

10' 

2500K 1 500K 1 000K     (a = 0.1). It implies that the product increment is 
1200 times the initial radical concentration. How- 
ever, the product yield decreases to 10 if a increases 
to 0.4. 

The radical concentration in scramjet combustors 
is estimated to be of the order 10 ppm under the 
M6 flight condition. The critical Da, to restrict the 
oxidation of major species within a few percentage 
points, is now derived as 

c 
4-» o 
0) 

10' 

10l 

--!-- 
A [14] 

- ;P=102kPa fr\-r\ for CH4 

7\Ln 
 ;  

[12] 

' H?5 
:--f- 

--- 
J* i i- 3] 

--I---- 

it''--::: 

-Y- 
i i 

0.4 0.6 0.8 1.0 

10   / temperature  [K_1 ] 

FIG. 3. Ignition time (tig) for stoichiometric CH4-air and 
H2-air mixtures cited from shock-tube experiments. 

1500     2000     2500     3000 

temperature [K] 

3500 

FIG. 4. Comparison of flow Damköhler number (Da) 
with the critical value (Da*) for reaction quenching of 
CH4-air mixtures (flight Mach number £ 6). 

Da* = 0„   1 1 Is. 
n (17) 

W a* ~ 0.2 

where a critical value of a* = 0.1 has been chosen 
for the flight conditions of M6 or less. A value 
greater than 0.3 is necessary to quench the reaction 
under the M8 flight condition. 

Criteria for Sampling CH4 and H2 

Combustion Gases 

Reaction Times and Damköhler Number 

Cheng and Oppenheim [12] and Solouhkin [13] 
conducted experiments using reflected shock waves 
to measure ignition-delay times of CH4 air and H2 

air mixtures. Krishnan and Ravikumar correlated ig- 
nition data of CH4 air covering 1600-2100 K and 
100-600 kPa in the literature [14]. Their results are 
summarized in Fig. 3. The phenomenon in the tips 
of sampling probes inserted to supersonic flow is 
equivalent to an ignition problem by the reflected 
shock waves. Therefore, the reaction time (t*) is 
compared with the ignition time (fig). Various defi- 
nitions of ignition time and the total reaction time, 
required to achieve 95% of the equilibrium temper- 
ature rise, are discussed by Rogers and Schexnayder 
[15]. 

For CH4, the reaction time in Ref. 14 falls be- 
tween those found in the data in Refs. 12 and 13. 
Typical t^ is about 20 ßs at 2000 K with a value of 
Ta = 22,600 K. The reaction rate in the H2 air mix- 
ture in Ref. 13 agrees with those evaluated from 
other experiments [16] and numerical studies [15]. 
In Fig. 3, the lower bound of tig for H2 was obtained 
from Ref. 13 and the upper bound was cited from 
Ref. 12. Representative tig for H2 mixtures ranges 
from 2 to 4 /is at 2000 K and is governed by Ta = 
8640 K. 

The value of Da was calculated for two cases, sub- 
sonic flow (M0 -> 0) and supersonic flow (M0 = 1.5). 
In the calculations, t* has been assumed to be in- 
versely proportional to the ambient pressure. The 
subsonic Da has a strong pressure dependence with 
P2 rising from t*(P) and u(P). Hence, the Da in sub- 
sonic flow is shown for different sampling pressures. 
Calculations for CH4-air are shown in Fig. 4, 
whereas those for H2-air mixtures are shown in Fig. 
5. The shaded band in H2 mixtures in Fig. 3 is 
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1500     2000     2500     3000     3500 

temperature [K] 

FIG. 5. Comparison of flow Damköhler number (Da) 
with the critical value (Da*) for reaction quenching of H2- 
air mixtures (flight Mach number £ 6). 

mapped into the evaluated Da bands in Fig. 5. Figs. 
4 and 5 indicate that Da increases with increasing 
T§ because the reaction is accelerated. 

The values of Da in supersonic flow are found to 
be 1/100 of the counterparts in subsonic flow be- 
cause u is about 103 m/s in supersonic flow. For ex- 
ample, the value of Da in M1.5 flow, indicated by 
the thin line in Fig. 4, ranges from 10 ~3 at 1600 K 
to 2.7 at 3500 K. The pressure dependence in the 
supersonic region becomes weak (proportional to Ps) 
because u is independent of the ambient pressure. 

Comparison between Figs. 4 and 5 indicates that 
Da for CH4 is 1/10 of the counterpart for the H2 

mixture if the sampling pressure is the same. This 
results from the slow reaction rate in CH4 shown in 
Fig. 3. On the other hand, the Da* for CH4 is 2.6 
times greater than the Da* for H2. This is attributed 
to the high activation energy in the CH4 reaction, as 
found in Eq. (17). The reaction can be frozen if the 
flow Da is smaller than Da* for each mixture. There- 
fore, Figs. 4 and 5 indicate that quenching is much 
easier in CH4-air than in H2-air mixtures. 

CH4-Fueled Ramjet for Hypersonic Transport 

A CH4-fueled ramjet combustor to cruise with an 
M5 speed is studied for an HST. The engine has 
dimensions of 180 mm width, 220 mm height, and 
2.15 m length. The M5.6 free stream is compressed 
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FIG. 6. Histories of gas composition measured in a CH4- 
fueled ramjet experiment (a). Time histories of combustion 
temperature (Tc) and efficiency (IJC) evaluated from gas 
analysis shown in Fig. 6(a). 

by a four-staged ramp, followed by an isentropic 
part, and decelerated to subsonic speeds (total com- 
pression ratio = 160). Fuel is injected from a gutter- 
type flame holder where the combustion pressure is 
0.9 MPa and the flow velocity is ca. 100 m/s. 

The tests have been successfully carried out, and 
thrust, T°, and P° were measured. The gas was with- 
drawn by a water-cooled sampling rake and intro- 
duced directly to a gas analyzer stationed outside the 
test cell. The variations of 02, CO, C02, hydrocar- 
bons, and NOx, together with the fuel equivalence 
ratio (</>), were monitored in real time. 

Figure 6a illustrates the histories of species at the 
nozzle exit. For example, the small 02 drop at t = 
15 s is due to pilot CH4 burning. The figure clearly 
indicates the peak of hydrocarbons due to ignition 
delay of the main CH4 flow at 20 s. Thereafter, 02 

is consumed by a stepwise increase of the main CH4 

flow rate, and the concentration of C02 increase step 
by step. Residual concentrations of hydrocarbons 
and CO were ca. 3000 ppm and 1500 ppm, respec- 
tively. 

The combustion performance is obtained by equi- 
librium calculations. Figure 6b shows the histories 
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of combustion temperature and efficiency evaluated 
from Fig. 6a. Because the combustion efficiency is 
mostly determined by unburned hydrocarbons, the 
ignition delay at t = 20 s is observed as the depres- 
sion in the combustion efficiency in Fig. 6b. The 
combustion temperature rose from 1250 to 1600 K, 
and the combustion efficiency varied from '87% to 
92% in Fig. 6b. The problem is whether the perfor- 
mance evaluated from gas sampling is reliable. 

Figure 4 indicates that Da* varies from 60.3 (1500 
K) to 34 (3000 K) and that it intersects the Da curve 
for 100 kPa at T° = 2200 K in the subsonic limit 
(M0 -> 0). Therefore, quenching can be achieved in 
the ramjet because the maximum operation temper- 
ature of the engine is 2200 K and the probes are 
depressurized in a subatmospheric pressure. 

Combustion temperature in Fig. 6b was compared 
with two other measurements, namely, temperature 
measured by thermocouples and the characteristic 
exhaust velocity (C*) evaluated from the engine 
pressure and mass flow rate. Good agreement was 
found among these three independent measure- 
ments. 

Further evidence of quenching is found from the 
dependency of combustion efficiency on <f>. Com- 
bustion efficiency should have increased with T0 if 
quenching in the probes were insufficient. However, 
the experiments showed that the combustion effi- 
ciency had a maximum at <j> = 0.6 and decreased 
with increasing <f>. These results support our conclu- 
sions that reactions in the sampling probe were sup- 
pressed in the ramjet experiments and that the com- 
bustion performance shown in Fig. 6b was reliable. 

Supersonic Sampling for a H2-Fueled 
Scramjet Engine 

The Da* for H2 air mixtures is shown in Fig. 5, 
which ranges from 23 (1500 K) to 10.5 (3000 K). 
The small Da* makes quenching difficult for H2 

mixtures. For instance, reactions with T° = 2000 K 
in the subsonic limit (M0 -> 0) are frozen only if the 
sampling pressure is maintained below 20 kPa. The 
temperature limit may be relaxed to 2600 K if the 
lower bound of the shaded band shown in Fig. 5 is 
adopted. However, the sampling pressure cannot be 
lowered unconditionally because the low-pressure 
sampling shortens the friction-choking distance. 

This difficulty is relieved if the flow remains su- 
personic. The solution for supersonic Fanno flow in- 
dicates that friction choking occurs at around £ = 1 
in water-cooled probes. Supersonic flow ultimately 
decelerates to subsonic by a shock wave to balance 
with the back pressure of the probe, as verified ex- 
perimentally by Colket et al. [5]. Supersonic flow 
with a constant Mach number along the probes is 
favorable to minimize the pressure loss across the 
shock wave. Because the condition for a constant 

Mach number (M0) in Eq. (1) is given by dM2 = 0, 
the solutions for A(£) and P°(£) are expressed as 

A({) = T>({)(1+,'M§/2 ■ expf^ i\        (18) 

P°(0 = T°(a-'M»/2-exp' 
-yMi 

(19) 

Substitution of T°(£) given in Eq. (5) into Eqs. (18) 
and (19) leads to the variations of A and P°. For 
instance, if the probe diameter increases by 2 (M0 

= 1.5) and 3 (M0 = 2) at the location of £, = 2, the 
supersonic flow maintains the initial values (M0) 
along the probe. The contour, d(x), was found to 
correspond to tapered angles of 14° (M0 = 1.5) to 
32° (M„ = 2) recommended in Ref. 3. 

From Eq. (19), the total pressure P°(£) for M0 = 
2 decays by 0.039 from the initial value. In addition, 
T°(0 lowers to T° (2) = 1290 K from 7$ = 3000 K. 
For instance, in Fig. 5, a local Da moves from T§ = 
3000 to 1290 K along the M0 = 1.5 curve and may 
jump to the subsonic curve for 20 kPa. In advance 
of the subsonic recovery, the total pressure and tem- 
perature have already decreased to suppress the re- 
actions. Thus, supersonic expansion is crucial in sam- 
pling probes applied for H2-air mixtures under the 
M8 flight condition. 

This shock-free deceleration upstream of the 
probe orifice with supersonic flow downstream is the 
same as that found in a supersonic diffuser operating 
in the supercritical flow mode [9]. Unburned H2 and 
02 extracted from scramjets can be preserved in the 
sampling probe working as a micro-ramjet with a size 
of a fraction of a centimeter. 

Conclusions 

To evaluate the performance of ramjet and scram- 
jet engines, the criteria for quenching chemical re- 
actions in gas sampling were investigated. The fol- 
lowing remarks were deduced: 

1. The characteristic lengths of friction, cooling, and 
reaction were estimated for water-cooled probes. 
The Damköhler number the (Da) ranges from an 
order of 10-2 in supersonic flow conditions to an 
order of 103 in subsonic flow conditions in typical 
probes. 

2. The product yield was expressed in terms of a 
cooling rate parameter and a radical breaking re- 
action rate parameter. The critical value (Da*) for 
quenching in H2-air reaction was found to be 
from 23 (1500 K) to 10.5 (3000 K). 

3. A 2.6-fold-greater Da* was derived for CH4-air 
mixtures. This means that reactions in CH4-air 
mixtures can be quenched even at temperatures 
above 2200 K. Therefore, we conducted gas sam- 
pling to evaluate combustion performance of a 
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CH4-fueled ramjet. Combustion temperatures 
from 1500 to 2100 K and combustion efficiencies 
from 98% to 92% with fuel rate change were eval- 
uated by the gas analysis. 

4. Cooling with supersonic expansion is essential to 
freeze H2 reactions in scramjets tested under a 
total temperature higher than 2000 K. For this 
reason, the contour of the expansion region and 
the decay of total pressure were determined con- 
sidering friction and cooling effects. Unburned 
H2 and 02 can be preserved in the sampling 
probes if the probes work as a supersonic diffuser 
operating in the supercritical mode. 

A(x) 
cf 

Op 

Da 

d(x) 

L* 

m 
M(x) 
Nu 
P(x) 
Pr 
Re 
T(x) 
T„ 

tig 

t* 

u 
X(x) 

xc 

% 
Y(x) 

Nomenclature 

cross-section area of sampling probes 
skin friction coefficient in tube 

(a mean value) 
specific heat of sampled gas 
Damköhler number of gas flow (= xflx*) 

atx = 0 
diameter of sampling probe 
cooling rate of gas (= xflx*) defined by 

Eq. (6) 
mass flow rate of sampled gas 
Mach number 
Nusselt number of probe 
pressure 
Prandtl number 
Reynolds number of probe 
temperature 
activation temperature of reactions 

(= E/BP) 
ignition delay time 
reaction time governed by branching reac- 

tion 
flow speed of sampled gas in probes 
nondimensional radical concentration, 

X(0) = 1 
streamwise distance from the orifice inlet of 

probe 
cooling length defined by Eq. (4) 
friction length defined by d/(4cfi 
reaction length defined by u-t* 
nondimensional product yield in probes, 

Y(0) = 0 

Greek 

a 

ß 
y 
i 

cooling rate parameter defined by Eq. (11) 
radical breaking rate parameter in Eq. (7) 
specific heat ratio (= 1.4) 
streamwise distance measured by xf ((/Da) 
nondimensional gas temperature (= T/T$) 
Zeldovich number defined as TJTft; 

the large expansion parameter 
thermal conductivity of sampled gas 

fi viscosity of sampled gas 
£ distance measured by friction length 

(=xlxf) 
p density of gas 

Superscript 

0 properties at stagnation condition 

Subscript 

s static properties of gas flow 
0 initial properties of gas flow 
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COMMENTS 

F. A. Williams, UCSD, USA. This is an interesting and 
unusual analysis of quenching in scramjet gas sampling 
probes. I wonder about your kinetic parameters, for ex- 
ample using OH + H + M -» H20 + M rather than 
H + 02 + M —> H02 + M for recombination. My paper 
with Balakrishnan in the Journal of Propulsion and Power, 
Vol. 10, p. 434, 1994, gives updated rate constants for hy- 
drogen-air that could be used to test this and also for full 
numerical computations, which should not be difficult with 
so few elementary steps. Did you make such numerical 
calculations? Also, how did you select the value of alpha- 
star in your cooling-rate analysis? 

Author's Reply. I chose OH + H + M -> H20 + M as 
a representative breaking reaction to determine the param- 
eter, ß. However, I should have used the H02 path as you 
indicated. I agree that it is a faster radical breaking step. 
The breaking reaction yields more favorite conditions for 
reaction quenching as shown in Fig. 1, because ß increases 
by a factor of 10 or more. 

I constructed a full-kinetic code with the convective 
cooling to identify the principal chemical steps and to com- 
pare with the conclusions I found. The calculations show 

that the high concentration of H02 initiates a radical 
branching reaction: H + H02 —> 20H, though the role of 
radical scavenging by H02 is dominant over the branching. 
The numerical computation confirmed the conclusions de- 
rived analytically and reproduced the thermal runaway in 
sampling probes as discussed below. 

The arbitrariness in determining the cooling rate, a° 
(and then Da*) in Eq. 17 can be eliminated by considering 
a small heat release in radical termination. The heating 
term in the energy equation, Eq. 3 for instance, yields the 
competition between the cooling term and produces a sad- 
dle point in the phase plane of temperature and radical 
concentration, (T, X). Specifying Da solutions leaves the 
initial condition located at (1, 1) to the upper left on the 
phase plane. Among them, the solutions with Da < Da* 
finally fall into (Tw, 0), where Tw denotes the wall temper- 
ature. However, the solutions with Da > Da* diverge to 
infinity. Hence the separatrix running from (1, 1) to the 
saddle point gives Da* governing whether the solution 
(temperature and radical) vanishes (quenching) or blows 
up (thermal runaway). Integration of the new Eq. 3 and 
Eq. 7 gave Da* as a function of the heat release rate and 
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DIMENSIONAL ANALYSIS OF THE EFFECT OF FLOW CONDITIONS 
ON SHOCK-INDUCED COMBUSTION 
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Seoul National University, Seoul 151-742, Korea 

A dimensional analysis is attempted to elucidate the effects of the flow conditions on the regimes of 
shock-induced combustion around a blunt body in stoichiometric hydrogen-oxygen mixtures A ai given 
Mach number, the effects of body size, inflow pressure, and inflow temperature are investigated. The 
Lysis is based on a series of numerical simulations employing a fully implicit method and an upwmd 
scheme From the results of the numerical simulations with various flow conditions, Afferent regimes of 
shock-induced combustion are observed ranging from decoupled shock-deflagration to overdriven deto- 
nation From a viewpoint of nondimensionalization, the two flow-field-configurationvanables (the shock 

standoff distance and the induction distance) and the too dimensionless parameters (the first "ohler 
number and the heat release parameter) are redefined along the stagnation streamline. The configuration 
variables and the dimensionless parameters are evaluated from the flow-field data to analyse quanütaüvdy 
the global features of a shock-induced combustion flow field. The effects of flow conditions are identified 
in terms of the configuration variables and the dimensionless parameters. The correlations bebten the 
configuration variables and the dimensionless parameters are also investigated to understand the effects 

of flow conditions within a frame of reference. 

Introduction 

In the late 1960s and early 1970s, there was much 
experimental research conducted for shock-induced 
combustion around a blunt body.  Especially in 
Lehr's experiment [1], different regimes of shock- 
induced combustion were discovered ranging from 
decoupled shock-deflagration to overdriven detona- 
tion according to Mach number and mixture com- 
position. Recently, the development of computa- 
tional methods makes it possible to simulate such 
complex phenomena. A number of researchers [2- 
5]  attempted to simulate Lehr's experiment and 
showed the validity of their computation methods. 
Other numerical studies [6-8] were also carried out 
to  get physical insights for standing detonation, 
which is considered a possible energy conversion 
mechanism for very-high-speed propulsion devices, 
such as the ram accelerator or the detonation ramjet. 
In addition, the mechanism of shock-induced com- 
bustion instability has been studied and verified nu- 

merically [9-11]. 
Through many experimental and computational 

works, Mach number, mixture composition, and 
body size are found to have strong effects on shock- 
induced combustion. However, the detailed mech- 
anism of how these parameters affect shock-induced 
combustion is not yet clearly understood. 
Furthermore, other flow variables such as inflow 
pressure and inflow temperature might be important 
parameters in shock-induced combustion, but no in- 

tensive study has been made so far. In addition, no 
criteria have been developed to classify the various 
shock-induced combustion regimes from decoupled 
shock-deflagration to overdriven detonation, due to 
the difficulty in surveying all the possible cases ex- 
perimentally and the complexity of theoretical ap- 
proach to analyze the shock-induced combustion 
flow field, which is governed by nonequilibrium 
chemical kinetics and highly nonlinear equations in 
two- or three-dimensional space where supersonic 
and subsonic regions coexist. 

In spite of the vast amount of research conducted, 
there still remains a fundamental question: What are 
the main parameters that control the shock-induced 
combustion phenomena? Although some of the pre- 
vious research adopted an overdrive parameter to 
explain the phenomena, it may not be sufficient be- 
cause the overdrive parameter is only the measure 
of global inflow velocity such as Mach number, based 
on   Chapman-Jouguet   (C-J)   detonation  velocity, 
which is a function of C-J heat addition and the spe- 
cific heat ratio of burned gas. Therefore, the over- 
drive parameter cannot be considered an adequate 
parameter for explaining the variation of the shock- 
induced combustion regime, which is characterized 
by competition between the flow velocity and the 
finite-rate chemistry. In addition, the effect of over- 
drive parameter variation can be explained by the 
variation of heat release if the shock standoff dis- 
tance is sufficiently long to ensure the completion of 

combustion. 
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The answer to the above question might be ob- 
tained from a close examination of the governing 
equations. Assuming that the effects of viscosity, 
conductivity, and mass diffusivity are negligible, the 
only difference between the nonreacting and the re- 
acting flow is the inclusion of chemistry source terms 
and heat of formation for each species. Therefore, 
in addition to Mach number, which is the only di- 
mensionless parameter of the nonreacting flow field, 
the presence of these two terms leads to the defi- 
nition of two dimensionless parameters that char- 
acterize the chemically reacting flow field, that is, the 
first Damköhler number and the heat release param- 
eter. 

Numerical Formulation of Governing 
Equations 

This study is confined to compressible inviscid 
flow because the effects of viscosity, diffusivity, and 
conductivity are believed to be small. The Euler 
equations are used for the numerical simulation of 
supersonic reacting flow, with the global continuity 
equation replaced by species conservation equa- 
tions. They can be expressed in Cartesian coordinate 
in the following conservation form containing N spe- 
cies: 

5Q      dF      dG 

at        ox        oy (1) 

where Q = (ph • • •, pN> pu, pv, e)T is the conserva- 
tive variable vector, F and G are the convective flux 
vectors, H is the axisymmetric source term, and W 
= (wh • • •, wN, 0, 0, 0)r is the chemistry source 
term. The variables are the velocity components u 
and v, the total energy-per-unit volume e, and the 
density of the kth species ph with/? = S^.j pk. The 
term wk is the production rate of the jfcth species, 
which is determined by chemical kinetics. Pressure 
is evaluated by using the equation of state for a mix- 
ture of thermally perfect gases, and the temperature 
T is determined from the definition of total energy 
by the Newton-Raphson method, 

e = — (w2 + v2 + M CvkdT + hl)     (2) 

where Cvk is the specific heat per unit mass of the 
kth species at constant volume, and h% is the heat of 
formation per unit mass of the fcth species. The ex- 
pressions for the specific heats as a function of tem- 
perature were obtained by using the NASA poly- 
nomials from the Appendix of Ref. 12. 

The chemistry model used for the present study 
consists of six reacting species H, O, H20, OH, 02, 
and H2 with eight steps of chemical reactions. The 
reaction data are taken from Evans and Schexnayder 
[13], which have been successfully used for several 

shock-induced combustion calculations [2,3,5] with 
reasonable accuracy. This reaction mechanism is a 
reduced chemistry model obtained from more com- 
plete models, with the exclusion of the reactions in- 
volving H202 and H02, which could be important 
in low-temperature ignition studies. 

The fully coupled Euler equations are solved using 
a fully implicit finite-difference method. The LU- 
SSOR [14] implicit factorization scheme is adopted 
for time integration, and Liou and Steffens new flux- 
splitting method [15], named as the advection up- 
stream splitting method (AUSM), is used for spatial 
discretization because of its simplicity in numerical 
formulation and its efficiency in computational time. 
Although Liou and Steffens upwind scheme some- 
times shows a nonmonotonicity problem after a 
strong shock, it has very good accuracy and robust- 
ness in capturing shock and reaction front in com- 
parison with Roe's FDS-based shock-capturing 
methods. It is considered that the separate splitting 
of convection and pressure terms leads to very small 
numerical dissipation in comparison with other 
methods. 

The chemistry and numerical formulation were 
validated by redoing numerical simulations for sev- 
eral shock-induced combustion cases experimentally 
observed by Lehr [1]. The results were compared 
with the experimental shadowgraph and considered 
to be sufficiently accurate [5]. 

Dimensionless Parameters 

From nondimensionalization of the chemistry 
source term in the species conservation equations, 
the first Damköhler number for the &th species 
(Daft), which represents the ratio of mass source 
from chemistry to convective transport and, accord- 
ingly, the ratio of the fluid dynamic time scale xt = 
RJa0 to the chemistry time scale xc = pjwk, can be 
defined as 

Da,,. = 
_ wkR 

aaPo x„ 
(3) 

where R is the radius of a blunt body, aa is the sonic 
velocity of inflow, and subscript o means the value 
at inflow. 

The distribution of the local value of Dap shows a 
narrow-banded peak at the reaction zone and shows 
a maximum value for the production of water vapor 
H20 in most cases, which is the main product of 
hydrogen-oxygen combustion. So, the maximum 
value of Da} for the production of water vapor can 
be used as a representative value. 

On the other hand, by isolating the heat of for- 
mation from total energy, the energy conservation 
equation can be written in one-dimensional form, 
which would be adequate for the analysis along the 
stagnation streamline: 
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0.00 

FIG. 1. Typical plot of temperature, Dah Dan, and HR. 
Each curve is normalized with its maximum value. These 
curves are obtained from the result of the following case: 
M = 5.08, R = 4.5 mm (0.6R°), T0 = 292 K, and p0 = 
186 mm Hg in 2H2 + 02 mixture. 

P\e: 
x 1   , H— w 

2 
IV 

3x 
pu\h. +  -M2 

2 

= - E hp>k (4) 

where es and fcs are the sensible energy and the sen- 
sible enthalpy, respectively. The right-hand side is 
the heat source term representing the rate of heat 
release by chemical reaction. 

Following the definition by Strehlow [16], the heat 
source term can be nondimensionalized as a ratio of 
chemical heat release rate to convective transport 
and is called the second Damköhler number (Dan), 
defined as 

Da„ = (5) 

However, the effect of heat addition is not clearly 
identified by Dan because it is coupled with reaction 
rate and represents just the rate of heat release. 
Therefore, another parameter is required to repre- 
sent the effect of total heat added independent of 
the reaction rate. 

By integrating the energy conservation Eq. (4) 
over two points, artificially denoted by 1 and 2, with 
an assumption of steady state, the effect of heat ad- 
dition can be isolated from the coupling with reac- 
tion rate. Then, the energy conservation equation 
can be rewritten as 

h, 
2      /2 

N 

+ -u2 

N   n 

jt=i      /i     \fc-i 
(6) 

where y^ is the mass fraction of the fcth species. 
If we select point 1 as inflow, the heat addition at 

any point can be represented by a new dimensionless 
heat release (HR) parameter, defined as 

HR 
-dtiyM) 

(7) 

where the value of 2$L x yrfi% at inflow is definitely 
zero. Consequently, the HR parameter represents a 
ratio of total heat released by chemical reaction to 
kinetic energy based on sonic velocity. 

Figure 1 represents the typical distribution of tem- 
perature and dimensionless parameters along the 
stagnation line. The temperature distribution shows 
a stepwise variation, and the distribution of the HR 
parameter shows a very similar pattern of variation 
to the temperature distribution of the burned gas 
region. This similarity can be understood by the def- 
inition of HR in Eqs. (6) and (7) together with the 
fact that velocity is very small along the stagnation 
line, that is, the variation of heat addition is the same 
as that of sensible enthalpy. The distribution of the 
DO; for H20 production shows a very narrowbanded 
peak at the front edge of the second jump of the 
temperature distribution, which implies that an 
amount of heat is added at the reaction zone. There- 
fore, the peak point of the Da; distribution can be 
considered a reaction front, and its band width can 
be considered a reaction zone thickness. The distri- 
bution of Dau shows a maximum value at nearly the 
same position as that of the Da/ maximum point be- 
cause it is coupled with the variation of reaction rate, 
which is represented as the variation of Da/. There- 
fore, the effect of heat addition may not be explained 
from the distribution of DaIh and the concept of 
total heat release is believed to be more useful. 

Results 

A series of parametric studies is conducted to in- 
vestigate the effects of flow conditions on the shock- 
induced combustion regime. The selected flow vari- 
ables are body radius R, inflow pressure p0, and 
inflow temperature T0. Calculations are performed 
for a hemispherical blunt body in stoichiometric H2/ 
02 mixtures at a slightly overdriven velocity of Mach 
number 5.08, which corresponds to the overdriven 
factor (flow velocity/Chapman-Jouguet detonation 
velocity) of 1.06 [1] at reference state. The reference 
values of flow variables are selected from Lehr's ex- 
periment [1]; that is, p" = 186 mm Hg, T* = 292 
K, and R* = 7.5 mm. A 100 X 250 uniform 
computational mesh was used for all cases to pre- 
serve the consistency in numerical computations. 
For the cases of examining the effects of pressure 
and temperature, a body radius of R = 0.2R" is used 
to clearly resolve the induction distance in the pres- 
ent computational domain.  From the results of 
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R=0.2R* 

FIG. 2. Temperature contour plots 
of a shock-induced combustion flow 
field around blunt bodies of different 
radii: R" = 7.5 mm, T0 = 292 K, p0 

= 186 mm Hg. The lower left figure 
is the experimental shadowgraph for 
R = l.Ofi* from Ref. 1. 

calculations, the local Dat for HaO production and 
the local value of HR are checked along the stag- 
nation streamline. To relate the global configuration 
of the shock-induced combustion flow field with di- 
mensionless parameters, the shock standoff distance 
(SD) and the induction distance (ID) are obtained 
from the results. Here, SD is defined as the distance 
from the stagnation point to the shock front at which 
the maximum pressure gradient appears, and ID is 
defined along the stagnation line as the distance 
from shock front to reaction front at which maxi- 
mum local Dfl; for H20 production occurs. 

Effect of Body Size 

A parametric study is carried out with respect to 
the body radius varying from 0.1R" to LOR" with an 
increment of 0.1R" to investigate the effect of fluid 
dynamic length scale. In this case, p0 and T0 are fixed 
as the values used in Lehr's experiment. Figure 2 
shows the temperature contour variation with re- 
spect to the radius of the body. The case of R = 
LOR5 corresponds to Lehr's experiment and sup- 
ports the reasonable accuracy of present computa- 
tion. As shown in Fig. 2, the solution looks stable for 
all the body radii and any unsteadiness was not 
found. This trend is consistent with the experimental 
result of Lehr [1] where shock-deflagration in hy- 
drogen-oxygen mixtures is observed to be stable. 

In Fig. 2, the first gradient represents the bow 

shock ahead of the body, whereas the second gra- 
dient is the reaction front. It is noted that the regime 
of shock-induced combustion gradually changes 
from decoupled shock-deflagration to overdriven 
detonation. This is due to the induction distance de- 
creasing relatively as the body radius increases, even 
though the absolute value of induction distance may 
not be affected by the change of body radius. There- 
fore, the reaction front gets closer to the shock front 
in the overall flow field, and the burned gas takes a 
larger portion of the post-shock region and expands 
more quickly to push the shock and the reaction 
front itself forward. The shock standoff distance in- 
creases as the radius of the body increases while the 
induction distance relatively decreases. Such expla- 
nation is characterized by the result of stagnation 
line analysis plotted in Figs. 3 and 4. 

The shock standoff distance and the induction dis- 
tance are plotted with respect to body radius in a 
relative (non-dimensional) length scale in Fig. 3(a) 
and in an absolute (dimensional) length scale in Fig. 
3(b). In a relative coordinate, SD increases rapidly 
as the body size increases. However, ID gradually 
decreases while the absolute value of ID remains 
nearly constant. Figure 4 is the distribution of the 
maximum value of Daj for HaO production and stag- 
nation HR. In this figure, Dat linearly increases as 
the fluid dynamic time scale Ty increases linearly with 
the radius, while chemistry time scale xc remains 
nearly constant. On the other hand, HR is kept 
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(a) 
0.5 

x/R 

SD(shock stand-off distance) 

ID(induction distance) 

Reaction Front 

(b) 
0.5 

0.3 

x/R* 
0.2 

SD(shock stand-off distance) 

ID(induction distance) 

Reaction Front 

FIG. 3. Shock standoff distance and induction distance 
with respect to body radius: (a) relative length scale and 
(b) absolute length scale. 

Maximum Da, 
Stagnation HR 
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FIG. 4. Maximum Daj for H20 production and stagna- 
tion HR with respect to body radius. 

nearly constant for all the radii, except for very small 
ones, because there is no variation of the heat ad- 
dition across the reaction zone when the reaction is 
nearly completed. Thus, it is concluded that the 
change of the regime of shock-induced combustion 
with the increase of body size mainly is due to the 
linear increase of the Dar. 

Effect of Inflow Pressure 

Calculations are performed for different inflow 
pressures varying from 0.5p" to 3.5p° to examine the 
effect of one of the thermodynamic state variables. 
Because the body radius and inflow temperatures 
are selected as 0.2R" and 292 K, p = 1.0p° (second 
subfigure of Fig. 5) is identical to R = 0.2R" (last 
subfigure of Fig. 2) in the body-radius variation case. 
The temperature contours are plotted in Fig. 5. For 
an inflow pressure larger than 3.5p", a solution can- 
not be obtained in the computational domain used 
in this study. As the inflow pressure increases, the 
regime of shock-induced combustion changes from 
decoupled shock-deflagration to overdriven detona- 
tion, which is very similar to the results for body size 
variation. The dimensionless parameters in Fig. 6 
show a very similar trend to that of body size varia- 
tion. It is worth noting that the maximum tempera- 
ture increases as the inflow pressure increases, and 
the asymptomatically maximum value of HR shows 
slightly larger values than those for the body size 
variation. The variation of the overdrive parameter 
ranges from 1.07 to 1.03 with the inflow pressure 
variation, and the maximum deviation is limited to 
about 4%, which is introduced by the slight increase 
of heat release. Therefore, this case is also consid- 
ered as Damköhler number-dominated phenome- 
non and is not considered a heat release parameter- 
or overdrive parameter-dominated phenomenon. 
The reason for the linear increase of Da; is that the 
increase of inflow pressure causes the increase of the 
reaction rate, a product of the concentrations of the 
involved species and a reaction constant. This results 
in a decrease of xc while Zf remains constant. There- 
fore, the increase of pressure means an increase of 
local Damköhler number. Consequently, a very simi- 
lar tendency is obtained as for body radius variation. 
The global kinetic mechanism of shock-induced 
combustion may seem to be a second order reaction 
because the dimensionless reaction rate Da2 de- 
pends linearly on the inflow pressure. 

Effect of Inflow Temperature 

A series of calculations is performed for eight dif- 
ferent inflow temperatures varying from 292 to 900 
K, with a body radius of 0.2R° and an inflow pressure 
of 186 mm Hg. T0 = 292 K is identical to R = 
0.2R". Computational results for selected cases are 
plotted in Fig. 7. This figure shows very different 
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FIG. 5. Temperature contour plots 
of a shock-induced combustion flow 
field around a blunt body for differ- 
ent inflow pressures: R = 0.2R°, T0 

= 292 K, p" = 186 mm Hg. 
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FIG. 6. Maximum Dat for H20 production and stagn 
tion HR with respect to inflow pressure. 

features from the results with variations of body ra- 
dius and inflow pressure. Even though an increase 
of inflow temperatures causes the regime transition 
of shock-induced combustion from decoupled 
shock-deflagration to a coupled system, no solution 
is observed that can be considered overdriven det- 
onation. The variations of Dat and HR are summa- 
rized in Fig. 8. With an increase of inflow temper- 
ature, Da7 slowly increases but shows a maximum 
value of about 150, which is small in comparison to 
the results of the effect of body size or inflow pres- 
sure increase. The HR decreases rapidly and shows 

negative values for the cases of high inflow temper- 
atures; that is, the chemical reaction is endothermic 
due to the dissociation of the combustion product. 
With a variation of inflow temperature, the overdrive 
parameter monotonical increases from 1.06 to 1.79, 
which is readily understood from the decrease of 
HR. As a result, the increase of inflow temperature 
causes the slight increase of local Damköhler num- 
ber but dilutes the effect of heat addition. This is 
true for the whole flow field and is not restricted to 
the stagnation line. Therefore, the burned gas region 
cannot expand or push the shock front, and the re- 
action front is decoupled downstream. 

Conclusion 

From a dimensional analysis performed to inves- 
tigate the effects of flow conditions on shock-in- 
duced combustion, the following features are found, 
and summarized in Fig. 9. The increase of body size 
or inflow pressure mainly leads to an increase of the 
shock standoff distance and a decrease of the induc- 
tion distance, which means a transition from decou- 
pled shock-deflagration to overdriven detonation. 
The Dcij (the dimensionless reaction rate) shows a 
linear dependence on body size and inflow pressure. 
The HR parameter maintains a nearly constant value 
with the variation of body size and shows an asymp- 
totically maximum value for large inflow pressures. 
Therefore, the effects of these two parameters are 
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FIG. 7. Temperature contour plots 
of a shock-induced combustion flow 
field around a blunt body for differ- 
ent inflow temperatures: R = 0.2R", 
po = 186 mm Hg. 

Da, 

350 

300 

250 

200 

150 

100 

50 

s. 

0.5 

00 300 400 500 600 700 800 900 

Temperature(K) 

FIG. 8. Maximum Daj for H20 production and stagna- 
tion HR with respect to inflow temperature. 

considered to be similar, although the increase of 
inflow pressure induces slightly higher values of the 
heat addition parameter. The higher value of HR for 
pressure variation may be the cause of a larger shock 
standoff distance for inflow pressure variation at the 
same Da}. That is, the higher value of HR induces a 
larger shock standoff distance. The increase of inflow 
temperature decreases the shock standoff distance 
slowly and the induction distance rapidly, although 
the maximum value of Da} is limited. The increase 
of inflow temperature mainly causes a reduction of 
heat release even though it may lead to a mild in- 
crease of Dah 

From this result, it is concluded that shock-in- 
duced combustion can be explained by two dimen- 
sionless parameters, Daj (the dimensionless reaction 
rate) and HR (the dimensionless heat release). 
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FIG. 9. Shock standoff distance and induction distance 
with respect to Dat. 
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SHOCK-WAVE-ENHANCEMENT OF THE MIXING AND THE STABILITY 
LIMITS OF SUPERSONIC HYDROGEN-AIR JET FLAMES 

HWANIL HUH AND JAMES F. DRISCOLL 

Department of Aerospace Engineering, University of Michigan, Ann Arbor, MI 48109, USA 

A supersonic, non-premixed, jetlike flame was stabilized along the axis of a Mach-2.5 wind tunnel, and 
wedges were mounted on the sidewall in order to interact oblique shock waves with the flame. Schlieren 
photographs show how the interaction occurs, and measurements quantify how the flame length and the 
flame blowout limits are affected by the shocks. An optimum shock-interaction location was investigated 
by adjusting the wedge position. 

It was found that shock waves enhance the fuel-air mixing such that flame lengths decreased by 20% 
when an optimum shock location and shock strength were chosen. Enhanced mixing resulted, in part, 
because the shocks turn the flow and induce radial inflows of air into the fuel jet. A Mach disk sometimes 
occurs, which appears to split the reaction zone into two parts and severely distorts the flame shape. 
Substantial improvements in the flame stability (i.e., changes in the blowout limits) were achieved by 
properly interacting the shock waves with the flame-holding recirculation zone. The reason for the signifi- 
cant improvement in flame stability is believed to be the adverse pressure gradient caused by the shock, 
which can elongate the recirculation zone. Excessive shock strength (or poor shock placement) caused 
thermal choking to occur, and the flame base moved upstream of the fuel tube exit, leading to dangerously 
high wall heat transfer rates. Optimization of the mixing and stability limits requires a careful matching of 
the shock-flame interaction location and the shock strength. The experimental results show that the best 
mixing and stability correspond to 10° wedges placed at an upstream position (4 dF) such that the primary 
shocks create radial inflow near the flame base and interact with the recirculation zone. This upstream 
wedge position also allowed the second (recompression) set of shocks to provide radial inflow near the 
flame tip. 

Introduction 

Oblique shock waves that form within a scramjet 
combustor are often unavoidable; if the waves are 
sufficiently oblique to the flow, their stagnation pres- 
sure losses are not appreciable, yet they may have 
the positive effects of enhancing the fuel-air mixing 
and helping to stabilize the flame base. The purpose 
of the present work is to quantify and optimize cer- 
tain beneficial effects of oblique shock waves on a 
supersonic jetlike flame. 

In general, shock waves can affect a flame because 
they can (a) direct the airflow radially inward (toward 
the fuel) and thus increase the air entrainment rate, 
(b) create additional vorticity [1], which enhances 
the mixing rates, (c) create an adverse pressure gra- 
dient, which elongates recirculation zones or creates 
new separation zones [2], and (d) increase the static 
pressure, static temperature, and reaction rates. The 
present supersonic flame was stabilized along the 
axis of a Mach-2.5 wind tunnel using a thick-lipped 
fuel tube that acts as a bluff body. Two identical small 
wedges on the tunnel sidewalls create oblique 
shocks, and the optimum position of the shock-flame 
interaction and the optimum shock strength were 
investigated. This work is an extension of recent 

studies in our laboratory of supersonic jet flames 
with no shock waves [3,4]. 

Little has appeared in the archival literature con- 
cerning a shock wave interacting with a turbulent jet 
flame. Related studies have considered a shock wave 
interacting with a reacting shear layer [5,6], Numer- 
ous studies have considered nonreacting flows that 
interact with shock waves; for example, the well- 
known work of Marble [1], Yang et al. [7], and Jacobs 
[8] considers a laminar, circular jet of helium that is 
distorted by shock-generated vorticity. Other related 
nonreacting flow studies involved shock waves inter- 
acting with a contoured wall injector [9,10], non- 
reacting vortex rings distorted by shock waves [11], 
and the effects of shocks on a nonreacting jet in a 
cross flow [12]. The mixing in nonreacting, under- 
expanded sonic jets having cellular shock patterns 
was quantified [13,14]. A useful description of the 
reacting supersonic jet flame itself (with no shock 
waves) was also provided [15,16]. 

One of the most pronounced effects of shock 
waves on fuel-air mixing has been identified by Mar- 
ble [1], who showed that baroclinic torques can cre- 
ate shock-generated vorticity. This shock-generated 
vorticity has a large effect on a laminar jet [1,7-9], 
which has a relatively small amount of initial vorticity 
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and a relatively low fuel-air mixing rate. However, it 
is realized that shock-generated vorticity is expected 
to have a smaller effect on the present turbulent jet 
(than that reported for the laminar jet) because the 
high-speed turbulent jet inherently has a relatively 
large amount of vorticity. 

Experimental Arrangement 

A schematic of the experiment appears on the 
lower left side of Fig. 1. A jetlike flame is stabilized 
on the axis of a Mach-2.5 wind tunnel using a thick- 
lipped fuel tube, which acts as a bluff body. Air is 
expanded to Mach 2.5 using a nozzle that was de- 
signed using the method of characteristics; the com- 
bustor is 55 cm long and 5.7 X 4.1 cm at the fuel 
injection location. Two of the combustor sidewalls 
are parallel, whereas the other two diverge at 4° from 
the axis in order to prevent thermal choking. Each 
of the four stainless steel sidewalls has a quartz win- 
dow for optical access. The facility is identical to that 
described in Refs. 3 and 4, except that larger win- 
dows were added and a more gradually contoured 
fuel tube was added that slightly changes the throat 
area. 

Two wedges that are mounted on the diverging 
sidewalls are shown in Fig. la. Each wedge consists 
of a 3.2-cm-long slanted face aligned at 10° to the 
sidewall, followed by a 1.9-cm face that is parallel to 
the sidewall. The wedges span the entire 4.1-cm 
width of the combustor, producing a shock that is 
free from any observable edge effects. The leading 
edge of the wedge is 2.8 cm downstream of the fuel 
injection location in Fig. 1. 

The outside diameter of the fuel tube gradually 
changes from 2.54 cm at the end of the tube to 1.27 
cm slightly upstream of the air nozzle throat, which 
is 24 cm upstream. The inside diameter (dp) is 0.70 
cm. Hydrogen is injected at sonic velocity, and the 
fuel jet Reynolds number is typically 76,000. Al- 
though the facility has an electrical air heater capable 
of heating the air to 1100 K, the stagnation temper- 
ature for all of the present flames is 285 K. 

Results 

Figure 1 shows direct photographs and schlieren 
photographs of the supersonic flames. The upper 
flames shown in Figs, la through lc and If represent 
supersonic flames that interact with shock waves 
generated by the two 10° wedges that are described 
above. The lower flames in Figs. Id, le, and lh il- 
lustrate baseline supersonic flames with no wedges 
present. Schlieren images of the nonreacting flow 
(with and without wedges) are shown in Figs, li and 
lj. The shocks appear more distinctly with no flame 
because the turbulent density gradients in the flame 
obscure the shocks within the flame. In addition, a 

special case is shown in Fig. lg in which the wedge 
angle is increased to 15°, resulting in thermal chok- 
ing of the combustor, as described below. It can be 
concluded from Fig. 1 that as the fuel flow rate is 
increased, the supersonic flames generally become 
longer for cases both with and without shock waves. 

The schematic of a supersonic flame with shock 
wave interaction is shown in Fig. 1. As seen in the 
schematic, the wedge produces a primary shock that 
reflects off the centerline and interacts with the up- 
stream portion of the flame, near the liftoff location. 
Farther downstream, the additional waves that form 
are called the recompression shocks. The wedge cor- 
ner forms expansion waves that direct the air toward 
the tunnel sidewalls, and the highly curved recom- 
pression shocks realign the flow in the axial direc- 
tion. In Fig. lj, a small Mach disk appears in the 
primary shock pattern, while Fig. lc shows that a 
Mach disk can also occur in the recompression 
shocks within the flame. The primary shock waves 
extend to the centerline within the flames, shown in 
Figs, lb and lc, for example, indicating that with 
combustion most of the flow downstream of the re- 
circulation zone is supersonic. 

Shock waves have a dramatic effect on the shapes 
of the flames. A neck region (i.e., a minimum flame 
diameter) occurs in the flame shown in Fig. lb due 
to the radial inflow caused by the shock waves. The 
recompression shocks tend to distort and split the 
flame as seen in Fig. lc, and they create a large bulge 
in the flame tip as seen in Fig. If, probably due to 
shock-induced radial outflow. The recompression 
shocks play an important role to shorten flame 
lengths by enhancing the mixing and combustion of 
the unburned mixture in the downstream region. 
These enhancements are possible due to strong 
shocks near the centerline where the recompression 
shocks intersect. These strong shocks sometimes be- 
come Mach disks and can enhance mixing by gen- 
erating shock-generated vorticity, and enhance com- 
bustion by increasing the local density, pressure, and 
temperature of the mixture, and thereby increasing 
local reaction rate. The location where the recom- 
pression shocks intersect the centerline appears to 
move upstream as the fuel mass flow rate is in- 
creased. 

Figure lg illustrates the flame observed at the on- 
set of thermal choking. Two 15° wedges were located 
at z = 2.8 cm, as shown; the flame base is observed 
to move upstream and surrounds the fuel tube, lead- 
ing to dangerously high heat transfer rates. The 
schlieren image in Fig. lg indicates that the flow is 
still supersonic, as evidenced by the shock waves. 
Further increase in the fuel flow rate causes a strong 
normal shock to move upstream into the wind-tun- 
nel nozzle, and the flow becomes subsonic in the 
combustor. 

Figure 2 shows measured flame lengths based on 
Fig. 1. Flame length is defined as the distance from 
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rnp = 0.4 g/s 

10° wedge 

mF= 1.2 g/s 

10° wedge 

rrip = 1.4 g/s 

10° wedge 

AIR   H2   AIR 

mp=l.2 g/s 

no wedge 

mp = 1.4 g/s 

no wedge 

FIG. 1. (a) Direct and schlieren photographs of supersonic jetlike flames interacting with shock waves (top row) and 
without shock waves (bottom row). Window height = 30.5 cm (12 in.). Hydrogen fuel mass flow rate is varied from 0.4 
to 1.4 g/s. For the smallest fuel flow rate of 0.4 g/s, the no-wedge case is not stable, yet with the wedge, the flame is very 
stable and attached. Distances in schlieren images are 20% larger than in direct photos. 
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mf = 1.6 g/s 

10° wedge 

mF= 1.6 g/s 

no wedge 

NO COMBUSTION 

no wedge 10° wedge 

FIG. 1. (Continued) (f) and (h) Supersonic flames for increased fuel flow rates, with and without shock waves, (g) 
Onset of thermal choking caused by a 15° wedge (note that the flame moves upstream of the fuel injection plane and 
wraps around the fuel tube) (i) and (j) Waves present with no combustion. 
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rates are varied from 0.4 to 1.6 g/s. Fuel inner diameter dF 

= 0.7 cm. Wedges are located at 2.8 cm downstream of 
the fuel injector plane. 

3000 

E 
-T   2500 

u 
Q 
UJ > 
D 
UJ 

2000 

1500 

<3 
UJ 

(A < 
2 

U    1000 

500 

rA BLOWOUT 

300 400 500 600 

AIR MASS WEIGHTED VELOCITY    UA(m/s) 

FIG. 3. Effect of shock strength on the stability limits of 
supersonic flames. The lines shown above define four en- 
closed regions within which stable flames occur. For con- 
ditions above the enclosed regions, thermal choking occurs; 
for conditions below the enclosed regions, blowout occurs. 
Increasing the wedge angle (shock strength) decreases the 
thermal-choking limit and the blowout limit. 

the fuel injector to the farthest downstream location 
where the intensity of the digitized image of the 
flame decreases to 30% of the maximum intensity 
recorded in the flame. The positive slope of the 
curve of flame length versus fuel flow rate in Fig. 2 
is similar to previous findings in our laboratory for 
supersonic flames with no shock waves [4]; similarly, 
a positive slope is reported for subsonic flames with 
coaxial air [17]. With coaxial air present, larger fuel 
flow rates generally require a longer distance to con- 
sume the fuel [17]. 

One major effect of interacting a shock wave with 
the flame is a significant reduction in the flame 
length, as shown by the data plotted in Fig. 2. In- 
creasing the wedge angle (shock strength) results in 
a further shortening of the flames; however, thermal 
choking occurs for the 15° wedge (stronger shock). 
Figure 2 shows also the liftoff heights on centerline. 
The flame liftoff height tends to increase as the fuel 
flow rate is increased. For the lowest fuel flow rate, 
shown in Fig. la, the flame is attached to the fuel 
tube, but in all other cases, the flame base is lifted 
and stabilized within (or downstream of) the air- 
driven recirculation zone. 

Figure 3 shows the effect of shock strength on the 
stability limits of supersonic flames. The hydrogen- 
mass-weighted velocity is defined as the hydrogen 
mass flow rate divided by pp^n/A) dF, where pFre{ 
is the density of fuel at the sonic fuel injector exit 
for the reference condition for which the fuel stag- 
nation pressure and temperature are 3.7 atm and 
294 K, respectively. In this study, pFie{ equals 0.026 
kg/m3. The air-mass-weighted velocity is the mass 
flow of air divided by pAre{ AA, where AA is the com- 
bustor cross section (18.9 cm2) at the fuel injector 
and PAjet is 1-08 kg/m3. Figure 3 shows four enclosed 
regions within which stable flames occur. Previous 
work in our lab [3] has shown that with no shock 
waves, stability limits of supersonic flames are similar 
in shape to those of subsonic bluff-body flames and 
swirl-stabilized flames [17-19], which also contain 
recirculation zones. Three blowout limits usually ex- 
ist, corresponding to a maximum fuel flow rate, a 
minimum fuel flow rate, and a maximum air flow 
rate. Figure 3 quantifies the minimum fuel blowout 
limit for the no-wedge case. It was not possible to 
achieve a maximum fuel flow rate or a maximum air 
flow rate for the no-wedge case due to limited gas 
supplies, so the dashed lines indicate the maximum 
fuel and air-mass-weighted velocities at which stable 
flames were achieved. Increasing the shock strength 
(wedge angle) decreases the thermal-choking limit 
and the minimum fuel-blowout limit. It is concluded 
that shock waves significantly stabilize the flame by 
reducing the minimum fuel blowout limit as shown 
in Fig. 3. The 10° wedge shock sufficiently stabilizes 
the flame as shown in Fig. la such that it is not lifted, 
yet with no shock waves, the same flame blows out. 
The shock waves (and wedges) also reduce the max- 
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imum fuel flow rate, which is the upper boundary of 
the stable regions in Fig. 3. However, this thermal- 
choking limit is a facility-dependent limit rather than 
a general limit. 

Because the present flames cannot be stabilized 
unless there is a sufficiently large bluff-body recir- 
culation zone [3], it follows that the improved sta- 
bility caused by the shock waves results from some 
type of interaction between the recirculation zone 
and the shocks. The strong adverse pressure gradi- 
ent caused by primary shocks and wedges can create 
a recirculation zone in a boundary layer, for example, 
and shock waves can increase the size of an existing 
recirculation zone, as shown by Winterfeld [2]. The 
shocks also can raise the temperature of the recir- 
culated gas. Vorticity created by the shock [1] also 
may aid in enhancing mixing and flame stabilization. 

The optimum strength and location of wedges 
were investigated by mounting the 10°, 15°, and 20° 
wedges at various axial locations: z = 1, 4, 8.5, and 
11.5 dF. The cost paid for the total pressure loss en- 
countered and the improvement in mixing and flame 
stability limits were considered together. On the ba- 
sis of this criteria, the best mixing and stability cor- 
responds to 10° wedges placed at an upstream po- 
sition (4 dp) such that the primary shocks create 
radial inflow near the flame base and interact with 
the recirculation zone. This upstream wedge posi- 
tion also allowed the second (recompression) set of 
shocks to provide radial inflow near the flame tip. 

Conclusions 

1. Shock waves significantly alter the shape, visible 
length, and blowout limits of a supersonic jet 
flame as shown by schlieren and direct photo- 
graphs. Shock strength was varied, as well as the 
hydrogen flow rate and the location of the shock- 
flame interaction. 

2. Shock waves enhance overall mixing rates be- 
cause flame length decreased by approximately 
30% when shocks were added. One reason for 
this enhancement was that the present shocks im- 
parted a radial inflow velocity to the air at an in- 
termediate axial location, and imparted a radial 
outflow velocity to the fuel and air mixture near 
the flame tip. Both of these effects are believed 
to improve mixing. The effects of other mecha- 
nisms, including the vorticity generation pre- 
dicted by Marble, cannot yet be determined. 

3. Shock waves greatly enhance one of the flame 
stability limits, namely the blowout limit associ- 
ated with a minimum fuel velocity. One expla- 
nation is that the strong adverse pressure gradient 
caused by the shock can enlarge the subsonic re- 
circulation zone behind the flameholder. 

4. Optimization of the mixing and stability limits re- 
quires a careful matching of the shock-flame-in- 

teraction location, the shock strength, the flame 
length, and the geometry of the recirculation 
zone and wake of the flameholder. Best results 
occur if the primary shocks are positioned to in- 
teract with the flame base and the downstream 
recompression shocks, determined by the wedge 
placement and size, interact with the central por- 
tion of the flame. The experimental results show 
that the best mixing and stability corresponds to 
10° wedges placed at an upstream position (4.0 

dp). 
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COMMENTS 

Kenichi Takita, Tohoku University, Japan. Enlargement 
of the recirculation zone is the main factor for the flame 
stabilization offered in your conclusion. How about in- 
creases of static temperature and static pressure by shock 
interactions? 

Author's Reply. The increase in the static temperature 
and static pressure caused by the shock wave should in- 

crease the chemical reaction rate and thus improve stabil- 
ity. However the location of the shock is important and for 
some shock locations we find that the shock does not im- 
prove stability. Therefore the increased static temper- 
ature caused by the shock does not guarantee better 
stability. 
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NUMERICAL SIMULATION OF FLAME-STABILIZATION AND COMBUSTION 
PROMOTION BY PLASMA JETS IN SUPERSONIC AIR STREAMS 

RYOICHI KATO AND ITSURO KIMURA 

Department of Aerospace Engineering, Tokai University, Hiratsuka, Kanagawa, Japan 

The mechanisms of flame stabilization and combustion promotion by plasma jets, observed in scramjet 
combustor experiments with transverse fuel injection, were investigated numerically, based on time-de- 
pendent, two-dimensional complete Navier-Stokes equations, with a six-species, eight-step reaction model 
combined with Zel'dovich chain reactions. Although most designs for scramjet combustors rely on the 
combination of a rearward-facing step and a plasma torch, the present study is conducted on a simple 
configuration without the step to make clearer the fundamental aspect of the mechanisms. 

The following results were obtained: 

1. A plasma jet with adequate input power and feedstock flow rate establishes a high-temperature recir- 
culation zone with an adequate scale, which works for flame stabilization as that produced by the step. 
The plasma jet is also useful for the combustion promotion of the fuel jet, through the intensification 
of eddy difrusivity at its injection point and at the following downstream region. 

2. The effectiveness of plasma jets in flame stabilization and combustion promotion increases with input 
electric power and feedstock flow rate, and the plasma jets with oxygen feedstock are more effective 
than those with air or hydrogen feedstock, as observed generally in scramjet combustor experiments. 

3. A decrease of the plasma jet injection slit width, for a fixed input power and a fixed mass flow rate of 
feedstock, increases the effectiveness of plasma jets in some cases. 

4. When the plasma jet injection slit is located downstream of the fuel injection slit, the required input 
power and feedstock flow rate for a desirable combustion progress are usually smaller than those when 
it is located upstream, in accordance with a previous supersonic-combustion experiment conducted 
without the step. 

Introduction 

Plasma jet ignition and combustion promotion in 
stagnant or low-speed gas such as in internal com- 
bustion engines has been studied extensively by 
Weinberg and co-workers [1]. The plasma jet was 
applied to supersonic combustion by one of the pres- 
ent authors and experimental results showed that it 
is useful not only for ignition but for flame stabili- 
zation and combustion promotion [2], Northam et 
al. [3], Barbi et al. [4], and Wagner et al. [5] showed 
that an argon/hydrogen plasma torch is effective in 
supersonic combustion and that the performance of 
a plasma torch is sensitive to combustor geometry 
and/or fuel distribution. Recently, an oxygen (or air) 
plasma torch was developed with high performance 
and practical applicability, and extensive experi- 
ments were conducted for governing parameters of 
the plasma torches using a test combustor for scram- 
jets [6,7]. 

A high-temperature jet produced by arc dis- 
charges is usually called plasma jet, or plasma torch 
in practical application. The combustion-reaction 
promotion of a plasma jet is mainly caused by radi- 
cals due to dissociation, although in the situation of 

high input power to plasma jets, the role of ionized 
species may be noticeable. 

The objective of the present numerical study is to 
investigate the fundamental aspect of chemical and 
aerodynamic mechanism of flame stabilization and 
combustion promotion by plasma jets (torches) ob- 
served in recent scramjet combustor experiments. 
Although most combustor designs for supersonic 
combustion experiments with transverse fuel injec- 
tion rely on the combination of a rearward-facing 
step and a plasma torch, the present numerical study 
is conducted on a two-dimensional configuration 
without the step, to make clearer the fundamental 
performance of plasma torches for flame stabiliza- 
tion and combustion promotion. 

Governing Equations 

The time-dependent, two-dimensional Reynolds 
time-averaged complete Navier-Stokes equations 
with species transport equations are summarized in 
the Cartesian coordinates as follows: 

dQ      BF      dG 

dt        dx        dy 
(1) 

vhere 
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FIG. 1. Computational domain. 

TABLE 1 
Conditions of plasma jets (typ ical) 

No. feedstock mpi T ■ p . 
pj 

W ■ 4> 

1 o2 0.6 3300 0.053 2.9 0.189 
2 o2 0.6 5600 0.074 5.4 0.992 
3 o2 1.1 2700 0.083 3.9 0.018 
4 o2 1.1 3800 0.112 6.8 0.420 
5 o2 2.2 2700 0.166 7.8 0.013 
6 o2 2.2 3300 0.192 10.5 0.101 
7 o2 2.2 3800 0.224 13.5 0.311 
8 o2 4.5 1700 0.261 8.9 0.000 
9 o2 4.5 2700 0.332 15.5 0.009 

10 o2 4.5 3300 0.385 20.8 0.072 
11* o2 1.1 3800 0.224 6.8 0.311 
12 Air 2.5 3000 0.203 10.3 0.039 
13 H2 0.6 3800 0.224 52.3 0.342 

: width of p.j. slit is 0.5 mm 

"p ~0 " 
pu 0 
pv s = 0 
pe 0 

L>YJ L«ü 
pu 
pu2 + 

(pe + p) u — MT,.,. 
_puYi - pD(SYi/dx) 

vrXIJ + qx 

G = 
*<j 

- vr    + qy 

pv 
puv — 
pv2 + p — 
(pe + p)v      „.xy 

lpvYt - pD(dYt/dy) 

In the preceding system, Fick's law and Fourier's law 
are applied for the species diffusion and heat con- 
duction, respectively. The turbulence closure of the 
equations is provided by the Baldwin-Lomax alge- 
braic model [8,9], and the Lewis number is assumed 
to be unity. 

The hydrogen/air combustion is modeled with a 
finite-rate, nine-species (H2, 02, HaO, OH, H, O, 
N2, N, NO), eight-step reaction model with Zel'do- 
vich chain reactions. The reaction rate constants in 
this system are referred to in Table 1 of Ref. 10. 

Numerical Method and the Model 
of Flow Field 

The MacCormack scheme is used for solving the 
two-dimensional complete Navier-Stokes equations 
and species transport equations in conservative 
form. The geometry of the computational domain is 
a rectangle along an adiabatic and nonslip wall as 
shown in Fig. 1. There is a hydrogen fuel injection 
slit (width: 2 mm) and a plasma jet injection slit 
(width: 1 mm) on the wall. The fuel injection slit is 
fixed at 10 mm from the left-side boundary of the 
computational domain, and the plasma jet injection 
slit is 5 mm upstream (forward injection) or 20 mm 
downstream (backward injection) of the fuel injec- 
tion slit. The present flow field model, in which the 
upper boundary is not limited, is free from the prob- 
lem of thermal choking. 

The dimension of the grids used in the calculations 
are 95 X 44 for forward injections and 115 X 44 
for backward injection. A grid clustering is employed 
at the wall in the normal direction and at the fuel 
and plasma jet slits in the direction of the main air- 
stream. The minimum grid spacing at the wall in the 
normal direction is 0.02 mm, about one-tenth of the 
thickness of the boundary layer. The fuel and plasma 
jet injections are modeled with 10 points, or 21 
points for the confirmation of calculation accuracy. 

The conditions of the injected fuel (hydrogen) at 
the exit of the slit are 300 K, 0.1 MPa, and M = 1 
(1317 m/s), corresponding to the mass flow rate, 2.2 
g/s ■ cm. The inlet conditions of the main airstream 
are standard air (02 + 3.76N2), 900 K, 0.1 MPa, 
and M = 2 (1180 m/s). The initial conditions of the 
airstream for calculation are the compressible 
boundary-layer velocity and temperature profiles for 
an adiabatic, nonslip wall, with fixed main airstream 
conditions. Plasma jets (M = 1 at the exit of a slit, 
feedstock: oxygen, air, and hydrogen) injected into 
the airstream are assumed to be in the state of chem- 
ical equilibrium. The conditions of typical plasma 
jets in the present calculation are shown in Table 1. 
In the table, TPJ(K), PPr(MPa), and (/> are mean tem- 
perature, pressure, and degree of dissociation (mass 
fraction of dissociated product) of plasma jets (p.j.) 
at the exit of slit, and mPj(g/s • cm) and Wp^kW/cm) 
are feedstock mass flow rate and the input power for 
the unit depth (1 cm) of the slit. In the present in- 
vestigation, the maximum temperature of plasma 
jets applied is limited to less than 6000 K, because 
of the reliability of available thermochemical data. 
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FIG. 2. The progress of combustion in the case of for- 
ward p.j. injection; the conditions of p.j. are shown in 
Table 1. 

Calculated Results 

In the present numerical study, the performance 
of oxygen plasma jets in flame stabilization and com- 
bustion promotion is investigated extensively, from 
the viewpoint that oxygen is the most effective feed- 
stock, and the tendency of performance of plasma 
jets using incoming air can be estimated based on 
the data of oxygen plasma jets. 

Under the conditions of main airstream and fuel 
injection, without the application of a plasma jet, the 
initiation of combustion is noticed in the supersonic 
boundary layer at the halfway point of the compu- 
tational domain shown in Fig. 1, though the progress 
of combustion in downstream is very slow [11]. Fig- 
ure 2 shows typical calculated results where plasma 
jets (feedstock: oxygen) are injected transversely at 
5 mm upstream of the fuel (hydrogen) injection slit 
(forward injection), into an airstream of M = 2 and 
static temperature 900 K, taking unbumed fuel (H2) 
mass flow rate across a section normal to the air- 
stream {rhc, g/s-cm), normalized by the mass flow 
rate without p.j. application at the section {rhp, g/ 
s • cm), in ordinate, and the location of the section in 
abscissa. In Table 1, the conditions of plasma jets 
related to Fig. 2 are involved. Figure 2 shows that 
when the plasma jet power is increased over a value, 
about 9 kW/cm in the case of 2.2 g/s • cm (Nos. 6,7) 
and about 12 kW/cm in the case of 4.5 g/s ■ cm (Nos. 
9,10), a sudden progress of combustion occurs at the 
upstream of fuel injection slit, while the progress of 
combustion downstream is enhanced by the increase 
of feedstock flow rate. 

The characteristics of the flow field in the case of 
forward injection are shown in Figs. 3 and 4. In this 
case (No. 7 p.j.), where a successful combustion 
progress is established, a high-temperature recircu- 
lation zone (clockwise) is established in the space 

between the fuel slit and plasma jet slit, which is 
taking in some part of fresh fuel injected (see Fig. 
4). The power of the plasma jet is related mainly to 
the gas temperature in the recirculation zone and 
the flow rate of feedstock to the scale of recirculation 
zone (length and height) that depends on the 
strength of the shock wave formed ahead. 

Figure 5 shows typical calculated results where 
plasma jets (feedstock: oxygen) are injected trans- 
versely at 20 mm downstream of the fuel injection 
slit (backward injection). In Table 1, the conditions 
of plasma jets related to Fig. 5 are presented. In 
backward injection, considerable progress of com- 
bustion occurs at the location of plasma jet injection 
and the degree of the sudden progress of combus- 
tion is intensified with power and feedstock flow rate 
of plasma jets, although a tendency of saturation is 
observed at a high power and large flow rate. The 
combustion progress in the downstream direction 
are enhanced by the increase of feedstock flow rate, 
as in the case of forward injection. It was seen in 
flow field maps that penetration of plasma jet in this 
case is better when compared to that in forward in- 
jection, as expected. 

Figures 6 and 7 compare the progress of combus- 
tion in the supersonic flow field for feedstock flow 
rate (oxygen) in the cases of forward and backward 
injections, taking riy(x = 100)/myn(x" = 100) in the 
ordinate and plasma jet power in the abscissa, where 
mJx = 100) is the mass flow rate of unbumed hy- 
drogen at the outlet section of computational do- 
main; rhm(x = 100) is that at the outlet section in 
the case without p.j. application. In the case of for- 
ward injection, the decrease of flow rate of unburned 
hydrogen in the region W„, > 7 kW is expressed 
nearly in a single line regardless of the feedstock flow 
rate, although the calculated data for low feedstock 
flow rate are limited in relatively low input power 
because of the reliable limit of thermochemical data, 
6000 K. In the case of backward injection, the flow 
rate of unburned hydrogen decreases with feedstock 
flow rate, but the dependency of decrease on input 
power becomes smaller for a large feedstock flow 
rate. 

The impulse of a plasma jet issuing from a slit with 
M = 1 is proportional to the static pressure P at the 
slit exit, rh.,fl = yAP, where mw and A are feedstock 
mass flow rate and the cross-sectional area of the slit 
for unit length in depth, and a, acoustic velocity. The 
data shown in Figs. 6 and 7 are replotted in Fig. 8, 
taking static pressure of plasma jets at the exit of the 
slit in the abscissa. In this graph, the data of back- 
ward injection for different powers and feedstock 
flow rates are arranged in a single curve. It is noticed 
here that in the present situation of two-dimensional 
configuration, the impulse of jet plays an important 
role in combustion progress, as in the case of trans- 
verse injection of a circular fuel jet into subsonic 
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FIG. 3. The progress of combustion in the case of forward injection with No. 7p.j., (a) static pressure (two shock waves 
at fuel and p.j. injection points), (b) temperature, (c) mass fraction of H20, (d) mass fraction of H2. 

flows, where the vortex pair and entrainment are 
controlled by impulse of the jet [12]. 

In Figs. 6 and 7, typical calculated results for a 
different slit width of plasma jet and for different 
feedstocks are also involved. The decrease of slit 
width from 1 mm to 0.5 mm is effective for the case 
of forward injection but not in the case of backward 
injection. It is seen in the figures that oxygen is more 
effective than air or hydrogen, as observed in a re- 
cent scramjet combustor [7]. 

Discussion 

Most combustor designs for supersonic combus- 
tion experiments rely on a rearward-facing step for 
flame stabilization, where a recirculation zone is es- 
tablished [3,5-7]. The effectiveness of a plasma jet 

in supersonic combustion in the situation of no step 
had been investigated experimentally by one of the 
present authors [2], and the result shows that a sat- 
isfactory combustion progress is observed for the in- 
jection at backward positions, while the same plasma 
jet applied at forward position causes only local com- 
bustion near the fuel injection port. The present cal- 
culated results for relatively weak plasma jets agree 
with such experimental results qualitatively. 

Northam et al. [3] and Wagner et al. [5] designed 
a new combustor suitable for the use of a plasma 
torch, in which an argon/hydrogen plasma torch is 
placed immediately downstream of a step, providing 
fuel (hydrogen) separately through a pilot injector 
and a primary injector located upstream and down- 
stream of the step. Recently, Sato et al. [6] and Ma- 
suya et al. [7] designed a supersonic combustor in 



SUPERSONIC COMBUSTION AIDED BY PLASMA JETS 

1.2 

2945 

FIG. 4. The enlarged flow field of recirculation zo 

g 1.0 

T\ 
& 0.8 

<: o.6 

| 0.4 

#0.2 

0.0 

«5% ♦ 
WPJ-=52.3kW/cm _ 

A—^. 

■ 
riipj, g/s-cm 

% 
:'<o. 

( 

O2-O.6 -O— 
O2-LI   ■□  

■    02-2.2 •<>■■ 
Oa-4.5 -A- 

.     02-1.1*" 
Air-2.5   ♦ 

\ \ 
A..   •.. 

""""■'A 
O 

H2-O.6   • 

0 5 10 15 20 

Wpj, kW/cm 

FIG. 6. The variation of mass flow rate of unburned hy- 
drogen at the outlet section of computational domain with 

the case of Fig. 3; (a) temperature and Mach number; (b)      p j input power (forward p.j. injection), *: width of p.j. slit 
mass fraction of H20 and velocity field. ;s 0.5 mm. 

0~f     20    |     40 60 
Fuel P.J. x, mm 

80 100 

FlG. 5. The progress of combustion in the case of back- 
ward p.j. injection; the conditions of p.j. are shown in 
Table 1. 

which a plasma torch is placed upstream of a step, 
while fuel (hydrogen) is provided through a port im- 
mediately downstream of the step as in the case of 
their supersonic combustion experiments with au- 
toignition and compared the effectiveness of several 
feedstocks used in plasma torches (oxygen, air, ni- 
trogen, and argon/hydrogen). Ref. 7 depicts the ef- 
fectiveness of plasma torches, evaluated by the ig- 
nition limit of airstream total temperature, increases 
with input electric power and feedstock flow rate, 
and although the order of effectiveness of the feed- 
stocks, air, nitrogen, and argon/hydrogen changes 
with operating conditions, oxygen is the most effec- 
tive feedstock for all cases. For the increase of power 
and feedstock flow rate and for the use of oxygen as 
feedstock, the same tendencies as those in Ref. 7 are 
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FIG. 7. The variation of mass flow rate of unburned hy- 
drogen at the outlet section of computational domain with 
p.j. input power (backward p.j. injection), ": width of p.j. 
slit is 0.5 mm. 

obtained in the present numerical simulation, al- 
though no step is considered in the calculation. 

One of the important results of the present nu- 
merical simulation is that a plasma jet with sufficient 
power and feedstock flow rate (chemically active 
feedstock) can establish a recirculation zone in a su- 
personic airstream, which works for ignition and 
flame stabilization as one produced by a step. The 
importance of power and feedstock flow rate of 
plasma jets in this case may be noted as follows: Fig- 
ure 8 of Ref. 2 shows that the threshold net power 
of p.j. (port diameter: 5 mm, feedstock: N2, 0.22 
Nl/s) necessary for ignition and flame stabilization is 
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FIG. 8. The variation of mass flow rate of unbumed hy- 
drogen at the outlet section of computational domain, with 
static pressure of p.j. with sonic velocity at its slit exit. 

1.6 kW. This suggests that the threshold net power 
under two dimensions is about 3.2 kW/cm and the 
corresponding feedstock flow rate, 0.55 g/s ■ cm. In 
the present calculation for the case of Oz p.j. of 0.6 
g/s • cm, the threshold value evaluated by extrapola- 
tion is about 3 kW/cm (Fig. 7). This is near the value 
deduced from experimental data, although, for the 
case of experiments and numerical simulations, 
there is some difference in velocity and temperature 
of the combustible mixture flowing around the re- 
circulation zone. 

It must be noted here that plasma jets work effec- 
tively for the combustion promotion of fuel jet, be- 
sides the previously mentioned flame stabilization. 
Plasma jets' capabilities for combustion promotion, 
at its injection point and at the following down- 
stream region, is increased with input power and 
feedstock flow rate (see Figs. 2 and 5). The plots of 
eddy diffusivity in the flow fields with plasma jet in- 
jection show correspondingly (the data are not pro- 
vided in this paper) that the level of eddy diffusivity 
in the downstream region, following the high peak 
at the injection point, increases with the input power 
and the feedstock flow rate of the applied plasma jet. 

Ref. 2 shows that at the section 10 cm downstream 
of p.j. injection (H2 p.j., net power: 2.3 kW), the 
combustion efficiency of hydrogen fuel injected (20 
NZ/s) 25 mm upstream of p.j. injection into M = 2.1 
airstream (static temperature 154 K, static pressure 
1.0 atm) is 68%; similar combustion efficiency is also 
achieved by N2 p.j. of net power 2.3 kW and 0.22 
NZ/s. In Fig. 5, it can be evaluated by extrapolation 
that the rate of disappearance of hydrogen fuel at 
the section 10 cm downstream of 02 p.j. of 4.6 kW/ 
cm and 0.6 g/s • cm is about 0.4. Taking into consid- 
eration the difference in airflow velocities, turbulent 
diffusivities, and fuel injection rates, it is estimated 

that three-dimensional effect in the progress of dif- 
fusion is predominant in experimental results of 
Ref. 2. 

Concluding Remarks 

To understand fundamental mechanisms of the ef- 
fects of plasma jets on flame stabilization and com- 
bustion promotion in supersonic airstreams, a nu- 
merical study was conducted for a two-dimensional 
configuration without a rearward-facing step. The 
results were compared with those of recent scramjet 
combustor experiments or previous supersonic com- 
bustion experiments without the step. 

Although the combination of a rearward-facing 
step and a plasma torch is a promising method for 
scramjet combustors with transverse fuel injection, 
the present numerical simulation also suggests that 
flame stabilization can be made without the step us- 
ing a plasma torch with adequate input power and 
feedstock flow rate and the possibility of combustion 
promotion through intensified eddy diffusivity by 
two or more plasma jets arranged in series down- 
stream of fuel injection. 
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EXPERIMENTAL INVESTIGATION OF A SCRAMJET MODEL COMBUSTOR 
WITH INJECTION THROUGH A SWEPT RAMP USING LASER-INDUCED 

FLUORESCENCE WITH TUNABLE EXCIMER LASERS 
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Tunable excimer lasers are used to obtain two-dimensional images to study the nonreacting and reacting 
flow field of a hydrogen-fueled SCRAMJET model combustor with underexpanded Ma = 1.6 injection in 
the base of a swept ramp. The rectangular combustion chamber consists of an exchangeable injection 
module and a 3° divergent expansion duct, both with optical access from all sides at different axial locations. 
The inlet conditions of the vitiated Ma = 1.9 airflow are T = 850 K static temperature at a pressure of 
0.96 bar. Therefore, self-ignition of the injected hydrogen mixed with air is possible but was not reached 
throughout the whole flow field. As an alternate solution, shock-induced ignition by an oblique shock 
generated by a small wedge fixed at the upper wall of the combustor has been investigated. 

The spatial structure of the flow field is characterized by relative distributions of different species. 
Measurements of natural fluorescence of OH and laser-induced predissociative fluorescence (LIPF) of 
OH in axial and cross-sectional planes are presented. 

The averaged fluorescence distributions turned out to be highly reproducible and illustrate clearly the 
gasdynamical features of the flow field, as well as the highly three-dimensional mixing process by vorticity 
generated by the swept ramp in flow direction. Furthermore, ignition and mixing were improved signifi- 
cantly by the oblique shock wave generated by the additional wedge. 

Introduction relatively large momentum losses occur with swept 
ramps. 

Research has been conducted for a number of The research on scramjet combustors motivated 
years in several laboratories around the world to de- the work on new nonintrusive measurement ap- 
velop  a  hydrogen-fueled  supersonic  combustion proaches to study the flow field inside of the com- 
ramjet (scramjet) for propelling an aerospace trans- bustor during operation. As pointed out by Eckbreth 
port system at hypersonic speed [1], To gain maxi- [6], laser-based measurement techniques offer many 
mum thrust,  complete  fuel-air mixing and fuel- desirable features for the application to combustion 
chemical energy release must be achieved during the diagnostics in supersonic flows. In several studies, 
very short residence time within the combustor and, the   coherent   anti-Stokes   Raman   spectroscopy 
at the same time, losses caused by injection, mixing, (CARS) technique was used to obtain instantaneous 
and combustion of the fuel must be kept to a mini- and averaged point temperatures and to measure hy- 
mum.  Therefore,  a considerable number of ad- drogen and water steam mass fractions in the react- 
vanced injection and mixing techniques [2] have ing flow field [7,8]. Furthermore, the spontaneous 
been proposed and investigated in experimental and Raman scattering technique was used by Kasal and 
theoretical studies. Vortex-enhanced mixing involves Algermissen [9] to find point temperatures in a su- 
the use of vortices in the flow direction generated personic hydrogen-air diffusion flame, 
by free stream spilling around an unswept or swept To overcome the problem of point measurements 
ramp. The technique has been studied in several in turbulent flames and to prevent low Raman signal 
works [3,5] and significant mixing enhancement was levels and the very intensive computation for CARS 
found with greater vorticity in the flow direction and data reduction, two-dimensional imaging techniques 
better mixing for the swept ramp injectors. However, based on laser-induced fluorescence excitation have 
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been studied extensively and developed during re- 
cent years [10,11]. Although quantification of LIF 
results is difficult because of quenching problems, 
the proposed LIF approaches have been applied 
successfully to a wide range of combustion systems. 
LIF measurements for scramjet combustor devel- 
opment have been performed mainly in cold flow 
studies, especially using iodine tracer molecules 
(LIIF technique) [12-16], and in the reacting flow 
of shock tubes [17-19]. The swept ramp injector was 
studied by Hartfield et al. [16] in a Ma = 2.0 and 
Ma = 2.9 nonreacting flow. Injection concentration 
measurements, conducted in cross-flow planes with 
the LIIF method, clearly illustrated the domination 
of the mixing process by vorticity generated by the 
swept ramp in flow direction. 

In this paper, we report an investigation of the 
swept ramp injector concept in a reacting flow field 
of a hydrogen-fueled supersonic model combustion 
chamber at T = 850 K static temperature and p = 
0.96 bar static pressure airflow inlet conditions. To 
visualize the structure of the flame and the distri- 
bution of OH, we used natural fluorescence (without 
laser excitation) and different laser-induced predis- 
sociative fluorescence (LIPF) excitation/detection 
schemes. 

Detection Schemes 

To perform these measurements with only one ex- 
perimental setup, we used the UV-LFP (UV laser 
flash photography) approach based on tunable exci- 
mer lasers and intensified, gated cameras as dis- 
cussed by Koch et al. [20]. In general (except for the 
natural fluorescence), the laser beam is expanded by 
cylindrical lenses to a light sheet that crosses the flow 
field in the plane of interest. 

The various subsequent emissions from this area 
are imaged on a highly sensitive, fast-gated camera 
system. Spectral filtering of the emissions and state 
selective excitation in the case of LIF allows us to 
determine the structure of the flame and the spatial 
distributions of OH. Details of the different detec- 
tion schemes are discussed elsewhere [20,21]. In the 
following section, we briefly summarize these ap- 
proaches. 

Spontaneous emission of OH molecules A2S+(v' 
= 0, 1) —> X2n(v" = 1, 0), excited by previous col- 
lisions or chemical reactions (natural fluorescence), 
was used to obtain the instantaneous flame structure 
(reaction zone and postcombustion zone) within the 
combustion chamber. To suppress unwanted emis- 
sions from other sources, a Schott UG-11 filter with 
maximum transmission wavelength around 325 nm 
and a bandwidth of 150 nm was mounted in front of 
the camera. The imaging time was 0.1 ms. 

For species and quantum state selective detection 
with the laser-induced fluorescence approach, the 

pulsed excimer laser has to be tuned to resonantly 
excite a particular electronic transition of a molec- 
ular species present in the flow. The excited mole- 
cules may undergo subsequent processes such as 
stimulated emission; rotational, vibrational, and 
electronic energy transfer; predissociation; and a 
fraction of the laser-populated upper state decays by 
spontaneous emission of a photon from an upper to 
a lower energy level. 

Hydroxyl-Radical 

Laser-induced fluorescence of OH is performed 
using 248 nm KrF-excimer-laser light to excite the 
strongest line within the tuning range, A2E+{v' = 
3) <- X277(v" = 0), Pj(8) (u = 40296.25 cm"1). The 
excited molecules predissociate with the rate P = 
1010s_1 [22], whereas the quench rate at atmos- 
pheric pressure is about Q = 0.5 • 109s_1 [23,24], 
Therefore, only 5% of the excited molecules are in- 
fluenced by quenching, and the OH-LIPF signal can 
be considered "quench free" at atmospheric pres- 
sure. An additional advantage of the probed v" = 0, 
J" = 8 state is that its population fraction shows only 
a small temperature dependence within typical 
flame conditions. The upper-state fluorescence was 
detected broadband via a Schott UG-11 transmission 
filter. Subsequent studies showed that it is better to 
detect only the fluorescence via the (3-2) band to 
keep the systematic error low, which is caused by 
vibrational energy transfer in the excited state to 
nonpredissociative levels (/ = 2, 1). To record the 
emission of the (3-2) band, a combination of three 
filters has to be set up in front of the recording cam- 
era (1 X UG 11, 2 X 290/45°). Hence, a bandwidth 
of about 20 nm is achieved [20]. 

Experimental Apparatus 

Model Combustion Chamber 

A complete schematic of the scramjet model com- 
bustor is given in Fig. 1. The gas flows from left to 
right. Vitiated air (Tt = 1375 K, p, = 6.7 bar) ex- 
pands in a two-dimensional Laval nozzle and enters 
the combustor at a Mach number of Ma = 1.9, a 
static temperature of T = 850 K and a static pres- 
sure of 0.96 bar. The rectangular combustor (inlet 
cross section 30 X 35 mm2) consists of an exchange- 
able injection module (J = 165 mm) and a 3° diver- 
gent expansion duct (I = 830 mm), both with optical 
access from all sides at different axial locations. The 
complete structure is not cooled, which limits the 
burning time of the combustor to about 15 s. 

Details of the injection module and the swept 
ramp are shown in Fig. 2. The geometry of the ramp 
is similar to that of Ref. 3 (ramp angle: (f> = 11°, 
ramp width at the end of the injector block: b = 10 
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FIG. 1. Schematic of the scramjet model combustion chamber. 
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FIG. 2. Schematic of the injector module with the swept ramp and exchangeable fuel injector nozzle. 

mm), but the injector nozzle, which is integrated in 
the ramp, can be replaced to investigate different 
injection Mach numbers. In all experiments re- 
ported in this paper, hydrogen was injected at a 
Mach number of MaH, = 1.6, but the total hydrogen 
pressure ptH2 has been varied from 4.5 < ptHl :£ 35 
bar to vary the expansion and the equivalence ratios. 

LIF/LIPF Setup 

Figure 3 shows a schematic of the LIF/LIPF ar- 
rangement used for two- dimensional concentration 
and temperature measurements. Frame-averaged 
concentration measurements are discussed here; for 
detailed information regarding temperature mea- 
surements, see Ref. 31. A tunable excimer laser (1) 
(Lambda Physik EMG 150 T-MSC) is used to pro- 
duce a 25 X 5 mm laser beam (2) at the KrF tran- 
sitions (—248 nm). The pulse duration is 20 ns, and 

its energy is about 250 mj. The beam passes a cali- 
bration section (3-4), some plane mirrors (5), cylin- 
drical lenses to form the laser sheet (6), an adjustable 
slit (7) 0.5 to 2 mm wide and 25 mm in length, and 
finally enters the test section as a sheet with the slit 
dimensions. The laser sheet passes through the com- 
bustion chamber (8) from bottom to top or vice versa 
to get additional information of laser beam absorp- 
tion. The induced light emissions from the area of 
interest (see the shaded area in Fig. 3) leave the test 
section through the side windows. The light emis- 
sions to be imaged are, if necessary, filtered with a 
combination of dielectrically coated mirrors (9) and 
additional transmission filters (9) (see section on 
"Detection Schemes") to reduce scattered light at 
the laser wavelength. The two-dimensional fluores- 
cence distributions are imaged onto a photometric 
digital camera (11) (LaVision Flamestar II) via a 105 
mm  f/4.5  Nikkor  UV lens  (10).  The  Flamestar 
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FIG. 3. Overall schematic of the 
LIF setup for two-dimensional im- 
aging. 

camera system consists of a UV-sensitive high-gain- 
image intensifier (S20 photocathode, P20 phosphor) 
fiber optically coupled with the CCD chip (Thomson 
TH7863). The intensifier is gated for 50 to 500 ns 
after each laser pulse to suppress unwanted natural 
fluorescence. The resulting grayscale pictures are 
digitized, stored in a computer (12), and presented 
in false colors on an on-line monitor. Triggering the 
laser and the photometric cameras and controlling 
the step motor to tune the laser frequency are done 
by a programmable input/output card of the system 
computer and an external camera multiplexer (13). 

For measurement of spatial, state-selective density 
distributions of OH in the reacting flow field of the 
combustion chamber, fluorescence images at three 
different locations along the central plane and in se- 
lected cross sections of the chamber were recorded. 
Cross-sectional images were obtained by orienting 
the laser sheet perpendicular to the flow direction. 
The image was viewed through the same side win- 
dow through which the light sheet passed. The view- 
ing angle of the camera was set to 35° relative to the 
plane of the laser sheet. Distortion of the aspect ratio 
of the images was corrected by a horizontal spread- 
ing of the digitized images. To realize a short overall 
measurement time, the laser beam forming optics 
together with the complete detection system are 
mounted on a movable device, driven by a com- 
puter-controlled step motor. One set of pictures was 
recorded with the laser tuned to excite a specific 
molecule (on resonance); a corresponding set was 
taken with the laser tuned off resonance to quantify 
the noise level. The off-resonance pictures were sub- 
tracted from the on-resonance ones. In addition, a 
laser-beam profile correction was done for every im- 
age. Typical on/off-resonance ratios are in the order 
of 2.5-4.5, depending on the flame zone and the 
species under investigation. No attempt was made 
to correct the images for the Beer's absorption law 
of the laser beam within the combustion chamber. 

Results and Discussion 

All images printed in this paper are presented in 
color scale pictures with intensity levels according to 
the scale given beneath the image. The pictures are 
recorded with 12-bit accuracy (0 to 4095 counts), 
and a chosen intensity range is displayed in 64 colors. 
Lower and higher intensities are grouped together 
in one color. 

Ignition and Flame Stabilization 

The air supply of the test rig simulates flight Mach 
numbers with static temperatures at the entrance of 
the combustor, where self-ignition of the hydrogen- 
air mixture may occur but cannot be guaranteed. To 
investigate the ignition behavior and the flame sta- 
bility we recorded the spontaneous emission of OH 
(without laser excitation) through a side window of 
the injector module with the procedure described in 
the previous section. A typical picture, averaged over 
10 images, is given in Fig. 4. 

The figure clearly illustrates that at the given flow 
conditions with this geometry, flame stabilization 
was only possible in a limited area behind the ramp 
close to the wall boundary layer, where residence 
time is long enough to heat up the gas mixture suf- 
ficiently and to allow flame stabilization. But heat 
release from this pilot flame seems to be too small 
to ignite the bulk flow. Furthermore, the high hy- 
drogen heat capacity and its low static temperature 
at the exit of the fuel Laval nozzle (TH2Ex = 195 K) 
are detrimental to ignition. 

To improve the ignition process, the hydrogen 
temperature could be increased (e.g., with a catalyt- 
ically induced hydrogen precombustion within a pre- 
chamber of the hydrogen supply line) or the tem- 
perature of the hydrogen-air mixture could be 
discontinuously increased by an oblique shock [25- 
27], To realize the so-called shock-induced ignition, 
a small symmetric wedge (wedge angle 14.9°) was 
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FIG. 4. Flame structure, obtained after self-ignition of 
the hydrogen-air mixture, as observed through the side 
window of the injector module (po,H2 = 30 bar, <f> = 0.5). 
The picture is averaged over 10 images of the spontaneous 
emission of the OH molecules (without laser excitation). 
The emission intensities are encoded according to the color 
scale given beneath the image. 

FlG. 5. Flame structure, obtained after shock-induced 
ignition of the hydrogen-air mixture, as observed through 
the side window of the injector module (po.ffa = ^8 bar, <f> 
= 0.45). The picture is averaged over 10 images of the 
spontaneous emission of the OH molecules (without laser 
excitation). The emission intensities are encoded according 
to the color scale given beneath the image. The solid line 
superimposed on the OH image shows the calculated 
oblique shock (angle of 62°) at the end of the ramp. 

mounted at the top of the model combustor, as il- 
lustrated in Fig. 5. 

This modification changed the character of the 
flow significantly and improved the ignition behav- 
ior. The subsonic flow passing the injection ramp is 
accelerated by the wedge, which changes the main 
flow cross section and acts as a convergent-divergent 
nozzle. 

In correlation to the expansion cross-section ratio 
AJAmin of the rear end of the wedge, the flow attains 
a Mach number in the range of 1.58 to 1.60. At this 
Mach number, the edge at the wedge end generates 
an oblique shock with an angle of 61 to 64°. We 
superimposed a solid line (angle 62°) on the OH im- 
age in Fig. 5. This calculated trajectory matches the 
recorded picture quite well. 

This simple analysis of the upper region of the flow 
mainly influenced by the wedge helps in understand- 
ing the flow physics concerning the observed oblique 
shock but does not take into account any of the fol- 
lowing relevant facts: the three-dimensional and 
highly turbulent flow field caused by the swept ramp, 
such as the expansion at its end, the boundary layers, 
and the interaction of the oblique shock with the 
bottom wall of the combustor. Also, its reflection and 
the heat-release impact by the combustion process 
on the flow may be relevant. Complex computation 
would be necessary for a precise prediction of the 
flow field. 

For these reasons, the various mechanisms im- 
proving the ignition behavior cannot yet be deter- 
mined exactly. The flow speed at the ramp end is 
certainly lower (subsonic) compared to the combus- 
tor setup without the wedge. The oblique compres- 
sion shock and its reflection raises the static tem- 
perature and improves mixing by its interaction with 
the boundary and shear layers. We think that both 
aspects are responsible for the observed ignition and 
stability improvement. 

The diffusion flame could now be ignited and sta- 
bilized in a wide range of equivalence ratios (0.07 < 
0 < 0.6). The maximum equivalence ratio was re- 
stricted to limit the thermal load of the chamber. 
Details of the flame structure within the model com- 
bustor are given in Fig. 5. The flame root is attached 
behind the ramp with very high signal levels at 10- 
15 mm downstream of the injector. Further down- 
stream, the flame is quenched because of the tem- 
perature decrease caused by the flow expansion be- 
hind the edge of the wedge. The high signal levels 
on the right side of the measurement field indicate 
that the oblique shock, starting at the end of the 
wedge, and its reflection at the bottom wall relight 
the flow. Figure 5 also reveals that the flame is lifted 
from the lower wall. This is in accordance with the 
predictions of Drummond et al. [4] and Riggins et 
al. [5], who performed CFD calculations of the re- 
acting flow field behind the swept ramp and found 
a significant lift of the vortex structure. 
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FIG. 6. Spatial flame structure within the injector module, indicated by the distribution of the OH molecules detected 
by LIPF (p0 H2 = 29.5 bar, (/> = 0.48). The images are averaged over 50 laser shots. The emission intensities are encoded 
according to the color scale given beneath the image. 

Fuel-Air Mixing 

To study the three-dimensional hydrogen-air mix- 
ing process of the swept ramp injector, fuel concen- 
tration profiles have to be determined in axial and in 
cross-sectional planes. Because two-dimensional 
LIF imaging of hydrogen is not practicable due to 
the rather high excitation energy needed for this 
two-photon process [28], it is more useful to perform 
an indirect detection (e.g., by NO doping of the fuel 
or air [19]). An application of this technique to the 
present combustor was impossible because of the 
strong influence of NO doping on ignition and burn- 
ing characteristics of the hydrogen flame. This ob- 
servation is confirmed by the results of Laster and 
Sojka [29], who found that an addition of 0.5 vol. % 
NO reduced the ignition delay time of a stoichio- 
metric hydrogen-air mixture at a pressure of 2 bar 
and a temperature of 917 K by a factor of 4. On the 
other hand, information on the macroscopic mixing 
process can also be derived from the spatial flame 
structure. As one of the most important combustion 
intermediates, the OH molecule indicates the com- 
bustion zone and should therefore be detected. The 
OH distribution in the central axial plane of the flow, 
as well as in four cross-sectional planes, was re- 
corded with LIPF. The combination of these images 
results in a three-dimensional map of the flame 
structure, shown in Fig. 6. 

According to Fig. 6, the OH distribution in the 
central axial plane shows high signal levels in the 
mixing shear layer between the main stream and the 
flow region behind the ramp. The kernel of the fuel 
jet with hydrogen concentrations beyond the rich 
flammability limit is indicated by dark regions in the 

axial OH distribution. The flame quenching caused 
by the expansion behind the edge of the wedge starts 
at about 23 mm downstream of the ramp, and the 
flame is almost completely extinguished at about 28 
mm downstream of the base of the injector ramp. 
Further downstream, the flame is relighted by the 
compression shock and the flame fills up more than 
85% of the combustor height. This result is remark- 
able because it demonstrates that the oblique shock 
impinges the mixing boundary layer and enhances 
its spreading. Although the exact mechanism of this 
shock/shear-layer interaction is not clear at present, 
it seems to be an efficient way to improve the mixing 
process. Therefore, these results are in accordance 
with the work of Menon [30], who studied the shock/ 
shear-layer interaction in a flow with helium injec- 
tion behind a rearward-facing step and found in 
some cases a spreading that was more than five times 
the spreading observed without shock impingement. 

The cross-section flame shape is characterized by 
the vortices as early as 8 mm downstream of the 
injector, and at x = 18 mm the flame zone reaches 
the combustion chamber side walls. At x = 23 mm, 
the vortex structure essentially has enclosed the 
flame contour, but in the upper parts, the vortex is 
not visible any more because of the previously ex- 
plained flame-quenching process. At x = 28 mm, 
the influence of the vortex structure on the mixing 
process is essentially finished and turbulent mixing 
starts to become the dominant mixing process. 

An overall comparison of the mixing efficiency of 
the injector configuration investigated in this work 
(swept ramp with subsequent wedge) with literature 
data on swept ramps [3-5,16] shows significantly 
better mixing. This may be caused by combustion- 
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and shock-generated strong pressure gradients in 
the flow and increased turbulence-driven mixing. On 
the other hand, total pressure losses associated with 
the large vortical-induced mixing and the oblique 
shocks generated by the wedge have to be consid- 
ered to assess the quality of this injector design. In- 
vestigations concerning these questions still must be 
done. 

Conclusions 

The investigation of the reacting flow field of a 
scramjet model combustor with swept ramp injector 
by nonintrusive two-dimensional fluorescence mea- 
surements is summarized as follows: 

1. The structure of the supersonic hydrogen-air dif- 
fusion flame, characterized by the spatial hy- 
droxyl-radical distribution, is dominated by the 
vortical-induced mixing process generated by the 
swept ramp. 

2. Mixing can be further improved by a shock/shear- 
layer interaction. 

3. Overall mixing efficiency of the injector configu- 
ration investigated in this work (swept ramp with 
subsequent wedge) is significantly better than 
without the wedge. To completely assess the in- 
jector design, the total pressure drop must be de- 
termined. 

4. At T = 850 K static combustor inlet temperature 
without the upper wedge, ignition and flame sta- 
bilization could only be achieved in a limited area 
behind the ramp close to the wall boundary layer. 

5. With a channel step generating a recirculation 
zone combined with system of oblique shocks 
downstream of the ramp starting at the wedge 
end, the supersonic hydrogen-diffusion flame can 
be ignited and stabilized for equivalence ratios 
ranging from d> = 0.07 to 0.6. 
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TRANSIENT SIMULATION OF SUPERDETONATIVE MODE INITIATION 
PROCESS IN SCRAM-ACCELERATOR 
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Seoul 151-742, Korea 

A numerical study is carried out to examine the detonation-initiation process of a SCRam accelerator 
operating in superdetonative mode by considering the injection of a high-speed conical projectile from air 
into a high-pressure combustible mixture. The time-accurate solutions of Reynolds-averaged Navier- 
Stokes equations for chemically reacting flows are obtained by using the point-implicit method and the 
upwind-biased third-order scheme. 

As a result, two distinctive cases of detonation-initiation processes are observed: a case of unstart by the 
direct initiation of a detonation and a case of regular ignition to quasi-steady marching. In the former case, 
which is observed in a 2H2 + air mixture, a detonation initiates on the conical nose of the projectile when 
a projectile is passing through the diaphragm. The interaction between an oblique shock and a moving 
normal shock could be one cause of the direct initiation of the detonation. After a sufficient duration, a 
thermal choking condition, which is the cause of a strong drag, is attained by interactions between the 
shock train and the boundary layer. In the latter case, which is observed in a 2H2 + 02 + 5N2 mixture, 
an oblique detonation originates in the shock-impinging region where the prebumed hot gas boundary 
layer and oblique shock interact. After ignition, the oblique detonation propagates forward and settles 
down on the conical nose. At this stage, the thrust is comparable to the drag, and the projectile moves 
with nearly constant velocity. 

Introduction 

For the last decade, there has been much research 
on the ram accelerator. The ram accelerator is a 
novel concept using a principle of ramjet propulsion 
as a propelling mechanism of a projectile in a barrel 
[1,2]; a combustible gas mixture is compressed by a 
series of shocks and then generates the thrust force 
by a high-speed combustion mechanism such as an 
oblique detonation. Even though there are several 
modes of ram accelerator operation, typical ones are 
a thermally choked mode and a superdetonative 
mode. 

In the thermally choked mode, which is adequate 
for subdetonative operation, many experimental 
[1,3], theoretical [4,5], and numerical [6,7] studies 
have been done, and a number of technical advances 
[8,9] have been achieved in many research facilities. 
In the superdetonative mode ram accelerator, which 
is called a SCRam accelerator, the supersonic com- 
bustion is accomplished by an oblique detonation on 
the middle of the projectile and the thrust is ob- 
tained by the expansion of the burned gas along the 
conical, nozzle-shaped tail. However, only a few ex- 
perimental works [10] have been done in this mode, 
and the combustion mechanism of the SCRam ac- 
celerator remains to be confirmed in spite of many 
numerical studies [11-19] on the related shock-in- 

duced combustion phenomena and the stability of 
the oblique detonation. 

Particularly important, there has not been an in- 
tensive study on the ignition process and the result- 
ing unstart phenomena [10] during the injection 
process from the launcher to the accelerator barrel, 
which is crucial in determining the operation limit 
of the SCRam accelerator. Therefore, in this study, 
the direct initiation of the superdetonative mode 
operation and its ongoing combustion process were 
analyzed by carrying out the unsteady Navier-Stokes 
numerical simulations for a 2H2 + air mixture and 
a 2H2 + 02 + 5N2 mixture. 

Governing Equations 

The coupled form of Reynolds-averaged Navier- 
Stokes equations are considered to analyze the 
chemically reacting supersonic viscous flow over axi- 
symmetric geometry. The continuity equation is re- 
placed by the species-conservation equations, and 
the state equation for a mixture of thermally perfect 
gases is used for pressure evaluation. The tempera- 
ture is determined from the definition of the total 
energy by using the Newton-Raphson iteration 
method. The specific heat of each species is obtained 
by NASA polynomial data [20]. The mixture viscosity 
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FIG. 1. SCRam accelerator configuration at starting position (U0 
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and thermal conductivity, as well as the binary dif- 
fusivity of species in the gas mixture, are expressed 
as sums of the laminar and turbulent values. The 
laminar values of viscosity and thermal conductivity 
for each species are determined by fourth-order 
polynomials of temperature that are valid up to the 
temperature of 6000 K. The mixture viscosity and 
thermal conductivity are calculated using Wilke's 
mixing rule [21]. The binary mass diffusivity is ob- 
tained using the Chapman-Enskog theory in con- 
junction with Lennard-Jones intermolecular poten- 
tial functions, and the diffusion velocities are found 
by Fick's law for convenience [21]. 

The hydrogen-air combustion model adopted in 
the present study is composed of seven species and 
eight reaction steps. This combustion model is a re- 
duced reaction mechanism that has been used suc- 
cessfully in a number of supersonic reacting flow cal- 
culations [11,12,18,19,22]. Because the Reynolds 
number in the SCRam accelerator is very high, a 
fully turbulent flow is assumed. The turbulence 
model used in the present study is the Baldwin-Lo- 
max algebraic eddy viscosity model [23]. This model 
is chosen for its simplicity and the lack of a suffi- 
ciently accurate model for this kind of flow. The con- 
stant turbulent Prandtl and Schmidt numbers of 0.9 
are assumed to evaluate turbulent thermal conduc- 
tivity and mass diffusivity. The combustion process 
in the SCRam accelerator is mainly accomplished by 
the oblique detonation, and the major viscous effects 
are observed at the burned gas region in which the 
chemical reaction is already completed. Therefore, 
the interactions between turbulence and chemistry 
are not considered in the present study since the 
analysis requires the direct numerical simulation or 
the closure of a reaction source term using the prob- 
ability density function that is not yet applicable to 
this kind of complex flow. 

Numerical Methods 

The LU-SSOR fully implicit method [24] is 
adopted for the calculation of the steady state solu- 
tion, which is used as an initial condition for the tran- 

sient calculations, with the local time-stepping tech- 
nique for fast convergence. For transient 
calculations, the governing equations are temporally 
integrated by the point-implicit method. In most of 
the cases, the time step is set to a constant value of 
6.15 ns, which corresponds to the CFL number 0.5 
based on the minimum grid size. The finite volume 
method is used for spatial discretization. The con- 
vective fluxes are formulated using Roe's FDS (flux 
difference splitting) method with the entropy-fixing 
function for the stability problem. The complete for- 
mulation of Roe's FDS method for multispecies 
chemically reacting flow is based on the method of 
Grossmann and Cinnella [25] and extended to the 
two-dimensional curvilinear coordinate. The 
MUSCL (monotone upstream method for scalar 
conservation law) variable extrapolation approach is 
used with a minmod limiter to get a high-order spa- 
tial accuracy and the TVD (total variation diminish- 
ing) property [26]. The general central difference 
scheme is used for viscous terms. 

The numerical method used in this study was val- 
idated by performing a number of numerical simu- 
lations for the cases in which experimental data exist, 
such as shock-induced combustion around a blunt 
body and shock-boundary layer interaction prob- 
lems. The comparison of the result with experimen- 
tal data showed a very good agreement. 

Computational Domain and Space Marching 

To simulate the injection process of the SCRam 
accelerator projectile from air into the high-pressure 
mixture, the SCRam accelerator configuration, as 
shown in Fig. 1, is considered. It is composed of a 
projectile and a barrel that is divided into launcher 
and accelerator parts by a diaphragm. The projectile 
body diameter is 2.8 cm, the body length is 22 cm, 
and the barrel diameter is 4.0 cm. The nose and the 
tail of the projectile have a symmetric shape with a 
half angle of 10°. The launcher is filled with 1 atm 
air, and the accelerator is filled with a 25 atm hydro- 
gen-oxidizer mixture maintained at 300 K. For the 
present   simulation,   two   kinds   of  mixtures   are 
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considered: 2H2 + air(02 + 3.76N2) and 2H2 + 
02 + 5N2. 

The computational domain for the current simu- 
lation is extended by 1 cm before and after the pro- 
jectile, and it is covered by the 400 X 60 compu- 
tational grid that is uniformly distributed in axial 
direction and clustered to both walls in radial direc- 
tion. The no-slip boundary condition is applied at 
the projectile surface and the barrel wall. The solid 
surfaces are assumed to be kept at the constant tem- 
perature of 600 K. The zero-order extrapolation is 
used for outflow boundary, and the symmetric con- 
dition is used at the axis of symmetry. For the tran- 
sient simulation, the steady-state solution is obtained 
for 1 atm, 300 K air at the velocity of 2500 m/s and 
is used as an initial condition. The prior steady-state 
condition corresponds to inflow Mach number 7.19 
and Reynolds number 1.49 X 108/m. The projectile 
velocity of 2500 m/s is regarded as a reasonable value 
for the superdetonative operation of the ram accel- 
erator because it is 20% to 30% in excess of the 
Chapman-Jouguet (CJ) detonation velocities. The 
calculated CJ velocities are 2050 m/s for a 2H2 + 
air mixture and 1920 m/s for a 2H2 + 02 + 5N2 

mixture at 300 K and 25 atm. 
For the transient simulation, the mixture condi- 

tion is imposed at computational cells between the 
inflow boundary and the diaphragm. In the fixed co- 
ordinate, the diaphragm is positioned initially at the 
inflow boundary that is located 1 cm in front of the 
projectile nose. The diaphragm is artificially moved 
at the projectile velocity and is assumed to be broken 
down suddenly when it reaches the projectile nose. 
The projectile moves with the velocity variation until 
it advances a sufficient distance. 

During the calculation, computational domain 
moves at the projectile velocity, which varies with 
the acceleration of the projectile. Conversely, the 
projectile is fixed at the computational domain. At 
any instance, the velocity variation Au of the projec- 
tile is determined by At X acceleration and is im- 
posed on all the computational grid points to con- 
sider the variations of axial velocity and the total 
energy. The force acting on the body is evaluated by 
integrating the pressure and the wall shear stress 
over the projectile surface. The acceleration of the 
projectile is obtained from the force divided by the 
projectile mass of 150 g, which is comparable to the 
one used in the experiment of ISL [10]. 

Unstart by the Direct Initiation of Detonation 

For understanding the ignition process involved in 
the injection process from the launcher barrel to the 
accelerator barrel, numerical simulations are per- 
formed for the two mixtures as mentioned previ- 
ously. Figure 2 shows a result for the stoichiometric 
2H2 + air mixture, which is considered an erergetic 

mixture. The upper parts of the plots are the tem- 
perature distributions in degrees Kelvin and the 
lower parts are the pressure distributions with a unit 
of the atmospheric pressure, unless otherwise spec- 
ified. The plots are arranged in sequence and are 
magnified by a factor of 2 vertically for clarity. The 
spatial position denoted by x„ is the projectile flight 
distance from the diaphragm. 

At the instance of xp = — 0.5 cm, shown in Fig. 
2a, the diaphragm is marked as a stiff pressure gra- 
dient in front of the projectile nose. Because the 
projectile moves only 0.5 cm from the initial state, 
the result is nearly the same as that of steady solution 
for air. A thin thermal boundary layer is formed on 
the body surface, and a high-temperature and high- 
pressure region exist at the shock-impinging point 
on the middle surface of the body. Just after the di- 
aphragm breakdown, a normal shock develops and 
moves downstream with a following contact discon- 
tinuity and expansion waves, as shown in Fig. 2b. 
Although there is not any evidence of detonative ig- 
nition at this point, a bubble of detonation appears 
at the projectile nose after the passage of the normal 
shock system, which is composed of the normal 
shock, the contact discontinuity, and the expansion 
waves. Then, the bubble of detonation grows very 
rapidly in the radial and downstream direction. Fi- 
nally, the detonation catches up with the normal 
shock, although it cannot expand upstream because 
the projectile velocity is 22% higher than that of the 
CJ detonation velocity. This expansion process is 
plotted in Figs. 2c through 2e. At this stage, the high 
drag force begins to act on the body because of the 
high-temperature and high-pressure region inside 
the bubble. But the drag force is limited to a small 
value because it acts only on the central portion of 
the body. The acceleration profile is plotted in Fig. 
3. 

As the bubble of detonation expands, a bow shock 
is reflected on the barrel wall and this reflection pro- 
cedure is repeated on the body surface. This process 
is plotted in Figs. 2f through 2h. At the same time, 
the normal detonation propagates downstream and 
catches up with the nonreacting normal shock. After 
this shock-shock interaction, the preceding normal 
shock is left as a following contact surface while the 
normal detonation moves downstream. At this stage, 
a drag, which acts as a reverse thrust force, increases 
enormously because the high-pressure burned gas 
occupies all the frontal area of the body, and the 
projectile velocity begins to drop sharply, as shown 
in Fig. 3. 

Thereafter, the shock reflection procedure is re- 
peated several times until the regular pattern of the 
shock train is formed between the body and the wall. 
During this shock-train forming period, the magni- 
tude of the acceleration is maintained at the value 
of about 1.5 X 104 g for a sufficient time, although 
the acceleration shows an oscillatory behavior be- 
cause of the variation of the shock-impinging points 
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FIG. 2. Temperature distributions (upper half of each figure) and pressure distributions (lower half of each figure) in 
marching sequence for a 2H2 + air mixture. Mach number distribution is plotted for the case of xp = 50.0 cm. The 
plots are magnified vertically by a factor of 2 for clarity. 

on the conical nose and tail. It is noted that the num- 
bers of the shock-impinging points as shown in Fig. 
2i and the number of the bumps in the acceleration 
curve are approximately the same up to xp = 24.0 
cm. The sharp decrease of the projectile velocity is 
comparable to the experimental result of the unstart 
case, which is measured by Smeet et al. [10], even 
though the present numerical results correspond to 
the earlier stage of their experimental result. 

It is observed that the slope of the oblique deto- 
nation attached at the nose is curved outwardly and 
is followed by the expansion waves. The axisymmet- 
ric effect may be the reason that such a trend could 
not be found from the two-dimensional simulations 
performed by Li et al. [17]. The slope of the oblique 
shock in the burned gas region is much stiffer than 
that in airflow, because the flow Mach number is low 
due to the high sonic velocity in this region, even 

though the magnitude of flow velocity keeps the 
same order of magnitude. 

On the other hand, the strong shock/boundary- 
layer interactions (denoted as SBLI hereafter) are 
observed at the three shock-impinging points on the 
conical nose. No severe SBLI is observed after these 
impinging points. Significantly, the interaction is 
strongest at the second impinging point and is 
enough to generate the separation bubble and a pair 
of the oblique shocks around the impinging point. 
Such a strong SBLI is very important because the 
separation bubble grows in the burned gas region 
because of severe aerodynamic heating. The growth 
of the bubble leads to a large subsonic high-tem- 
perature region and separates a pair of the oblique 
shocks that interact. As time goes on, the severe 
shock-shock interactions and shock/boundary-layer 
interactions   are   repeated  and  form  the   strong 

A 
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FIG. 3. Variation of velocity and acceleration along the 
barrel for a stoichiometric H2 air mixture. 

oblique shock ahead of the large separation bubble 
as shown in Fig. 2j. Finally, the thermal choking con- 
dition is provided by a strong shock in the back of 
the separation bubble, shown in the Mach number 
distribution of Fig. 2j. The thermal choking pro- 
duces a severe drag force and makes the velocity of 
the projectile drop rapidly. 

The direct ignition of detonation by the rush of a 
high-speed body into a reactive mixture has not been 
analyzed previously, even though such a phenome- 
non could be expected to exist and considered as a 
cause of SCRam accelerator unstart. The reason for 
the spontaneous ignition can be explained as follows. 
When the normal shock propagates downstream fol- 
lowed by contact discontinuity and expansion waves, 
the temperature of the region between the shock 
and the contact discontinuity rises up to about 60% 
higher than that of initial states. The temperature 
increases again after the interaction between the 
normal shock and the oblique shock attached on the 
conical body, even though the pressure rise is not 
significant. As a result, the chemical kinetic reaction 
rate increases, and the mixture detonates when the 
pressure at the nose is increased after the passage of 
the expansion wave for the cases of reactive mixtures 
such as the 2H2 + Air mixture used in this study. 

Regular Ignition to Quasi-Steady Marching 

Figure 4 shows the contour plots of a numerical 
simulation performed for a 2H2 + 02 + 5N2 mix- 
ture that is less energetic than a 2H2 + air mixture. 
Fig. 4a is the result when the projectile breaks 
through the diaphragm; at this moment, the inter- 
action between the oblique shock and the normal 
shock system is shown clearly. When the projectile 
moves 10 cm from the diaphragm, as shown in Fig. 
4b, the normal shock system passes the SBLI region 
and then ignition occurs in the boundary layer. After 

this stage, the low-pressure burned gas generated in 
the boundary layer expands downstream with the ex- 
pansion wave while the normal shock passes through 
the projectile tail cone. The reflected shock from the 
barrel wall deflects with a larger angle when it 
crosses the expanding burned gas boundary. The de- 
flection causes the forward movement of the shock 
impinging point. On the other hand, the mixture 
downstream of the impinging point burns more 
quickly than that in the nose boundary layer because 
of its compressed condition. This ignition process is 
shown in Figs. 4c and 4d. 

The strong shock impingement forms a new 
oblique shock at the body surface. The oblique shock 
interacts with the burned gas boundary to form a 
normal detonation to the barrel wall, and a strong 
oblique shock is reflected to the body at the inter- 
action point. At this moment, the expanding burned 
gas boundary acts as a strong contact discontinuity 
across which the temperature and density vary se- 
verely but the pressure changes negligibly. Although 
the reaction front downstream of the previous im- 
pinging point expands and pushes up the oblique 
shock, it no longer exists as a reaction front because 
of the development of the new detonation front. The 
prior process is shown in Figs. 4d and 4e. This form 
of interaction is maintained for a long period that is 
equivalent to the duration of more than a 10-cm pro- 
jectile advance, until the separation bubble grows 
enough to make a strong oblique shock ahead of it. 
The growth of the separation bubble can be recog- 
nized by comparing the temperature contours at xp 

= 20.0 cm and xp = 30.0 cm. In this period, thrust 
is generated in a regular manner and the projectile 
velocity increases linearly as shown in Fig. 5. Also, 
the high-temperature and high-pressure burned gas 
expands through the conical nozzle and generates 
the high thrust force that corresponds to more than 
5 X 103 g. The thrust coefficient (TC) varies with 
the acceleration of the projectile because TC is pro- 
portional to acceleration and shows a peak value of 
about 9 when the SCRam accelerator operates in a 
regular manner. 

When the separation bubble is large enough to 
generate the oblique shock outside the burned gas 
boundary, the oblique shock is transformed to the 
oblique detonation and moves forward to the conical 
nose. Finally, the oblique detonation loads high- 
pressure force at the conical nose and results in the 
severe reduction of acceleration to about zero. The 
oblique detonation is settled down at a specific point 
on the conical nose after a sufficient move. This pro- 
cess is shown in Figs. 4g through 4i. At xp = 50.0 
cm, the regular pattern of the shock train is shown 
clearly in Fig. 4i, although there still exist strong 
shock/boundary-layer interactions. However, after a 
long period, the shock train nearly disappears and 
the flow field shows a chokedlike behavior as shown 
in Fig. 4j, even though the choking condition is not 
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FIG. 4. Temperature distributions (upper half of each figure) and pressure distributions (lower half of each figure) in 
sequence for a 2H2 + 02 + 5N2 mixture. Mach number distribution is plotted for the case of xp = 70.0 cm. The plots 
are magnified vertically by a factor of 2 for clarity. 

attained. During this period, the acceleration curve 
in Fig. 5 shows an oscillatory behavior or a slight 
increase, resulting in a nearly constant velocity after 
the projectile advances to 50 cm; the SCRam accel- 
erator operates in a quasi-steady manner. 

Conclusion 

In this study, transient simulations are performed 
for the initiation process of a superdetonative mode 
ram accelerator by considering the injection of the 
projectile from the launcher into the accelerator bar- 
rel. It is observed that there are two kinds of initia- 
tion processes for different mixtures: the direct ini- 
tiation of oblique detonation and the regular ignition 
to quasi-steady movement. The understanding of the 
initiation processes of these cases may be important 

in determining the SCRam accelerator operation 
limit. For a 2H2 + air mixture at 25 atm, the direct 
initiation of the oblique detonation is observed at the 
projectile nose. 

The interaction between the normal shock and the 
oblique shock in an energetic mixture is the possible 
cause of the direct initiation of the oblique detona- 
tion. At the final stage, the thermal choking is at- 
tained at the back of the separation bubble, which 
causes the severe deceleration of the projectile. For 
a 2H2 + 02 + 5N2 mixture, the regular ignition is 
observed, which involves complex flow field inter- 
actions. However the projectile moves at a quasi- 
steady manner at the final stage with a balanced 
force acting on the body, which is caused by the for- 
ward movement of the oblique detonation generated 
by the separation bubble. For the regular operation 
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FIG. 5. Variation of velocity and acceleration along the 
barrel for a 2H2 + 02 + 5N2 mixture. 

of the SCRam accelerator, the evolution of the sep- 
aration bubble in a burned gas region should be 
avoided because it may lead to a thermal choking 
condition or generate and push forward an oblique 
detonation to the nose. 
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CRITICAL CONDITIONS FOR DETONATION PROPAGATION THROUGH 
MKTURE WITH DECREASING REACTION RATE 

S. I. KRYUCHKOV, S. B. DOROFEEV AND A. A. EFIMENKO 

Russian Research Center, Kurchatov Institute 
Kurchatov Square, 123182 Moscow, Russia 

A problem of detonation propagation through decreasing reaction rate gradient is examined. To estimate 
corresponding critical conditions, a simplified problem is considered where the width of reaction zone 
increases linearly with distance. The stationary solution for this self-similar problem exists only if the 
gradient of reactivity is below a certain critical value. The critical conditions are found analytically for a 
one-step Arrhenius kinetic model with large activation energy. The critical gradient is expressed through 
the characteristic reaction zone width, its dependence on temperature, and thermodynamic properties of 
the mixture. In the cases of expanding waves (cylindrical or spherical symmetry), superposition of limita- 
tions imposed by the gradient and by the wave curvature is observed. The critical gradient decreases with 
an increase of Ea/T0vN (E0, activation energy; T0üN, von Neumann temperature for stationary detonation 
wave) and with the change of the wave symmetry from planar to spherical. Numerical integration of the 
self-similar system of flow equations for a wide range of Ea/T0üN is presented. The results show that the 
analytical solution can be applied for moderate values of effective activation energy as well. The critical 
conditions are also examined by time-dependent numerical simulation. The results are in agreement with 
the analytical solution if EJT0DN is less than 6-8. For higher EJT0vN, longitudinal instability of the deto- 
nation wave becomes the most important factor. 

Introduction 

Propagation of explosion waves through a media 
with decreasing reaction rate can be observed in a 
variety of situations. One example is detonation 
propagation through a nonuniform reactive mixture 
where the concentration distribution is given by the 
initial conditions. Defining whether the detonation 
wave will be self-sustained in this situation is impor- 
tant for safety problems. Another example is spon- 
taneous initiation of detonation through the defla- 
gration-to-detonation transition, or turbulent jet 
initiation, where localized explosion occurs in a non- 
uniform, partially reacted and/or compressed gas [1- 
3]. The initial explosion wave, which consists of a 
leading shock and a reaction front, propagates 
through the region with decreasing reaction rate 
from an origin of localized explosion. The character- 
istic width of the reaction zone should grow contin- 
uously with the decrease in reaction rate. Associated 
energy losses can be responsible for the failure of 
the wave if the negative gradient in reaction rate is 
too strong. Corresponding critical conditions have 
been analyzed numerically in Refs. 4 and 5. Another 
important feature involved in this process is an ex- 
pansion of the flow. Continuous diffraction of the 
wave causes additional energy losses and imposes its 
own limitations on the ability of explosion wave to 
be self-sustained. The problem of critical curvature 
of detonation waves has been studied in Refs. 7-11. 

To estimate the critical conditions for a detonation 
wave transmission through a reactivity gradient, we 
first consider a simplified problem in which the 
width of the reaction zone increases linearly with 
distance. The problem appears to be free of any 
characteristic length scale. The self-similar nature of 
this problem makes it possible to study analytically 
the cases of planar (j = 0), cylindrical (j = 1), and 
spherical (j = 2) waves. We deduce here an approx- 
imate analytical solution for the critical conditions of 
the planar and curved detonation waves (one-step 
Arrhenius kinetics with high activation energy is as- 
sumed) and compare the approximate analytical so- 
lution for critical conditions with the numerical one 
and with that from the time-dependent numerical 
simulation. In practical situations, distributions of 
reaction rate and thermodynamic properties can be 
arbitrary in space. The more general situation of ar- 
bitrary distribution of mixture properties is ad- 
dressed in the Discussion section. 

Basic Equations 

We use the Lagrangian description of the gas flow, 
which emphasizes the self-similarity of the problem 
at hand. To start, we describe the gas particle motion 
by the initial distances from a given point (R) and 
motion as a function of time r{t). With the reactant 
mass fraction denoted by ß, we assume the reaction 

2965 
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rate in a given particle to be described by the fol- 
lowing relation: 

dß 

dt 

R0   p (       Ea 

Rol 

R T0 
<p(ß, T) (1) 

Here, Ea is the Arrhenius activation energy, T is the 
temperature (in energy units), and RQ and T0 are nu- 
merical constants. Assuming R and t for the inde- 
pendent variables, we obtain the following form of 
equations for the gas flow (see, for example, Ref. 12): 

dr\ 

\dt/R 
« 

' dr\ vRI 

dRJt V01J 

dt/R 
= 

0 (3 
dt)R 

+ p(Sl = 0 

Ot/R 
= R° 

Rto 
(2) 

Here, u, v (v0), p, and e are the radial velocity, spe- 
cific volume (initial specific volume), pressure, and 
specific energy of the gas, respectively. We represent 
the specific energy of the gas in the form e = pv/(y 
— 1) + ßq, where q is the combustion heat and y 
= cp/cv is the ratio of the specific heats at fixed ß. 
The value of y may depend on ß. 

Since there is no characteristic length in this prob- 
lem, it is natural to search for a self-similar solution. 
Introducing the following dimensionless variables, r\ 
= RJDt, £ = r/Dt, U = u/D, V = v/v0, P = pV 
D2, E = s/D2, and Q = q/D2 (with D as the constant 
velocity of the detonation wave front and rj the only 
independent variable), we arrive at the following sys- 
tem of equations that describe the gas flow behind 
the wave front: 

itf' = Z - u 

? = vtä 

E' + PV' = 0 

nß' =B0
r (3) 

where B0 = RQ/DTQ and the prime symbol, ', de- 
notes differentiation with respect to rj. 

For the strong detonation wave, these equations 
have the following initial conditions at rj = 1: 

«1) = 1 

V(l) = 
y - 
y + 

1 

1 

U(l) = 
2 

y + 1 

P(l) = 
2 

y + 1 

Äl) = 1 (4) 

The problem has a self-similar solution with rj as the 
independent variable. 

When one resolves this system of equations with 
respect to the derivatives of the dependent variables, 
the well-known problem [7] of dividing by the zero- 
valued determinant of the system is encountered. 
For example, the equation for the V value is 

V 

~j(y - IM ~ U)2U 

It t;2 \y dß 

(C2 - (£ - Uf) 

(5) 

where C  =  JyPV is the dimensionless adiabatic 
sound velocity with the frozen chemical reaction. 

Thus, analogous to the standard analysis of the sin- 
gularity at the sonic point rj (a point where C = (e 
— Ü)) [7], the physical solution (with the gas at rest 
near the origin of the wave) is obtained at the unique 
value of the parameter Q = q/D2. This solution ex- 
ists only if the numerator of Eq. (5) is equal to zero 
at the sonic point 

j(y - 1)(| - Ü)2Ü _ B0<p 

i n 
;d{\l(y- I)) 

Q + PV- 
dß 

(6) 

The barred terms refer to the parameters evaluated 
at the sonic point. 

It is convenient to find the value of D for such a 
solution by solving the integrated form of Eq. (3). 
The resulting appropriate form of mass, momentum, 
and energy conservation equations are 
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(v - ou 
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V 

+ p 

Iß' 
E + y| + PU 

-»^K 
(u-t) 

Vrj 

-?K(-? + " (7) 

or in a more simple form, 

E + PV + 
(u - a2 

The integrated form of these equations is correct 
even through the leading shock of detonation wave. 
Accordingly, at rj = 1, we can substitute either the 
values before or after the shock. We prefer here the 
former assumption for its simplicity: 

-1 
V 

(0 - i)0 

^i+^U 

UJ^^> 

y- i 
+ Q 

P-£ 

PV 

-I 
1 (u - a 

Vrj 

PV 

l\y ■ 

jU_ I yPV       U2' 

i \y - i + 2 

+ ßQ 

(8) 

or in the other form, 

J^ + Q + 
l- 

.7-1 2_ 

yPV 

y- i 
+ ^<? + 

(ü - If 

-[ 
1 (t/ - a2 

>7 
d?/ 

The use of condition (6) at the sonic point leads 
to a particular value of Q. Integration of Eq. (8) is 
performed over the region with the dimensionless 

width ö = 1 - I, its actual width growing with time 
as lr = Dtd. The entire region can be treated as a 
moving body of varying mass. The body accepts 
mass, momentum, and energy from the incoming 
gas and loses the properties to the gas that leaves 

the region at sonic velocity. Also, as we have already 
seen, actual dimension of this body is growing with 
time. Contrary to the case of the planar CJ detona- 
tions in a homogeneous gas (where the form of the 
"body" is constant), the growth of the mass, momen- 
tum, and energy of the body must be considered in 
the total balance. This growth effectively represents 
losses. Thus, the physical consequences must be the 
same as in the problem with real losses [13,14], Ad- 
ditionally, the ratio of the fuel that bums out in the 
engine of this body (at its back) to the total gas mass 
in the body is lower than in the planar case because 
of the wave curvature (see Refs. 8-11). Both effects 
are described by the integrated terms in Eq. (8). All 
this leads to a drop of the wave velocity in compar- 
ison with the planar CJ wave propagating through a 
homogeneous gas. 

Analytical Model 

To analytically examine Eq. (8), we use the as- 
sumption of large activation energy with respect to 
the von Neuman temperature and of the strong in- 
itial shock (PvN » Po)- With the assumptions made, 
it is sufficient to solve Eq. (8) in the linear approxi- 
mation with respect to <5. We can also assume that 
gas parameters are constant in the region between 
the leading shock and sonic point and that reaction 
stops (and q> = 0; see Eq. (12)) very close to the 
point where maximum heat release is observed. In 

the same approximation, l-ij = A — (y+ \)/{y 
- 1) S. Then Eq. (8) takes the following form: 

I - ^ = (I + jUvN)A = (l + ^-T)A 

1 + ^r\L±is 

y+l 

y + 1/ y — 1 

2   d + ^\s 
y - 1 \       y + 1 

\C I    C2 .        02\     ^ 

Lv \y(y - 1)      >V       2 / 

EVN + ^f)+ P„N [EVN + PvNVvN + ~Y 

A 

y + 1 

y~~l~ 

4 2/ 
— + <? + — (y + l) 

s 

y + 1 \y + 1 

(9) 

or in a more simple form, 
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n      1 C2 

Q + 1-—1 
ßQ-^ = (l- UvNy A 

y + 1 

y- i 

y + 1 

The von Neuman values are indexed by vN. 
One easily finds that 

C = 7 
y + 1 

1 + -^ + -^-]<? (10) 

and 

wx- 
D2 2Q (f - 1) (1 - ß) = 1 + 25 

y — 1 yl — 1      yz — 1/ 

(ID 

The D0 value in this formula is the value of the CJ 
detonation wave velocity in the homogeneous planar 

case. The ß value can be determined from condition 
(6). It is nonzero in the nonplanar (j ¥= 0) case. As 
in the case of detonations with losses [13,14], part of 
the fuel does not affect formation of detonation. To 
evaluate this part, we note that B0<p/rj is the dimen- 
sionless rate of the ß value change at the end of the 
induction period. If we assume that the character- 
istic time of this change is xr and the induction time 
is Tind, then 

(12) 
Bo 9       ß         ß   Tind 

A  zr 

deduce from condition (6) that 

-      /         _d(l/(y- 

Me + pv   d-ß 
DA-1 

j(y - 1)C2Ü xr y + !; 
£ Tind y - 1 

Linear approximation for this value gives 

ß = 
y       d(l/(f - 1))" 

(13) 

2 (f - 1) + 
(y ^ 

0_ 
l)2      dß 

- Y)y2 y + 1 Tr 

(y + l)3 y - 1 Tind 
Ö     (14) 

Numerical estimates show that the contribution of 
ß to defining the ratio DQ/D is two orders of mag- 
nitude smaller than that from the term ceo in Eq. 
(11). This is generally due to the small magnitude of 
T,7Tind. On this basis, we neglect the ß value in fur- 
ther calculations and accept the relation 

—, = 1 + 2<5| D2 \y 
+ 4 

f - 1 4/y2 

= 1 + aS (15) 

In the case of low activation energy, when T/rind 

is not so small, a larger portion of fuel can be ex- 
cluded from the detonation wave formation. As a 
result of linear approximation, we observe here some 
kind of superposition principle: reactivity gradient 
and curvature contribute additionally to a. The j- 
independent part in a corresponds to a planar case. 
On the other hand, the j'-dependent part in a does 
not differ from the results of Refs. 8-11 if we note 
that 8 = lr- K(K = 1/R is the curvature of the wave 
front). Of course, in the nonlinear approximation, an 
interplay between these two effects can be observed. 

Critical Conditions 

The actual value of S (and, hence, that of D) can 
be obtained by solving the following equation: 

M - XD(S)J 
(16) 

S      D(5) Ea _ = __exp   — 
<?0 u0 UOulV 

where <50 is the IJDt = tind(D - u)/Dt value, com- 
puted for the wave with D = D0; T0DN is the von 
Neuman temperature behind the planar CJ wave 
propagating in homogeneous gas. 

The critical condition for the existence of a solu- 
tion suggests equivalence between the derivatives of 
the left- and right-hand sides of Eq. (16) at the so- 
lution point. From this we deduce 

din 
(Jcr   = 

do 
1 - 2- (17) 

In the linear approximation with respect to 3 Eq. 
(17) gives 

1 E^ + l 
TQUN      2 

(18) 

(19) 

The corresponding critical value of 30 is 

_L =    (Jk. _ \\ 
d$      ea\T0DN      2) 

It should be noted that the term 1/2 was not omitted 
in Eqs. (18) and (19). The term is small compared 
to EJTouti within the frame of the assumptions used 
here. However, they do not originate from the linear 
approximation in d. 

The deficit of the critical detonation wave velocity 
is described by the following formula: 

1 1_ 

2  E„ _       1 

Toojv      2 

(20) 
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FIG. 1. Critical gradient for detonation wave transmis- 
sion versus EJT0vN. Curves, analytical and numerical so- 
lutions of self-similar problem; points, time-dependent nu- 
merical simulation. 

At E/T0vN » 1, this relation coincides with the for- 
mulas of detonation waves with losses [13,14] and 
curved detonation waves [8-11]. This universality is 
due to the Arrhenius character of chemical kinetics 
and the assumed linear relation between D/D0 and 
the small, dimensionless parameter of the problem 
(S in our case). 

The corresponding critical gradient expressed in 
terms of reaction zone width of stationary CJ deto- 
nation lr is 

dlJdR = <5gr (21) 

Thus, a new characteristic linear scale Ijöff can be 
determined for a detonation wave. This linear scale 
is different from the reaction zone width (by a value 
of 102 for typical fuel-air mixtures) and depends on 
EJT. Using values y and y typical of gaseous deto- 
nations, one can see that the value of l/<5cr is pro- 
portional to (j + 1) up to the small value (y - l)/(y 
+ 1)2 (E/TCMV + 1/2): 

1 

TQDN 

1 

2  40 + 1); r 
1      y + 1 

(22) 

Thus, the critical conditions become more severe 
with the dimensionality growth. 

Numerical Solutions for Critical Conditions 

Expressions (18), (19), and (20) for critical con- 
ditions were obtained with the assumption of large 
activation energy. If we assume the one-step Ar- 

rhenius chemical reaction model, Eq. (3) can be in- 
tegrated numerically for arbitrary values of the ac- 
tivation energy. The corresponding calculation of 
critical conditions was carried out using typical ther- 
modynamic parameters for the fuel-air mixture. Spe- 
cifically, a stoichiometric ethane-air mixture at 1 atm 
initial pressure and 273 K initial temperature was 
modeled. Thermodynamic parameters were given 
by y = 1.4, y = 1.24, and Q = 2.9 MJ/kg. 

For this mixture model, the solutions of Eq. (3) 
were obtained numerically for a planar case using 
the Runge-Kutta method. For a given B0, the ei- 
genvalue of D was found using a shooting method. 
Calculations were made for EJTQVV ranging from 1 
to 20. The solutions of the equations could be found 
if the gradient in the reaction rate was not too strong. 
The critical values of <50 are presented in Fig. 1. Un- 
like the model with high activation energy, this rep- 
resentation requires a definition of reaction zone 
width. Two characteristic widths defined by the ß = 
0.5 and ß = 0.1 conditions were used. Figure 1 
shows that the approximate analytical solution (19) 
for large EJT0vN gives a good description of critical 
conditions for small activation energies as well. 

The problem of detonation transmission through 
decreasing reaction rate was also examined as a time- 
dependent gasdynamic problem. Calculations were 
made using a finite-difference model for an un- 
steady, inviscid, compressible reacting flow based on 
conservation equations of mass, momentum, and en- 
ergy in the Eulerian representation [6,16]. Calcula- 
tions were performed for an ideal-gas equation of 
state (individually for products and reactants) and a 
one-step Arrhenius chemical kinetic model: 

dß/dt = - kßvo/v • exp( - EJT) (23) 

The thermodynamic parameters were the same as 
those given earlier. 

The one-dimensional planar case was studied. The 
gradient of mixture sensitivity in space was given by 
variation of preexponential factor k in chemical re- 
action rate 1/k ~ R. Detonation was initiated by a 
small, high-pressure region (5 mesh points at 50 bar) 
at R = 0. Detonation propagated first through the 
region with the varying k, then entered a uniform 
mixture with the constant k. In the uniform region, 
resolution of 100 mesh points per reaction width was 
used. Calculations were made with EJT0vN = 3.29, 
6.58, and 8.64. For each value of EJT0DN, a number 
of calculations were performed to determine critical 
gradient for detonation transmission. Examples of 
calculations for subcritical and supercritical cases are 
shown in Fig. 2. As expected, detonation velocity and 
overpressure are smaller in comparison with station- 
ary values when the wave propagates through reac- 
tivity gradient. In accordance with analytical solu- 
tions, this drop in parameters is small compared to 
stationary cases. 

Critical conditions found in the time-dependent 
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FIG. 2. Results of numerical simulation of detonation 
transmission through reactivity gradient for subcritical case 
(upper) and supercritical case (lower). Planar case, EJT^^ 
= 3.29. Sequence of pressure profiles, maximum pressure 
in detonation wave versus distance, and spatial distribution 
of reverse reaction rate (1/k) are shown. 

calculations are presented in Fig. 1. The values of 
<50 were determined from time-dependent calcula- 
tions as dlJdR. Corresponding values of stationary 
reaction zone width lr were calculated using the 
Zel'dovich-von Neuman-During model for each EJ 
TovN [7]- Characteristic reaction zone width was de- 
fined by ß = 0.5. 

Discussion 

The critical conditions found (analytically and nu- 
merically) from Eq. (3) and in time-dependent cal- 
culations show that detonation is able to propagate 
through a reactivity gradient only if the gradient is 
sufficiently small. The stronger the temperature de- 
pendence of the reaction rate, the more restrictive 
the condition is for the critical gradient. From the 
solutions of self-similar problems, the functional de- 
pendence of the critical gradient is relatively weak 
(approximately linear with respect to EJTQ^), simi- 
lar to the problem of detonation with losses [14]. 

The results of the time-dependent numerical simu- 
lation show reasonable agreement with the analytical 
solution for moderate values of the effective activa- 
tion energies. On the other hand, an increase in EJ 
Torfv/ to 9 or more leads to a rapid increase in l/<Sgr. 
With such large values of the effective activation en- 
ergy, the detonation wave becomes unstable. It has 
also been shown in Refs. 15 and 19 that catastrophic 
instability is observed for sufficiently large values of 
the effective activation energy, resulting in failure of 
the detonation wave. In case of propagation through 
a reactivity gradient, this type of instability becomes 
even more important because of the decreased det- 
onation speed and temperature behind the leading 
shock. Figure 1 shows that the numerical simulation 
indicates a stronger dependence of critical S0 

on EJ 
TQ^JV as compared to the analytical solution for EJ 

An application of the present model for critical 
conditions is consequently restricted by possible in- 
stabilities of the detonation wave for large values of 
the effective activation energy. The existence of a 
stationary solution for a detonation wave does not 
necessarily mean that such a solution should be sta- 
ble. Nevertheless, the present model gives an esti- 
mate of the critical conditions for moderate values 
of the effective activation energy. Another restric- 
tion, which is typical for any one-dimensional anal- 
ysis, is the possible effect of a multidimensional 
structure of the detonation wave. The present anal- 
ysis shows that a reactivity gradient and wave cur- 
vature limit the ability of stationary propagation of 
detonation. Analogous to the problem of detonations 
with losses, this effect can be seen in the one-di- 
mensional analysis. Further study is necessary to 
identify the effect of the multidimensional structure 
on the critical conditions. 

We should note that the critical conditions found 
can be applied for the more general situation of non- 
linear spatial variability of the reaction rate and ther- 
modynamic properties. This is possible in cases of 
small spatial variation of gas properties in the reac- 
tion zone. In this case, an adiabatic principle similar 
to the approach in the theory of slightly curved det- 
onation waves [8-11] can be applied and local linear 
approximation can be used to estimate the critical 
conditions. 

In analysis of experimental data, critical conditions 
for initiation and propagation of gaseous detonations 
are usually expressed in terms of experimentally de- 
termined detonation cell size X [1,2,7]. The deto- 
nation cell size represents an experimental measure 
of characteristic linear scale of the chemical reaction 
in a detonation wave. Therefore, an estimate of the 
critical reactivity gradient in terms of the cell size is 
useful. Using a two-dimensional simulation of the 
detonation wave structure [5], we can express the 
critical conditions found in the present work in terms 
of the cell width 1. For the mixture model described 
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earlier, a series of two-dimensional simulations has 
been made to determine the detonation cell sizes for 
each EfT^M- Corresponding critical gradients dR/ 
dX (planar case) appeared to be equal to 10, 12.5, 
and 18-56 for EJT^ = 3.29, 6.58, and 8.64, re- 
spectively. While EJTovx = 3.29 and 6.58 give sta- 
ble cellular structure with well-determined cell size, 
EJTooN = 8.64 gives rather irregular cellular struc- 
ture. This is why the range of values is given for dR/ 
dX. 

The characteristic length scale defined by the crit- 
ical gradient is of the order of 10A for moderate val1 

ues of the effective activation energy. This means 
that a distance of about 10A is required for a planar 
detonation wave to pass from a very sensitive part of 
the mixture to a region with the cell size X. (Critical 
curvature for divergent waves gives a characteristic 
length scale of the same order of magnitude; see Eq. 
[15].) These estimates are in accord with typical crit- 
ical conditions for detonation propagation and initi- 
ation observed experimentally [1,2,17,18]. 

Conclusion 

We have presented approximate models for det- 
onation propagation through decreasing reaction 
rate. The analytical solution for critical conditions is 
found for self-similar problems (linear increase of 
reaction width, one-step Arrhenius kinetic model 
with large activation energy). The critical gradient 
depends on mixture properties and can be expressed 
through characteristic reaction zone width, its de- 
pendence on temperature, and the thermodynamic 
properties of the mixture. Critical gradient decreases 
with an increase in EJT^ and with the dimension- 
ality growth. In cases of expanding waves (cylindrical 
or spherical symmetry), superposition of limitations 
imposed by the gradient and wave curvature is ob- 
served. 

The critical conditions obtained allow definition of 
a new characteristic linear scale of chemical reaction 
in a detonation wave. This scale (reaction zone width 
divided by the critical gradient IJ80) depends on re- 
action zone width, its behavior as a function of tem- 
perature, and the symmetry of the problem. The ef- 
fect of the wave curvature on this characteristic scale 
appears to be similar to that analyzed in Refs. 8-11. 
An estimate of this characteristic scale in terms of 
the detonation cell size X gives a value of the order 
of 101 

Numerical integration of the self-similar system of 
flow equations for arbitrary EJT^ shows that the 
analytical solution can be applied for moderate val- 
ues of the effective activation energy EJT^j^ ~ 1 as 
well. The critical conditions are also in agreement 
with the time-dependent numerical simulation of 
the same problem if EJT^ is less than 6-8. For 
higher EJT^j^, longitudinal instability of a detona- 

tion wave, which was not examined in the present 
study, becomes the most important factor. Further 
analysis is necessary to examine stability of this type 
of solution and to link the one-dimensional effects 
of reactivity gradient and curvature with the multi- 
dimensional structure of real detonations. 

Nomenclature 

B0      dimensionless preexponential factor in reac- 
tion rate 

C        dimensionless sound velocity 
D       velocity of leading shock 
E        dimensionless energy 
Ea      activation energy 
k        preexponential factor in reaction rate 

dimension minus one 
width of the reaction zone 
pressure (dimensionless) 
combustion heat (dimensionless) 
current (initial) distance of a particle from a 

given point 
time 
temperature 
radial gas velocity (dimensionless) 
specific volume (dimensionless) 

J 
lr 

p(P) 
q(Q) 
r(R) 

t 
T 
u(U) 
o(V) 

Greek 

ß 
7 
S 
A 

s 
K 

X 

To 

reactant mass fraction 
the ratio of specific heats at fixed ß 
dimensionless detonation wave width 
dimensionless detonation wave width referred 

to initial coordinates 
specific energy of the gas 
wave curvature 
detonation cell size 
dimensionless current distance 
dimensionless initial distance 
parameter characterizing reaction rate 

<p(ß,T) function characterizing reaction rate 

Subscripts 

ind     induction 
r reaction 
vN     von Neuman 
0        corresponds to planar wave in homogeneous 

gas 

Superscripts 

cr       critical 
corresponds to sonic point 
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COMMENTS 

Prof Martin Sichel, The University of Michigan, USA. 
You have discussed quenching of denotation waves due to 
gradients in fuel concentration. How are your results re- 
lated to the opposite problem of deflagration—detonation 
transition due to the presence of fuel concentration gra- 
dients considered, for example by Zeldovich? 

Author's Reply. The studies of Ya. Zeldovich, G. Makh- 
viladze, B. Gelfand, and colleagues in 1979,1985, and also 
later studies showed that initial nonuniformities of autoig- 
nition delay time can be responsible for spontaneous onset 
of a detonation. The main problem addressed in these stud- 
ies was the problem of formation of a strong shock-reaction 
complex due to interaction of spontaneous flame (reaction 
front) and gasdynamic of the flow. It was shown that co- 
herence of these processes permits formation and fast am- 
plification of pressure wave in a reactive media with spa- 
tially nonuniform autoignition delay time. The present 

paper addresses propagation of existing detonation com- 
plex through the region with decreasing reactivity. We do 
not have distributed initial autoignition delay time, and 
spontaneous reaction fronts. Reaction is caused by the lead 
shock of existing explosion wave. Generally this problem 
differs from that of spontaneous explosion regimes. How- 
ever, both the problem of spontaneous formation of explo- 
sion wave, and that of detonation propagation through non- 
uniform mixtures are of importance for spontaneous onset 
of a detonation. Explosion wave which occurred initially 
due to gradient in reactivity can be quenched thereafter 
propagating through this gradient. Such a situation was ob- 
served in a number of computations mentioned above. The 
explosion wave formed in nonuniform mixture does not 
necessarily become a self-sustained detonation wave. It is 
therefore important to analyse conditions at which the 
wave can survive propagating through reactivity gradient. 
The present paper gives analytical and numerical estimates 
for these conditions. 
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The influence of initial mixture temperature on deflagration-to-detonation transition (DDT) has been 
investigated experimentally. The experiments were carried out in a 27-cm-inner diameter, 21.3-meter- 
long heated detonation tube, which was equipped with periodic orifice plates to promote flame accelera- 
tion. Hydrogen-air-steam mixtures were tested at a range of temperatures up to 650 K and at an initial 
pressure of 0.1 MPa. In most cases, the limiting hydrogen mole fraction that resulted in transition to 
detonation corresponded to the mixture whose detonation cell size, X, was approximately equal to the inner 
diameter of the orifice plate, d (e.g., d/X = 1). The only exception was in dry hydrogen-air mixtures at 
650 K where the DDT limit was observed to be 11% hydrogen, corresponding to a value of d/X equal to 
5.5. For a 10.5% hydrogen mixture at 650 K, the flame accelerated to a maximum velocity of about 120 
m/s and then decelerated to less than 2 m/s. This observation indicates that the d/X = 1 DDT limit criterion 
provides a necessary condition but not a sufficient one for the onset of DDT in obstacle-laden ducts. In 
this particular case, the initial mixture condition (i.e., temperature) resulted in the inability of the mixture 
to sustain flame acceleration to the point at which DDT could occur. It was also observed that the distance 
required for the flame to accelerate to the onset of detonation was a function of both the hydrogen mole 
fraction and the initial mixture temperature. For example, decreasing the hydrogen mole fraction or in- 
creasing the initial mixture temperature resulted in longer transition distances. 

Introduction attains sufficient strength, a detonation can form in 
the compressed gas between the flame and the shock 

Under postulated severe accident scenarios in wa- wave. Stroboscopic laser-schlieren movies taken of 
ter-cooled nuclear power plants and in certain in- the final stages of flame acceleration leading to tran- 
dustrial chemical processes, combustible mixtures sition to detonation clearly show a strong leading 
can be present at elevated temperatures. The threat shock wave followed by a train of compression waves 
of detonation initiation under such conditions has originating at the accelerating turbulent flame [2]. 
sparked interest in the effects of initial mixture tern- The photographs indicate that the location of the 
perature on flame acceleration and transition to det- transition to detonation, or the so-called "explosion 
onation phenomena. The experimental results pre- within the  explosion,"  always  occurs within the 
sented here address this issue by investigating flame shock-flame complex, typically in the boundary layer, 
acceleration and transition to detonation in a heated, Schelkin [3] first showed that the transition dis- 
obstacle-filled detonation tube. tance from flame to detonation (i.e., run-up dis- 

Since the pioneering work of Laffite [1], it has tance) could be shortened dramatically by rough- 
been well-known that for certain mixtures a flame ening the duct walls with turbulence-generating 
propagating in a long tube could accelerate to the obstacles. Obstacles generate gradients in the flow 
point at which a detonation is initiated in the gas. field ahead of the flame, resulting in large-scale 
For transition to detonation to occur, the flame must "flame folding" [4]. Superimposed on the large-scale 
accelerate to a velocity in excess of the speed of flame fold are small-scale shear layers produced at 
sound in the unburned mixture. As the flame accel- the obstacle edges. The increase in flame surface 
erates to such high velocities, compression waves are area caused by flame folding and the increase in tur- 
generated ahead of the flame that eventually coa- bulence intensity in the mean flow result in an en- 
lesce into a leading shock wave. If this shock wave hanced burning rate. The coupling between the 
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burning rate and the induced flow ahead of the flame 
results in a feedback mechanism that promotes 
flame acceleration. An accelerating turbulent flame 
in an obstacle-laden duct generates compression 
waves ahead of it much like in the smooth duct. The 
local high temperature and pressure generated by 
the reflection of the leading shock wave from an ob- 
stacle face promote transition to detonation. 

The exact mechanism by which a detonation is 
formed has yet to be identified conclusively. The 
shock wave amplification by coherent energy release 
(SWACER) mechanism has been proposed by Lee 
[5] to describe the process by which spatial nonun- 
iformities in the chemical induction time in a mix- 
ture can result in the formation of a detonation. In 
the case of DDT resulting from flame acceleration, 
the nonuniformities can be due to local fluctuations 
in the compressed gas between the flame and the 
leading shock wave. The induction time gradient re- 
quired for the SWACER mechanism can result from 
temperature gradients generated from local turbu- 
lent mixing of combustion products and fresh mix- 
ture. 

A large body of experimental data exists in the lit- 
erature dealing with flame acceleration and transi- 
tion to detonation phenomena. A comprehensive 
study of flame acceleration leading to the onset of 
detonation in obstacle-laden tubes was undertaken 
at McGill University. A series of tests was performed 
in long tubes with inner diameters of 5, 15, and 30 
cm [6,7], 

In these tests, an array of orifice plates was placed 
inside the tubes to promote turbulence and thus 
flame acceleration. Typically, flame acceleration 
takes place in the first few meters of the tube and is 
followed by steady-state flame propagation to the 
end of the tube. The combustion front propagation 
during this final steady-state phase was classified into 
two regimes: the choking and quasi-detonation re- 
gimes [6]. In the choking regime, the flame accel- 
erates to a final steady-state velocity that is close to 
the isobaric sound speed in the products, assuming 
a constant pressure combustion process. It is argued 
that the maximum steady-state flame velocity achiev- 
able is the speed of sound in the products due to 
choking of the flow as a result of heat addition from 
combustion. It has been proposed recently, based on 
theoretical considerations, that flame propagation in 
the choking regime could be described as a plane 
precursor shock wave driven by a Chapman-Jouget 
(CJ) deflagration [8]. In the quasi-detonation re- 
gime, flame acceleration leads to transition to deto- 
nation. As a result of severe momentum and heat 
losses from the reaction zone, the detonation wave 
propagates at a velocity substantially below the theo- 
retical CJ velocity. It was established that those 
mixtures whose average detonation cell size, X, was 
smaller than the orifice plate inner diameter, d, re- 
sulted in transition to detonation (i.e., d/X s 1). This 

observation yields a DDT limit criterion, d/X = 1, 
which defines the minimum hydrogen concentration 
required for transition to detonation to occur [7]. 
When applying the DDT limit criterion, one must 
keep in mind the uncertainty, in terms of cell non- 
uniformity, in the experimentally measured cell size. 
In hydrogen-airstream mixtures, this uncertainty 
could be as high as ±25% of the average cell size 
[9,10]. 

Recent experiments have been carried out to in- 
vestigate the effect of initial mixture temperature on 
flame acceleration in an obstacle-laden tube [11]. 
The experiments were carried out in a 6-m-long tube 
with only half of the tube filled with obstacles. Ex- 
periments performed at 573 K with 32% orifice 
blockage resulted in very limited flame acceleration 
with no transition to detonation observed, whereas 
at 300 K, transition to detonation was readily ob- 
served with the same orifice plates. The length of 
the obstacle field in these experiments was likely in- 
sufficient to fully investigate the DDT phenomenon 
at elevated temperatures. 

The objective of the present set of experiments is 
to characterize the effect of initial mixture temper- 
ature on flame acceleration and, most importantly, 
on the potential for transition to detonation. Using 
available cell size data for hydrogen-airsteam 
mixtures at elevated temperatures [10], we will de- 
termine whether the d/X = 1 DDT limit criterion 
applies at elevated initial temperatures up to 650 K. 
Unlike previous experiments [11], the entire length 
of the test vessel was filled with orifice plates to max- 
imize the distance available for the flame to achieve 
a steady-state velocity. 

Experimental Details 

The experiments were carried out in the Brook- 
haven National Laboratory High-Temperature 
Combustion Facility (HTCF), which consists of a27- 
cm-inner diameter, 21.3-m-long heated detonation 
vessel. The vessel is made up of seven equal-length 
flanged sections. A detailed description of the HTCF 
detonation vessel, the gas handling system, and other 
auxiliary equipment can be found in Ref. 10. Flame 
acceleration is promoted by an array of obstacles 
placed inside the entire length of the detonation ves- 
sel. The obstacles consist of orifice plates that are 
1.9-cm thick, 27-cm outer diameter and 20.6-cm in- 
ner diameter, with a 1-tube diameter (i.e., 27 cm) 
spacing. This spacing is maintained by fastening the 
orifice plates to six axially running threaded rods 
with nuts on either side of each plate. The threaded 
rods are anchored to the vessel at each vessel flange 
location. 

The vessel is heated using ceramic bead heating 
pads that are strapped directly to the outside of the 
vessel using pipe clamps and are covered with 
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FIG. 1. Combustion front velocity versus propagation 
distance in three hydrogen-air mixtures at 300 K and 0.1 
MPa. 

roughly 5 cm of insulation. The vessel is evacuated 
using a large Stokes vacuum pump. The test gas is 
blended dynamically in a mixing chamber where the 
individual gas constituent flow rates are set using 
choked Venturis. The test gas is introduced into the 
vessel and quickly ignited using a standard diesel en- 
gine glow plug centrally mounted on one of the ves- 
sel end plates. Three gas samples are taken just be- 
fore ignition to verify the gas composition and 
uniformity in the vessel. 

The detonation vessel is equipped with instru- 
mentation ports located every 61 cm down the 
length of the tube. The combustion front velocity is 
derived from time-of-arrival measurements made 
using photodiode detectors. The photodiode spacing 
is large, typically 3.05 m, to filter the flame velocity 
measurements of local fluctuations caused by gas- 
dynamic effects associated with the restricted flow 
through the orifice plates. For slow propagating 
flames, the intensity of light emitted from the flame 
is insufficient to obtain a signal from the photodi- 
odes, in which case the flame velocity is determined 
based on fast response thermocouple signals. Com- 
bustion front pressure is measured using PCB113 
piezoelectric pressure transducers that are flush 
mounted on the tube wall. The signals from the pho- 
todiodes and pressure transducers are recorded on 
two digital oscilloscopes, and the thermocouple sig- 
nals are recorded on a PC-based data acquisition sys- 
tem equipped with thermocouple conditioning soft- 

Experimental Results 

Flame Propagation at Room Temperature 

Plotted in Fig. 1 is the flame front velocity versus 
axial   distance   for  three   different  hydrogen-air 

mixtures at 300 K. These three experiments char- 
acterize the spectrum of flame propagation modes 
observed in the current study. The various flame 
propagation regimes have been classified as (1) det- 
onation, (2) choking, and (3) slow deflagrations. 

In Fig. 1, the flame trajectory in the 16% hydrogen 
mixture is typical of steady-state flame propagation 
in the detonation regime. The flame acceleration 
takes place in the first 6 m followed by a relatively 
steady propagation at a velocity of 1130 m/s with a 
standard deviation of 22 m/s. This average velocity 
is roughly 27% below the theoretical CJ velocity for 
this mixture. There is a slight overshoot in the ve- 
locity before reaching steady state, which is typical 
of a DDT event. This velocity overshoot is observed, 
to various degrees, in all the experiments in the det- 
onation regime. Because of the large spacing be- 
tween photodiodes, the actual velocity overshoot is 
most likely larger. The flame trajectory shown in Fig. 
1 for the 12% hydrogen mixture is typical of flame 
propagation in the choking regime. As in the 16% 
hydrogen case, the flame propagates at a relatively 
steady velocity after an initial acceleration phase in 
the first 6 m of travel. Although not particularly ev- 
ident in this test, there is a velocity overshoot that 
typically follows the initial flame acceleration phase. 
The average velocity for the flame after 6 m is 644 
m/s with a standard deviation of 8 m/s. This matches 
very closely the speed of sound in the products for 
this mixture. Flame propagation in the 10% hydro- 
gen mixture is typical of flame propagation in the 
slow deflagration regime. The flame velocity mea- 
surements for this test were derived from four ther- 
mocouples located in the first half of the tube. For 
the 10% hydrogen mixture, the flame initially accel- 
erates to a maximum velocity of about 250 m/s and 
then continuously decelerates to roughly 100 m/s by 
mid vessel. In the present study, there was no evi- 
dence of flame quenching [6], in which the flame is 
extinguished during flame acceleration. 

Figure 2 shows a plot of the average flame velocity 
as a function of the mixture hydrogen mole fraction. 
For each test in the choking and detonation regime, 
the average velocity, shown as open circles, is based 
on measurements obtained in the last half of the 
vessel. Also shown is the standard deviation in the 
measurements used to obtain the average velocity. 
The theoretical curves for the mixture CJ detonation 
velocity and the isobaric sound speed in the com- 
bustion products are shown as solid lines. The open 
squares represent the maximum velocity measured 
for mixtures in the slow deflagration regime. 

No abrupt change in the average propagation ve- 
locity as a function of hydrogen concentration is 
noted in Fig. 2 that would indicate a transition be- 
tween the choking and the detonation regimes. The 
figure shows a continuous decrease in the average 
velocity from very close to the CJ detonation velocity 
for a 30% hydrogen mixture down to just below the 
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FIG. 3. Combustion front velocity versus hydrogen mole 
fraction for hydrogen-air mixtures at 500 K and 0.1 MPa. 
Open circles denote the average velocity over roughly the 
second half of the vessel, and bars represent the standard 
deviation in the measured velocities. Open squares denote 
the maximum flame velocity for slow deflagrations. 

isobaric product sound speed for a 13% hydrogen 
mixture. Recall that in the detonation regime, the 
detonation wave propagates at a sub-CJ detonation 
velocity because of momentum and heat losses from 
the reaction zone to the tube and orifice plates. The 
amount of energy lost is governed by the length of 

the reaction zone, or detonation cell size, which in- 
creases with decreasing hydrogen concentration. 
The pressure measured near the end of the vessel 
was used to establish the lower DDT limit to be 15% 
hydrogen. For mixtures of 15% hydrogen and 
higher, the overpressure is scattered about the CJ 
detonation pressure and for mixtures below 15% hy- 
drogen, the peak overpressures are below the con- 
stant volume combustion pressure [10]. The cell size 
for a 15% hydrogen mixture at 300 K and 0.1 MPa 
is about 21.8 cm [10], and the inner diameter of the 
rings is 20.6 cm. Therefore, the ratio dIX equals 1.0, 
which is in excellent agreement with the DDT limit 
criterion proposed by Peraldi et al. [7]. 

Flame Propagation at Elevated Temperature and 
with Steam Dilution 

The average flame velocity for hydrogen-air 
mixtures at 500 K is plotted versus hydrogen mole 
fraction in Fig. 3. Here, there is a clear demarcation 
of the transition from the choking to the detonation 
regime at 12% hydrogen. The experimental average 
detonation velocity data lie closer to the theoretical 
CJ detonation velocity compared to that observed at 
300 K, in Fig. 2. For example, for a 15% hydrogen 
mixture, the measured velocity is 15% below the CJ 
detonation velocity, and at 30% hydrogen, the veloc- 
ity deficit is only 2%. This can be attributable to the 
decrease in cell size (i.e., reaction zone length) with 
increased initial temperature [10] resulting in less 
momentum and heat losses. For mixtures between 
8 and 11% hydrogen, the data follow very closely the 
theoretical isobaric sound speed of the product 
gases. The cell size for a 12% hydrogen mixture at 
500 K and 0.1 MPa is about 13.5 cm [10], which 
yields a value of 1.5 for the ratio d/X. Considering 
the uncertainty in the measured detonation cell size 
(e.g., up to ± 25%), as previously indicated, and the 
resolution of the hydrogen mole fraction between 
experimental points in Fig. 3, this value can be con- 
sidered to be in relative agreement with the d/X = 
1 criterion for DDT transition. 

Figure 4 shows the flame trajectory for several hy- 
drogen-air mixtures at 650 K and 0.1 MPa. At this 
temperature, DDT occurred in 11, 12, and 17.5% 
hydrogen mixtures. It is clear from this figure that 
the detonation run-up distance increases with de- 
creasing hydrogen concentration. For the 17.5% hy- 
drogen mixture, DDT occurs after about 6 m of 
propagation, and from that distance to the end of 
the vessel, there is a slight decay in the detonation 
velocity. A similar behavior is observed in the 12% 
hydrogen mixture; for the 11% hydrogen mixture, 
DDT occurs at the end of the vessel. Decreasing the 
hydrogen mole fraction from 11 to 10.5% results in 
a benign burn. In the 10.5% hydrogen mixture, the 
flame accelerates to a maximum velocity of about 
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100 m/s and then decays to roughly the laminar 
burning velocity. 

It is difficult to assign an average velocity to any 
of the velocity profiles shown in Fig. 4 because the 
detonation never achieves steady-state conditions 
within the length of the vessel. This is especially true 
for the leaner mixtures in which the run-up distances 
can be quite large. Therefore, in Fig. 5, the last ve- 
locity measurement taken at the end of the vessel 
(between 16.7 and 19.8 m) in each experiment car- 
ried out at 650 K is shown as a function of the hy- 
drogen  mole  fraction.   Note  that  these  are  not 

average velocities and thus there is no standard de- 
viation shown. The measured detonation velocity de- 
creases smoothly with decreasing hydrogen mole 
fraction just below the theoretical CJ detonation ve- 
locity. The minimum hydrogen concentration re- 
sulting in a DDT is 11% hydrogen. As indicated pre- 
viously, for the 10.5% hydrogen mixture, the 
maximum flame velocity is only about 100 m/s. As a 
result, no flame propagation in the choking regime 
was observed. The 11 and 10.5% hydrogen tests 
were repeated several times to verify the observed 
behavior. The high detonation velocities correspond- 
ing to 11% hydrogen are the result of DDT occur- 
ring at the end of the vessel where the last velocity 
measurement is taken. The cell size for an 11% hy- 
drogen mixture at 650 K and 0.1 MPa is about 3.7 
cm [10]. This yields a value of 5.5 for the ratio d/X, 
which means that at the DDT limit, about five det- 
onation cells pass through the inner diameter of the 
orifice plate. Even if the uncertainty in the cell size 
measurement is taken to be a conservative ±50%, 
the low end of the d/X ratio at the limit becomes 3.7. 
Clearly, the observed minimum hydrogen composi- 
tion of 11% for DDT at 650 K does not agree with 
the DDT limit criterion of d/X = 1, which has been 
shown to be applicable for the data obtained at 300 
K and 500 K. 

As mentioned previously, due to the long deto- 
nation run-up distances at 650 K, the detonation 
does not achieve steady-state conditions within the' 
length of the vessel. To reduce the run-up distance, 
a series of experiments was performed where the 
first two of the seven flanged sections (e.g., 6.1 m) 
were each maintained at 400 K whereas the remain- 
ing sections were heated to the test temperature of 
650 K. In these experiments, transition occurred 
within the range of 7.6-10.1 m from the point of 
ignition, which is just outside the cold section, leav- 
ing sufficient distance to the end of the vessel for 
the detonation to achieve steady conditions. With 
the first 6.1 m of the vessel at 400 K, DDT occurred 
in hydrogen-air mixtures down to 9.5% hydrogen. 
Therefore, mixtures of 9.5 and 10% hydrogen, which 
did not transition to a detonation when the vessel 
was completely heated, are now observed to result 
in transition to detonation. The cell size for a 9.5% 
hydrogen in air mixture at 650 K is 4.6 cm [10]. This 
yields a value of 4.5 for d/X, which is still well above 
the DDT criterion found to be valid for the tests at 
300 K and 500 K. 

The influence of steam dilution on flame acceler- 
ation and DDT phenomena was studied in hydro- 
gen-air mixtures at initial temperatures of 400 K, 500 
K, and 650 K. In these tests, the steam dilution frac- 
tion was held constant, and the ratio of the hydrogen 
to air was varied (i.e., hydrogen mole fraction on a 
dry basis). In this way, one can obtain a minimum 
hydrogen composition resulting in DDT for a given 
steam dilution and initial temperature. The results 
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TABLE 1 
Flame acceleration limits for hydrogen-airsteam mixtures without venting 

Temp 
(K) 

Choking Limit DDT Limits 

{%) % Hydrogen % Hydrogen d/X 

400 10 12 18 0.7 
500 25 14 24 1.5 
650 25 16 19 0.8 

from these tests are summarized in Table 1, which 
lists the minimum hydrogen concentration that re- 
sulted in transition to detonation and the corre- 
sponding d/X ratio. The results for all three initial 
temperatures are in relatively good agreement with 
d/X = 1 criterion. 

Discussion 

The present experiments have shown that, in gen- 
eral, the DDT limit was found to lie in the range 0.7 
£ d/X £ 1.5 for different initial temperatures, with 
and without steam. This finding is consistent with 
thedW = 1 DDT limit criterion proposed by Peraldi 
et al. [7]. The exception was in tests performed in 
dry hydrogen-air mixtures at an initial temperature 
of 650 K. In these tests, DDT was observed in 
mixtures containing 11% hydrogen or more, which 
corresponds to a value of d/X > 5.5. Although this 
result does not violate the d/X > 1 criterion for the 
possibility of DDT, it is at variance with the DDT 
limit of d/X = 1, which was found to apply at all the 
other initial conditions. 

In most cases, a plot of the average flame velocity 
versus hydrogen mole fraction indicates that the 
DDT limit represents the transition between the 
choking and the detonation regimes. For example, 
for a mixture slightly leaner in hydrogen than the 
hydrogen mixture at the DDT limit, the flame was 
observed to accelerate to a constant velocity equal 
to the speed of sound in the products (i.e., choking 
regime). Flame propagation in the choking regime 
is characterized by the precompression of the mix- 
ture by the leading shock wave before combustion. 
The DDT limit is governed by the existence of a 
mixture state (e.g., temperature, vorticity) behind 
the precursor shock wave that is favorable for det- 
onation initiation. 

There is a fundamental difference in the observed 
DDT limit in dry hydrogen-air mixtures at 650 K 
and that observed at all other conditions. The dif- 
ference is that in the dry hydrogen-air experiments 
at 650 K, no flame propagation was observed in the 
choking regime. For the 10.5% hydrogen-air mix- 
ture, which is 0.5% leaner in hydrogen than the hy- 
drogen-air mixture at the DDT limit, the flame 

velocity peaked at only 100 m/s. Therefore, the fail- 
ure to observe transition for this composition can be 
attributed to the inability of the mixture to sustain 
flame acceleration. 

It was also observed that DDT could be promoted 
by artificially increasing the flame acceleration rate. 
For example, in a 10% hydrogen mixture at 650 K, 
flame acceleration was severely limited and no DDT 
was observed. DDT was observed in the same 10% 
hydrogen mixtures by promoting flame acceleration 
by the use of the initial cold section. Note that DDT 
occurred near the end of the tube, far removed from 
the colder sections in the first 6.1 m of the tube. 
Therefore, the initial cold section acted only as a 
booster for the flame and played no direct role in 
the local DDT phenomenon. In the experiments re- 
ported in Ref. 11, a similar boosting of the flame 
acceleration was achieved by using higher blockage 
orifice plates in the first half of the obstacle section. 
This resulted in transition for mixtures that other- 
wise would not have resulted in DDT when the 
smaller blockage orifice plates were used through- 
out. 

For hydrogen-air mixtures with 25% steam dilu- 
tion at 650 K, the DDT limit was found to be 19% 
hydrogen, which yields a value of d/X = 1.2. This is 
in close agreement with the d/X = 1 DDT limit cri- 
terion and corresponds to the transition from the 
choking regime to the detonation regime. Unlike the 
dry hydrogen-air mixtures at an initial temperature 
of 650 K, the steam-diluted mixtures leaner than the 
DDT limit were capable of accelerating to a velocity 
equal to the sound speed in the burned products. 
Two of the important parameters that govern the 
rate of flame acceleration are the density ratio of the 
unburned to the burned gas and the mixture laminar 
burning velocity. Mixtures with a larger density ratio 
and laminar burning velocity result in higher flame 
acceleration rates. The density ratio across the flame 
and the laminar burning velocity for a 19% hydrogen 
in air mixture with 25% steam is 2.4 and 2.7 m/s, 
respectively. The density ratio and burning velocity 
in the dry 11% hydrogen in air mixture is 2.2 and 
1.9 m/s, respectively. This indicates that the potential 
for flame acceleration in the steam-diluted DDT 
limit mixture (e.g., d/X = 1.2) is higher than the dry 
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11% mixture that has a smaller cell size and thus a 
larger value of d/X (e.g., 5.5). 

Conclusion 

Flame propagation in the heated, obstacle-laden 
tube used in the present experiments consists of an 
initial flame acceleration phase followed by a steady- 
state phase. The various flame propagation regimes 
observed are similar to those described in Ref. 6. In 
general, the DDT limit data could be correlated with 
the d/X = 1 criterion proposed by Peraldi et al. [7]. 
The only exception was in the dry hydrogen-air 
mixtures at 650 K, where the DDT limit was ob- 
served to be 11% hydrogen, which corresponds to a 
value oid/X = 5.5. This DDT limit dropped to 9.5% 
hydrogen (d/X = 4.2) when the first 6.1 m of the 
vessel were maintained at 400 K with the rest of the 
vessel at 650 K. This indicates that the d/X = 1 DDT 
limit criteria provides a necessary but insufficient 
condition for the onset of DDT in obstacle-laden 
ducts. In this particular case, the initial mixture con- 
dition (i.e., temperature) resulted in the inability of 
the mixture to sustain flame acceleration to the onset 
of DDT. 

The detonation run-up distance, which in this ge- 
ometry is governed primarily by the rate of flame 
acceleration, was found to be a function of the hy- 
drogen mole fraction and the initial temperature. 
The detonation run-up distance was found to de- 
crease with increasing hydrogen mole fraction, up to 
stoichiometric conditions, and with decreasing initial 
temperature. 
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ON THE EVOLUTION OF CELLULAR DETONATION 
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Urbana, IL 61801, USA 

A detonation shock-evolution equation that predicts both pulsating and cellular detonation has been 
derived in the limit of near-Chapman-Jouguet detonation, weak curvature, slow temporal variation, and 
large activation energy with a newly applied technique of the method of successive approximation. The 
evolution equation describes a wave hierarchy that is consistent with the linear stability theory of the 
evolution equation. We define the parameter regime for which the equation applies. The transverse wave 
instability, as indicated from analysis, leads to cellular detonation. Triple-points tracks correspond to shock- 
shock intersections of the dynamic solution of smooth portions of the front. The dynamics of the cellular 
solution are consistent with the notion that the power of the detonation front is derived from the normal 
reaction zone and the triple points are generated as the interaction of the independently propagating fronts 
and the consequent shock-shock intersections, not as the centers of blast waves. Explicit criteria for 
prediction of cell widths and cell aspect ratios are given. 

Introduction 

Recently, Stewart and Yao [1] derived a new det- 
onation shock-evolution equation based on the com- 
bined limits of near-Chapman-Jouguet (CJ) velocity, 
small shock curvature, slow temporal variation mea- 
sured on the particle passage time through the re- 
action zone, and large dimensionless activation en- 
ergy. 

The compressible Euler equations, with a forward 
exothermic reaction measured by progress variable 
X, is the basic model. The ideal specific internal en- 
ergy e(p, p, X) and Arrhenius reaction rate r are 

V     1 
py - 1 

-QX 

r(p, p, X) = fc(l - XYe-E'W (1) 

where y is the ratio of specific heats; Q is the heat 
of combustion; k, v, and E, respectively, are the pre- 
multiplying reaction rate constant, depletion factor, 
and activation energy. 

The results build on a rational asymptotic theory 
that Bdzil and Stewart call Detonation Shock Dy- 
namics [2-4] that shows that the evolution of a det- 
onation shock can be predicted by solutions to a 
wholly intrinsic partial differential equation (PDE) 
[2]. The roots of the analysis can be traced to Wood 
and Kirkwood [5], whose early work showed that 
detonations with a sonic point within the postshock 
reaction zone had special character and that normal 
velocity of the detonation L>„ of a quasi-steady, near- 
CJ detonation was related to the shock curvature K. 

The problem of finding the approximate evolution 
can be reduced essentially to solving a two-point 

structure problem, where the intrinsic PDE is found 
as a (nonlinear) eigenvalue. Simply speaking, one 
starts from the shock and attempts to construct an 
approximation to the detonation structure that sat- 
isfies pistonlike conditions at a determined (sonic) 
point in the reaction zone. The outcome is a nonlin- 
ear intrinsic PDE for the shock evolution that re- 
flects the determination of the eigenvalue. 

Stewart and Yao use a newly applied asymptotic 
technique based on the method of successive ap- 
proximation (MSA), which enables the derivation of 
more complex shock surface evolution equations 
than had been obtained previously with matched as- 
ymptotic expansion methods in space and time. Spe- 
cifically a D,„ D„, Dn, K, k relation was obtained for 
gaseous detonation with large activation energy, 
where D„ and Dn are the first and second normal 
time derivatives of D„, respectively, and/c is the nor- 
mal time derivative of K. We display the equation 
obtained after a brief discussion of the dimensional 
scales. Importantly, the intrinsic PDE presented 
predicts the occurrence of both self-sustained cel- 
lular and pulsating detonation, phenomena that had 
not been predicted before by a rationally derived 
asymptotic theory. 

Scales 

A quantity with a tilde superscript is dimensional; 
a quantity without is dimensionless. The dimensional 
length, velocity, and time scales assumed in this sec- 
tion are /,_, DCj and l,JDCr, respectively. The length, 
I,-,   is   a  characteristic  reaction-zone   (induction) 
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FIG. 1. (a) Constants Cj, C2, C4, C7, and d versus S for 
y = 1.2. (b) Constants C3, C5, C6, C8, and /i versus 6 for 
y = 1.2. 

length, given later. The density scale and pressure 
scale are p0 and p0 D^j, respectively. The dimen- 
sionless sound speed, reaction rate, and shock cur- 
vature that appear are c = c/DCj, r = fZra/DCj, and 
K = ül^. The scaled activation energy is 9 = yEl 
D£j. The reciprocal of the CJ-detonation Mach 
number squared is S = 5%/Dfy = 1/Mg. The scaled 

heat of combustion is q = Q/£>h] = (1 - <5)2/[2(y2 

— 1)]. In the strong shock approximation 8 —> 0; 
however, in gases with highly state-sensitive reac- 
tions, 8 cannot be neglected and represents a cor- 
rection to the shock-state temperature. The char- 
acteristic reaction-zone length is a measure of the 
steady, CJ induction-zone length^ = k'WqexplO/ 
cf]/6, where cf represents the steady CJ shock sound 
speed squared (temperature). To make comparisons 
with published stability results, the conversions be- 
tween 8, 9, and Erpenbeck's scaled activation energy 
[6], E = E/iPfJpo) and heat-release Q = Q/(P(/Po) 

FIG. 2. Constants Ch C2, C3, C6, C7, Cs, d, and/* versus 
<5 for y = 1.6. 

areE = 9/5 and Q = y(l - <5)2/[2(y2 - 1)3]. Later, 
we also use the steady half-reaction length Z1/2 to 
display results. 

The Shock Evolution Equation 

The intrinsic PDE for the detonation shock evo- 
lution equation derived in Ref. 1 is 

(D„ - 1) + Cl9D„e-z'",(D"-^ 

+ [C26 + C3 + C49(Dn - DID/-'*»-1» 

+ C5(0D„)2 e-«ß»-i> + C6^ 

+ (C79 + C8)e 'ZMe(D„-i) 

where ££Cj is 

cj In II + d9Ke-»s{P*-V\ 

(2) 

(3) 

The coefficients p, d, and Ox through C8 are func- 
tions only of y and 8. The expressions are derived 
and expressed in a sequential list in Ref. 1. Figures 
la and lb and Fig. 2 display the relevant Ci~Ca, p, 
and d versus ö for y = 1.2 (chosen because of the 
large amount of past theoretical work) and 1.6 (rep- 
resentative of a stoichiometric mixture of H2, Oa, 
diluted with 70% Ar). 

To visualize the solutions predicted by Eq. (2), one 
imagines a smooth shock segment, with a reaction 
zone starting at the shock at n = 0 and ending at 
the sonic locus at nCj. The locus nCj identifies the 
location of the fire or thin zone of main reaction and 
the width of the induction zone (IZ) between the 
shock and fire. The leading-order formula for nCj, 
from Ref. 1, is 
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r'cj 
(y - 1 + 2.5) (c: 

y + 1 
0-„9(D„-l)        (4) 

where cs
4/a = (2(7 - 1 + äS)2[2y + S(y - l)]2)/ 

{(1 - ö)[y(3 - y) - S(3y - l)](y + l)2). Thus, two 
fronts, one for the shock locus and one for the sonic 
locus, are determined by solving Eq. (2) and sub- 
sequently evaluating Eq. (4). The theory predicts the 
smooth and parametric variation of the states be- 
tween the shock and sonic loci. 

Eq. (2) has two important limits that confirm its 
approximate validity. In the quasi-steady limit, when 
only the effect of shock curvature is retained, one 
obtains a multivalued D„ - K relation that exhibits 
critical detonation curvature. By neglecting the time 
derivatives in Eq. (2), we obtain 

D„ 1 
i£r o (5) 

which is a result independently obtained by matched 
asymptotic methods [7,8], in contrast to the MSA 
technique used in Ref. 1. Neglecting the curvature 
terms in Eq. (2), a limiting second-order ODE in Dn 

is obtained: 

(D„ - 1) + C16Dne-*"*D»-1'> 

+ [C29 + C3 + C40(Dn - Diö^-"«^-1» 

+ C5(0Dn)2e~^D"-V = 0     (6) 

This ODE describes planar dynamics of near-CJ det- 
onation. 

A stability theory around (D„, D„) = (1, 0) can be 
compared with the linear stability theory of CJ det- 
onation computed for the full reactive Euler equa- 
tions, found in the work of Lee and Stewart [9], It 
is shown in Ref. 1 that Eq. (6) has a stable limit cycle 
for parameters near those of neutral stability and 
correspond to the one-dimensional pulsations, simi- 
lar to those first discovered by Fickett and Wood 
[10]. The neutral stability boundaries computed 
from the linearization of Eq. (6) are 

C29 + C3 = 0 (7) 

For fixed y, Eq. (7) can be plotted in an E-Q plane 
and is found to be in excellent agreement with the 
same stability boundary computed by Lee and Stew- 
art [9]; hence, it provides another check of Eq. (2). 

One expects the valid reduced description to be 
based on the solution of a well-posed initial value 
problem (2) that describes robust (if nonlinear) dy- 
namics. Analysis of the linear properties of Eq. (2) 
indicates the limits of the description and type, how- 
ever. For parameters such that the reduced descrip- 
tion provided by Eq. (2) breaks down, we expect that 
additional time-dependent and higher-order curva- 
ture effects must be retained. However, we believe 
that Eq. (2) is adequate to qualitatively explain the 
evolution of systems of large regular detonation cells 

seen in the experiments in reduced pressure explo- 
sive gases, such as those extensively carried out by 
Strehlow and Lee [11,12], for example. 

Review of the Derivation of Eq. (2) 

The Euler equations are given by 

Dp Du      ^ 
— + pV •« = 0,p — + V„ = 0 
Dt      F ™ p Dt 

De Du DA 
— + p — = 0, — 
Dt      p Dt Dt 

(8) 

The upstream state is motionless with ü = 0, with 
ambient pressure and density. In Ref. 1, the struc- 
ture of the detonation is analyzed in intrinsic, shock- 
attached coordinates, instantaneously normal and 
parallel to the shock surface. The shock surface is 
represented in laboratory-fixed coordinates (x, y) by 
a function y/(x, y, t) = 0. The shock surface can also 
be represented by a surface parameterization x = 
xs{£„ t), where £ measures length along the coordi- 
nate line of the surface. The outward normal (in the 
direction of the unreacted explosive) is given by n 
= Vy//Wy/\. The total shock curvature is given by 
K(£, t) = V -n. The intrinsic coordinates are related 
to the laboratory coordinates by x = xs(£,t) + nn(£, 
t), where n,£ are normal distance to the shock and 
the arclength along the shock surface. The normal 
shock velocity and curvature are functions of <jj and 
t, that is, D„ = D„(£, t) and K = /c(<J, t). 

The governing equations are transformed from 
(lab) (x, y, t) coordinates to (n, £,, t) coordinates ac- 
cording to the coordinate transformation. In the 
limit K —> 0, the transverse velocity «{ can be taken 
to be zero, and reduced Euler equations are derived 
that are accurate to O(K) [1,3,4,13]. With Un = u„ 
— D„, the reduced Euler equations can be written 
in a nearly conservative form obtained by placing all 
curvature and time-dependent terms on the right- 
hand side as 

Ä1 = -Kp(Un + DJ - f 
on at 

d(plßn + p) 
dn 

=    -KpUMr   +   Dn) 

d(pU„) 
dt 

D„ 

(9) 

(10) 

dn \2    "      7-1 
2 - qX 

pUn dt      Un dt \2   "      7-1 
qX 

(ID 
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äX _   r_ 

dn       Un 

The master equation, 

dU, 

J_cU 
U„ dt 

(12) 

(c2 - lßn) dn 
qr(y - 1) - KcHUn + D„) 

+ a,(f + A 1 dp 

p dt 

(13) 

is an alternate form of the energy equation that il- 
lustrates the special property of sonic detonation 
where the flow is sonic 

n m = 0 (14) 

and Eq. (13) is satisfied in general only if the right- 
hand side vanishes simultaneously, that is, 

qr(y - 1) - KC2(Un + Dn) 

1 dp 

p dt 

dU„ 
(15) 

The pair of conditions (14) and (15) are called the 
generalized C] conditions [5]. 

Eqs. (9)-(ll) are integrated from the shock, at n 
= 0, to a point in the reaction zone to obtain 

pUn Dn  -  Kh   +/i 

pUl + p = D2 + - - KI2 + J. 

Iß 

2       y 

y 

1      D? Ö 
+ h+h 

(16) 

where Ih I2, /i, J2, J3, and/4 are integrals defined by 

h = |%([/n + Dn)dn, h = £ pU„(U„ + D„)dn 

I, =  —   \   — dn J1 h   dt 

~d(pU„) r Jo dt 
+ pDn dn 

f"   1   dp 

>'=-[ 

f"    -   -f 
1% = dn J3      h pUn dt 

^-ql) dn     (17) 

(The definitions of the integrals used here differ 
slightly from definitions used in Ref. 1, section 6.6.) 

If K is set to zero and the time-dependent integrals 
7i-/4 are neglected, then Eq. (17) includes the in- 
tegrals of the steady, one-dimensional Rankine-Hu- 
goniot relations. 

The rate equation (12) is used to change the in- 
dependent variable in the structure from n to 1 ac- 
cording to dn = [U„/(r — k,t)]dL Importantly, the 
reaction rate r appears in the denominator of the 
transformed integrals in X, so in the fire r becomes 
exponentially large and many terms in the approxi- 
mations to the integrals are exponentially small and 
analytic evaluation is possible. Liebnitz's rule is used 
to compute explicitly the integrals over dpldt and dpi 
dt, evaluated at the CJ point. 

Thus, Eqs. (16) are modified Rankme-Hugoniot 
relations, which can be inverted algebraically to 
solve for the states p,Un, andp in terms of X and the 
integrals Ib Z2, ]\, Jz, J3, and /4. The key is to ap- 
proximate these integrals in a rational and systematic 
way. Once that is done, one can generate improved 
corrections to the states. Finally, one can insert the 
corrected solution into the generalized CJ conditions 
to deduce the value of ACj and the eigenvalue con- 
straints on Dn, K and their derivatives. 

The MSA technique starts with an initial approx- 
imation for the detonation structure (the one-di- 
mensional, steady solution) and evaluates the inte- 
grals. Then the right-hand sides of Eq. (16) are 
considered to be known, and the system is inverted 
algebraically to generate a new correction to the 
states. This new correction is used to reevaluate the 
integrals for another iteration. Two iterations were 
carried out in Ref. 1 to generate a well-posed evo- 
lution equation that would approximate low, spatial, 
and temporal frequencies. The algebra required is 
still substantial, despite the simplification afforded 
by the MSA technique. However, the power of this 
newly applied technique is illustrated by the deri- 
vation of a substantially more complex relation than 
what had appeared in the older Dn — K theory of 
Bdzil and Stewart. 

Wave Hierarchy 

Evolution equation (2) has a wave hierarchy in the 
sense discussed by Whitham [14]. To illustrate this, 
consider the perturbation of the detonation shock 
from CJ, steady, plane (D„ = 1). Represent the 
shock surface as y/ = y — t — 4>{%,t) — 0, where <f> 
is small. The definitions of the normal velocity, cur- 
vature, and surface derivatives imply D„ — 1 ~ 4>t, 

D„ ~ <f>tt, Dn ~ 4>ttt, K 4>xx and K <f>xxt. 
Substitutions show that Eq. (2) is a third-order PDE 
in time and second order in space. Our interest is in 
the choice of parameters y, S, and 9 such that Eq. 
(2) is hyperbolic and admits transverse waves on the 
shock. 

The highest-order wave operator comes from a 
pairing of D„ and K, which is a time derivative of a 
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FIG. 3. Typical regions of cellular dynamics and one- 
dimensional unstable dynamics are shown as light and dark 
gray shades, respectively. Regions are labeled according to 
mathematical type (H, E) for hyberbolic-subelliptic, and so 
on. Solid numbered lines are contours of constant ^,ls; 
dashed numbered lines are contours of constant Va (cell- 
aspect ratio). The asterisk (*) represents the location in 
parameter space of a typical experiment. 

second-order wave operator of the form d/dt(4>tt — 
a2<pxx). The square of the hyperbolic wave speed is 

simply the ratio of the coefficient of K and D,„ 

C7Ö + Cg 
(18) 

Similarly, a subhyperbolic wave operator appears of 
the form 4>tt — a^fax, from the pairing of Dn and 
K, and the square of the subhyperbolic wave speed 
is simply the ratio of the coefficient of K and Dn, 

afub 
dCfi (19) 

C2# + C3 

Finally, 4>t is the operator associated with Dn — 1 
and has zero wave speed. 

The conditions for Eq. (2) to be hyperbolic and 
subhyperbolic are, respectively, 

C79 + C8 > 0 and C29 + C3 > 0 (20) 

A stability criterion based on the wave speeds from 
Ref. 14 is 

0 < a2
ub < a2, stable 

0 < a2 < afub, unstable (21) 

Linear Instability Analysis 

Eq. (2) linearized about the plane CJ detonation 

4>t + (Cx9)4>m + (C29 + C3)<t>u 

- (dC6)<t>xx - {Oft + C8) &,, = 0     (22) 

The dispersion relation with <j> = ewt+'kx is 

co + (Q0)«3 + (C26> + C3)co2 + (dC6)k2 

+ (C76 + C8)k2w = 0     (23) 

The neutrally stable frequency, w = i(oIm, and wave 
number are 

\mlm)ns  — 
a2. "-sub 

Ci6> \a2
snh - d< 

^TIR      ~       ^      ^ 

1 

Clö \ßfub  -  Ö2 

with the corresponding wavelength 

= — m ], 

(24) 

2K Vc1ö(a2
ub - a2)        (25) 

For the special one-dimensional case of k = 0, the 
neutral stability boundary is given by the condition 
(C29 + C3) = 0, which also corresponds to a2

ub = 
t». Additionally, it can be shown that (co/m)ns/fc„s is 
the fastest phase speed among the unstable and neu- 
trally stable wave numbers. 

The limiting form of the complex growth rate co, 
for k -»00, as calculated from the dispersion relation, 
is to 0(1) 

dCR 

2Ciö W    4,b, 
-^-) ± ika2 + (26) 

Consistent with this result, it can be shown for the 
unstable condition a2 < o2

ub that there is a contin- 
uum of unstable wave numbers that in general runs 
from km to k = ». Likewise, for a2

uh < a2, all k are 
stable. For the full Euler equations [15], it has been 
demonstrated that disturbances are stable in the 
limit of large wave number. Since the asymptotic 
theory discussed here is in reality a low wave number 
theory, the exact linear spectrum will possess a band 
of unstable wave numbers. 

The valid parameter range for the application of 
Eq. (2) is partially indicated by its dispersion rela- 
tion. For hyperbolic evolution, one must have pa- 
rameters y and ö such that C76> + C8 > 0. At the 
hyperbolic boundary where C7Ö + C8 = a2 = 0 + , 
Eq. (26) shows that real growth rates for small dis- 
turbances are infinitely large. Indeed, crossing this 
parameter boundary corresponds to a change in type 
of Eq. (2) from hyperbolic to elliptic. The conclusion 
is, of course, that on the unphysical (elliptic) side of 
the boundary the asymptotic description breaks 
down, and additional physics in the form of dynamic 
and curvature corrections must be included. 

The stability boundary a2 = a2
lb has stable trans- 
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FIG. 4. Gray-scale plot of D„ versus fixed locations in space, for Q = 10.2, E = 2.71, and y = 1.6. The spatial scale 

is the 1/2 reaction length, where ly2 = 37.5Zra. 

verse disturbances on the side at which a2 is larger 
than afub, and unstable transverse disturbances 
where a2^ is larger than ö2

. Standard considerations 
of unstable wave hierarchies [14] show that on the 
unstable side one expects the formation of discon- 
tinuous solutions, in this case, shock-shock intersec- 
tion. Indeed, this is what we find when numerical 
solutions of Eq. (2) are carried out (see Ref. 1 and 
the next section). The parameter region in which 
self-sustained, well-posed cellular dynamics occurs 
is given by the three inequalities, Cz9 + C3 > 0, 
C79 + C8 > 0, and a2

uh > a2. A typical region in a 
E-Q plane is shown in Fig. 3. 

Cellular Dynamics 

Here we describe a representative numerical so- 
lution to Eq. (2) that corresponds to the experiment 
and has parameter values in the cell region of the 
E-Q plane described previously. The numerical so- 
lutions were generated for a simplified version of Eq. 

(2), where the terms (D„ — 1)D„ and (6Dn)2 were 
dropped, whereas the nonlinearity of ££cj was re- 
tained, so that we specifically solved 

(D„ - 1) + C16Dne~2^D--1'> 

+ [C29 + C3]D„e-'""D»-» 

+ (C70 + Csje-2"01-0»'1^ = 0 

(27) 

The numerical solution [16] is for the shock location 
y = ys(x, t), where y is the direction along the chan- 
nel axis and x is the distance across the channel. Eq. 
(2) is further decomposed into a system of three 
first-order PDEs with ys, Dn, and Dn as the depen- 
dent variables. The advective spatial derivatives that 
appear are treated using second-order ENO up- 
winding [17] and the curvature terms with central 
differences. 
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FIG. 5. Gray-scale plot of D„ with instantaneous shock 
fronts given as solid lines for Q = 2.5, E = 5, and y = 
1.6. The spatial scale is the 1/2 reaction length, where f1/2 

= 5.49fra. The location of the fire for three times are given 
as dashed lines. 
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FIG. 6. Plot of spatial average of Dm shown in Fig. 4, 
versus time. 

tially, the detonation shock appears quite flat, but the 
strength of the small transverse waves grows. As the 
detonation propagates, the cells merge and grow in 
size and strength and appear to saturate. 

Figure 5 shows similar results for Q = 2.5, E = 
5, and y = 1.6 with instantaneous contours of the 
shock locus (solid line) and sonic locus (broken line) 
displayed. In regions in which shock velocity is above 
CJ (overdriven), the fire is close to the shock; con- 
versely when the shock velocity is below CJ (under- 
driven), the fire is relatively farther away from the 
shock, in accordance with observations by the ex- 
perimentalists carried out with smoke foils. For both 
simulations, the variation in the normal detonation 
velocity as computed in the numerical solution is be- 
tween approximately 0.7 and 1.4, which is both qual- 
itatively and quantitatively in agreement for that re- 
ported in the experimental accounts [18,12]. Figure 
6 shows a plot of the spatial averaged normal velocity 
of Fig. 4 as a function of time. Note that when the 
detonation cells are smaller, as is the case early in 
the channel, the speed is higher, but as the cells grow 
and coalesce, the average detonation speed drops 
below CJ. 

Criterion for Cell Widths 

We have found in the course of many simulations 
of Eq. (2) that the neutral stability wavelength, lns, 
is a good predictor of the final stable cell widths ob- 
served in the simulations, if the channel walls are 
wide enough. Recall that Xns also corresponds to the 
fastest phase speed among the neutrally stable and 
unstable linear modes. We pose this as a criterion 
that 

Ke\\  =   Ks   =  27Z/Ks  =  WClö(ösub  - a2) 

Figure 3 also shows contours of constant Xm accord- 
ing to Eq. (25) in the E-Q parameter plane, for y = 
1.2 and y = 1.6, that would correspond to experi- 
ments. The cell aspect ratios W/L can be predicted 
by the reciprocal of the transverse wave speed a, that 
is, W/L = 1/a and are shown in Fig. 3 as numbered 
dashed lines. 

Figures 4 and 5 show examples of the solution to - 
Eq. (27) in terms of a gray-scale contour plot of the 
value of Dn that is attained at each fixed point in the 
channel when the shock crosses that point. Figure 4 
is carried out for Q = 10.2, E = 2.71, and y = 1.6 
that correspond to a CJ Mach number of 4.67 as 
reported in Ref. 12. This contour plot effectively 
produces a simulated smoke foil. Two segments of 
the channel are shown. The shock travels from left 
to right, and starts from the top. At time T = 0, the 
shock is assumed to be flat, with an initial, sinusoidal 
velocity disturbance Dn = 1 + 0.03 cos(7tx/6) + 
0.02 cos(27cx/3) and D„ = 0, where x = %Hn. Ini- 

Conclusions 

Weakly curved, slowly varying asymptotics with 
large activation energy, derived with a newly applied 
technique of the method of successive approxima- 
tion, has led to the derivation of a more complex 
class of shock surface evolution equations applicable 
to gases. Linear stability analysis applied to Eq. (2) 
indicates a wave hierarchy, pulsating and transverse 
wave instabilities; the latter lead to cellular instabil- 
ity. The triple-points tracks are found as shock-shock 
intersections of smooth segments of the cellular 
front. The cell width and the aspect ratio highly cor- 



2988 DETONATIONS 

relate to the predictions of linear analysis and let us 
pose criteria and give explicit formulas. The theo- 
retical predictions are consistent with the notion that 
the power of the detonation front is derived from 
the normal reaction zone and that the triple points 
are generated from a natural consequence of the 
nonlinearity of the normal front evolution and the 
shock-shock intersections generated by otherwise 
independently propagating fronts, not as the centers 
of blast waves. Further analysis, which may require 
the inclusion of more time-dependent and curvature 
effects and additional wave families on the shock, is 
needed to extend this description. 
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COMMENTS 

/. M. Powers, University of Notre Dame, USA. Calcula- 
tions similar to yours in two-dimensions have shown that 
predicted cell size can be affected by grid resolution. Have 
you demonstrated the sensitivity or insensitivity of your 
three-dimensional cell sizes to the resolution of your grid? 

Author's Reply. So far, we have only developed numer- 
ical solutions for our evolution equation in two-dimensions. 
We have systematically refined our computational mesh by 
halving and obtain the same results. So we do not believe 
that the cell patterns shown in this paper depend on the 
mesh. 

REFERENCE 

1. Lee, H. I. and Stewart, D. S., /. Fluid Mech. 216:103 
(1990). 

/. Ruckmaster University of Illinois, USA. I congratulate 
the authors on the innovative idea of constructing a non- 
linear evolution equation to describe cellular detonations, 
but I have concerns about the physics implicit in your equa- 

tion. My understanding is that the linear dynamics of your 
evolution equation defines the final cell size. The growth 
rate defined by the linear dispersion relation is a monoton- 
ically increasing function of wave number which vanishes 
at a critical non-zero wavenumber, so that all wavenumbers 
greater than the critical are unstable. At the same time the 
phase speed is monotonically decreasing. The nonlinear 
simulations show that a slow wave is absorbed when over- 
taken by a fast wave, so that ultimately only the fastest 
unstable waves survive. These are waves with wavenumber 
equal to the critical. However, the exact linear dynamics, 
known from numerical calculations of the eigenvalue prob- 
lem, is quite different from that of your equation. There is 
a critical wave number, but it is the maximum wave number 
for instability, not the minimum. In light of this, what physi- 
cal significance can be attributed to the late-time behavior 
of your nonlinear simulations? 

Author's Reply. As we have discussed previously, we 
agree with your description of how the cells form as pre- 
dicted solely from the evolution equation that we have de- 
rived. We do not agree that the linear dynamics of the low 
frequency modes of the exact Euler equation model and 
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our reduced evolution equation differ dramatically. They 
differ only in one important respect. At large wave num- 
bers it is known that disturbances are stable. So the exact 
linear spectra that we are concerned with should typically 
have a large band of flat unstable wave numbers, bounded 
by stability at sufficiently small and large wavenumber. The 
importance of the wavenumber with maximum growth rate 
is then diminished and our work suggests that one might 
expect cell sizes to be selected in a linear sense by the 
fastest neutrally stable disturbance, so long as that wave- 
number corresponds to the fastest phase velocity. Thus the 
early time dynamics of a nearly flat detonation would ex- 
hibit (smaller) cells at the maximum growth rate, but as 
time goes on the cells should grow towards the neutrally 
stable (larger) cells which have lower wavenumber and 
travel at faster speeds across the shock. 

Dr. Andy C. Mclntosh, University of Leeds, UK The 
work is a milestone in detonation theory. It is particularly 
significant that cell sizes can be predicted with good qual- 
itative agreement with experiment by using Asymptotic 
theory based on inverse activation energy, and inverse CJ 
Mach Number squared, (both regarded as small with an 
implication of small heat release). 

I noticed that the induction zone thickness (dotted lines 
in Fig. 5) are remarkably one dimensional. Can the Clarke- 
Kapila theory be applied to these regions? In particular is 
the Clarke-Kapila equation (determining the progress of 
acoustic disturbances in a potentially explosive region) 
valid? 

Author's Reply. Thank you for your kind comments. The 
calculations that lead to this theory were not explicitly 
based on small-heat release, although that is where the the- 
ory could be expected to apply with predictive success. In 
that case MCj would tend to one. A low frequency version 
of the Clarke-Kapila equation can be expected to apply in 
the induction zone. 

F. A. Williams, UCSD, USA. While this is an attractive 
simulation, there is a fundamental flaw in the theory. You 

have a slow-evolution assumption, which ignores the exis- 
tence of an infinite number of short-time instabilities in 
your one-step activation-energy asymptotics. Conse- 
quently, in principal you, cannot accommodate the real 
chemistry. You must modify your chemical model to obtain 
a useable result. 

Author's Reply. There is not a fundamental flaw in the 
theory. Your second statement is wrong and is based on 
very old, failed theories for the square wave detonation 
model due to researchers like Zaidel and Erpenbeck in the 
60s. There is not an infinite number of short-time insta- 
bilities, nor would one expect them, unless one wanted to 
wait an infinite amount of time. The early treatments led 
to pathologies. Our work is based on large but finite acti- 
vation energies. 

A proper numerical treatment of the linear stability 
problem was carried out by H. I. Lee and myself and ap- 
peared in Ref. 1 of the paper. There we showed that for 
large but finite activation energy there is a finite number 
of (one-dimensional) instabilities and for sufficiently large 
frequencies, disturbances were stable. At lower values of 
heat release, where we expect this theory to apply, there 
are few number of unstable modes as predicted from exact 
linear theory. 

Also this present work is based fundamentally on a non- 
linear (not linear) description and simply assumes that the 
shape changes of the detonation shock are slow compared 
with the particle transit time through the detonation re- 
action zone and that the shock curvature measured on the 
scale of steady, one-dimensional reaction zone thickness is 
small. Both assumptions are confirmed by experiments and 
recent high-quality numerical simulations of the exact Eu- 
ler equation model. These assumption are the only ingre- 
dients used. The activation-energy asymptotics for finite 
but large activation energy, is simply adopted as a tool to 
give analytical expressions for the structure of the reaction- 
zone and leads us to a tractable rational theory, for the 
dominant low frequency modes. There is no reason or prin- 
ciple that suggests that we can't continue to learn useful 
things from this simple one-step model. So far it has been, 
in a qualitative sense, very successful. Certainly it is im- 
portant to study systems with more complex chemistry in 
a systematic, rational, not ad hoc way. 
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Self-sustaining detonations exhibit a three-dimensional structure within the reaction zone which is much 
more complex than one-dimensional classical theory. While the structure of two-dimensional detonations 
is now fairly well understood, the details of the three-dimensional structure remain largely unknown. 
Numerical simulation, performed with the reactive Euler equations coupled to a single-step chemistry 
model, yields insight into the three-dimensional reaction zone structure. Simulations in a square channel 
show that, in the absence of wall losses, the three-dimensional transverse wave spacing is the same as in 
two dimensions. However, the transverse wave structure is much more intricate. Two perpendicular modes 
exist in this channel, and they are approximately one-quarter of a period out of phase. This phase shift 
accounts for the slapping wave phenomenon observed in experiments. The slapping wave imprints on 
smoke foils occur when the transverse wave collides with the wall. The curvature of the imprints is explained 
by the curvature of the slapping wave, which is convex toward the wall. The interaction of the two transverse 
waves results in a vorticity field that is much more complex than in two dimensions. In two dimensions, 
vorticity originates from a point singularity, which is now replaced by a line singularity that forms closed 
loops interconnecting the two sets of transverse waves. The interconnection changes after collisions, cre- 
ating cuts and free edges on the sheet structure which otherwise remains globally interconnected. It is the 
vorticity in the part of the sheet initiating or ending along a free edge that rolls up into rings. The rings 
entrain unburned fluid behind the Mach stem, as in two dimensions. The vorticity system provides a strong 
coupling mechanism between the two orthogonal sets of transverse waves. 

Introduction This paper presents results from numerical simu- 

Experimental evidence has shown that detona- lations of a three-dimensional overdriven detona- 
tions have an inherently three-dimensional structure tion- °ur goal was to study thf transverse wave strac- 
[1-4]. More recent studies indicate that the trans- ture and to compare it with the two-dimensional 
verse wave system behind the detonation is essential structure. In addition, we are interested in slapping 

in sustaining propagation [5]. Yet the details of the waves ll>2\ and thei
r

r im^ on ,smoke f°ik J°that 

three-dimensional reaction zone and wave structure effect> we have performed simulations of a detona- 
behind the front cannot be resolved by experiments tion ,in a square channe that *,five ZND half-reac- 
[6] limited by diagnostics that cut along a plane of tion lfn&hs on a sida This ™dth corresponds to the 
sight. For example, smoke foils show only two-di- two-dimensional transverse wave spacing deter- 
mensional slices. While some attempts have been mined hY numerical simulations in wider channels, 
made to perform 3D computations, the best docu- We chose this size based upon the expectation that, 
mented attempt was made by Fujiwara and Reddy jn the absence of wall effects (such as heat losses or 
[7]. Other than this work, computations have been boundary layers) which our model does not include, 
one- or two-dimensional [8-15], Based upon contri- the sPacing would be unchanged in three dimen- 
butions initially from experiments, followed by sim- S10ns' 
ulations, the two-dimensional cell structure is fairly 
well understood. It is only now that computers are Physical and Numerical Model 
becoming powerful enough to simulate three-di- The flow is described by the reactive Euler equa- 
mensional detonations with adequate detail. tions (equation 1). The fluid is an ideal gas with con- 
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stant specific heats, molecular weight, and heat of 
reaction. All diffusive processes (mass, thermal, vis- 
cous) are neglected, and chemistry is modeled with 
single-step Arrhenius kinetics. 

dp 

dt 
+ V-(pu) = 0 

d(pu) 
dt 

dE 

dt 

+ V-(pu-u) + Vp = 0 

+ V ■ (EM + pu) = 0 

(la) 

(lb) 

(lc) 

d(pZ) 

dt 
+ V • (pZu) = -KpZexpi- E°/T)     (Id) 

E = 

p = pRT 

p 1 
-—-—- -I— pu-u 
(y-1)      2F 

(le) 

QpZ        (If) 

where p, p, T, u, E, and Z are, respectively, density, 
pressure, temperature, velocity, energy, and mass 
fraction reactant. Initial conditions are given by per- 
turbed one- or two-dimensional ZND detonations 
consistent with our boundary conditions, in an in- 
ertial frame of reference, moving at the steady ZND 
detonation velocity. The boundary conditions consist 
of the unburned mixture entering the domain at the 
overdriven (supersonic) detonation velocity, a non- 
reflecting outflow, and the walls modeled as planes 
of symmetry (free-slip). All variables are made di- 
mensionless with respect to the preshock (un- 
burned) state. The parameters appearing in the 
problem are the ratio of specific heats, y, the heat 
release, Q, the activation energy, E°, and the over- 
drive parameter/ = {D/DC])

2 > 1, which deter- 
mines the inflow velocity, D. The Chapman-Jouguet 
(DCr) velocity is calculated from 

A cj Vl + Q(f- - l)/2y + jQ(y2 - l)/2y 

One additional free parameter, the reaction-rate 
multiplier K, sets the spatial and temporal scales. 

The numerical solution uses a fractional step tech- 
nique [14]. Three-dimensional solutions are con- 
structed by direction-splitting the convective terms 
in the equations. The gas dynamic steps are solved 
using the flux-corrected transport algorithm [16], 
with two-step time integration [14]. FCT has previ- 
ously been used to solve a wide variety of problems 
involving detonations [7-9,13-14], 

Results 

We study the case/ = 1.2, Q = 50, E° = 10, and 
y = 1.20, for which several numerical studies [10- 
13] have established the solution in one and two di- 
mensions. Linear stability analysis shows that the 

ZND wave for this case is stable to longitudinal (1- 
D) modes [17], and only moderately unstable in the 
transverse directions [10-11], so that the transverse 
wave structure should become nearly periodic. This 
is an ideal case for interpreting the results because 
the structure remains relatively well organized. Fur- 
thermore, this parameter set roughly corresponds to 
low pressure H2-02 mixtures, diluted with 60-80% 
argon or helium, for which there is a wealth of ex- 
perimental cell data [1,2,18]. The H2-02-Ar system 
creates very regular smoke foil records for a high 
percentage of argon dilution, which is consistent 
with stability analysis. For instance, for typical con- 
ditions such as 10 kPa and 300 K, the detonation 
Mach number would be 6.81, which corresponds to 
a detonation velocity of 2384 m/s. The state at the 
end of the reaction zone would then be 360 kPa, 
4000 K, and velocity of 1584 m/s (M = 0.689). 

An initial calculation (not shown) was started with 
a one-dimensional ZND wave, to which we added a 
symmetrical 3-D perturbation in the form of a lo- 
calized explosion just behind the leading shock. We 
calculated one-quarter of a cell on a 170 X 40 X 
40 grid, corresponding to a resolution of 8 cells in 
the ZND half-reaction length, or approximately the 
highest resolution used in [7]. The results showed a 
very slow breakdown of the symmetry along diago- 
nals, so reaching a periodic regime would have re- 
quired many time steps. 

Instead, we then used the two-dimensional peri- 
odic solution as an initial condition, onto which we 
added a three-dimensional perturbation that was 
perpendicular to the motion of the initial (2-D) 
transverse waves. This led to a near-periodic regime 
much more quickly. (This calculation used 170 X 80 
X 80 computational cells, or 16 cells per ZND half- 
reaction length, which is about twice as resolved as 
the highest resolution used in Ref. 7.) Figure 1 is a 
schematic diagram of how results are presented in 
Figs. 2-7, which show pressure and density gradi- 
ents at six times, over one-half of a detonation cell 
period. 

This simulation reached a periodic regime corre- 
sponding to the rectangular mode described by 
Strehlow [2]. Just behind the leading shock, two sets 
of transverse waves propagate perpendicular to one 
another, out of phase by approximately 90°. The lon- 
gitudinal slices show the classical triple point struc- 
tures, although these become somewhat obscured 
by the slapping wave in Figs. 3a and 4a. The front 
views in Figs. 2-7 are similar with frontal views ob- 
tained in experiments described in Refs. 2 and 19- 
20. There is good qualitative agreement between the 
results as far as the curvatures and the smoke foil 
imprints are concerned. 

Discussion 

The two main differences between two- [10-13] 
and three-dimensional results include the slapping 
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Front    B 
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Inflow Direction £ 
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Front View Side View 
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Bottom View 

FIG. 1. A schematic diagram of how the results are dis- 
played, (a) The shaded region is the 3-D 170 X 80 X 80 
computational domain. Arrows show the viewing directions 
for the multiview picture in (b). (b) A view of the 3-D 
domain in (a) folded out, using lines AA and BB as hinge 
points. Each frame in Figs. 2-7 is constructed by folding 
out the walls of the three -dimensional domain (a) along 
the lines AA and BB, into a single plane (b). The upper left 
quadrant of each frame shows a view of the state just be- 
hind the leading shock, displayed from the perspective of 
an observer looking "head on" at the detonation. The upper 
right and lower left quadrants show longitudinal cuts along 
the side and bottom walls of the domain, respectively. 
These slices contain the structures responsible for writing 
smoke foil records, including triple point tracks and slap- 
ping waves. Since we are using free-slip boundary condi- 
tions, the walls represent planes of symmetry. By mirroring 
the images about the planes of symmetry (indicated by 
dashed lines), an entire cell is shown while calculating only 
a quarter cell (shaded area). 

wave and a more intricate vorticity field. The two 
transverse waves are out of phase by 90°, or one- 
quarter of a period. These waves are responsible for 
the slapping wave imprints on smoke foils [1,2], 
which almost invariably occur partway through the 
cell cycle of the perpendicular transverse mode. The 

(a) Pressure gradient 

1. Triple point lines 
2. Triple points 
3. Old free edges 
4. Rolled up ends 

(b)Density gradient 

FIG. 2. Pressure and density gradient for time step 
17,650, time 65.0. This computation was performed on a 
170 X 80 X 80 mesh with a minimum cell size in the 
longitudinal (170) direction of 16 cells per ZND half-re- 
action length. The gradients are displayed using a grayscale 
colormap which gives an effect similar to Schlieren-type 
images often used in experimental work. The key on each 
of Figs. 2-7 shows triple point lines on the front views (1), 
triple points on the side and bottom views (2, when visible), 
free edges of the vortex sheet (3), rolled-up ends of the 
free edges (4). 
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(a) Pressure gradient 

x 

1. Triple point lines 
2. Triple points 
3. Old free edges 
4. Rolled up ends - JW       noiiea up enas 

fjjrfl    5. Slapping waves 

(b) Density gradient 

FIG. 3. Pressure and density gradient for time step 
17,875, time 65.4. Two of the triple point lines (1) on the 
front view have been marked as slapping waves (5), since 
they are in the process of colliding with the walls. The side 
view indicates the presence of large regions of high pres- 
sure gradients (the black regions). The high pressure gra- 
dients indicate high fluid acceleration in these regions, 
which would account for the slapping wave imprints on 
smoke foils. 

(a) Pressure gradient 

1. Slapping waves 
2. Triple points 
3. Old free edges 
4. Rolled up ends 
5. Newly born sheet 

(b) Density gradient 

FIG. 4. Pressure and density gradient for time step 
18,160, time 65.8. While the old free edges of the vortex 
sheet (3,4) continue to move down stream, a new edge is 
visible (5) that is created in the wake of the slapping wave 
collision. 

imprints are associated with collision with the wall 
of a wave moving toward the wall. Evidence for this 
mechanism can be seen in the front views in Figs. 
3a and 4a, where the slapping wave collides with the 
wall. The large pressure gradients that exist behind 
the wave (the blackness on the side view indicates 
high gradients due to high local pressure spikes) in- 
dicate a large acceleration which results in soot being 
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(a) Pressure gradient (a) Pressure gradient 
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1. Triple point lines 
2. Triple points 
3. Old free edges 
4. Rolled up ends 

1. Triple point lines 
2. Triple points 
3. Old free edge 
4. Free ends 
5. Triple line collision 

(b) Density gradient 

FIG. 5. Pressure and density gradient for time step 
18,380, time 66.2. 

removed from the foil. In contrast, cell patterns are 
etched onto smoke foils by the vorticity generated 
at the triple point intersection [3]. 

Slapping-wave imprints form a well-defined curve 
which is always concave toward the direction of 
propagation of the detonation. Because of their cur- 
vature (see front views of Figs. 2 and 3), the vertical 
waves first hit the walls at the top and bottom of the 
duct. The impact point subsequently moves along 
the wall and arrives at the center last. Meanwhile 
the detonation also propagates, which moves the 

(b) Density gradient 

FIG. 6. Pressure and density gradient for time step 
18,650, time 66.6. In addition to the regular structures, one 
set of triple point lines is colliding on the front view (5). It 
is at this point that new free edges are created after the 
collision. 

point of impact along a trajectory that is a function 
of both the detonation velocity and the transverse 
slapping wave velocity, resulting in a curve convex 
toward the front. 

The density plots in Figs. 2-7 show a vorticity and 
wave structure along longitudinal slices quite differ- 
ent from two-dimensional results. In 2-D, vorticity 
generated at the triple point follows a line that rolls 



2996 DETONATIONS 

ü 
IrifiKr 'i< Ja 

pi I                Y 

i .■.'■»-■   *v># 
I                 <* . 

IT1* 
(ft 

**?*" 

ty^ Vr"~ 

(a) Pressure gradient 

(b) Density gradient 

FIG.  7. Pressure and density gradient for time step 
18,895, time 66.9. 

up into infinitely long tubes, entraining unburned 
fluid behind an expanding Mach stem. The three- 
dimensional equivalent of the triple point is now a 
line, best seen in the front views of Figs. 2-7, which 
acts as a singular line source of a vortex sheet. In 2- 
D, vorticity accumulates in large blobs which are cut 
off and shed into disconnected vortices after each 
collision [10-13]. In three dimensions, however, this 
only occurs locally but vorticity remains coupled 
globally, supporting Strehlow's hypothesis [2] that 
the two orthogonal waves are necessarily coupled. 

MM 

Ml 

■+■ 
MM 

Ml 

Ml 

MM 

+ 
Ml 

1- 
MM 

FIG. 8. A schematic diagram of the triple point structure 
on the leading shock front, taken from the front views of 
Figs. 2-7. Vortex sheets are generated along the triple point 
lines. They form closed loops (indicated by dark lines) and 
move in the direction opposite to the propagation of the 
triple point lines (thin lines). The front can be divided into 
different sections indicated by the letters MM (Mach 
stem—Mach stem), MI (Mach stem-incident shock), and II 
(incident shock-incident shock). The direction of propa- 
gation of each triple point line, indicated by small arrows, 
determines the type of each rectangle. Both pairs of triple 
point lines move away from each other around an MM 
region and both move toward each other around an II re- 
gion; one pair closes together while the orthogonal pair 
moves apart around an MI region. This diagram is drawn 
at a time close to Fig. 5. 

The sequence of front views in Figs. 2-7, which 
clearly show the motion of the triple point lines, lead 
us to construct Fig. 8. The figure shows how the 
leading shock front can be divided into topological 
rectangles by the triple point lines, which have been 
drawn as straight lines for clarity. Considering only 
one set of transverse waves, the front is divided into 
widening Mach stem regions, which are separated 
by two triple point lines that move away from each 
other, and incident wave regions, which are shrink- 
ing. From the perspective of each set of transverse 
waves, each rectangle is either a Mach stem or an 
incident wave. Some rectangles are Mach stem 
regions to both sets of waves, some are in incident 
wave regions to both sets, and some are mixed. Thus, 
the front consists of Mach-Mach regions (MM), in- 
cident-incident regions (II), and mixed regions (MI). 
These structures are rectangles rather than squares 
because of the 90° phase shift. In particular, MM 
regions are born with finite length and zero width. 
Eventually, collisions occur along the narrow bound- 



DETAILED STRUCTURE OF THREE-DIMENSIONAL DETONATIONS 2997 

aries of an MM rectangle which becomes an MI rec- 
tangle, while two of the neighboring MI regions be- 
come MM regions. The other neighboring MI 
rectangles turn into II regions when the long bound- 
aries collide. 

As in two dimensions, slip surfaces carry vorticity, 
which is entrained toward the region behind the 
Mach stem. However, 3-D vorticity is necessarily 
generated either in closed rings or in rings inter- 
secting with a wall. (For symmetrical boundary con- 
ditions, an intersection with the wall is equivalent to 
a ring.) The vortex sheet consists of rings generated 
along two connected families of closed loops (indi- 
cated by thick lines in Fig. 8), respectively, around 
MM and II rectangles, with no loop forming around 
the MI rectangles. The vorticity from MM rectan- 
gles is entrained toward the region behind the MM 
rectangle, while the vorticity from II rectangles is 
entrained behind the MI rectangles. 

Until collisions occur, the rings form a connected 
set of sheets starting around MM or II rectangles, 
with sharp intersections at the rectangle corners. 
However, collisions transform MM and II regions 
into MI regions, and the MI rectangles into MM or 
II rectangles. Along the triple point lines that collide, 
just as in 2-D, the attached vortex sheets are cut 
loose, while new sheets form along the new triple 
point lines. This results in sudden changes in con- 
nectivity along half the rectangle boundaries where 
collisions occurred. Yet, the sheet structure always 
remains continuous, or connected, along the bound- 
aries of the rectangles. Along the lines that collided, 
there are now two new free edges that correspond 
to the last vortex ring shed immediately before the 
collision, and to the first new one shed immediately 
after. The vorticity always appears in a closed ring 
but the connection has now changed. Overall, there 
is only one complex, fully connected vortex sheet. 

Near their center, both types of free edges behave 
much like two-dimensional vortices. The edges of 
sheets behind II rectangles are cut off from the lead- 
ing shock as a result of the collisions between triple 
point lines. Once free, these edges roll up and move 
rapidly downstream. Slices through a free edge, 
marked by arrows on the side views of Figs. 2b-4b, 
show the edge as it propagates downstream, also 
seen in Figs. 5b-7b. As the slapping wave hits the 
free edge, it forces it against the wall and deforms 
it, creating the C-shaped structure seen in Fig. 3b. 
A new vortex, created in the wake of the slapping 
wave collision, can be seen in Fig. 4b. Each new 
vortex takes up a position immediately behind the 
leading shock wave, as the near-circular patterns that 
appear on the front views indicate. 

Conclusions 

Simulation of a three-dimensional overdriven det- 
onation shows that, in the absence of dissipative 

mechanisms, cell spacing in 3-D is the same as in 
the 2-D case. However, the resulting 3-D wave 
structure is much more intricate. The two interact- 
ing transverse waves are approximately one-quarter 
of a period out of phase, which accounts for the slap- 
ping wave patterns on smoke foils. The etchings are 
produced by the waves propagating in the direction 
normal to the wall, and their curvature is explained 
by the curvature of the trajectory of the impact point 
on the wall. 

The wave structure divides the detonation front 
into rectangle-like figures. Vorticity is generated 
along approximately rectangular closed loops made 
up of triple point lines belonging to the two sets of 
transverse waves. Since only one vorticity sheet is 
issued from each singular line, only half of the rec- 
tangles are circled by a loop. Vorticity entrains un- 
burned mixture behind the corresponding shock 
wave until a collision with another transverse wave 
occurs. When collisions occur, the interconnection 
changes on two of the four sides, and the closed 
loops that shed vorticity now switch to the second 
set of rectangles. In that process, free edges appear 
on the sheet where it was cut by the collision and 
also where a new loop started. However, on the two 
other sides of the rectangle where no collision oc- 
curred, the sheet remains connected. As a result, and 
in contrast with the two-dimensional case, a single, 
topologically connected vorticity sheet exists in the 
entire domain, and the vorticity roll-up characteristic 
of two-dimensional cells occurs only locally along the 
free edges. 
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COMMENTS 

Joseph M. Powers, University of Notre Dame, USA. Cal- 
culations similar to yours in two-dimensions have shown 
that predicted cell size can be affected by grid resolution. 
Have you demonstrated the sensitivity or insensitivity of 
your three-dimensional cell sizes to the resolution of your 
grid? 

Author's Reply. We modeled a channel with fixed width. 
It is correct that in a large channel, one would obtain more 
than one cell, and that with a coarse grid, the smallest chan- 
nel size for which two cells are observed instead of one 
depends upon resolution. 

We looked at this issue in two dimensions, in the con- 
ditions (activation energy, heat release, overdrive) modeled 
in three dimensions. This study showed that the resolution 
used in three dimensions in the paper was acceptable. 
However, we have not attempted to repeat the sensitivity 
analysis in three dimensions. The problem size as pre- 
sented (80 X 80 X 170) required almost the entire 512 
MBytes of memory of the computer that we used. 

The activation energy that we studied is relatively low, 
which is why the resolution that we used yields acceptable 
grid convergence. But it is true that for larger activation 
energies, more resolution would definitely be needed. 
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IGNITION AND DETONATION IN N2OCO-H2-He MIXTURES 

ANDREI YU STARIKOVSKII 

Moscow Institute of Physics and Technology 
Dolgoprudny, Russia 

Ignition and deflagration-to-detonation transition in the N20-CO-H2 system behind the reflected shock 
wave in initial temperatures ranging between 1200 and 1800 K and pressures of 3-9 atm are studied. It 
is established that the chemical reactions are described adequately by the assumption of equilibrium 
between the translation-rotational and internal degrees of freedom of the molecules for shock-heated gas 
conditions. It is found that both the total heat release Q by the chemical reactions and the ratio of the 
induction period Tind of the mixture to the characteristic energy release time 0 are the parameters gov- 
erning the flow pattern. Two different modes of interaction between the exothermic reaction and the gas 
flow are distinguished. The single-front mode, with a single discontinuity, arises when Ttod < 0, and two- 
front mode, in which a strong discontinuity formed behind the reflected shock front caused by interaction 
between the gasdynamic and chemical processes, arises when Tin(j » 0. 

Introduction 

High-temperature kinetic processes in gases are 
often studied in shock tubes behind reflected shock 
waves [1]. Researchers [2,3,4] have attempted to 
model numerically the unsteady gasdynamic pro- 
cesses arising in shock tubes because of self-ignition 
of gaseous mixtures; they noticed a strong coupling 
between the chemical reaction and flow dynamics 
leading to detonation under certain conditions. 

N20 + CO + H2 mixtures are interesting be- 
cause of the peculiarities of the global N20 + CO 
reaction, which, according to the data of Ref. 5, may 
provide superequilibrium population of the COz lev- 
els due to energy release in the reactions and inter- 
actions of the vibrationally excited reaction products 
with reagents. For obtaining such reaction regimes, 
very high concentrations of the reactive gas must be 
used and gasdynamic phenomena must be taken into 
consideration. 

It has been shown [6,7] that burning of N20-CO- 
H2-He mixtures behind reflected shock waves may 
also produce appreciable gasdynamic perturbations, 
sometimes leading to detonation onset. Bearing this 
in mind, one should take into account the mutual 
influence of the chemical reaction in the system and 
the flow dynamic parameters when interpreting the 
kinetic measurements in mixtures with high energy 
release. The objective of this work is to study exper- 
imentally the self-ignition of N20-C0-H2 mixtures 
within a wide range of initial conditions and to an- 
alyze the reaction kinetics, vibrationally excited 
products formation, and transition from deflagration 
to detonation. 

Experimental Studies 

Experiments were conducted in a shock tube 50 
mm i.d. with 3.5-m-long low-pressure and 1.2-m- 

long high-pressure sections. A residual vacuum of p 
— 10 "6 torr in the low-pressure section of the shock 
tube at a (1-2) X 10 ~4 torr/min leakage rate was 
provided by a vacuum system that included a steam- 
oil pump with a nitrogen trap. Experiments were 
performed after pumping the operating channel 
down to p < 10 ~5 torr. The time interval between 
the end of pumping and the start of experiment was 
no longer than 2 min. 

The velocity of the incident waves was measured 
between station 1 (318 mm from the end plate of 
the shock tube) and station 3 (13 mm from the end 
plate). Reflected wave velocity was measured be- 
tween the end plate and station 2 (113 mm from the 
end plate in all runs, except those with mixture 4, 85 
mm). At station 3, we monitored IR emission of N20 
at X = 3.7 fim and of C02 at X = 4.31 /im (see Fig. 

1). 
We studied ignition of five N20-CO-H2-He 

mixtures of different compositions (see Table 1) be- 
hind reflected shock waves at temperatures and 
pressures ranging from 1200 to 1800 K and from 3.1 
to 9.2 atm, respectively. 

In the regimes corresponding to runs with mixture 
1 (T5o = 1502 K, p5o = 3.4 atm, mode I) and with 
mixture 5 (r5o = 1203 K, p5l) = 9.2 atm, mode II), 
the IR emission profile of N20, whose concentration 
decreases monotonically in the reaction, displays a 
prominent peak in both mixtures. The peak in mix- 
ture 5 is almost twice as high as the initial level of 
the signal. 

The IR emission profile of C02 formed by the 
reaction shows a specific shape. Mixture 5 indicates 
a relatively slow increase in the emission intensity 
during the induction period, followed by a rapid ac- 
celeration to the quasi-steady level. Mixture 1 shows 

2999 
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FIG. 1. Shock tube test section. 1, pressure gauges; 2, 
CaF2 optical windows; 3, glass optical windows; 4, CaF2 

lenses; 5, IR-sensor Ge-Au, 77 K; 6, IR-monochromator; 
7, solar-blend photomultiplier R-1657; 8, UV-monochro- 
mator; 9, He-Ne laser LG-52-3; 10, differential photodiod; 
11, shock tube channel; 12, shock tube wall; and 13, shock 
tube end plate. I, II, III—test stations at 318, 113, and 13 
mm from the shock tube end plate, respectively. 

a smoother profile; no correlation was noticed be- 
tween the emission intensity variation and the steep 
drop of the intensity of N2Ö IR emission. 

The pressure profiles at the end plate are some- 
what similar to those of C02 IR emission. Whereas 
in mixture 5 the pressure rises steeply to the new 
quasi-steady level after a long plateau corresponding 
to the induction period, the pressure profile re- 
corded in mixture 1 exhibits a gradual monotonic 
rise behind the reflected shock wave throughout the 
observation time. 

The mixture in state 5 (state behind the reflected 
shock wave) ignites after the induction period is 
over. This produces a compression wave that prop- 
agates with a rapidly rising velocity and eventually 

S    3.5 
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FIG. 2. The temperature dependence of the half-decay 
time of the N20 IR radiation intensity at X = 3.7 /im. 
Symbols, experiment; curves, numerical modeling by the 
detailed kinetic scheme [15]; 1, mixture 1; 2, mixture 2; 3, 
mixture 3; 4, mixture 5; dotted line, the threshold of tran- 
sition from the single-front combustion mode to two front. 

transforms into the C-J detonation [8]. When the 
detonation front catches up with the reflected shock 
wave, a contact surface, overdriven detonation, and 
expansion wave arise. The contact surface keeps 
moving away from the end plate of the tube, the 
overdriven detonation propagates through state 2 
(state 2 corresponds to the gas, heated by the inci- 
dent shock wave only), and the expansion wave 
spreads toward the end plate. In mixture 1, contain- 
ing no hydrogen, a rather smooth compression wave 
without a pronounced leading front follows the re- 
flected shock wave. 

These differences in the behavior of the flow pa- 
rameters provide evidence of significant differences 
in the energy-release kinetics in the "dry" mixture 1 
compared with mixture 5 containing 0.11% hydro- 
gen. These differences are clearly shown in Fig. 2 
by comparing the measured half-decay time of the 

TABLE 1 
The mixtures studied 

Mixture N20, % 
CH4 

CO, H2, % CO, He, 

1 9.4 20 0 0.0020 0 70.6 

2 9.4 20 0.0066 0.0020 0 70.6 

3 9.4 20 0.0300 0.0020 0 70.6 

4 10.0 20 0.0850 0.0020 0 69.9 

5 9.4 20 0.1140 0.0020 0 70.5 

6 — — — — 10.3 89.7 

"Uncontrollable hydrocarbon impurities are taken into account. 
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FIG. 3. The average velocity of the reflected shock wave, 
0R, as a function of the incident shock wave velocity. Sym- 
bols, experiment; curves, numerical modeling by the re- 
action scheme [15]; 5, calculations assuming instantaneous 
attainment of the equilibrium composition at pi = 150- 
torr [13]; 6, calculations by the theory of ideal shock tube 
with frozen chemical reactions [11]; 1, mixture 1; 2, mix- 
ture 3; 3, mixture 4; 4, mixture 5. 

intensity of N20 IR emission as a function of the 
initial temperature T5o behind the reflected shock 
wave. The initial temperature T5o was calculated 
from the velocity of the incident shock wave assum- 
ing equilibrium of the translational, rotational, and 
internal degrees of freedom of the molecules and 
frozen chemical reactions. 

It is seen that at identical pressures and temper- 
atures, the half-decay time of the N20 IR radiation 
intensity T1/2 (called below the induction time) in 
mixture 1 is four times longer than that in mixture 
5. Note that addition of only 66 ppm H2 (mixture 2) 
reduces T1/2 by a factor of 1.5. Comparing values of 
T1/2 in mixture 2 with mixture 1 can be considered 
an additional experimental proof of a rather low level 
of uncontrolled impurities in the mixtures studied 
and demonstrates the extremely high sensitivity of 
the reaction kinetics in the N20-CO mixture to hy- 
drogen-containing impurities. 

The reflected shock wave velocity is sensitive both 
to the rate of the reaction and the overall exothermi- 
city. It is well-known that the compression waves 
generated in the reaction zone interact with and ac- 
celerate the reflected shock wave front [9]. Obvi- 
ously, the time it takes for the reflected shock wave 
front to travel a certain distance from the end plate 
depends on (1) the induction period in the mixture 
during which the heat release is insignificant; (2) the 
heat-release rate after the induction period; and (3) 
the overall heat-release due to the chemical reac- 
tions. If the reflected shock wave passes through the 
measurement base before the induction period is 
over, its velocity corresponds to calculations with the 
frozen chemical reactions. 

In the other limiting case, when the induction pe- 
riod is very small, the time during which the re- 
flected wave passes through the measurement base 
depends on the initial flow parameters and on the 
energy evolved during the measurement time. Fig- 
ure 3 presents the results of treating the measured 
times during which the reflected shock wave travels 
between the pressure gauges at the shock tube end 
plate and station 2. It is seen that transition from the 
flow patterns, in which the heat-release effect on 
quantity ÜR = AX/At (where AX is the distance be- 
tween the measurement stations and At is the travel 
time; generally, tjR is not equal to the instantaneous 
reflected shock wave velocity UR) is insignificant, to 
those in which interaction between the chemical re- 
action and the gas flow is governing corresponds to 
various Us (and, hence, to different T5o) values de- 
pending on the type of mixture studied. This follows, 
obviously, from the difference between the induc- 
tion periods in various mixtures. Thus, a character- 
istic transition Us value for mixture 5 is 1.45 km/s 
(T5o = 1320 K) and for mixture 1 is 1.6 km/s. In Fig. 
2, these values are observed to occur at nearly iden- 
tical induction times (pt1/2 = 620 /us ■ atm). 

The ÜR values are also different in the other end 
of the range, at large Us. Whereas the data measured 
in the mixtures with a high hydrogen content 
(mixtures 4 and 5) are nearly equal to calculations 
performed assuming complete chemical equilibrium 
[10], the appropriate parameters for mixture 1 are 
closer to calculations with frozen chemical reactions. 
This is explained by changes in the composition of 
the reaction products in mixtures containing differ- 
ent amounts of hydrogen; in mixtures 4 and 5, the 
product composition approaches equilibrium within 
the measurement time, whereas in mixture 1, attain- 
ment of equilibrium requires a much longer time. 

It should be noted that the measured UR and T1/2 

values depend significantly on the total pressure and 
the position of the measurement station with respect 
to the shock tube end plate, because the gas flow 
modes studied are essentially unsteady. The smooth 
dependence of these parameters on T and Üs (Figs. 
2 and 3, respectively) stems from the monotonic 
changes in the initial parameters (pressure, in par- 
ticular) within each series of runs. To describe ade- 
quately the experimental results in numerical mod- 
eling, one should take into account explicitly the 
unsteady flow behavior caused by heat release in the 
chemical reactions and by purely gasdynamic phe- 
nomena associated with development of the dy- 
namic boundary layers behind the incident shock 
wave [11]. 

Ignition Mode Analysis 

We consider reflection of a shock wave from the 
tube   end,  plate.   The   gas   in   state   5   acquires 
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parameters T5 and p5 after the wave reflection. We 
denote the induction time of the mixture in state 5 
by Tina, defining it as a time elapsed after the shock 
wave reflection from the shock tube end plate until 
onset of intense heat release. 

We analyze two conceivable versions of gas flow 
development that generalize the classification of the 
patterns of interaction between the combustion 
wave and reflected shock wave suggested in Refs. 8, 
9, and 12: 

1. Acceleration of the shock wave caused by its in- 
teraction with the compression waves generated 
by the combustion front without formation of 
strong discontinuities in state 5. 

2. Transformation into the secondary shock discon- 
tinuity of the compression waves arising behind 
the reflected shock wave due to fast energy re- 
lease by the chemical reactions. 

We introduce the following assumptions: 

• The gas pressure in the reaction zone varies only 
slightly until the secondary discontinuity is formed 
at instant tßiSC, so that these changes can be ne- 
glected. 

• The gas velocity in this region is small compared 
to the reflected shock wave velocity UR. 

• Changes in the state of the gas caused by the com- 
pression waves do not affect the heat-release rate 
due to the chemical reactions, at least up to t = 

• Specific heat ratio of the gas y is constant within 
the same time interval. 

We prescribe the heat release as a function of time 
T elapsed starting with the shock wave reflection at 
the tube end plate as follows: 

dQ(r) = | 0 at T < Tind 

dt U(T - Tind) exp[ - (T - Tind)/0] at T > Tind 

(1) 

These equations describe quite adequately the 
real-time history of the dQ/dt rate [13]. Parameters 
A and 0 characterize the total heat release and its 
rate, respectively. 

Assuming the gas to be polytropic and taking into 
account the p = const condition yields for the ex- 
pansion rate of an elementary volume ÖV0, 

dt W0. 
1    dQ(t) _ Atexp(-t/0) 

CpT0 dt CpT0 

where C„ is the specific heat at a constant pressure 
and t = T — Tjnlj. We use the piston analogy and 
approximation for the velocity of the chemical re- 
actions front UF equal to the reflected shock wave 
velocity UR. From this relation, bearing in mind the 
one—dimensional nature of the problem in ques- 
tion, we derive the expression V = URt, and using 
Eq. (3), arrive at 

dt      CpT0h       l 

AUR 

CpT0 

[02. _ 0(0 + t)exp(-t/0)] 

The rate of variation of the burning gas volume 
near the end plate can be interpreted in the one— 
dimensional formulation as a velocity, Up, of an ef- 
fective piston moving away from the shock tube end 
plate and compressing the gas in state 5: 

AUR 

CpT0 

[02 _ 0(g) + t)exp(-tfß)] 

The velocity of this piston is limited and, when t -» 
oo, it tends to Up = AUR/CpT0 (<92). The instanta- 
neous piston position is defined by the relation 

Xp{t) =  [ Vp(x)dx = Ufo + (20 + t) 

exp(-t/&) - 20] (2) 

As shown in Ref. 14, the position and time of dis- 
continuity formation ahead of the piston moving in 
the channel are found by solving jointly two equa- 
tions that define the steepening point of the com- 
pression wave front: 

dx\   _      /d2x o (3) 

where x is the coordinate and K is a parameter de- 
fining the coordinate of discontinuity formation. The 
X{K) dependence is found for a polytropic gas using 
the relation [14] v = x(k), 

x = X(K) + (t - K) + 7-^x(K) (4) 

Here, v is the gas velocity, X(K) is the instantaneous 
piston position, C0 is the acoustic velocity in unper- 
turbed gas (in this case, C0 = C(T5o)), and the dot 
signifies differentiation with respect to K. 

We substitute the X(K) and X{K) values found ear- 
lier into Eq. (4): 

x = Up0 {(2 + K/0) exp(-K/6>) - (2 - K/0)} 

+ mit - K) (C/üS + Li^ [l - (l + K/0) 

exp(-K/0)] 

(5) 

Solving Eqs. (3) and (4) with due regard for the ex- 
pression derived for x, we obtain for the time of dis- 
continuity formation (the time is measured from the 
mixture ignition instant): 

Mis< 
(y + 1) K (30 - K) - 20K 

(y + l)(0 - K) 
(6) 
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where parameter K is found from the following 
equation: 

y + 1 
1 + xr2/6>2) - 1 exp( — K/0) 

= (1 - K/0) + CQ/K (7) 

It is seen from Eqs. (5) through (7) that the time 
to discontinuity formation depends on the specific 
heat ratio of the gas, characteristic heat release time 
0, and dimensionless parameter C(/Up, specifying 
the ratio of the energy released by the chemical re- 
actions to the internal energy of the gas with frozen 
chemical reactions: 

Xäisc = ü£0*(Co/U£, y), tdisc = 0F(C^U;, y) 

where <t> and F are analytic functions. Obviously, the 
compression waves arising from the chemical reac- 
tions may be converted into a strong discontinuity 
only when 

WiVdisc  +   Tind) -"* xdisc 

or, after the appropriate substitution, when 

Hnd >  0 
Ur 

<P(Cyi£, y) - F(C„/l$, y)      (8) 

Thus, the two-front reflection mode with forma- 
tion of a secondary discontinuity that follows the 
shock wave reflected from the shock tube end plate, 
behind which heat is released intensely in the flow, 
arises if under the selected initial conditions and 
mixture composition, the induction period is long 
and the heat-release rate, inversely proportional to 
parameter 0, is high. When the ratio between the 
characteristic times of induction and heat release is 
reversed, the compression waves have no time to 
produce the secondary shock wave before they over- 
take the primary reflected shock wave. The reflected 
shock wave is accelerated, but the flow behind it 
(state 5) remains continuous. 

Figure 2 shows the boundaries between the sin- 
gle-front and two-front flow modes calculated using 
Eqs. (5) through (7) for all the mixtures studied. Ac- 
cording to our calculations, the two-front mode is 
observed under the initial conditions, corresponding 
to the region to the right of the transition curve (for 
example, for regime II). At higher temperatures, the 
ratio Tind/6> between the characteristic times is such 
that no secondary discontinuity is formed (regime I). 
The reflected shock wave is accelerated gradually 
because of its interaction with the compression 
waves produced by the combustion front, and, even- 
tually, the deflagration wave is converted into an 
overdriven detonation wave. This behavior of the 
system results from a substantial decrease in the rate 
of heat release by the dominating chain reactions 
NpO   +   H N,   +   OH and CO   +   OH 

C02 + H as compared to the rate of the triggering 
reaction of unimolecular N20 decomposition, whose 
rate constant is much more sensitive to the temper- 
ature than the rate constants of chain reactions. In 
mixtures containing about 10% N20, 20% CO, and 
70% He, the criterion of the two-front flow pattern 
formation can be approximated by relation Tm$/0 — 
7.5. 

Numerical Modeling 

As in Ref. 3, in our calculations, we employed the 
method of solution separation according to the 
physical processes. After each step in calculating the 
gas flow, we introduced corrections for the energy 
exchange between the internal and translation-ro- 
tational degrees of freedom and integrated the 
chemical kinetics equations involving more than 100 
reactions. A total of 23 reactants were included in 
the kinetic scheme, N20, NO, N02, N03, N2, N, 
H20, OH, H02, H2, H, 02, O, HNO, NH, CH4, 
CH3, CH20, CHO, CH2, CO, C02, CH, and the 
inert components Ar and He were involved in the 
reactions as collision partners [15]. 

In this work, we used the random choice method 
(RCM) [16] for gasdynamics equation solution. The 
method described in Ref. 13 employs the exact so- 
lution of the Riemann problem at the interface be- 
tween adjacent computation cells for constructing 
the full solution [16]. 

The grids used in this work comprised 200 cells, 
on average, along the % axis, and calculations took 
into account flow inhomogeneity in the gas behind 
the incident shock wave. Because of the large num- 
ber of computational cells, we were able to calculate 
accurately the position of the reflected shock front 
(the error of its determination in the RC method 
equals about one step along the x axis [17]) and to 
resolve confidently the chemical reaction zone. 

Simulation Results 

The pressure profiles calculated using the previ- 
ously discussed model are displayed in Figs. 4a and 
4b. Profiles (a) pertain to the flow mode I profiles 
and (b) are the results of modeling for mode II. As 
mentioned earlier, this pair of experiments corre- 
sponds to the same half-decay time of IR emission 
of N20; however, in mode I, the unimolecular N20 
decomposition is fast but the major fraction of the 
heat is released slowly by the CO + O + M -> C02 

+ M reaction. In mode II, N20 is consumed and 
C02 builds up synchronously by the fast chain re- 
actions N20 + H -^ N2 + OH and CO + OH ^ 
C02 + H. The identical Tin(j times in these two cases 
are explained by appreciable differences in the tem- 
peratures: for mode I, T5o = 1502 K and for II, 
T5o = 1203 K; the initial rate of the unimolecular 



3004 DETONATIONS 

1.2 

0.0 
-50 0  50 100 150 200 250 300 350 

t, /is 

1.2 

1.0 

°'8 
'c 

_o 0.6 
D 

0.4 

0.2 

0.0 
-50 0  50 100 150 200 250 300'350 

t, /is 

FIG. 5. IR emission profile of N20 (A = 3.7 /im). The 
„      , „,. C1 / > ,,.        solid line is experiment; the dashed line represents our nu- 
FIG. 4. The pressure profiles at various times, (a) Mix- ]       j i. _  , i i,.... _       _ j   T  /i.\ „• ^      e 

- 

1        1 

B 

I         I I         I i 

- 

- 
y^     '■' 

- 

~ 
.^^=- Z^^ 

_ 

- 

j        i i        i i        i V, 
- 

ture 1, mode I; (b) mixture 5, mode II. merical modeling, (a) Mixture 1, mode I; (b) mixture 5, 
mode II. 

N20 decomposition reaction triggering the subse- 
quent secondary reactions for mode II is 150 times 
as low as that for mode I. 

In mode I, all the flow parameters change gradu- 
ally: slow heat release in the reaction zone generates 
weak compression waves that catch up with the re- 
flected shock front and accelerate it smoothly. In 
mode II, the reflected shock wave velocity and pres- 
sure during initial 200 /us are nearly identical, with 
their values calculated disregarding the chemical re- 
actions. The thermal explosion taking place 270 /is 
after shock wave reflection from the end plate pro- 
duces an intense compression wave that is converted 
into a shock discontinuity at t — 320 jus. Its further 
propagation through state 5 in the form of a C-J 
detonation wave terminates at t = 370 /is; at this 
instant, the detonation front catches up with the re- 
flected shock wave, and the merged waves give rise 
to an overdriven detonation wave that keeps spread- 
ing through state 2. This produces a contact surface 
and rarefaction wave at the site where the two waves 

merge. The rarefaction wave propagates toward the 
shock tube end plate. The gas temperature behind 
the primary shock wave rises steeply, and the peak 
pressure and density fall off. 

Infrared Emission of the Gas 

The IR emission profiles of N20 and C02 enable 
us to estimate the difference between the vibrational 
temperature in the reaction zone and the transla- 
tion-rotational temperature. The emission profiles 
are complicated; therefore, a systematic analysis of 
the measurements presents difficulties. Conse- 
quently, in this work, we compared directly the emis- 
sion profiles obtained in experiment with those cal- 
culated by the equilibrium model. 

The results of the comparison are displayed in Fig. 
5. The results of the equilibrium calculations (Ttr = 
^rot = TUb) reproduce the experimental profiles 
with a high accuracy in all cases. The insignificant 
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deviations (not exceeding 5%) of the calculations 
profile from measurements of the maximum profile 
amplitude in all experiments can be explained by 
interference of a weak signal from light scattered by 
the polished shock tube walls. 

Thus, an analysis of the IR emission profiles car- 
ried out in this section with due regard for the results 
of the analysis of the kinetic and gasdynamics models 
(see earlier) leads us to conclude that thermal explo- 
sion in N20-CO-H2-He mixtures proceeds in the 
equilibrium regime (i.e., at Ttr = Trot = T^) within 
a very wide range of the parameters. We failed to 
observe noticeable deviations from the equilibrium 
model at the temperature rise rates in the system up 
to dT/dt = 40K///S. 

Conclusions 

We studied ignition and deflagration-to-detona- 
tion transition in initial temperatures ranging be- 
tween 1200 and 1800 K and pressures from 3 to 9 
atm. It is inferred from the measured profiles and 
results of numerical modeling that the chemical re- 
actions in the N20-CO-H2 system are described ad- 
equately by the mechanism suggested in Ref. 15. It 
is based on reactions involving free radicals and as- 
sumes equilibrium between the translation-rota- 
tional and internal degrees of freedom of the mol- 
ecules within a wide range of the initial parameters 
of the gas flow and under different conditions in the 
reacting shock heated mixture. 

Two different modes of interaction between the 
exothermic reaction and die gas flow are distin- 
guished. The single-front mode with a single discon- 
tinuity, the reflected shock front, and two-front 
mode, in which the reflected shock front and a 
strong discontinuity formed due to interaction be- 
tween the compression waves generated in the in- 
tense energy-release zone are present simulta- 
neously in the gas flow. 

From the experimental data and analytical and nu- 
merical modeling results, we infer that both the total 
heat release by the chemical reactions and the ratio 
of the induction period of the mixture to the char- 
acteristic energy-release time are the parameters 
governing the flow pattern. We have derived a uni- 
versal quantitative criterion that relates the gas flow 

pattern behind the reflected shock wave to the ratio 
between the induction period of the system and the 
characteristic heat-release time, the acoustic velocity 
in the gas, and the overall exothermicity of the re- 
actions. 
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DETONATION SUPPORTED BY COMBUSTIBLE DUST DEPOSIT 

BAO-CHUN FAN AND HONG-ZHI LI 
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Nanjing 210014, China 

Self-sustaining detonations along a combustible dust deposit on a bottom wall have been investigated 
experimentally and theoretically. Experiments were conducted in a square cross-section tube. Three kinds 
of particles with a mean diameter of 15/im were used: AL, RDX, and HMX. Sharp-shadow photographs 
were taken by means of a special optical system and shock-wave velocities were measured by pressure 
transducers. It has been shown that the steady-state detonation velocity is independent with initial shock 
wave strengths. 

An analytical model has been developed to describe the two-dimensional structure of dust-film deto- 
nations. A set of equations for the two-phase turbulent-reacting boundary layer considering the particle 
ingestion and the interphase transfers and a general Chapman-Jouguet condition were derived. The Lees- 
Dorodnytzin transformation usually applied to the compressible boundary layer has been extended to fit 
the two-phase reacting case, and the numerical simulations have been performed by applying a Box method 
and an improved particle source in cell (PSIC) method, which shows that the structure of the boundary 
layer behind the shock front consists of an induction zone, a reaction zone, and a diffusion zone. Computed 
and measured results are in reasonable agreement. 

Introduction 

Investigations have shown that a self-sustaining 
detonation can propagate not only through a ho- 
mogeneous media or heterogeneous suspension but 
also over a wall coated with a liquid fuel film [1-2] 
or a detonatable dust deposit [3]. Such film deto- 
nation is supported by energy releases because of 
combustions in a shock-induced turbulent boundary 
layer. 

Two-dimensional models of liquid-film detona- 
tions have been developed [4-5] to predict the CJ 
detonation velocity and to describe its structure. A 
number of shock tube experiments have been con- 
ducted to research on the shock-induced dispersion 
of chemically inert dust deposits [6-8], which is 
closely related to dust-film detonations, and the 
theoretical models corresponding to it have also 
been developed based on a single continued me- 
dium model [9] a double continued medium model 
[10-12] or a particle-trajectory model [8,13]. But 
few theoretical studies have been carried out for 
dust-film detonations. 

In the present paper, some experimental results 
on the dust-film detonation are presented, and a 
two-dimensional model, considering the dispersion, 
ignition, and combustion of the dust deposit behind 
the leading shock front and a Chapman-Jouguet 
condition of eigenvalue detonations are developed. 
Some computed results are in good agreement with 
the measured results. 

Experimental Investigation 

Experimental Technique 

The setup used for the experiments is sketched in 
Fig. 1. A special shock tube with 2.8 m total length 
and 20 X 20-mm2 cross area is mounted horizontally 
and consists of a driver section, a driven section, and 
a test section. At a high pressure produced by rapid 
combustion of the initiator, made of resistance wires 
covered with solid propellants, situated at the closed 
end of the driver section, the rupture of the dia- 
phragm separating the driven section from the driver 
section causes a moving shock wave to interact with 
dust particles laden in advance on the bottom 
throughout the driven and the test sections. Eight 
pressure transducers were used for shock-velocity 
measurements (typical results are shown in Fig. 2) 
while a photodiode mounted on the same location 
as the eighth pressure transducer PT 8 was em- 
ployed to measure the ignition delay considered to 
be a time difference between a pressure signal at PT 
8 and a light emission signal from the ignition of 
particles at the photodiode as shown in Fig. 3. 

The dispersion of particles from the bottom wall 
was observed with shadow photography at the test 
section windows. The optical system consisted of a 
spark light source, a Fresnel lens, a reflecting mirror, 
and a camera. The typical shadow photograph is 
shown in Fig. 4. 

A laser extinction technique was used to show the 
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FIG. 1. Experimental apparatus: (1) driver section, (2) 
driven section, (3) text section, (4) test window, (5) dia- 
phragm, (6) igniter, (7) ignition system, (8) pressure trans- 
ducers, (9) amplifier, (10) He-Ne laser, (11) photo diode, 
(12) multichannel transient recorder, (13) computer, (14) 
time-delay instrument, (15) digital supply voltage meter, 
(16) spark light source, (17) fresnel lens, (18) reflecting 
mirror, and (19) camera. 

formation of dust clouds. The He-Ne laser beam di- 
rected through the windows became attenuated due 
to the particle lifting, and the intensity was measured 
by a photodiode as shown in Fig. 5. The data acqui- 
sition system and the spark light source were trig- 
gered by the pressure transducer PT 7. 

Experimental Results 

Three kinds of particles, RDX, HMX, and AL, 
with a mean diameter of 15 /im were used to form 
combustible dust deposits with 2 X 10 ~4 g/cm3 on 
the bottom of the tube. The variations of the shock- 
wave velocity in the tube for these lands of particles 
measured by piezoelectric pressure transducers are 
shown in Fig. 6. The measured detonation velocities 
and properties of RDX, HMX, and AL are tabulated 
in Table 1. 

, It can be seen that the detonation velocity of an 
aluminum dust film is the lowest in spite of its high 
combustion heat, since the aluminum dust cloud in- 
duced by shock waves in air is present in lean oxygen; 
however for high explosive particle clouds, the 
equivalence ratio is approximate to unit, so that it 
can bum under the circumstances without oxygen. 
The detonation velocity of RDX film is higher than 
that of HMX, mainly due to the material density dif- 
ference. 

The strength of the initial shock wave does not 
affect the steady-state detonation velocity within a 
certain range as shown in Fig. 7 for RDX dust film. 
It can be seen that a steady state is reached after 
some propagation distances for the initial shock. 
Mach number M; between 2.76 and 3.4, but the 
initial shock wave with M,  =  2.3 is too weak to 
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FIG. 2. Typical pressure records in a different location 
of the tube. 
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FIG. 3. Typical records of pressure profiles and dust ig- 
nition. 

TABLE 1 
The measured detonation velocities and properties of 

AL, RDX, and HMX 

Combustion 
Density heat Measured detonation 

(g/c (J/Kg) velocity (m/s) 

AL 2.7 31000 810 
RDX 1.816 9540 870 
HMX 1.905 9500 830 
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FIG.  4.  Shadow photograph of 
dust film detonation. 

y=5.0inro 

FIG. 5. Experimental results of dust concentration vari- 
ations measured by laser extinction. 

detonate the RDX dust. For Ms = 4.0, the tube is 
not long enough to reach the steady state. 

Theoretical Investigation 

Two-Dimensional Theory 

Based on the following assumptions, a two-dimen- 
sional theoretical model has been developed to deal 
with dust-film detonations: 

1. The dust-laden surface consists of an unlimited 
number of small particles, which are combustible, 
incompressible, spherical, and of uniform diam- 
eter. The volume fraction and the thermal motion 
of particles can be neglected. 

2. Gas is treated as a perfect gas. 
3. Within the viscous boundary layer, Prandtl's 

boundary layer concept is available. 

A system of conservation equations in laboratory 
coordinates [14] can be reduced into a steady state 
in shock-fixed coordinates with a Galilean transfor- 
mation. 

For the gas phase, 

du du\ dp 
p\u ho —   =  n    dx dy) dx 

a  l       du\ + ^{^)-V>      (3) 

dy 

dH        dH\      a 
p\u hü     = — 

dx ay I       ay 

&= -V (4) 

TJe« dy. 

d 
+ — 

dy 
Me« 

Pr'e«l   dy 
+  Sr 

For the particle phase, 

'Ms. =  _  r -      (^ 
dtp 

Pp\dx 

du„       1 /T,       , 
-jf = - (V, + («p - 
Clip Pp 

dv„       1 

+ dvE 

dy 

u)f) 

ft,      pp^ + ^-^ 

■ (Q + V) 

(5) 

(6) 

(7) 

(8) 

•(9) 

'"p rp 

dTp        1 

Clip ^Pp 

The gas-particle reaction rate can be expressed as 

E ' 
Rs = A expl - — J A,2 

fiT, 
i that 

dt 

2R, 

(10) 

(11) 

The   momentum   transfer   between   phases   is 
given by 

Vx = Ppfx (12) 

Vy = Pplfy + fi - g) US) 

S„ and SQP related to the energy transfer between 
phases have the following forms: 

dpu      dpv = 

dx dy 

plu
dli + v

dIi) = ±L(fL)  ^\ + r, 
dx dy)      dy\   \Sc/eff dy> 

(1) 

(2) 

ßQc + CT   + 

(«o ~ «): 

CpT 

Q - upVx - vpVy     (14) 

SQF = r((l - ß)Qc - (up - u)up 

-  (Vp - v)Vp) (15) 
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FIG. 6. Variations of experimental shock velocity with 
propagation distance for AL, RDX, and HMX. 
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FIG. 7. Variations of experimental shock velocity of RDX 
dust with propagation distance for a different initial shock 
strength. 

ßell = fi + f*T, 

£)     = E + tL 
Sc/eff Sc SCT 

eff PrT 

the subscript T represents turbulence. Cebeci- 
Smith mixing length model is used to get the tur- 
bulent viscosity [15]. 

Chapman-]ouguet Condition 

The integration of the conservation Eqs. (1) 
through (5) over the cross section of the tube yields 
the following system of ordinary differential equa- 
tions: 

where 

and 

d m        \      Ai — (Bi/>A) = — (16) 

d I      ^  n        2^       A2 ^ (Pe   +  BüPX)   =  Y (17) 

dXBäkPeU3e + y-lPeU^)= L (18) 

Bx = 1 - ÖVL, B2 = 1- (0 + Ö")IL 

B3 = 1 - (0H + Ö')/L 

JO   \            /W 

Jo peue \       u0) 

*-f^('-sK 
Ai = 1   rdy 

A2 =  1    («r - Vx) dy - T„ 

A3 =   1    (Er + SQ)dy - U0TW + qw 

The subscript e denotes free stream, S, the thickness 
of the boundary layer and L, the height of the tube. 

If Bi = const (i = 1, 2, 3) near the CJ plane, from 
Eqs. (16) through (18), it follows that 

-yk_PeiB^-i)df = - 
y — 1r dx       y 

(G2 -ueG{) - G3 + -ulG1 

-M„Bo 

(19) 

The solution will be continuous at the CJ plane only 
if 

ueB2(Gz - ueG{) - G3 

+ I Gyul = 0 at M2 = —     (20) 
2 D4 

y- i 
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and dif//dx = —pp and independent variables £, 
xlX and 

"=-ki ■dg 

where X = u0t, y = y/X jReX, ReX = peueXJpe, and 
T = 4rf^p/(3CDfiep/i), the Less-Dorondnytzin 
transformation of Eqs. (2) through (5) and (22) 
yields a system of nondimensional differential equa- 
tions that can be solved numerically by a second- 
order Box method. Whole particles entrained from 
the wall are divided into many representative sam- 
ples of discrete particles described by Eqs. (6) 
through (9), which are integrated by the fourth-or- 
der Runge-Kutta method. 

Considering a computational cell in which several 
representative samples of discrete particles pass 
through, the particle number flow rate N is constant 
along the particle trajectories for a steady flow and 
is established at the wall surface, 

where G, = AA (i = 1, 2, 3), and B4 = 1 - (0 
+ S")y/L. 

Three boundaries (i.e., the external edge of the 
boundary layer, the shock front, and the wall surface) 
have to be considered here. At the first boundary, 
parameters are obtained from Eqs. (16) through 
(18). To avoid singularities j = n positive small 
quantity is taken as the second boundary, where the 
dust dispersion is neglected and the parameters of 
gas are obtained from the Blasuis solutions for y ^ 
<5(e) and the Rankin-Hugoniot relations for y < S(e). 
Following Mirels [9], the condition at the wall is 

B 

ln(l + B) 
= 1.991 

X 102 

w + l)1'5 (W- l)8/s 

Mfp6  V 3/  

(pa*) 1/5 w (21) 

whereW = ^,Ms = ^B=^^r 
ue a0 ue(W - 1) 

zw is the shearing stress at the wall. 

Numerical Methods 

The gas density can be split into two parts: a den- 
sity production due to the solid consumption pc and 
an intrinsical density pP Thus, Eq. (1) becomes 

— (PP) + — (Pfi) = 0 dx oy 

PP dx. + PPT- = r 

dy 

(22) 

(23) 

where <p = pjph pc + Pi = P 
Introducing a stream function i// with dy//dy = pp, 

N = 
nipo 

'■ Ax„ (24) 

where Ax„ is a distance between two vicinal trajec- 
tories. 

The rate of solid particles gasification per unit 
volume is then given by 

^ 2 nMdpi)l 6  i_i        H 
- (dv^)IAxAy,     (25) 

where dpi is the diameter of particles moving along 
the particle trajectory i; subscripts in and out denote 
into and out of the cell, respectively: The CJ deto- 
nation velocity u0 is determined by Eq. (20) using 
an iterative method. 

Numerical Results 

The model described previously has been used to 
calculate the structure of the dust-film detonation 
for 15 pm RDX particles, and the results shown in 
Figs. 8-12 are discussed in detail next. The mecha- 
nism of the particle dispersion induced by shock 
waves is affected by many factors, but only the lift 
force and the aerodynamic drag force are considered 
here. The lift force accelerating particles is a domi- 
nant factor at the initial stage; the aerodynamic drag 
force decelerating particles becomes dominant grad- 
ually as shown in Fig. 8. The vertical particle velocity 
varies with the ascent of particles, as shown in 
Fig. 9. 

The heat assignment factor ß in Eq. (14) has a 
strong effect on the particle combustion. There is a 
point defined as an ignition point in Fig. 10, where 
curves for different heat assignments become di- 
vided considerably. The calculated and measured re- 
sults for the ignition-delay time with different shock 
strengths are shown in Fig. 11. 
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FIG. 11. Effects of shock strength on ignition delay. 

FIG. 12. Structure of dust-film detonation. 

1100 

FIG. 13. Variations of dust film detonation velocity with 
particle diameter. 

A burning dust cloud induced by shock waves con- 
sists of three distinguished zones as shown in Fig. 
12—an induction zone, a reaction zone, and a dif- 
fusion zone. A particle moving in the induction zone 
is heated by the hot gas and begins burning as it 
enters the reaction zone. Finally, it is consumed 
completely at the upper edge of the reaction zone. 
The shock wave is sustained by the energy fed from 
the particle combustion. The variations of the det- 
onation velocity u0 with the initial particle diameter 
are shown in Fig. 13 based on the calculated and 
measured results. 

Conclusions 

A steady dust-film detonation has been observed 
experimentally in a square shock tube coated on the 
bottom with detonable dust. It has been shown that 
the velocity of this kind of detonation is an eigen- 
value, independent of the strength of the initial 
shock waves. The numerical analysis based on a two- 
dimensional model developed here has been per- 
formed to reveal its structure and predict the CJ 
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detonation velocity. Computed and measured results 
are in reasonable agreement. 
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Nomenclature 

A preexponential factor 
C specific heat of particle 
Cp constant-pressure specific heat of gas 
dp particle diameter 
E activation energy 
fx drag force on particle per unit mass in x di- 

rection 
/„ drag force on particle per unit mass in y di- 

rection 
/; lift force 
g gravity acceleration 
H total enthalpy of gas 
mp particle mass 
p pressure 
Pr Prandtl's number 
Q convective heat flux 
Qc combustion heat per unit mass of particle 
R gas constant 
Sc Schmidt s number 
T temperature 
u velocity component in x direction 
v velocity component in y direction 
Y( mass fraction of component i in gas 
r rate of solid consumption per unit volume 
p. viscosity 
p gas density 
p„ concentration of particle 
p„ particle density 

Subscripts 

e free stream 
p particulate phase 
w wall surface 
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OBLIQUE DETONATION STABILIZED ON A HYPEBVELOCITY PROJECTILE 
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We present new experimental results demonstrating the initiation and stabilization of an oblique deto- 
nation by a hypervelocity projectile. Projectiles 25 mm in diameter were launched at nominal velocities of 
2700 m/s into stoichiometric H2-02-N2 mixtures at pressures between 0.1 and 2.5 bar. A critical threshold 
in initial pressure was found to be required for the establishment of detonations. Initiation events similar 
to DDT in propagating waves were observed after 300 mm of travel in H2-02 mixtures diluted with 25% 
N2. A more direct initiation process was observed in H2-air mixtures. A stabilized but overdriven oblique 
detonation was observed in a stoichiometric H2-air mixture at an initial pressure of 2.5 bar. 

The pressure threshold can be explained in terms of competing reaction and flow-quenching effects 
along a curving streamline in supersonic flow behind a curved shock wave. This competition can be char- 
acterized by a critical Damkohler number Da", which is inversely proportional to the product of wave 
curvature K and reaction zone thickness A. Only if the reaction zone is sufficiently thin in comparison with 
the projectile, Da > Da", is it possible to obtain stabilized detonations. Otherwise, the reactions quench 
and the wave splits into a nonreactive shock wave followed by flamelike contact surface. The inverse 
pressure dependence A ~ PQ

1
 of the reaction zone length and the scaling of the wave curvature K ~ l/a 

with the body radius a implies the standard binary scaling relationship P0a = constant for the critical 
conditions of stabilization for a given mixture composition characterized by a bimolecular rate-limiting 
step. 

Introduction tact surface. Much of the analysis on these flows has 
been directed at understanding the striking pattern 

The present experiments address the issue of the of instability waves that appears on this contact sur- 
critical conditions required to stabilize an oblique face when the projectile velocity is near the CJ value, 
detonation wave on a hypervelocity projectile fired Unsteady detonations have been initiated [2,4-6] 
into a premixed combustible mixture. The issue of with a sufficiently large projectile traveling at sub- 
detonation initiation and stabilization by hypervelo- CJ velocities. In these cases, the projectile only plays 
city projectiles is often confused with the numerous a role in initiating the wave and ultimately is left far 
results on shock-initiated combustion and unsteady behind. The initiation threshold can be correlated 
detonation. by the empirical models of Lee [7] and Vasiljev [4], 

Most previous experiments with projectiles, no- but no inferences about stabilization can be made 
tably the often-cited studies of Ruegg and Dorsey since the detonations travel faster than the projec- 
[1], Lehr [2], and Alpert and Toong [3], have been tiles.  Stabilized, planar, oblique detonations have 
carried out under subcritical conditions and/or with been created by the diffraction of planar waves in 
projectiles traveling at less than the Chapman-Jou- two-layer experiments [8,9]; however, the problem 
guet (CJ) detonation velocity. For subcritical condi- of stability in those situations appears to be essen- 
tions, only a limited region of shock-initiated com- tially different than in the case of projectiles because 
bustion is observed behind the bow shock in the of the "aerodynamic" wedge created by the driving 
vicinity of the projectile. As the wave front recedes layer. 
from the projectile, there is a distinct point at which We conclude that despite three decades of re- 
the chemical reactions quench and the wave appears search on this topic, there is scant experimental 
to split into a nonreactive shock and a flamelike con- evidence for the existence of detonation waves 

3015 
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stabilized on hypervelocity (greater than CJ) projec- 
tiles. On the other hand, there has been much theo- 
retical analysis [10,11] and speculation about this 
possibility. This situation has motivated us to recon- 
sider this problem and carry out new experiments 
resulting in the successful demonstration of this phe- 
nomenon. The key to these new results is the careful 
choice of the mixture composition and projectile pa- 
rameters, as discussed in the subsequent section. 

Dimensional Considerations 

Consider a body with characteristic dimension a 
entering with velocity U into a combustible mixture. 
The combustible mixture is characterized by a Chap- 
man-Jouguet detonation velocity C7Cj and ä refer- 
ence reaction zone length ACy In addition, the gas- 
eous mixture will have certain reference values of 
the thermodynamic and kinetic parameters such as 
the ratio of specific heats y, the effective activation 
energy Ea, the specific energy release q, and the in- 
itial sound speed c0. Further, it is useful to consider 
as parameters the characteristic time scale i(jow = 
alw, where w is the (normal) postshock velocity in 
the projectile frame and the time scale rc]lem = Aq/ 
w, the time required for chemical reaction behind 
the bow shock (if the conditions were uniform). Fi- 
nally, the lateral (transverse) extent H (actually taken 
to be the effective half width here) of the test section 
or guide tube is significant to understanding the re- 
sults. 

Based on these considerations, the significant non- 
dimensional parameters are speed ratio, °U = U/Ucy 
Damkohler number, Da = iflm/tchem; and facility as- 
pect ratio, x — O.IR. Critical values of these param- 
eters will be functions of the parameters character- 
izing the chemical reaction and gasdynamics. The 
significant   nondimensional   state  parameters   are 
Chapman-Jouguet Mach number, MCj = Uc-j/c0; ra- 
tio of specific heats, y = C}/Cv; and effective acti- 
vation energy, 6 = EJRTS. 

To obtain a stabilized detonation, the projectile 
must be fast enough and the reaction must occur 
quickly compared to the flow expansion time. In ad- 
dition, for the detonation wave to be initiated and 
sustained by the projectile, the facility aspect ratio 
must be sufficiently small such that wave reflections 
from the facility boundary are not significant. The 
criteria for stabilizing detonation waves on projec- 
tiles apparently are that Da>Da" (% MCJ, 0, y), °tt 
> 1, and^<C 1. 

Some of these parameters are unambiguous but 
others require more careful consideration before 
they can be assigned a unique meaning. The Dam- 
kohler number in particular requires choosing a 
point in the flow, that is, a location on the bow shock, 
to evaluate the time scales. For a blunt body, a 
unique choice is the point directly behind the nor- 

mal portion of the bow shock, leading to Da = a/A0 

[12-14]. For a given composition characterized by a 
bimolecular rate-limiting step, this can be simplified 
[15,16] to the binary scaling relationship Da « Pa, 
since near the nose of the projectile, K^-l/a.A more 
detailed analysis of the reaction zone [15,16] reveals 
that the local Damkohler parameter Da = 1/KA 

plays the crucial role in the quenching effect, where 
K is the curvature of the wave. 

An alternate manner of expressing the Damkohler 
number would be to use a chemical length scale 
based on observations of detonation instability. This 
is the so-called cell width X that has been used ex- 
tensively in propagating detonation studies. This 
leads to a Damkohler-like ratio all, a parameter of- 
ten [17] introduced in discussing and correlating 
propagation detonation phenomenology such as crit- 
ical diameter, initiation energy, and so forth. De- 
tailed considerations [18] of the previous experi- 
ments reveal that the ratio all must be greater than 
2 to 3 for detonations to be stabilized. The present 
results are consistent with these considerations (see 
Tables 1 and 2). 

These scaling ideas indicated the need for a trade- 
off between projectile speed and mixture sensitivity 
when designing the experiment. Sensitive mixtures 
such as stoichiometric H2-02 have small cell sizes 
(<1 mm at 1 bar) but require very high velocity pro- 
jectiles since (7Cj = 2850 m/s. Insensitive mixtures 
such as typical hydrocarbon fuels in air have lower 
CJ velocities —1800 m/s but much larger cell sizes 
of 50-70 mm at 1 bar. Our final design was a com- 
promise, with a 25-mm-diameter projectile that 
could be accelerated up to 3000 m/s so that a range 
of H2-N2-02 mixtures could be studied with initial 
pressures up to 3 bar. 

See Tables 1 and 2 for values of the nondimen- 
sional detonation parameters characterizing the 
present experiments. The reaction zone lengths 
given in these tables were computed using a detailed 
kinetic model of the chemical reaction process, re- 
alistic thermochemistry, and numerical solutions of 
the oblique detonation structure equations as de- 
scribed in Shepherd [18]. The cell widths were taken 
from the literature [17]. 

Facility and Procedures 

The experiments reported here were conducted 
in the T5 shock tunnel laboratory of the Graduate 
Aeronautical Laboratories at Caltech. T5 was con- 
verted to a gas gun (see Fig. 1) by which 10 g pro- 
jectiles may be launched at velocities greater than 
3000 m/s. 

The inside cross section of the test section was 
152 mm square. The reactants in the test section 
were isolated from the dump tank and target assem- 
bly vacuums  before  each  experiment by  mylar 
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Mix 

TABLE 1 
Summary of T5 detonation experiments. Mixture 1: 2H2 + 02 + N2 and mixture 2: 2H2 + 02 + 3.76N2. 

,eo are the apparent wave speeds computed from the detonation or shock arrival times 
at each pair of pressure transducers 

Pi 

(Bar) 
U 

(m/s) (m/s) (m/s) 
T5 

Shot Fig. fim fim Result 

1 0.100 2690 2380 3200 865 667 233 shock-ind. comb. 

1 0.250 2830 2580 3200 1012 3 253 70 DDT 

1 0.500 2560 3460 2860 1010 120 60 detonation 

1 1.000 2820 3060 3020 862 66.7 14 detonation 

1 1.000 2930 3060 3110 863 4 66.7 14 detonation 

2 ' 0.100 2593 1670 2580 1021 5 1667 180 nonreactive 

2 0.421 2683 2520 2710 1015 6 367 30 m. zone decoup. 

2 0.853 2880 2860 2780 1016 199 45 rn. zone decoup. 

2 1.710 2720 3460 2980 1018 7 140 8.3 transition 

2 2.560 2653 3510 4120 1020 8 160 7.0 detonation 

TABLE 2 
Nominal detonation parameters. Based on a projectile speed U = 2700 m/s and radius a = 12.7 mm. Mixture 1: 2H2 

+ 02 + N2 and mixture 2: 2H2 + 02 + 3.76N2. Facility aspect ratio, /, was fixed at 0.17 

Po Uq ßc, ''■CJ 

Mix (bar) (m/s) % (deg) a/Aq alA0 (mm) allq 

1 0.100 2300 1.17 58.4 18.7 53.6 13 0.98 

1 1.000 2400 1.13 62.7 187 893 3.2 4.0 

2 0.100 1920 1.41 45.2 7.5 69.4 35 0.36 

2 2.560 1990 1.34 47.4 78.1 1785 5.7 2.2 

diaphragms that sealed the 76 mm diameter open- 
ings. Three PCB dynamic pressure transducers were 
mounted in ports along one wall. Two pairs of small 
optical ports along the sides were equipped with di- 
ode lasers and photodiodes for measurement of pro- 
jectile velocity. A pair of larger optical windows was 
used for photography. A third laser beam for projec- 
tile velocimetry was transmitted diagonally through 
the optical windows. The windows had a 165-mm- 
diameter clear aperture, allowing visualization of 
part of the top and bottom of the test section. The 
inside of the test section was 762 mm long. It was 
capable of containing detonation pressures above 
100 atm. 

The photographic system was adapted from the 
standard T5 setup. A Q-switched Nd:YAG laser 
pulse was expanded and sent as a collimated beam 
through the test section, condensed, and imaged on 
a film sheet. The condensed beam was filtered to 
reduce the effect of thermal emission. With this 
setup, we created shadowgraphs and differential in- 
terferograms. 

Each experiment began with the firing of T5. The 
high enthalpy gas created at the end of the shock 

tube accelerated the 25-mm-diameter nylon sphere 
to about 2700 m/s. The projectile broke an electrical 
wire in the dump tank, triggering the data acquisi- 
tion electronics. As the projectile passed through the 
test section, arrival times at the photodiode stations 
and the transient pressure at the transducer stations 
were recorded. After a delay from the break wire 
signal, estimated to place the projectile in the center 
of the window, the photograph was taken by Q- 
switching the Nd:YAG laser. The kinetic energy and 
momentum of the projectile were dissipated in a 
stack of aluminum plates and honeycomb in the tar- 
get section. This event generated a blast wave in the 
test section stronger than the detonation unless the 
target was evacuated before the experiment. 

Results 

Two sets of experiments (a total of 37 tests) were 
performed with different reactant mixtures and with 
a single nominal projectile velocity. The Damkohler 
number was controlled by varying the initial pres- 
sure (tchem ~ PQ

1
 for the present mixtures). In this 
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T5  Dump  Tank 

Break Wire 

Laser  Diode   Stations 

Test  Section 

Target Assembly 

Diaphragms 

FlG. 1. Illustration of the experimental apparatus. The 
3-m-Iong launch tube is mounted to T5 at the nozzle throat, 
at the upstream end of the dump tank, and extends into 
the dump tank. 
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FIG. 2. Pressure plots from the H2 + 02 + 3.76N2 

experiments, with projectile trajectories computed from di- 
ode laser-photodiode data overlayed. Projectile velocity re- 
mained constant within the test section, within measure- 
ment error. 

fashion, the Damkohler number was varied over an 
order of magnitude for both reactant mixtures. This 
resulted in a range of phenomena that, in order of 
increasing initial pressure, were: 

1. No apparent reaction, bow shock resembled inert 
case. 

2. Partial reaction near the front of the wave with 
quenching of the reaction that created a zone of 
shocked but unreacted gas. 

3. A nonsteady initiation event caused by interaction 
of the shock wave with the confinement. 

4. Prompt initiation of detonation with an oblique 
wave extending outward to the boundaries of the 
confinement. 

FIG. 3. T5 Shot 1012. Differential interferogram of pro- 
jectile moving at 2800 m/s in 2H2 + 02 + N2 at 0.250 bar 
initial pressure. Bow wave shows shock-induced combus- 
tion followed by a quenching event. An explosion in the 
partially reacted gases appears as a second wave behind the 
projectile. The dark feature in the upper center is a "clam- 
shell" fracture in one of the windows. 

Although the amount of data is sparse and the va- 
riety of phenomena observed is rich, the results are 
reproducible. Duplicate experiments yield nearly 
identical results in almost all cases. In particular, the 
distinction between detonation (event 3 or 4) and 
quenching (1 or 2) is quite crisp and consistent. A 
summary of selected experiments and the resulting 
combustion events is given in Table 1. 

Differential mterferometry was used for visuali- 
zation in the first set of experiments, using 2H2 + 
02 + N2 mixtures. Shadowgraphy was employed 
during the second set of experiments, involving a 
stoichiometric mixture of H2 and air. Uncertainty in 
the projectile velocity (photographic timing was ac- 
complished with a programmable delay after the 
break wire signal) resulted in variation of the posi- 
tion of the projectile in the photographs. 

In all experiments, the wall pressure was mea- 
sured at three points along the test section. The ar- 
rival of the projectile was also recorded at three lo- 
cations (by interruption of diode laser beams). 
Differences observed between the apparent wave 
speeds (Uwavel and E7wave2, see Table 1) and wave 
shapes recorded at different locations (Fig. 2) indi- 
cated unsteady behavior in the flow. 

A pressure range of 0.100-1.000 bar was investi- 
gated in the first set of experiments (with a mixture 
2H2 + 02 + N2). Details can be found in Belanger 
et al. [19]. At the lowest pressure (0.1 bar), a small 
amount of reaction was observed near the nose of 
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FIG. 4. T5 Shot 863. Differential interferogram of pro- 
jectile moving at 2900 m/s in 2H2 + 02 + N2 at 1.000 
bar. Cellular structure is visible behind the detonation. 
Other features are shock waves produced by boundary sep- 
aration on sphere and wake recompression shocks. 

FIG. 6. T5 Shot 1015. Shadowgraph of projectile moving 
at 2700 m/s in 2H2 + 02 + 3.76N2 at 0.421 bar, showing 
shock-induced combustion that terminates in wave-split- 
ting (quenching) event with a flamelike contact surface sep- 
arating from a nonreactive shock. 

FIG. 5. T5 Shot 1021. Shadowgraph of projectile moving 
at 2600 m/s in 2H2 + 02 + 3.76N2 at 0.100 bar. No com- 
bustion is apparent. 

the projectile. At a higher pressure of 0.250 bar, an 
extraordinary transient event was observed (Fig. 3). 
Near the projectile, the appearance of the bowwave 
indicated shock-induced combustion, with the re- 
action zone decoupling from a nonreactive shock 
about two diameters from the projectile. A less 
curved secondary wave was observed behind the 
projectile. This seems to indicate an explosion in the 
partially reacted gases behind the projectile and 
therefore   a   deflagration-to-detonation   transition 

(DDT) in progress. At even higher pressure (0.50 
and 1.0 bar), an overdriven detonation preceded the 
projectile (Fig. 4). This wave was clearly a detona- 
tion, as indicated by the pressure traces and the cel- 
lular structure plainly visible behind the wave. How- 
ever, the wave speed, geometry, and pressure were 
inconsistent with a steady process. 

A larger range (0.100-2.560 bar) of pressure was 
examined in the second set of experiments carried 
out with a less-sensitive mixture 2H2 + 02 + 
3.76N2. At 0.100 bar, the bow wave did not show any 
sign of combustion (see Fig. 5). At 0.421 bar, a clear 
example of shock-induced combustion with reaction 
failure and reaction zone detachment was observed 
(Fig. 6). Evidence of the lack of reaction in this re- 
gion was provided by a debris particle visible in the 
lower half of the image. Turbulent flow and strong 
refraction characteristic of combustion were ob- 
served in the portion of the particle wake behind the 
bow shock in the region of shocked but noncom- 
busted reactants. 

An asymmetric wave shape occurred at 1.710 bar, 
suggesting proximity to a transition between two 
types of phenomena (Fig. 7). In the lower half of the 
picture, the bow wave was curved and the reaction 
zone detached, apparently at a kink in the wave. The 
wave was straight in the upper half of the picture, 
suggesting that it was self-supporting. The scale of 
the cellular structure in the wave shows the cell size 
to be comparable to the projectile radius. The bow 
wave at 2.560 bar initial pressure was straight over a 
segment between the projectile nose and a Mach 
reflection at the wall (Fig. 8). This wave was clearly 
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FIG. 7. T5 Shot 1018. Shadowgraph of projectile moving 
at 2700 m/s in 2H2 + 02 + 3.76N2 at 1.710 bar. Asym- 
metry of the bow wave indicates that the event is transi- 
tional. The upper half is approximately stabilized and over- 
driven, while quenching occurs in the lower half. 

FIG. 8. T5 Shot 1020. Shadowgraph of projectile moving 
at 2700 m/s in 2H2 + 02 + 3.76N2 at 2.56 bar with a 
stabilized overdriven detonation wave and Mach reflections 
at the walls. The curved feature just behind the projectile 
is associated with the interaction of the conical wave with 
the square walls of the test section. Reflected waves (at 45 
°) can be observed emerging from the triple points. 

a stabilized oblique detonation. Relatively fine cel- 
lular structure was visible behind the wave, and the 
wave angle indicated that the wave was slightly over- 
driven but much closer to a steady configuration 
than in the first set of experiments. 

Discussion 

Notable features of the experimental results are 
the existence of a critical pressure threshold for in- 
itiating a detonation in both cases, the nearly planar 
detonation wave shape for mixture 1, and the defin- 
itive oblique detonation wave observed in mixture 2. 

The two sets of experiments resulted in dramati- 
cally different detonation wave shapes. A distinct 
oblique wave was observed in mixture 2, whereas the 
detonations observed for mixture 1 were nearly nor- 
mal. Both wave angles are inconsistent with steady 
CJ waves (see the wave angles ßCi = sin-1[I/Cj/[/] 
in Table 2). However, while the straight portions of 
the detonations in mixture 2 were only slightly over- 
driven, the entire wave in mixture 1 was overdriven. 

Major differences that could account for this vari- 
ation are the speed ratio U/Uc, and the reactivity of 
the mixtures. In set 1, the projectile velocity was only 
12.5% higher than the detonation velocity, whereas 
in set 2, the projectile velocity was 40% higher than 
the CJ velocity (see Table 2). 

Apparently, when the CJ speed is closer to the 
projectile speed, it takes longer for the initiation 
transient to die down and for the wave shape to relax 
to a steady-state configuration. This is related to the 
observations of DDT-like processes occurring in the 
quenched gas region. After the unsteady explosion 
wave observed in Fig. 3 diffracts over the projectile, 
an overdriven detonation will be produced. We spec- 
ulate that the nearly planar wave observed in Fig. 4 
is photographed immediately after such an event. 
We expect that this wave will decay and eventually 
reach a configuration similar to Fig. 8, since over- 
driven waves are susceptible to overtaking distur- 
bances [20], The effect of overdrive in Fig. 8 is much 
less pronounced because the CJ-wave angle is 16° 
lower and the initiation processes apparently occur 
more promptly. The full explanation requires further 
experimentation to resolve the initiation transient. 

Quenching 

One of the most striking features of the current 
results is the dramatic change in the wave shape and 
pressure histories when a critical pressure threshold 
is exceeded (see Fig. 2 and compare Figs. 6 and 8). 
We interpret this transition as the stabilization of the 
detonation wave on the projectile. The critical con- 
ditions for stabilization are those for which the "split- 
ting" of the shock-reaction zone structure, observed 
in Fig. 6 and the lower half of Fig. 7, just occurs. 
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Gilinskii and Chemyi [15] were the first to consider 
this process in detail and identified the Damkohler 
parameter Pa as the controlling factor for a given 
composition. 

Gilinskii and Chernyi determined the critical con- 
ditions by numerically solving for the flow in the vi- 
cinity of the body. An alternative procedure is to con- 
sider the local influence of the wave curvature on 
the processes in the reaction zone. From this per- 
spective, the quenching process is a result of the 
competition of the flow expansion and chemical en- 
ergy release in the region immediately behind the 
curved shock wave. The flow is undergoing adiabatic 
expansion because of the streamline curvature in a 
supersonic region behind a curved shock front. 

This is exactly the same physical effect that causes 
freezing of dissociation behind curved bow shocks 
in hypervelocity flow over blunt bodies [16], The 
structure of the reaction zone behind a straight 
oblique detonation [18] can be extended to the case 
of a weakly curved (KA <C 1) wave using the analysis 
of Hornung [16], which is based on the thin-layer 
equations for two-dimensional (planar) hypersonic 
flow. A quenching criterion can be obtained by car- 
rying out an asymptotic analysis of the temperature 
variation along a streamline. 

The results of this analysis show that the reaction 
is just quenched when the wave curvature K exceeds 
the critical value KC. This critical value is given by KC 

= 119 AB, where B is a function of wave angle, frees- 
tream velocity, and thermodynamic properties of the 
gas. This critical curvature is a strong function of 
shock strength and scales directly with the initial 
pressure P0 for second-order reactions since A ~ 
P(71. The critical curvature increases with increasing 
shock strength, reaching infinity at the point on the 
oblique shock where the downstream flow is sonic. 
The minimum value of KC occurs near the point on 
the wave for which the normal velocity is close to 
the CJ condition. 

The behavior observed in our experiments can be 
classified as follows: (1) subcritical, KC < Kwav[, for 
sufficiently small normal velocities, quenching oc- 
curs; (2) critical, KC = Kwave at the CJ point, this is 
the critical condition for oblique detonation stabili- 
zation; and (3) supercritical, KC > Kwave for all values 
of Un > UCu quenching never occurs, the oblique 
detonation is always stabilized. 

Conclusions and Summary 

We have presented our experimental evidence for 
oblique detonations stabilized on projectiles. We ob- 
serve transition from quenched reaction to oblique 
detonation with increasing initial pressure in the re- 
actants. We present experimental evidence of this 
transition and argue that the parameter KA controls 
the transition. 

Nonsteady processes were prominent in the pres- 
ent experiments. Not only does a transient take place 
when the projectile enters the combustible test gas, 
but apparently a long time must elapse to get the 
flow to settle into a configuration that could be de- 
scribed as steady state. No truly steady-state-like 
configurations were observed in the current experi- 
ments. We conclude that interpreting snapshots of 
potentially nonsteady events may be quite mislead- 
ing and further experimentation is needed to clarify 
the initiation process. 
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ONSET OF OBLIQUE DETONATION WAVES: COMPARISON BETWEEN 
EXPERIMENTAL AND NUMERICAL RESULTS FOR 

HYDROGEN-AIR MIXTURES 
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UPR 9028 du CNRS; ENSMA et Universite de Poitiers 

86960 Futuroscope Cedex, France 

Stable delayed oblique detonation waves have been observed both numerically and experimentally in 
hydrogen-air stoichiometric mixtures for Mach numbers 6 and 7.5. The experimental results obtained 
using an oblique shock tube facility are compared to calculations made by solving the full conservation 
equations for a reactive gas. The overall flow structure obtained experimentally is compared to detailed 
computations of an oblique shock wave to oblique detonation-wave transition over a wedge, and resulting 
flow fields are analyzed on the basis of shock and detonation polars. 

Introduction 

Concerning the study of combustion in supersonic 
flow conditions, oblique shock wave (OSW) is a ge- 
neric tool used to slow down the gas and to trigger 
and stabilize the combustion process. Standing 
oblique detonation waves (ODW) are advanced as 
an alternative to supersonic combustion in air- 
breathing supersonic ramjet engines, which may be 
used for the propulsion of hypersonic vehicles [1,2] 
and in the so-called ram accelerator, which consists 
of a high-speed projectile launched into a tube filled 
with a combustible mixture [3]. In this last concept, 
where efficiency has been demonstrated recently 
[4], oblique detonation or oblique shock-induced 
combustion initiated and stabilized around the pro- 
jectile plays a key role in the superdetonative motion 
of the projectile. Apart from the problem of obtain- 
ing a homogeneous combustible mixture and be- 
cause of the analogy that exists between the ram ac- 
celerator and the ramjet, this could be seen as proof 
of the validity of the detonation ramjet concept. 

Classically, the existence of a standing stable 
ODW is made possible by the action of an obstacle 
that may be a wedge. Two minimum necessary con- 
ditions are nevertheless required: (1) the Mach 
number of the incoming flow must be larger than 
the Mach number of the Chapman-Jouguet wave 
MCr and (2) the angle of the wedge must lie within 
a certain range [5]. 

In the aforementioned geometry, a detonation oc- 
curs if the thermodynamic conditions prevailing be- 
hind the OSW can lead to the ignition of the mixture 
within the domain of interest. As pointed out by Zel'- 
dovich, the duration of the shocked gas must exceed 
the induction delay for the onset of the detonation. 

This ignition delay is a very sensitive function of the 
local temperature and pressure of the mixture for 
most gases. 

In the pioneer work of Liu et al. [6] and Dabora 
et al. [5], an oblique shock tube is used to produce 
OSW with different inclination angles 9 at various 
Mach numbers. The OSW is generated by a gaseous 
wedge of constant angle ö that propagates at a stable 
velocity through the reactive mixture at rest. Previ- 
ous experiments using such a facility have widely 
demonstrated the possibility of obtaining standing 
ODW in different reactive mixtures [5,7,8], In this 
facility, very reproducible and stable oblique deto- 
nations are observed with varying delays depending 
on postshock temperature and pressure. 

From the point of view of numerical calculations, 
the problem of ignition behind OSWs has been ad- 
dressed by many authors in recent years. The tran- 
sition from a nonreactive OSW to an ODW was first 
put into evidence by Singh et al. [9] for a mixture of 
H2/02/He with the use of a detailed chemical kinet- 
ics scheme and by Li et al. [10] using a simplified 
chemical kinetics of H2 and air. The latter work gives 
a detailed analysis of some of the basic flow struc- 
tures obtained when combustion occurs. Vlasenko 
and Sabel'nikov [11] further analyzed some of these 
basic structures and studied some cases, including 
composition inhomogeneities. In a numerical study 
of the flow around a blunt cone, Lefebvre and Fu- 
jiwara [12] investigated the influence of the Mach 
number and tip radius on the structures obtained 
when combustion occurs. Figueira da Silva and De- 
shaies [13] have shown that two different types of 
transition from the OSW to the oblique detonation 
may occur, depending only on the initial pressure of 
the mixture.  In their work, a full Navier-Stokes 
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Reactive mixture B 

FIG. 1. Schematic representation of the experimental 
setup. 

equation solver was used along with a detailed chem- 
ical kinetics mechanism. 

In this paper, we study experimentally and nu- 
merically the detailed flow structure obtained when 
an OSW leads to the formation of an ODW. The 
experiments reported here were performed in a de- 
vice analogous to the one used by Dabora et al. [5], 
while the computations used the techniques devel- 
oped by Figueira da Silva and Deshaies [13]. 

Experimental Setup 

Oblique Shock Tube Facility 

The experimental results reported in this paper 
were obtained using a so-called oblique shock tube 
[7]. Such a facility is able to generate OSW and/or 
ODW in a quiescent reactive gas mixture. The ex- 
perimental setup is divided in two parts, as shown in 
Fig. 1: 

1. The driver section (A) contains a reactive mixture 
that can support a normal quasi-Chapman-Jou- 
guet detonation wave. This mixture is chosen for 
its Chapman-Jouguet velocity D£, to be the one 
required for obtaining the desired Mach number 
M in the test section. 

2. The driven test section (B) adjacent to the driver 
chamber is filled with test gas, a hydrogen-air 
stoichiometric mixture in the experiments re- 
ported here. 

These two media are separated by a very thin (10- 
/im) Mylar film. 

The lateral expansion of the detonation products 
of the driver mixture (A) gives birth to a (gaseous) 
wedge that has a constant angle S and propagates 
through the test gas (B). This propagation creates an 
OSW in the driven mixture (B) that has an angle 9. 
Both the wedge and the OSW move with the Chap- 
man-Jouguet velocity of mixture (A). Consequently, 

the Mach number of the wedge with respect to the 
test gas is M = Dcj/«o. where a^ is the speed of 
sound of the driven gas mixture. 

The experimental results shown here concern the 
following mixtures: 

• In the driven part (B), a stoichiometric H2-air 
mixture at initial temperature T$ = 293 K and at 
initial pressures ranging from 0.2 < p§ < 0.8 bar. 

• In the driver section (A), two different mixtures 
at an initial temperature of T$ = 293 K were 
used: (1) C2H2 + 2.502 at initial pressures in the 
range 0.4 < p$ < 1.6 bar, which results in a Mach 
number of 6 for the test gas (D£j = 2400 m/s); 
(2) C2H4 + 302 + 8He at initial pressures in the 
range 0.4 < pft < 1.6 bar, which results in a Mach 
number of 7.5 for the test gas (Dfy = 3050 m/s). 
These highly detonable mixtures exhibit very fine 
three-dimensional structures, so that the propa- 
gation of the detonation is practically unaffected 
by the lateral expansion of the gases. 

Methods of Diagnosis 

We use two kinds of diagnostic techniques: 

1. Three pressure gauge measurements that provide 
the history of shock- and detonation-wave pres- 
sure and the mean inclination angle of the waves. 
These gauges are equidistant and positioned 
along the transverse direction. 

2. Schlieren photographic sequences that show the 
detailed structure of the OSW-induced combus- 
tion. 

For each shot, we also control the velocity of the 
driver wave, which should be very close to the Chap- 
man-Jouguet regime, by monitoring the propagation 
time of the wave all along the detonation tube by 
means of ionization probes and pressure gauges. 

Mathematical Formulation of the Problem 

To obtain an explanation of the detailed flow struc- 
tures found in the experiments, we perform numer- 
ical calculations of the development of supersonic 
reactive flow around a two-dimensional wedge. 

In this work, we solve the two-dimensional, un- 
steady conservation equations of mass, momentum, 
energy, and species for a multicomponent chemi- 
cally reacting gas mixture [13]. Molecular diffusion 
effects (heat, species, and momentum) are in- 
cluded—even if they are negligible in the stream- 
wise direction, they must be considered to produce 
a correct description of the transverse mixing. Mo- 
lecular transport coefficients and physicochemical 
properties are local functions of the composition and 
the thermal state of the gas. For the sake of simplic- 
ity, the diffusion of species is calculated using Fick's 
law.    We    consider    detailed    chemical    kinetic 
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computation domain        (xmax, ymax) 

H2+Air Shockwave 

(0, 0) -.-;5 wedge 

FIG. 2. Schematic representation of the computational 
domain. 

proposed by Miller et al. [15], which we used in our 
previous works [13,16], with the mechanism recently 
compiled by Balakrishnan and Williams [17]. These 
mechanisms are reproduced in Table 1. It must be 
noted that we have chosen to use the Arrhenius con- 
stants given by Bauich et al. [18] for reaction OH + 
OH —> H20 + O instead of the non-Arrhenius form 
proposed by Yetter et al. [19]. Indeed, as pointed 
out in their work, this reaction is most often in chem- 
ical equilibrium, so that the different rates proposed 
in the literature have a negligible effect on the re- 
sults we present here. 

The transport properties coefficients and ther- 
modynamic properties are calculated using the com- 
puter packages developed by Kee et al. [20,14]. 

mechanisms for hydrogen-air combustion; the rate 
of each elementary reaction step obeys a modified 
Arrhenius form. 

Boundary Conditions 

Computations will concern only the flow obtained 
experimentally on the upper side of the Mylar film, 
that is, in the driven mixture (B) (see Fig. 1.). 

A schematic representation of the computation 
domain is given in Fig. 2. The Cartesian grid is 
aligned with the wedge surface. The premixed hy- 
drogen-air flow with given composition, pressure, 
temperature, and Mach number enters the compu- 
tation domain with an angle of <5, where 8 is the half 
angle of the wedge. 

The inflow conditions are fixed to the free stream 
values in both left (x = 0) and upper (y = t/m.J 
boundaries of the domain. At the outflow boundary 
(x = xmax), characteristic boundary conditions are 
implemented. It is assumed that the boundary con- 
ditions at the contact surface between the driver and 
the driven gases (y = 0) can be represented more 
accurately by slip conditions (v = dii/dy = 0) than 
by no-slip conditions (M = v = 0) typical of solid 
fixed walls. Thus, in the present computations, only 
slip conditions will be used. The contact surface (y 
= 0) is considered adiabatic and noncatalytic (dT/dy 
= SY^Idy = 0, Yfc is the mass fraction of species k). 
The computational domain contains 1902 points uni- 
formly distributed over 5x2 cm2. Such a mesh 
results in an overall flow structure that is grid inde- 
pendent but does not allow for the detailed resolu- 
tion of the detonation structure. 

Chemical Kinetics and Physical Properties 

The chemical kinetics schemes we use involve 
nine species, H2, 02, H20, OH, O, H, H02, H202, 
and No- The chemical production rates are calcu- 
lated using the CHEMKIN II package [14]. We 
compare the results obtained using the mechanism 

Numerical Solution Procedure 

A monotone numerical method is used to accu- 
rately capture all the features present (slip lines, 
strong shock waves coupled with a high activation 
energy, strongly exothermic chemical kinetics) and 
to prevent nonphysical interactions between chem- 
istry and the flow field. 

Based on previous comparisons between different 
numerical procedures, we have chosen to use Liou's 
[21] Advection Upstream Splitting Method, with a 
second-order MUSCL extrapolation and MINMOD 
limiter for the primitive variables (p, u, v, p, Yk) [22]. 
The viscous part of the fluxes are discretized using 
a second-order accurate central differences scheme. 

The time-integration procedure used in this work 
is a second-order accuracy Runge-Kutta scheme. 
The integration of the chemical source terms is ac- 
complished by means of an ODE package, VODE 
[23], after a time-step splitting procedure that pre- 
serves formal second-order accuracy [24]. 

The results obtained in the case of a supersonic 
reactive boundary layer show an excellent agreement 
with the calculations performed by means of a 
boundary-layer computer code [13]. 

Constant-Pressure Thermal Explosion 

It can be expected that the onset of combustion 
behind the OSW is directly related to the induction 
time of the chemical kinetics. Therefore, it is inter- 
esting to recall the behavior of the chemical induc- 
tion time Tj of the zero-dimensional constant-pres- 
sure thermal explosion. This time is defined here as 
the one corresponding to 10% of the equilibrium 
H20 mass fraction for given initial conditions. 

In Fig. 3, we plot the chemical induction time T, 

for a stoichiometric H2-air mixture as a function of 
the pressure for different initial temperatures, using 
the chemical kinetic schemes shown in Table 1. The 
induction time is a strongly decreasing function of 
the temperature and varies as lip, at both the low 
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Detailed chemical mechanisn 
TABLE 1 

; for hydrogen-air combustion proposed by Balakrishnan and Williams 
and Miller et al. 

Reaction A [17] ß E A [15] ß E 

H + 02 ^ OH + 0 3.52E16 -0.7 17070.0 5.13E16 -0.816 16507.0 
H2 + O ^ OH + H 50.6E4 2.67 6290.0 1.80E10 1.00 8826.0 

OH + OH ^ H20 + O 1.51E9 1.14 99.0 6.00E08 1.30 0.0 

H2 + OH ^ H20 + H 1.17E9 1.3 3626.0 1.17E09 1.30 3626.0 

H + 02 + M ^ H02 + M 6.76E19" -1.42 0.0 2.10E18'' -1.00 0.0 

H + H02 ^ OH + OH 1.70E14 0.0 874.0 2.50E14 0.00 1900.0 

H + H02 ^ H2 + 02 4.28E13 0.0 1411.0 2.50E13 0.00 700.0 

OH + H02 ^ H20 + 02 2.89E13 0.0 -497.0 5.00E13 0.00 1000.0 

H + H + M^H2 + M 1.80E18'' -1.0 0.0 — — — 
H2 + M^H + H + M — — — 2.23E12'' 0.50 92600.0 

H + OH + M ^ H20 + M 2.20E22" -2.0 0.0 7.50E23f -2.60 0.0 

H02 + H02 - H202 + 02 3.02E12 0.0 1390.0 2.00E12 0.00 0.0 

H202 + M ^ OH + OH + M 1.20E17C 0.0 45500.0 1.30E17 0.00 45500.0 
H202 + OH ^ H20 + H02 7.08E12 0.0 1430.0 1.00E13 0.00 1800.0 

O + H02 ^ OH + 02 2.00E13 0.0 0.0 4.80E13 0.00 1000.0 
H + H02 ^ O + H20 3.10E13 0.0 1720.0 — — — 
H + O + M^OH + M 6.20E16" -0.6 0.0 — — — 
0 + 0 + M^02 + M 6.17E15« -0.5 0.0 — — — 
02 + M^O + 0 + M — — — 1.85E11 0.50 95560.0 

H202 + H ^ H20 + OH 1.00E13 0.0 3590.0 — — — 
H202 + H ^ H02 + H2 4.79E13 0.0 7950.0 1.60E12 0.00 3800.0 

0 + OH + M ^ H02 + M 1.00E16 0.0 0.0 — — — 
H2 + 02 ^ OH + OH 1.70E13 0.0 47780.0 1.70E13 0.00 47780.0 

H + 02 + 02 ^ H02 + 02 — — — 6.70E19 -1.42 0.0 

H + 02 + N2 ^ H02 + N2 — — — 6.70E19 -1.42 0.0 

Third-body efficiencies: ö,/H2O 
= 12,/Ii2 

= 15JH2 = 2.5,/N2 =/02 = 1.0; d,fH20 = 
= 2.5,/N2 =/02 = 1.0; b,fH20 = 6.5,/H2 = L/N2 = /O2 = 0.4; c,/H20 

21,/«, = 3.3,/N, = /O2 = 0;e,/H2o = 6,/„ = 2,/H, = 3;/,/H,o = 20. 

and high pressure ranges. In this figure, we can 
clearly distinguish the classical [25] nonmonotone 
behavior of vt with pressure, known as the extended 
second explosion limit. The steep increase in T; with 
pressure for "moderate" values of p is associated 
with a change of the prevailing chain branching re- 
action, from H + 02 —> OH + O at the low pres- 
sure range to H + 02 + M -> HOa + M at the 
high pressure range. 

We also show in Fig. 3 the chemical induction time 
given by the empirical relationship Tj = 6.9 X 10" n 

[02]"
1 exp(8304/T) proposed by Strehlow et al. [26]. 

The oxygen concentration [02] is expressed in mol/1. 
It is clear that this formula does not allow for the 
presence of the second explosion limit. 

and the nondimensional postshock thermodynamical 
parameters (p/p0, T/T0, . . .), we observe the onset 
of an ODW for values of these parameters that ex- 
ceed some threshold [7]. 

Once a set of nondimensional values of tempera- 
tures and pressures that lead to such a transition has 
been obtained, we modify only the initial pressures 
to emphasize the effect of the chemical kinetics on 
the transition process. This variation is limited both 
by the mechanical strength and the dimension of the 
apparatus. For given experimental conditions, we 
obtain very reproducible and stable configurations 
of the transition so that we can measure an ignition 
delay from schlieren photographs easily. One ex- 
ample of such a transition is given in Fig. 4. 

Results and Discussion 

In the first set of experiments, we have deter- 
mined the conditions necessary to obtain transition 
from an OSW to an ODW. Increasing the strength 
of the interaction, and consequently the OSW angle 

Overall Flow Structure 

In this section, we compare the overall flow struc- 
ture obtained in the experiments with the calcula- 
tions made in the case of a rigid wedge. We choose 
to  use  the  Balakrishnan  and Williams  chemical 
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FIG. 3. Induction time of the hydrogen-air stoichiomet- 
ric mixture as a function of pressure for different temper- 
atures and chemical kinetic mechanisms. 
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FIG. 4. Schlieren image of the flow field obtained for 
Tj} = Tg = 293 K, pä = 1 bar, p§ = 0.4 bar; (A): C2H4 

+ 302 + 8 He; (B): H2 + air. 

kinetic mechanism. The flow conditions adopted are 
M = 7.5, p§ = 0.4 bar, p$ = 1 bar, Tf) = T§ = 
293 K, and a wedge angle of 25°, which corresponds 
to the expected value of the Mylar film angle ob- 
tained from the polar analysis shown later. The 
schlieren image of the resulting flow is shown in Fig. 

4, while the calculated fields of temperature and 
pressure are given in Fig. 5. 

The comparison of these two figures shows that, 
despite the presence in the experiments of a highly 
inclined subsonic turbulent flame that originates at 
the leading edge of the Mylar film, the whole struc- 
ture of the flow found both in the calculation and in 
the experiment look alike. Indeed, the leading shock 
angles obtained from the experiment and the cal- 
culation, 30° and 32.5°, respectively, are in excellent 
agreement. The region of the flow comprised be- 
tween the leading oblique shock and the flame (in 
the experiments) or the wedge surface (in the cal- 
culations) is essentially a region in which initiation 
and chain-branching reactions develop with negli- 
gible heat release. Hereafter, this region will be re- 
ferred to as the induction region. 

At the end of the induction region, an abrupt tran- 
sition from the OSW to the ODW occurs. The cross- 
ing point between the oblique detonation and the 
leading shock wave defines a triple point from which 
a slip line emanates. This former wave reignites the 
flow that has passed through the leading shock wave 
and intersects the Mylar film, provoking a deflection 
of the "wedge" toward the driver gas (A). 

The triple point is observed in both numerical and 
experimental results, but the ODW anchored to it 
corresponds to a different final thermodynamic state 
of the gases. This can be explained by the use of the 
shock-detonation polars shown in Fig. 6, where we 
have plotted the pressure-deflection and shock an- 
gle-deflection polars for the experimental and cal- 
culation conditions corresponding to Figs. 4 and 5. 
In Fig. 6, the final state of the burned gases obtained 
both in the experiments and calculations is shown. 
Because of the presence of a rigid wedge in the cal- 
culations, the state of the detonated gases lies ver- 
tical (constant deflection angle) from the starting 
point (oblique shock). On the other hand, the angle 
of the detonation obtained in the experiments results 
from the interaction between the burned gases from 
the driver (A) and driven (B) sections. As a conse- 
quence, the angle of the detonation obtained in the 
calculations is always larger than that of the experi- 
ments. The angle of the detonation wave obtained 
in the calculation, 49°, is in good agreement with the 
one predicted by the detonation polar, 45°. 

We have also plotted in Fig. 6 the shock and det- 
onation polars corresponding to the postshock gases, 
centered around 8 = 25°. Taking the value obtained 
for the angle of the coalesced shock from the nu- 
merical results, 67°, we can calculate a correspond- 
ing flow-deflection angle (55°) and thus a final pres- 
sure, 47 bar. This former value being much higher 
than the one actually calculated, 25 bar, it can be 
concluded that the coalesced wave we obtain does 
not behave as a one-dimensional shock. It must be 
noticed that such a wave does not correspond to a 
planar one-dimensional wave,  since  its  angle  is 
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FIG. 5. Oblique detonation wave structure: temperature and pressure fields obtained in the case T0 

7.5, p0 = 0.4 bar, stoichiometric H2-air mixture, 5 = 25°, 5X2 cm2, 1902 points. 
293 K, M 

smaller than that of the Chapman-Jouguet detona- 
tion. In the experiments, the wave that emanates 
from the triple point seems to be quite different. 

The main difference observed between the cal- 
culation and the experimental results concerns the 
thermal runaway region. In the case of the calculated 
flow, which includes a rigid wedge, ignition occurs 
near the surface at a point that can be computed 
easily by the zero-dimensional thermal explosion 
problem. Indeed, the induction length we obtain, 
2.0 cm, is almost equal to that calculated by the 
product Tj«, 1.9 cm. The pressure waves generated 
by the onset of combustion near the wedge surface 
coalesce to form a wave that is followed by a pre- 
mature ignition of the shocked gases, which leads to 
a significant pressure rise. This coalesced wave in- 
tercepts the leading oblique shock, which has the 
effect of increasing its strength, thus favoring igni- 
tion of the unshocked mixture and eventually leading 
to the onset of an ODW. In the case of the experi- 
mental results shown in Fig. 4, such an ignition re- 
gion and coalesced shock cannot be observed. In the 
experiments, a transverse shock wave emanates from 
the crossing point between the ODW and the OSW. 

The Induction Process 

Since the OSW-to-ODW transition is found to be 
controlled in the computations by the chemical in- 
duction process behind the leading shock, we at- 
tempt to verify whether such a mechanism also con- 
trols this transition in the experiments. 

The detonation ignition length L of combustion 
behind an OSW can be expected to be a function of 
the chemical induction time xu taken at the ther- 
modynamic conditions prevailing behind the shock, 
and the local velocity of the flow, u, that is, L <* %-u. 
As already seen, the induction time of the chemical 
kinetics is found to be a strongly decreasing function 
of the temperature and a nonmonotone function of 
the pressure for a unity equivalence ratio. 

We have deduced from the set of schlieren images, 
obtained as explained previously, the detonation ig- 
nition length along the wedge surface, as illustrated 
in Fig. 7. Departing from the triple point corre- 
sponding to OSW-to-ODW transition, we draw a 
characteristic wave that intercepts the wedge sur- 
face. The distance between this intersection and the 
crossing of the leading shock with the wedge surface 
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FIG. 6. Shock and detonation polars obtained for the 
conditions of Figs. 4 and 5. 

is taken as the detonation ignition length L. The 
temperature, pressure, and velocity w behind the 
shock wave were calculated using the measured 
oblique shock angle and the free stream conditions. 
With the value of L and u obtained, one can calculate 
readily the ratio T = L/u. Such a procedure supposes 
that (1) ignition of the flow first occurs for fluid 
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FIG. 8. Comparison between the measured r and cal- 
culated induction times xt as a function of the pressure and 
temperature of the shocked gases. 

particles that have traveled longer behind the OSW 
and (2) once a fluid particle has ignited, the pressure 
waves generated by the expansion of the burned 
gases will modify the flow downstream of the OSW. 
These two hypotheses are based on the calculation 
results described in the following section. Another 
possible detonation ignition length L' could be de- 
fined using the same technique but also taking into 
account the position of the flame surface, as shown 
in Fig. 7. The results obtained show that L/L' is al- 
ways of the order 2. 

The resulting values of T are plotted in Fig. 8 as a 
function of the pressure prevailing behind the OSW. 

ODW» 

mixture (B) 

jjSV° mixture (A) 

FIG. 7. Measurement procedure 
used to calculate the induction 
length from an experimental schlie- 
ren picture. 
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For each point, we have indicated the temperature 
calculated using the corresponding measured shock 
angle. The visual measurement technique we em- 
ploy introduces an error of ± 1°, which corresponds 
to ± 50 K on the values of temperature. In this same 
figure, we show the evolution of the chemical in- 
duction time Tj with pressure for different temper- 
atures, as calculated by solving the thermal explosion 
problem for the two detailed chemical kinetic mech- 
anisms. 

Figure 8 shows that the data exhibit an overall evo- 
lution that is compatible with a 1/p law. In the first 
approach, this evolution is consistent with a process 
controlled by a chemical induction time, where bi- 
molecular chain-branching reactions are the limiting 
reactions. Unfortunately, when the values of T are 
compared to those of rt computed using the tem- 
perature deduced from the experimental shock an- 
gle, a relatively large discrepancy is obtained. One 
possible origin of this discrepancy could be the 
aforementioned incertitude in the measure of the 
shock angle. Moreover, if ignition occurs in a similar 
way to the computation, the ignition point would 
take place in a region near the flame, where both 
temperature and composition can be modified. In 
the present state of our works, it remains difficult to 
conclude that the mechanism leading to the OSW- 
ODW transition in the experiments is similar to the 
one found in the calculations. 

Summary and Conclusions 

We have observed experimentally reproducible 
stable ODWs sustained by a wedge in hydrogen-air 
mixtures at an initial temperature of 293 K, pres- 
sures ranging from 0.2 to 0.8 bar and Mach numbers 
6 and 7.5. 

We have also performed detailed numerical cal- 
culations of the transition from an OSW to an ODW 
by solving the full conservation equations and using 
a detailed chemical kinetics mechanism. The nu- 
merical results show a good agreement, at least con- 
cerning the overall flow structure observed experi- 
mentally. 

In some cases, the characteristic lengths of the 
OSW-ODW transition are of the same order of mag- 
nitude in both the experiments and the calculations. 
More detailed comparisons are required to ade- 
quately define the mechanisms that effectively con- 
trol such a transition in the experiments. The first 
comparisons reported here seem to indicate that the 
position of the triple point is not as directly related 
to the chemical induction time of the shocked gases 
in the experiments as in the computations. 
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NUMERICAL SIMULATIONS OF THE DIFFRACTION OF PLANAR 
DETONATIONS IN H2-02 MIXTURES 
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The results of the direct numerical simulation of the lateral diffraction of a detonation propagating in a 
primary layer of stoichiometric H2-02 as it comes into contact with a secondary bounding layer of stoi- 
chiometric H2-02 are presented. The Flux-Corrected Transport (FCT) algorithm and time step splitting 
were used in the simulation. The H2-02 reaction was approximated using a two-step mechanism consisting 
of an induction period of duration T, followed by a heat-releasing reaction with constant reaction time xr. 
An empirical relation based on full H2-02 kinetics was used for the induction time x(. The simulation was 
initiated with a plane detonation without transverse waves in the primary layer. The simulation showed 
that quenching as opposed to direct initiation occurs under these conditions. These results were validated 
by the excellent agreement with experimental framing photographs of the diffraction process when the 
two primary and secondary layers are separated by a collodium film thick enough to block the effect of 
the transverse waves. The results of the simulation were then used to describe the diffraction and quenching 
process in detail. Framing photographs are also shown for diffraction in the absence of a separating film. 
In this case, direct initiation does occur due to the propagation of transverse waves into the secondary 
bounding mixture. These results suggest that in the case of stoichiometric H2-02 primary and secondary 
mixtures, transverse waves play an essential role in initiation of detonation in the secondary explosive. 

Introduction detonation [1—4]. Recently, a layered shock tube 
similar to that shown in Fig. 1, was used to study 

The lateral diffraction of a plane, gas-phase deto- detonation ignition and diffraction in undiluted H2- 
nation occurs when a plane detonation propagating 02 mixtures [5-7]. Diffraction then starts when a 
in a primary mixture expands laterally into a bound- Chapman-Jougvet  (CJ)  detonation in  the  lower 
ing secondary mixture. When the secondary mixture tube, the primary detonation, comes into contact 
has a different composition from the first, refraction with the secondary explosive mixture in the top tube, 
as well as diffraction is observed. Depending on the A thin  separating film was used when the two 
composition of the gaseous explosive and the ge- mixtures were different. Various regimes of deto- 
ometry of the expanding channel, quenching or reig- nation transmission and propagation into the sec- 
nition may occur subsequent to the diffraction. Such ondary mixture were observed, depending on the 
diffractions are closely related to those that occur equivalence ratios of the primary and the secondary 
when detonations propagate past obstacles, and in- mixtures. 
volve complex interactions between fluid dynamics For H2-02, when both mixtures in the layered 
and the kinetics of the governing chemical reactions. tube are stoichiometric, or when the primary mix- 
For hydrogen-oxygen (H2-02) mixtures, which are ture is rich and the secondary lean, two modes of 
of interest here, the kinetics is highly sensitive to the reignition of a detonation in the secondary mixture 
variations in temperature and pressure that arise have been observed. The detonation may reignite 
during diffraction. directly behind the blast wave transmitted into the 

Experimental studies of the detonations in a tube secondary mixture, before the blast wave reflects 
propagating through a sudden area increase have from the upper wall of the top tube. Otherwise, the 
been conducted at conditions for which either igni- secondary mixture will reignite only after the decay- 
tion or quenching may occur behind the expanding ing   transmitted   shock   reflects   from   the   wall. 

3033 
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Examples of both types of reignition are shown in 
the Schlieren framing pictures from Ref. 8, shown 
in Fig. 2, when the primary and secondary mixtures 
are both stoichiometric H2-02. In Fig. 2a, the 
mixtures are separated by a 30-nm colloid film, and 
direct ignition was not observed. Rather, the reaction 
front becomes uncoupled from the leading shock 
wave as the blast wave generated by the primary det- 
onation propagates into the secondary, upper layer. 
The results in Fig. 2b were obtained in the absence 
of any separating film. Direct initiation can be ob- 
served as a disturbance from the primary wave, 
probably due to a transverse wave, propagates into 
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FIG. 1. Schematic diagram of the layered detonation 
shock tube. 
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FIG. 2. (a) Diffraction of a detonation in stoichiometric 
H2-02 when the primary and secondary mixtures are sep- 
arated by a 30-nm film [5]. (b) Diffraction of a detonation 
in stoichiometric H2-02 and direct initiation when no film 
is present [6]. 

the region between the shock and reaction front. A 
secondary explosion within an explosion results, and 
the detonation reignites before the blast reaches the 
upper wall of the shock tube. The film evidently was 
sufficiently thick to block this effect. 

These modes of ignition have also been observed 
in the detailed numerical simulations of layered det- 
onations in H2-02 mixtures heavily diluted with ar- 
gon [8], which showed that direct initiation occurred 
only if the primary detonation was overdriven, or if 
physically unrealistic parameters were used in the 
simplified chemistry model. Recent numerical sim- 
ulations by Jones et al. [9] did demonstrate direct 
initiation when the primary and secondary mixtures 
are both stoichiometric H2-02-Ar if fine enough nu- 
merical resolution was used to include the trans- 
verse-wave structure. The initiation process then is 
similar to that shown in Fig. 2b; but, there are no 
experimental data for such mixtures for direct com- 
parison with the simulations. 

This paper presents the results of a detailed nu- 
merical simulation of the initial stages of the inter- 
action in layered detonations with primary and sec- 
ondary mixtures of undiluted stoichiometric H2-02. 
These results are in reasonable agreement with the 
results shown in Fig. 2a in the absence of direct initi- 
ation. The high resolution used in the simulation 
provides a detailed diagnostic description of the det- 
onative diffraction beyond what would be possible 
experimentally. An important aspect of this calcula- 
tion is the incorporation of a new reduced kinetic 
model developed for the simulation of detonations 
in H2-02 mixtures [7]. 

Physical and Numerical Model 

The flow is governed by the two-dimensional Eu- 
ler equations coupled to a model for chemical re- 
actions and energy release [8]. In addition to the 
equations for the conservation of mass, momentum, 
pv, and total energy, E, there are two additional 
equations for the conservation of mass of the pri- 
mary and secondary mixtures. This set of coupled, 
nonlinear equations was solved using a fully two-di- 
mensional version of the flux-corrected transport 
(FCT) algorithm as described by Boris and Book 
[10], which has been validated extensively for deto- 
nation calculations [11]; its formulation is not re- 
peated here. 

The full H2-02 kinetics is replaced by an induction 
period characterized by an induction time T; during 
which radicals are formed, but the system is essen- 
tially thermo-neutral, followed by a chemical trans- 
formation period characterized by a reaction time zr 

during which product formation and heat release oc- 
cur. An empirical expression for zt developed by To- 
nello [7] was used, which was validated for T a 700 
K and Pal atm by comparison to calculations using 
the complete kinetics of H2-02. The induction time 
T; is given by 
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rt(4>, T, P) 
^ + li* + vRT u 

exp h 
T 

L3P"exp(^ (1) 

where Lj = 5.311 E-16(,us-mole/Iiter), L2 = 8531 
K, L3_ = 7.221E11 (atm-"), L4 = 21,200 K, n = 2, 
and R = 8314 kj/kmol K. 

The full kinetic calculations predicted that the re- 
action time Tr is effectively constant at high temper- 
atures and pressures; hence, a constant value of 2.0 
jus was chosen for xr. Variable heat capacities during 
the reaction time xr were determined using poly- 
nomial data of Gordon-McBride [7]. 

The extent to which the induction period and re- 
action time of a fluid element are complete are char- 
acterized by induction and reaction parameters f{ 

andfr defined by 

fi   I Tf(T, pyfr   I 
dt 

T^T.P)'- Jo Tr 

During induction,/; varies from 0 to 1 while fr = 0. 
During reaction, fr increases from 0 to 1, when re- 
action is complete. ft and/r are convected with the 
fluid particles and satisfy 

d(pfi,m) 
dt 

+ V-OnftJ 
n(X, P) 

djffr.m) 
dt 

+ V-(/?vfr>m) = CÖr>„ 

(2) 

(3) 

where mr = \lxr. The left sides of these equations 
are solved by the FCT solver, while the time-step 
splitting technique is used to account for the source 
terms on the right, as described by Oran and Boris 
[12]. Details of the solution procedure are given by 
Tonello [7]. 

The computational domain, which initially con- 
tains a stoichiometric H2-02 mixture at 1 atm and 
300 K, and the boundary conditions are shown in 
Fig. 1. A uniform computational grid was used with 
Ax = Ay = 2.0E-4 cm and 500 X 160 cells, chosen 
on the basis that it had to accurately resolve the 
structure of a one-dimensional detonation. The com- 
putation is initialized by placing a one-dimensional 
simulation of a steady CJ solution, onto the two-di- 
mensional grid in the primary lower section. This 
detonation then travels downstream through the pri- 
mary mixture, and the diffraction begins as the lead- 
ing shock passes the tip of the splitter plate. The 
initiating  detonation  did  not  include  transverse 

Results 

Overall Description 

Figure 3 shows computed pressure and tempera- 
ture contours at five representative times. The ear- 

liest is shortly after initiation (t = 1.72/us), when the 
leading shock of the primary detonation just passes 
the splitter plate. The wave propagating into the sec- 
ondary mixture has already reflected from the upper 
wall in the last contour at t = 22.35 jus. Clearly, 
direct initiation does not occur, and there is remark- 
able similarity between the simulation and the ex- 
perimental framing pictures in Fig. 2a at corre- 
sponding times. The absence of transverse waves in 
the initiating CJ detonation appears to be equivalent 
to the blocking effect of the film in the experiments. 

At early times, from 1.72 jus to 4.7 jus, most of the 
primary detonation remains plane. As the primary 
detonation passes the splitter plate, the detonation 
front and the burned gas behind it expand upward 
into the secondary mixture. Expansion waves move 
back into primary mixture. The burned primary 
shocked and unburned secondary mixtures are sep- 
arated by a thermal contact surface that appears in 
the temperature contours as a dark, heavy contour 
behind the expanding shock. 

At 1.72 jus, near this contact surface, the temper- 
atures and pressures vary from approximately 1100 
K and 10 atm (closest to the primary detonation) to 
680 K and 4.5 atm (along the right edge of the split- 
ter plate). At 4.7 jus, these decrease to 1050 K and 
10.5 atm and 440 K and 2 atm. At these conditions, 
the induction time is too long for ignition within the 
time frame of these calculations. Thus, for X = 1100 
K and P = 10 atm, the induction time is T; = 18.6 
/us, and as the blast expands into the secondary mix- 
ture, these induction times increase as the temper- 
ature and pressure decrease. 

At 7.8 /us, the left end of the blast wave has turned 
180° around the splitter plate and connects to the 
top surface of the plate through a normal shock, as 
is also the case for the experimental frame at 8 jus. 
Near the splitter plate, the temperature front behind 
the transmitted blast rolls up around a vortex. The 
transmitted blast wave reaches the upper wall of the 
test section shortly after 12.45 /us, in agreement with 
experiment. By then, the primary detonation has be- 
come completely curved, and the expansion waves 
from the edge of the splitter plate start to reflect 
from the bottom wall. The thermal front and the 
shock continue to separate. Because of the increas- 
ing radius of curvature and the essentially vertical 
motion of the top part of the blast wave, the trans- 
mitted shock collides normally with the top wall. 
Then, the gas trapped between the top wall and the 
reflected shock consists of unreacted H^-C^- At 17.1 
jus, right after reflection begins (not shown in Fig. 
3), the pressure and temperature are highest right 
behind the reflected shock, where they reach values 
of 42 atm and 1060 K. Directly above and to the left 
of the intersection between the reflected blast and 
the thermal front, the pressure and temperature 
decrease to about 21 atm and 840 K. The large 
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FIG. 3. Time sequence of pressure and temperature contours from the numerical simulation. 

induction times corresponding to these conditions 
explain why reignition does not occur. 

At 22.35 /us, there is no product production at any 
location behind the leading shock. The region be- 
tween the leading shock and the temperature dis- 
continuity behind it, in both the bottom and the top 
channels, appear very uniform. The pressure and the 
temperature in this region vary from about 11 atm 
and 900 K at the bottom wall, to 10.5 atm and 800 

K near the top wall. Direct ignition is impossible at 
these low temperatures, so the primary detonation 
is quenched. 

Diffraction around The Splitter Plate 

Figure 4 provides a detailed view of the flow 
around the splitter plate at 9.35 [is. Pressure and 
temperature contours, and velocity vectors and flow 
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FIG. 4. Simulation of diffraction around the splitter plate at 9.35 /is. (a) Pressure contours at 0.5-atm intervals; (b) 
temperature contours at 100 K intervals; (c) flow velocity vectors; (d) flow angle contours. Grey-scale background pro- 
portional to counterclockwise vorticity. 

angles are shown in Fig. 4 superimposed on a gray- 
scale image of the vorticity (counter-clockwise vor- 
ticity is darker). In Fig. 4c, the large vortex emanat- 
ing from the bottom tip of the plate is shown by the 
heavy, dark line that moves diagonally away from the 
plate and then curves back around toward it. 

Once the primary detonation has passed the tip of 
the splitter plate, the fluid underneath the plate ac- 
celerates and turns through a Prandtl-Meyer expan- 
sion fan (Fig. 4a). However, as observed experimen- 
tally [7-9], the flow separates from the edge of the 
splitter plate and there is a slip line across which 
there is a temperature and velocity discontinuity. A 
region of uniform flow extends from the tail of the 
Prandtl-Meyer expansion fan (the terminator [7]) to 
this slip line. 

The slip line is almost straight throughout the uni- 
form flow region (Fig. 4d), and the flow is nearly 
parallel to this line until it crosses the secondaiy 
shock which equilibrates the pressures in the over- 
expanded flow with that of the surroundings. This 
oblique shock extends from the slip line to the ter- 
minator and also appears in the experimental fram- 
ing photographs shown in Fig. 2a as a short diagonal 
line just above the edge of the splitter plate. Beyond 
this shock, the flow continues to rotate in the coun- 
terclockwise direction driven by a vortex whose cen- 
ter is indicated in Fig. 4c. This vortex also bends and 
eventually rolls up the slip line, which ends in a coil 
at the vortex center. 

There will be a viscous boundary layer on the split- 
ter plate surface; but, viscous effects have not been 
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FIG. 5. Composite image of pressure contours at different times. 1, 1.7 fis; 2, 4.7 fis; 3, 7.7/is; 4, 10.9 /us; 5, 14yus; 6, 
17.1/is; 7, 22.36//s. 

included in the simulation. Since the flow is expand- 
ing in most of the region of interest, it is likely that 
the effect of the boundary layer will be minimal. 

The Detonation Quenching Process 

As a result of diffraction, the detonation evolves 
into a nonreactive shock decoupled from the reac- 
tion front behind it. This quenching mechanism is 
considered in more detail in Fig. 5, a composite im- 
age of pressure contours at various times. These 
were chosen to highlight the differences between 
the detonation (the straight, thick regions shown ver- 
tically along the bottom of the tube), the transmitted 
blast (circular regions emanating from the top of the 
detonation at one end, and ending at some location 
at the top of the plate), and the sound wave gener- 
ated by the expansion (circular wave starting near 
where the detonation fails and connecting to the bot- 
tom of the plate). 

From shock diffraction theory [5,6], the trajectory 
angle of the triple point, ö2, defined by the intersec- 
tion between the envelope of the sound waves and 
the diffracting shock, is given by 

ö2 = atMM - (V? - u§)/V.) 

where Vs, a2, and M2 are the shock speed, the speed 
of sound, and the speed of the gas behind the shock. 
Assuming a thin reaction zone and using the CJ val- 
ues at a2 and w2, leads to <52 

= 0. However, behind 
a chemically frozen shock traveling at Vs = DCj (the 
CJ detonation velocity), a2, = 1314 m/s, M2 = 
2332.7 m/s, and with these values, ö2 = 23°. The 
trajectory corresponding to this angle, shown as the 
dashed line, does indeed pass through the intersec- 
tions of the expansion wave and the reaction front. 

With increasing time, the transmitted blast wave 
becomes an oblique shock at an angle ß = 45.2°. 

The intersection between the vertical line drawn at 
the detonation front and the oblique line of the 
transmitted blast (profiles 2 to 5) defines a straight 
line that makes an angle 8X = 9.8° with the horizon- 
tal. The transition from a cylindrical blast wave to an 
oblique shock is also evident in Fig. 2a. 

In the simulation, the primary wave curvature in- 
creases with a corresponding increase in the induc- 
tion time behind it so that the primary wave is 
quenched. This result differs from Fig. 2a which in- 
dicates that the primary detonation remains plane. 
This is because the film, though only 30 nm thick, 
shields the region between the shock and the CJ 
plane of the primary detonation from the expansion 
as the blast propagates into the secondary explosive. 
However, the diffraction pattern shown in Fig. 5 is 
very similar to that observed by Gvozdeva et al. [13] 
in their study of the extinction of a detonation prop- 
agating from a very small channel into an unconfined 
region. 

Conclusions 

The results of the simulation of the initial stages 
of the interaction in a layered detonation in stoichio- 
metric H2-02 when the transverse waves in the pri- 
mary wave are neglected were in excellent agree- 
ment with experiments in which propagation of 
transverse waves into the secondary mixture was 
blocked by a thin film. The simulation reproduced 
the small, oblique shock wave generated by the re- 
fraction near the edge of the splitter plate separating 
the primary and secondary mixtures. As in the ex- 
periments, direct ignition of a detonation in the 
bounding mixture did not occur in the simulation. 

These results provide validation for the direct nu- 
merical simulation above and for the improved 
chemical model for the induction time that was used. 
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The simulation, then, provided a powerful diagnostic 
tool for exploring the details of the diffraction pro- 
cess beyond what could be done experimentally. 
Thus, it was possible to follow the variation of pres- 
sure temperature, flow velocity and direction, and 
the variation of induction and reaction parameters 
in detail, and to show how and why quenching oc- 
curs. The results also indicate that an appropriate 
simplified model of the complex H2-02 reaction 
plays a crucial role in developing an accurate simu- 
lation. Simulations with full chemistry still remain 
beyond reach for complex problems like that above. 

The results also indirectly confirm that for stoi- 
chiometric H2-02 primary and secondary mixtures, 
transverse waves play an essential role in the direct 
initiation of detonation in the secondary explosive, 
since, experimentally, direct initiation was observed 
in the absence of a blocking film. As already indi- 
cated above, simulations in H2-02 mixtures heavily 
diluted with argon also showed that transverse waves 
play an essential role in direct initiation. 
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Biomass has always been used as a localized energy source. Its seasonal availability, low calorific value, 
and density make it less attractive as a fuel in a centralized power generation system mainly because of 
higher costs associated with its storage and transportation. Notwithstanding these constraints, biomass 
fuels may be used together with coal in existing combustion systems. The focus of this paper is therefore 
on transferring the experience that has been gained from pulverized coal combustion to that of the co- 
combustion of biologically derived solid fuels. The substitution of these green fuels has the potential to 
significantly ameliorate the environmental impact of coal utilization. This lecture comprises a few com- 
ments on equipment, and on fuel characterization, something on the relevant physical processes and 
experimentation, and some discussion of the mathematical modeling of the combustion of solid fuels. 

Introduction 

The history of the invitation to present this lecture 
is complex. In this respect, we should at least explain 
that we did not feel sufficiently versed on biomass 
combustion, a relative newcomer to the mainstream 
of the combustion world, to be able to confine the 
whole lecture to it. A complementary topic was re- 
quired, and coal combustion was the obvious can- 
didate with the combination conveniently masquer- 
ading under the generic heading of solid fuel use. 
However, the breadth of the subject material then 
becomes excessive rather than restricted. Ultimately, 
we made the decision to confine the material pri- 
marily to that of our own experience, so this is in no 
way a review paper. We are tempted to believe that 
the content may also reflect the experience of others 
who, having a considerable wealth of solid fuel re- 
search, and, rather than lose it with the temporary 
demise of coal as a primary fuel source, are trans- 
ferring that experience to encompass other hetero- 
geneous fuel types. 

The motor of the industrial revolution, coal, orig- 
inates from biomass that has been physically com- 
pacted and chemically carbonized over millions of 
years. Its compactness facilitated transport and, 
more importantly, the intensification of combustion. 
Its high carbon content facilitated coke production, 
which revolutionized steel making. A by-product of 
the associated coking process was a gaseous fuel that 
had all manner of convenient uses including heating, 
lighting, and cooking. All these functions had been 
provided originally by wood, but the advantages of 
coal gas were its higher energy and immediate avail- 
ability assured once the manufacturing process and 
infrastructure had been established. Coal is so stable 
that it can be stored almost indefinitely, and, as be- 

came apparent during the course of the industrial 
revolution, its availability seemed virtually without 
limit. Indeed, it appeared to be the miracle fuel. 

As time wore on and its usage increased, the in- 
evitable downside loomed ever larger. The disadvan- 
tages had already been expounded to the public of 
London well before the industrial revolution (Fig. 
1). Principally, it was dirty in almost every respect. 
Its smokiness could be cured by ensuring good mix- 
ing of the volatiles with air, but the cures were not 
universal because of that most major failing of coal, 
its variability. A variability that, because the original 
biomass from which it is formed was laid down un- 
der a variety of geographical, geological, and climatic 
conditions, is almost boundless. Mineral matter in- 
evitably got mixed in with the biomass to create an 
almost equally broad range of ash characteristics and 
so, correspondingly, complex fouling and slagging 
problems within the combustion chamber and the 
postflame regions. Coal contains chemically bound 
nitrogen, sulfur, chlorine, and other polluting com- 
pounds. Even if the associated problems of all of 
these various unwanted materials and chemicals 
could be solved, an inherently more exacerbating 
problem remains, that is, the production of COz. 
The timescale of coal formation is tens of millions of 
years and the burning of it over the minuscule time- 
scale of the industrialized world has seriously short 
circuited the natural carbon cycle. One of the main 
advantages of coal that our predecessors cherished, 
its high carbon content, compounds the problem. 
Recent research has shown that the capture and dis- 
posal of C02 from coal-fired utility boilers is not eco- 
nomically viable [1]. 

So one is led to ask: Why not forget coal and com- 
bust some of the biomass that is growing all around 
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FIG. 1. FUMIFUGIUM by John Evelyn, London, 1661. 

us? Not only is it a plentiful fuel, but its use also 
reestablishes the natural carbon cycle. There are es- 
sentially five impediments to its wholesale adoption: 
(1) biomass is almost as variable as coal; (2) its cal- 
orific value is only about one-fifth (by volume) or half 
(by weight) of that of coal, implying huge transport 
costs and low energy intensities; (3) it contains many 
of the potentially polluting compounds that weigh 
against coal; (4) in most instances it is seasonal, 
which implies expensive storage costs if a constant 
supply is required; and (5) the use of agricultural 
land for energy crops raises a critical moral issue— 
either save the environment or those who are starv- 
ing. 

As already mentioned, because of environmental 
pressure, it is expected that the use of coal will de- 
crease in the short term. In the interim, some see 
biomass, in the context of the renewable energies 
contribution, as an acceptable alternative to the nu- 
clear option for the generation of electricity. Re- 
search and development into biomass use for energy 
generation has been prompted because of this shift 
in emphasis, leading to a release of research funds. 
In Europe, it has seen a ca. 30% increase during the 
last decade, with a projected threefold increase in 
its use by 2020 [2], The recently completed Euro- 
pean Union-funded Clean Coal Technology pro- 
gram [3] on cocombustion and cogasification of coal 
and biomass was the world s largest research and de- 
velopment effort, involving 31 industrial partners, 

research centers, and universities. Industrial contri- 
butions to this project exceeded 70% in regard to 
research tasks and more than 50% in the financing, 
thereby showing a substantial commercial interest 
and confidence in co-firing techniques for the fu- 
ture. 

In light of these trends, we believe that there is a 
niche for these fuels in existing combustion systems. 
The substitution of these green fuels ameliorates the 
environmental impact of coal use until such time 
that advanced clean coal technologies can be eco- 
nomically competitive with conventional systems. In 
this paper, which concentrates on the co-firing of 
biomass with pulverized coal, a precis of the funda- 
mental knowledge accrued and the tools developed 
through coal-related research and its relevance to 
biomass combustion will be presented. This includes 
the initial fuel characterization, flame stability per- 
formance, pollutant emissions, and other operational 
aspects and culminates with mathematical modeling 
considerations. 

Coal and Biomass Fuels 

The whole process of coal formation (coalification) 
was an unremitting geochemical evolution, starting 
with the decay of organic materials in swamps and 
followed by their metamorphosis under the influ- 
ence of geological forces (depth of sinking, temper- 
ature, and tectonic shear forces). A detailed account 
of coalification is well beyond the scope of this re- 
view. 

Biomass fuels may be defined as combustible ma- 
terials resulting from silviculture, agriculture, and 
aquaculture, that is, fuels resulting from the growing 
of plants and the raising of animals. These fuels are 
also distinguished by the fact that biomass generally 
exists in a diffuse state and must be gathered up and 
concentrated in a single location for use, rather than 
being produced in a single location (i.e., a coal mine) 
and dispersed for use. Some specific biomass varie- 
ties being considered as useful fuels include wood 
and wood wastes (e.g., hogged bark and sawdust), 
spent pulping liquor, rice hulls, cotton gin trash, ba- 
gasse, coffee grounds, wood waste from wood struc- 
tures, manure, sewage sludge, and myriad other bi- 
omass forms. We emphasize pulverized dried 
sewage in this paper because of its similar combus- 
tion behavior to that of lignite coals, as well as its 
biological origin. 

Through photosynthesis, the energy stored in bi- 
omass is theoretically almost 10 times that of the 
world energy consumption. Currently, biomass sup- 
plies approximately 14% of humanity's total energy 
requirement. Much of this is inefficiently consumed 
by poorer people in developing countries where the 
practice frequently results in the long-term loss of 
vegetation. In the European Union (EU), "renewa- 
bles" contribute to some 2% of its energy require- 
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ment, roughly half of which is attributed to biomass 
combustion. The EU plans a twofold increase by, 
2005, mainly from the deployment of energy crops 
grown on land that is either deforested, degraded, 
or set aside from crop production. 

There are several routes for upgrading biomass 
(conversion to gaseous or liquid fuels), all with dis- 
advantages. Within the context of this paper, we 
should mention the producing of "biocoal" in which 
the biomass is coalified through low-temperature 
processes in which the oxygen-rich biomass precur- 
sors are transformed to cross-linked aromatic and 
hydrogen-rich mattes. Pressurized or confined py- 
rolysis allows one to follow the natural trends of 
organic matter maturation, to generate an artificially 
matured series of coals from biomass, and to observe 
the evolution of hydrocarbon production throughout 
the maturation process. This has been achieved in a 
bench-top cold-seal autoclave in which a few hun- 
dred grams of each maceral and raw biomass have 
been pyrolysed under isothermal conditions in 
sealed gold tubes at temperatures ranging between 
150 and 500°C for more than 24 h at a constant 
pressure of 100 Mpa [4]. On the commercial scale, 
however, the process is unlikely to be energy effi- 
cient. 

Some Remarks on Equipment 

Several technologies have been developed for the 
combustion of solid fuels in the production of useful 
energy. These may be divided into four principal 
groups: moving and fixed grate type, rotary kilns, 
nuidized beds, and suspension fired systems. Grate 
firing involves the least amount of fuel preparation 
and permits the broadest latitude in fuel selection 
and combustion conditions. There are many types of 
proprietary grates (e.g., reciprocating, rocking) but 
all operate on the same principle: they agitate and 
move the biomass/waste derived fuels from the 
charging end of the grate to the discharging end, at 
which point the fuel should be completely burned 
to ashes. Often, however, combustion is uneven and 
the burnout less than ideal. The grate system is par- 
ticularly suitable for low bulk density biomass/wastes 
and is generally employed in mass burn incineration 
plants for municipal solid waste. Rotary lain systems 
are used in the cement industry and also for the in- 
cineration of high to medium bulk density biomass/ 
wastes. The kiln is a refractory lined drum inclined 
at an angle to the horizontal and rotating slowly 
about its axis, usually with a burner located at the 
lower discharge end. The rotating motion of the kiln 
often induces a more complete mixing of solids in 
the bed than is achieved with grate systems. Flui- 
dized bed combustors also promote good mixing but 
require some degree of fuel preparation (some de- 
gree of homogeneity and particle sizes of a few cen- 
timeters). 

Solid fuels may be pulverized into fine particles 
(micron level) and burned in a suspension mode. 
These systems are the dominant technology for the 
combustion of coal in large-scale (ca. 500 MW) 
power plants. Pulverized firing also dominates the 
use of coal to fuel cement kilns. Additionally, sus- 
pension-fired systems find common usage in the 
combustion of dry, pulverized biomass materials in- 
cluding sander dust from furniture manufacturing 
and certain biomass wastes. A comparative review of 
these combustion technologies in relation to waste 
incineration has been given by Seeker [5]. In this 
paper, however, the main focus is placed not on in- 
cineration systems but on the co-firing of biomass 
with pulverized coal in large-scale suspension-fired 
combustors such as utility boilers and cement kilns. 
In these systems, all aspects of combustion and pol- 
lution performance are influenced by the time re- 
quired to initiate and conclude fuel devolatilization, 
which is dependent on the reaction surface area per 
unit volume of the fuel particle. Energy is required 
for the diminution of a solid fuel to obtain a particle 
size suitable for these systems, normally less than 
100 [im for coals. Different milling systems have 
been used for biomass, generally cutting and ham- 
mer mills, rather than the ball mills and attritors 
used for coal milling. It has been found during grind- 
ing tests performed for raw coals and biomass fuels 
that the reduction of calorific value caused by the 
energy input during the grind was almost double for 
biomass (2-3%) compared with coals (0.9-1.2%). 
This penalty increased significantly for biomass hav- 
ing a higher moisture content (>20%) and a re- 
quired average particle diameter of less than 1 mm 
[3]. Compared with pulverized coal, biomass-de- 
rived fuels are notoriously difficult to feed using ex- 
isting coal feeding systems: However discussion of 
this is beyond the scope of this paper. 

Properties of Coal and Biomass 

Coals and biomass are both complex heterogene- 
ous solids that vary widely in their properties and in 
their suitability for possible applications. The well- 
established classification techniques for coal can be 
adapted successfully to accommodate other bio- 
mass-derived solid fuels. Table 1 gives the proximate 
and ultimate analyses of a typical bituminous coal 
compared with some biologically sourced fuels. 
From this information, we see that biomass fuels are 
generally low in carbon and high in volatile matter 
and oxygen. This last fact is the main reason for their 
lower calorific values that, combined with their low 
bulk densities, implies that larger volumes are re- 
quired to supply the same heat input as for coal fir- 
ing. This will dictate not only the storage require- 
ments but also the logistics of the supply of the fuel 
on a regular basis. Generally, biomass fuels, with few 
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TABLE 1 
Specifications of Fuels 

Proximate analysis Pine 
(Weight % as received)        sawdust Straw Miscanthus Peat fuel 

Bituminous coal 
(Gottelborn) 

Dried sewage 
sludge 

Moisture 7.3 7.87 9.8 50.0 1.1 3.0 

Volatile matter 76.2 77.01 69.4 30.0 35.6 46.6 

Fixed carbon 13.9 17.15 16.4 16.7 52.3 6.2 

Ash 2.6 5.84 4.40 3.3 9.1 44.2 

Ultimate analysis 
(Weight %, daf) 
Carbon 52.0 42.3 51.4 57.2 80.7 53.2 

Hydrogen 
Nitrogen 

5.8 
0.12 

6.8 
0.4 

4.4 
0.48 

6.1 
2.7 

5.02 
1.43 

7.01 
5.69 

Sulphur 0.05 0.2 0.3 0.26 1.09 1.52 

Chlorine 0.03 0.4 0.2 0.04 0.39 

Oxygen (by difference) 
Bulk density (kg/m3) 
Heating Value (MJ/kg) 

42.0 
182 

18.32 

49.9 
45 
18.4 

43.3 
55 
16.82 

33.8 
600 

22.11 

11.72 
603.3 
28.67 

32.20 
609 

11.2 

TABLE 2 
Ash Compositions 

Acid Base 
Slagging 

Fuel Si02 A1203 Ti02 Fe203 CaO MgO Na20 K20 factor" 

Pine sawdust 18.1 2.5 0.3 2.4 55.7 6.3 1.9 8.3 0.2 

Straw 75.0 1.0 0.1 0.4 3.0 1.0 13.0 1.0 0.05 

Miscanthus 70.6 1.1 0.06 1.0 7.5 2.5 0.17 12.8 0.13 

Peat fuel 40.3-68. 6    8.9-13.3 0.4-1.0 4.6-6.6 6.2-33.2 1.6-5.8 0.8-1.1    1.2-1.8 0.12 

Bituminous coal 44.0 24.8 1.47 13.4 5.01 3.12 0.4 2.61 0.38 

Sewage sludge 41.3 14.3 1.2 6.8 19.8 3.2 0.7 2.0 0.87 

'Slagging factor = base/acid ratio X %S. 

exceptions, have lower ash contents than coals. Peat, 
however, is distinctly different from its biomass pre- 
cursors. Physically, it has a higher moisture content, 
exhibiting peak values as high as 90%, and a some- 
what lower volatile/fixed carbon ratio (1.8) than is 
normally associated with biomass. Dried sewage 
sludge is distinguished by its high ash and nitrogen 
contents compared with vegetable biomass. In ad- 
dition, agricultural-based biofuels generally contain 
a higher percentage of nitrogen and chlorine. Note 
the high chlorine contents of the straw and also of 
the dried sewage sludge, which has implications for 
the corrosion of heat-transfer surfaces. 

The fuel moisture content is an important param- 
eter that deserves careful evaluation in regard to the 
overall combustion intensity and energy efficiency. 
As an example, green or "as-received" wood contains 
a rather high proportion of moisture. Combustion is 

difficult if the level exceeds 60%. To reduce this 
moisture content to make the fuel more suitable to 
co-firing in boilers implies an energy input for dry- 
ing. The forced-air drying of moist wood fuel parti- 
cles to 5-10% moisture requires some 1% of its gross 
heating value. In the case of dried, pulverized sew- 
age sludge, the achievement of both a moisture con- 
tent of 10% and a particle size appropriate to sus- 
pension firing necessitates the use of 10% of the 
fuel's gross calorific value. 

A glance at the composition of the ash in a solid 
fuel, Table 2, tells something about its propensity to 
slag or foul a heat-transfer surface. Slagging occurs 
because of the presence of ash particles that are 
sticky because of their low melting points. In gen- 
eral, alkalis have low melting points and biomass fu- 
els tend to have high concentrations of them. For 
example, note the high value of lime for pine wood. 
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Fouling occurs in the cooler regions of the combus- 
tor where alkalis such as K and Na that have high 
vapor pressures condense on solidified particles of 
alumina and silicate, forming a soft, sticky coating. 
The table suggests that straw will have a strong ten- 
dency to foul. The base-to-acid ratio of an ash, the 
fouling factor, is a fair indicator of its fouling pro- 
pensity when the fuel is coal. However, for bio- 
masses, where the concentrations depart from the 
usual ranges for coals, second-order chemical effects 
render this factor less reliable as the values shown 
reveal. It is worth mentioning that fluidized bed 
combustors tend to avoid fouling and slagging prob- 
lems because of their low operating temperatures. 

Characterization of Combustion Performance 

Ideally, fuel characterization would be effected in 
full-scale plant, but this is not economically practi- 
cable. Bench-top characterization is clearly the ideal, 
but will the results be trustworthy? Because of this 
uncertainty, many reduced-scale test furnaces have 
been constructed. Since the various combustion pro- 
cesses scale in different ways, the enduring question 
is whether data at the reduced scale will be appli- 
cable to full-scale conditions. Recent extrapolations 
by means of mathematical models [6] for coal-fired 
low NO burners suggest that test furnace results are 
fairly representative of the full-scale provided that 
the flow is fully turbulent at the reduced scale and 
that the burner velocities and fractional heat losses 
remain constant with scale. Test furnaces almost al- 
ways accommodate only a single burner so that even 
if, to avoid the scaling uncertainties, they are of gen- 
erous proportions, doubt remains as to whether the 
results obtained from them will be invalidated by the 
interactions between the burners of the multiburner 
systems typical of real plans. Mathematical modeling 
studies have also been effected in an effort to quan- 
tify the magnitude of this worry [6] and it was con- 
cluded that, for typical engineering separation dis- 
tances, the effects of mutual burner interference are 
unlikely to corrupt significantly test furnace results. 

Though less costly than full-scale tests, test fur- 
nace operation is still not cheap, so bench-top char- 
acterization retains its appeal. In utility boilers, the 
pulverized fuel particles typically experience heating 
rates in excess of 10s K/s, their final temperatures 
can approach 1800°C, and the high-temperature 
dwell times can vary widely. It is important that these 
conditions are simulated in characterization experi- 
ments since the rates and amounts of volatiles re- 
lease depend on them and these in turn affect flame 
stability, char burnout, and NO emissions. Conven- 
tional characterization experiments such as the prox- 
imate and thermogravimetric analyses certainly do 
not achieve realistic heating rates, nor do normally 
heated wire grids. Heating rates of 103 to 104 K/s 

and high final temperatures are achieved in drop 
tubes. However, the particle temperature, a good 
knowledge of which is required to calculate the de- 
volatilization and char reactivity rate constants, is 
only approximately known in drop tubes because of 
background radiation. The weight loss, too, is subject 
to error, and the available residence time is usually 
limited. 

Gibbins and co-workers [7] have developed a re- 
fined heated wire experiment capable of achieving 
the desired heating rates and final temperatures. 
Their relatively straightforward apparatus possesses 
many advantages. In particular, it is highly control- 
lable in terms of heating rates, finally achieved tem- 
peratures, and hold times at these temperatures. 
The sample is captive so that an exact weight loss 
may be calculated and the sample temperatures may 
be measured quite precisely. The data have been 
shown to exhibit a high degree of repeatability. This 
experiment has proved to be an effective tool for fuel 
evaluation and selection for power stations and other 
equipment fired with low NOx burners. 

The flat flame turbulent jet (FF-TJ) apparatus is 
another recent and convenient solid fuel character- 
ization device [8] of some merit. In this device, a 
particle-laden primary air stream exits a delivery 
tube as a turbulent jet. A flat flame burner surrounds 
the tube coincident with the exit plane. Some im- 
portant advantages of this apparatus are the reali- 
zation of adequately high particle heating rates (up 
to 2 X 105 K/s), the ability to achieve high final 
particle temperatures, turbulent as opposed to lam- 
inar flow conditions, and devolatilization and char 
burnout in the presence of combustion gases. In ad- 
dition, the absence of significant background radia- 
tion and ease of probe access allow reliable particle 
temperature and gas composition information to be 
obtained at different stages of the devolatilization 
process. The comparative volatile release rates mea- 
sured in this apparatus have been shown to enable 
the relative flame stability performances of different 
solid fuels when combusted in furnaces to be as- 
sessed. The relative release rates of nitrogenous spe- 
cies during the devolatilization of fuels may also be 
forecast. 

Figure 2 shows some devolatilization results for 
various fuels obtained in the FF-TJ apparatus. For 
a proper comparison of the biomass fuels with coal, 
the former would have to be ground to the same fine 
particle size distribution typical of pulverized coals. 
This is very difficult to achieve, especially for rice 
husks, so the results shown are necessarily qualita- 
tive. Generally, it is apparent that the biomass fuels 
release a proportion of their volatile matter early and 
at a rapid rate followed by a slower release of the 
remaining content, a behavior that is roughly the re- 
verse ofthat for coal. This suggests that co-firing coal 
with biomass fuel should strongly enhance burner 
flame stability, except perhaps for rice husks, which 
exhibit a rather slow initial volatile release. Consid- 
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ering pine wood, its volatile content is high, and, 
because much of it consists of lighter hydrocarbons 
and alcohols, it is released early. The implications for 
flame stability when co-firing are obvious. NOx emis- 
sion performance is likely to be improved as well 
because of the undoubted earlier ignition of this 
more lively volatile matter. 

Flame Stability 

Guaranteed flame stability is mandatory for all 
equipment fired with a pulverized solid fuel. In util- 
ity boilers, where, because of relatively cool walls in 
the proximity of the near-burner region, background 
radiation is rather small, flame stability is assured by 
aerodynamic means. A near-burner recirculation 
zone is created within which prolonged particle res- 
idence times are encouraged. The major part of the 
volatile release occurs within this zone. The volatile 
matter ignites there, and the recirculated products 
ensure rapid and mainly convective heating of the 
fuel particles to close the stabilization loop. This pro- 
cess may be contrasted with that in some cement 
kilns for example, where no attempt is made to cre- 

ate a near-burner recirculation zone. The presence 
of the hot clinker and refractory walls provides an 
intense level of background radiation sufficient to 
engender rapid pyrolysis and ignite the residual char. 
Although secure, the disadvantage of this radiant ig- 
nition process is that the flame is lifted, leading to 
high fuel NO emissions caused by premixing (excess 
oxidation of the nitrogenous content of the volatiles), 
in addition to the substantial thermal NO contribu- 
tion caused by the locally high flame temperatures. 

The energy required to close the stabilization loop 
is affected by the influence of the burner geometry 
and operating conditions on the near-field aerody- 
namics and by the quality of the fuel. The impor- 
tance of burner aerodynamics on powdered coal 
flame stability has been treated extensively in the 
literature [9-11], Burner injection mode, fuel char- 
acter, and blending ratio are additional factors when 
biomass is co-fired with coal. Flame stability perfor- 
mance is usually well represented in terms of two 
parameters: the secondary air swirl number and the 
ratio of the primary to secondary stream momenta. 
Figure 3 shows stability data so plotted and obtained 
in the Imperial College 0.5-MW furnace for dried, 
powdered sewage sludge, coal, and a 50% by mass 
blend of these two fuels. The error bars on the figure 
reflect the somewhat vague experimental demarca- 
tion between the stable (lit back) flame and the un- 
stable (lifted) flame. It can be seen that the stability 
limits are broadened for an appropriate blending ra- 
tio. This is due to the highly volatile content of the 
sewage sludge, which is rich in hydrogen, and the 
high calorific value of the coal combining to enhance 
flame stability. Similar results have been obtained 
when the co-fired fuel is wood sawdust [12]. 

An enhancement of thermal efficiency also re- 
duces the C02 penalty associated with coal. Com- 
bined cycle technologies have this objective and one 
example studied is that in which the utility boiler is 
fed the vitiated air from the exhaust of a gas turbine 
[10]. For typical burner inlet 02 concentrations of 
16%, flame stability performance is not surprisingly 
restricted to narrower limits. This effect is less pro- 
nounced for a burner type in which the mixing of 
the fuel and the oxidant is faster (SAO) compared 
with a typical slower mixing design (SCO) used to 
produce lower NOx emissions as shown in Fig. 4. 
Here, stability performance is presented as second- 
ary air swirl number versus momentum ratio of pri- 
mary jet (air + coal) to that of the secondary air. 

Conversely, one can increase the Oa content in the 
burner oxidant stream and, at the same time, dilute 
the secondary stream with recirculated products of 
combustion so as to increase the concentration of 
C02 in the exhaust gases (enrichment levels of up 
to 90% appear practicable), thereby possibly en- 
abling commercially viable collection. With this 
combination, while maintaining the overall excess air 
level constant, the flame stability performance limits 
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are slightly narrower than under ambient inlet air 
conditions. This limit can, however, be increased by 
injecting oxygen either in or near the coal stream, 
but safety restrictions are then imposed [13,14]. The 
introduction of biomass fuel could well ameliorate 
any loss in stability performance in a manner similar 
to that observed for ambient air conditions. In the 
wake of these remarks, one should note that a 500- 
MW power station so operated would require twice 
the oxygen production of Europe's largest plant. 

NO Emissions and Char Burnout 

The temperatures achieved in suspension-fired 
combustors are generally insufficient to result in the 
thermal NOx making a major contribution to the 
overall burden, and the prompt contribution is es- 
timated to be less than 5%. Thus, the fuel-bound 
nitrogen content and the near-field burner aerody- 
namics are key factors influencing the NO emissions 
emanating from suspension-fired combustors. The 
nitrogen content of biomass fuels is generally lower 
than that of most coals. In low NO burners, an at- 
tempt is made to optimize the release of this nitro- 
gen in air-lean regions of the near-bumer flow field. 
Much to their chagrin, burner design engineers have 
generally found that all measures that reduce NOx 

emissions invariably reduce char burnout, so it is ap- 
propriate to treat these otherwise disparate subjects 
under a single heading. 

The effect of the near-burner region aerodynam- 
ics on the NO formation and final char burnout in 
pulverized coal flames has been studied extensively 
during the last two decades. The NO formation in 
practical combustors is controlled primarily by the 
local availability of oxygen and the influence of the 
combustion aerodynamics on the injected particles. 

In this regard, particle size also plays an important 
role in establishing their trajectories in the near- 
burner region. As an example, for pulverized coal 
flames, it was found that the different burning re- 
gimes of both a larger (121 ßm average) or smaller 
(25 /im average) particle size fraction have a signifi- 
cant effect on the flame shape, char burnout, and 
NO formation for a specific burner type compared 
with the standard (75% < 75 jum) grind coal with an 
average particle diameter of 50/fm [15]. Generally, 
it was found that for the smaller particles, the vola- 
tiles are released more uniformly and smoothly and 
that the combustion reactions occur close to the char 
particle, whereas, for the larger particles, the vola- 
tiles erupt as gaseous jets, engendering a more in- 
tense mixing with the surrounding oxygen, and burn 
more remotely from the char particles. 

Biomass-derived fuels are not usually ground to 
the micron sizes of coal but only to a few centime- 
ters. This is due to a combination of fuel-specific 
reasons, which include the higher costs associated 
with their grinding caused by their frequently fi- 
brous natures and lower densities. When biomass 
fuels are co-fired with coal, NO formation/reduction 
mechanisms are complicated because of the 
changed combustion aerodynamics of the lower den- 
sity, larger particles having different volatile release 
chemistries and char reactivities compared with the 
base fuel. As a consequence, changes occur in the 
manner in which oxygen diffuses into the char pores, 
thereby reducing the effectiveness of the heteroge- 
neous combustion reaction, resulting in an increased 
level of carbon in the residual ash. 

Figure 5 shows a burner configuration for bio- 
mass/coal co-firing, along with the NO emissions 
data. The two inner streams admit either coal or bio- 
mass fuel, with the secondary air being confined to 
the outer annulus. From a variety of biomass fuels 
co-fired with coals, it was found that effective NO 
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FIG. 5. Co-firing NO emissions data for dual-fuel burner. 

emissions reduction can be achieved when the fuel 
with the greater nitrogen content (coal or biomass) 
is introduced through the annular port, while the 
fuel of lower N content having a higher volatile con- 
tent is introduced through the central port. Without 
the biomass fuel in the central port, this burner con- 
figuration leads to high NO emissions. When high- 
N fuel is introduced through the central jet, since 
the volatile nitrogen compounds are released in a 
fuel-rich zone, the flow configuration favors reduced 
NO emissions irrespective of the presence of low-N 
fuel in the annulus [12]. 

For a constant heat input and near-burner region 
aerodynamics, the substitution of a proportion of 
coal by biomass under co-firing conditions does, in 
this manner, reduce NO emissions. However, there 
is a limit beyond which any further reduction in NO 
is accompanied by a loss in carbon burnout. None- 
theless, higher NOx reductions can be achieved 
when biomass is used under fuel reburning condi- 
tions downstream of primary coal flames, where, 
without reburning, maximum air/fuel mixing pro- 
vides higher NO formation and char burnout. Re- 
burn or fuel staging, described in more detail in the 
section on mathematical modeling, is now finding 
favor in practical combustors. The reburn fuel ac- 
counts for at most 10-20% of the total energy input. 
In excess of a 50% reduction in NOx emissions over 
a base-case bituminous coal flame has been achieved 
here and elsewhere [16,17] for various reburn fuels. 
The ideal qualities of the reburn fuel are high reac- 
tivity with low nitrogen content, good availability, 
and no additional emissions burden. Therefore, sev- 

eral  biomass   fuels   offer  interesting possibilities 
within the reburn concept. 

Particulate and Heavy Metal Emissions 

It is imperative that any fuel introduced to sup- 
plement coal does not possess the same or more of 
its negative attributes. The emissions of heavy or 
toxic metals from biowaste fuels such as wood and 
sewage sludge are of special concern. All solid fuels 
leave a residue following burning. Most of the 
burned particles in coal and biomass-fired flames are 
collected or captured during the various stages of the 
process, with the exception of a small fraction of sub- 
micron particles that is entrained with the flue gases 
and emitted into the atmosphere unimpeded by the 
gas cleaning equipment. Under ideal combustion 
conditions, the inert residue should contain no car- 
bon and the mineral matter should be recoverable 
in its original form. However, in combustion sys- 
tems, good burnout is not always achieved, while vol- 
atile elements from the mineral matter vaporize and 
may be deposited or form small-size particles during 
condensation and nucleation in the lower tempera- 
ture regions of the process. 

The mineral matter in all fuels contains these vol- 
atile elements to a greater or lesser extent, some of 
which are toxic or carcinogenic (e.g., Cd, Hg, Ni, 
Pb). When waste-derived fuels containing toxic met- 
als are fired in combustors/incinerators, particles in 
the submicron range are found to be enriched with 
them [18-20]. For most of the coal and biofuels con- 
sidered here, the enrichment of toxic metals during 
combustion is generally insignificant. When consid- 
ering, however, waste wood or biosolid extracts from 
sewage sludge as a supplementary fuel for either co- 
firing or reburn, toxic metal emissions become im- 
portant. To assess this problem, a series of experi- 
ments was conducted in the Imperial College 
0.5-MW furnace and in the FF-TJ entrained flow 
reactor [20]. In the first instance, furnace exit data 
of selected metal concentrations on various particle 
fractions were collected for coal, dried pulverized 
sewage sludge, and a blend of these fuels (50% by 
weight and 27% by calorific value). Further biolog- 
ical waste streams were simulated by adding com- 
pounds of selected elements in extraneous (oxides, 
chlorides, sulfides) and inherent (organometallics) 
forms to sewage sludge. 

The metal oxides and silicate species content of 
the ash in three selected fuels are reported in Table 
3. Interestingly, Table 4 shows that metal enrich- 
ment on submicron ash particles was lowest for the 
sewage sludge flame and increased with the propor- 
tion of coal (fuel rank). The formation of a higher 
submicron fraction of ash particles from lignite coal 
reported in the literature, however, was not observed 
for the sewage sludge flame. 
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TABLE 3 
Metal oxides and silicate species content of ash 

Fuel Si02    Al203    CaO    P205     Fe203     TiQ2     MgO     Na20     K20     S03      0°       P" 

Coal 
Blend 
Sewage sludge     41.3      14.3 

34.1      24.9       8.1      1.2       21.1       0.7        1.9        2.1        1.0      4.9      —       9.1    41.8 
37.7      19.6      14.0      5.0        13.9       1.0       2.6        1.4        1.5      3.5     14.6     13.7    30.7 

19.8      8.7 6.8       1.2       3.2        0.7       2.0      2.0     19.9     18.2     19.6 

"Q = quartz, P = potassium aluminosilicate, K = kaolinite. 

TABLE 4 
Metal enrichment factors for three flames 

Flame Zn Pb Cu Cr Mn Ni Cd 

Coal 8.2 11.6 11.9 7.3 2.9 10.3 22.3 

Blend 6.1 8.04 3.7 6.1 1.7 8.5 21.7 

Sludge 5.5 2.5 2.0 1.3 0.9 4.5 18.9 

TABLE 5 
Metal enrichment factors for FFTJ apparatus flames 

Flame Cd Pb Ni Zn 

Sewage sludge (SS) 7.2 3.52 1.95 5.34 
SS + metal oxides 7.1 3.99 0.11 6.9 
SS + metal chlorides 9.95 4.24 2.32 8.96 

SS + metal carbonates 5.72 4.03 6.48 — 
SS + metal sulphides 10.2 7.49 1.43 3.39 
SS + organometallics 8.18 10.74 3.55 7.29 

To address these effects on metal partitioning 
(Fig. 6), biological wastes containing metal oxides, 
chlorides, carbonates, sulfides, and organometallics 
of Cd, Zn, Pb, and Ni were burned in the FF-TJ 
reactor. Metal enrichment (defined as the ratio of 
the concentration of the metal on submicron ash 
particles divided by its concentrations on particles of 
all sizes) on submicron particles was lowest for the 
fuel-containing sulfides and this tendency increased 
with the metal carbonates, organometallic to metal 
chlorides. The results are given in Table 5. These 
observations indicate that vapor pressure alone does 
not provide a sufficient explanation for metal parti- 
tioning in the presence of large quantities of min- 
erals. Other processes such as fragmentation, min- 
eral/metal interactions, and metal oxidation/ 
chlorination become increasingly important. 

From an operational viewpoint, however, the com- 
bustion trials with a 100% sewage flame still pro- 
duced toxic metal emissions well below the Euro- 
pean standard. In a full-scale trial in a German utility 

boiler [4], although increased values of Pb, Zn, Cr, 
Pb Cu CO, and Ni were also seen with the imple- 
mentation of sewage sludge co-firing, these values 
were again still within the limits of normal coal-firing 
operation, while the fly ash met all the requirements 
for its use in concrete manufacture. 

The Consequences for Plant Operation 

The introduction of a co-fired biomass fuel, as re- 
viewed previously, may cause changes (some subtle, 
others not so) in the combustion behavior and emis- 
sions of a combustion system. The effect of noncom- 
bustible matter in pulverized coal combustion is rel- 
atively well documented [21]. In regard to the 
co-firing/blending of biomass, this knowledge and 
experience needs to be extended to account for the 
generally lower ash fusion temperatures and higher 
concentrations of alkali elements associated with 
some of these fuels. 

As an example, raw straw has a chlorine content 
seven times that of coal and three times as much 
potassium, which imply there may be problems, es- 
pecially if, as in the case of UK operation, high-chlo- 
rine coals are also used. Full-scale trials in Denmark 
[3] predict that if more than 10% of straw is co-fired 
with coal, the final ash cannot be used in cement 
production and if the co-firing ratio is increased to 
20% it cannot be used as an additive for concrete. 
Furthermore, because of the higher dust burden 
produced, the introduction of straw co-firing would 
be inappropriate where certain de-NOx and flue gas 
cleaning processes using gypsum are incorporated 
into the plant. In contrast, in the large-scale sewage 
sludge co-firing trials mentioned earlier, the residual 
ash met all the cement use requirements [22]. A fur- 
ther vital aspect is that of corrosion. The short-term 
benefits of co-firing will soon be negated if its intro- 
duction leads to a reduction in the lifetime of the 
heat-transfer components and flue gas conduits of 
the utility boiler which are expensive to replace. 
Again from the Danish trials, the observations sug- 
gest that the corrosion rate due to selective chlorine 
corrosion will be 50% higher for a 10% straw co- 
firing level unless better, more expensive alloys are 
used in the construction. Similar work by another 
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power generator in Denmark suggests that above a 
certain potassium chloride concentration in the sur- 
face deposits due to the co-fired straw, the corrosion 
in the flue gas stream will be independent of that 
concentration. 

Mathematical Modeling Matters 

The geometry of the typical combustor exhibits 
two features that impede its solution by conventional 
finite difference treatments: the discrepancy of scale 
between that of the burners and that of the much 
larger volume of the combustion chamber and the 
discrepancy between the three-dimensional cylin- 
drical geometry of the burners and the largely Car- 
tesian geometry formed by the confining walls of the 
combustion chamber. Both of these difficulties 
would be surmounted by the existence of a numer- 

ical treatment based on a flexible unstructured grid 
capable of being locally refined. 

This end has been partially achieved through pre- 
vious work on, for example, grid embedding or zon- 
ing methods [23,24]. These involve subdividing the 
solution domain into fine-grid regions near the burn- 
ers that are patched to coarser-grid regions else- 
where. Their principal disadvantage is that the trans- 
fer of information across the frontiers between the 
zones leads to severe convergence rate problems. 
This difficulty is circumvented by the local grid re- 
finement (LGR) method [25] where the solution for 
all zones is effected simultaneously. However, the 
extension of this method beyond application to Car- 
tesian forms is fraught with computational uncer- 
tainty. Body-fitted coordinate (BFC) treatments 
have served marvellously for the specialized geom- 
etries of gas turbine combustors [26] and in principal 
are applicable to those typical of furnaces. However, 
the previously mentioned geometric particularities 
of the typical furnace give rise to highly skewed con- 
trol volumes that seriously impede convergence. 

In view of these and other considerations, com- 
mercial software houses are adopting methods based 
on triangular two-dimensional/tetrahedral (three-di- 
mensional) finite difference control volumes. Such 
cells enable very complex forms to be handled with 
ease, and local grid refinement can be effected rou- 
tinely; see Fig. 7. If CFD methods founded on tri- 
angular/tetrahedral cells bring forth such major ad- 
vantages, one is bound to ask why they have not 
previously been developed for engineering applica- 
tions. Rather surprisingly, there appears to be no 
ready answer to this question. Although such cells 



SOLID FUEL UTILIZATION 3051 

are deployed routinely in finite element methods, 
this class of methods has not been successful for 
combustion applications where the satisfaction of 
conservation principles is absolutely essential. Sev- 
eral software houses, however, now seem to be re- 
sponding to this oversight and are announcing, amid 
considerable fanfare, new finite difference methods 
based on triangular/tetrahedral cells. The details of 
these are obscured by commercial considerations. 
Our own method [27,28] is based on colocated ve- 
locity and scalar control volumes. Colocated 
schemes give rise to interpolation difficulties, par- 
ticularly in respect of pressure, which necessitate the 
adoption of special practices. Although we have so 
far found the triangular/tetrahedral methodology to 
be efficient and robust, it may be assured that its 
general application to engineering flows will require 
further development. This will be true particularly 
for solid fuels in which flexible numerical formula- 
tions are required to track the flights of particles 
through the unstructured meshes. Similar difficul- 
ties will arise when incorporating the typical present- 
day ray-tracing treatment of thermal radiation [29]. 

Aspects of Physical Modeling 

Application to Pulverized Fuel Combustion 

Gas-Phase Turbulence Modeling 
Gas-phase turbulence modeling is an extensive 

subject area of the utmost importance to the simu- 
lation of combustion processes. However, since it is 
somewhat ancillary to the present theme of solid- 
fuel use, the treatment here will be brief. Virtually 
all predictions of practical combustion equipment 
items have been made with the conventional k-e tur- 
bulence models. Many more elaborate models have, 
of course, been proposed, but they all require sig- 
nificantly increased amounts of computer time for 
very modest gains in predictive ability. Solid-fuel cal- 
culations are expensive computationally and leave no 
scope for modeling luxuries unless the rewards are 
measurable in engineering terms. 

It is our experience that predictive discrepancies 
are all too often due to numerical inaccuracies and 
that the use of a finer grid and/or higher-order dif- 
ference schemes is the remedy. We have explored 
Reynolds stress turbulence models with respect to 
two types of pulverized coal combustion: a nonswir- 
ling flame typical of cement kilns and a swirling 
flame typical of power stations [30]. Various options 
appear in the literature for some of the modeled 
terms, and it is was not clear which were preferred. 
We have experimented with two versions. Moreover, 
serious convergence difficulties were encountered 
not simply because of the extra equations to be 
solved but primarily because of the transfer of the 

effects of turbulence out of inherently stabilizing dif- 
fusion terms and into source terms. Rather surpris- 
ingly, when converged results were eventually pro- 
cured, the Reynolds stress model did not 
demonstrate any consistent advantage over the sim- 
ple k-£ model, at least within the constraints of the 
limited two-phase velocity data. The evidence sug- 
gested that the second-moment closure should be 
extended to the scalar equations to secure improved 
predictions. However, for powdered solid-fuel com- 
bustion modeling, this requires the solution of an 
additional 12 transport equations, which is totally 
impractical for engineering purposes. 

Turbulence Dispersion of the Particulate Phase 
Fluid turbulence confuses all aspects of combus- 

tion. The interaction between the turbulence and 
the particulate phase serves to perturb the particles' 
velocities and so disperse their spatial locations, 
which has implications for flame stability and the 
deposition of ash on heat-transfer surfaces. The vast 
majority of the reported mathematical models treat 
the particulate phase in Lagrangian fashion by track- 
ing the flights of particles, belonging to representa- 
tive, uniform-diameter-size groups released from 
representative entry locations, throughout the com- 
putational domain. In this hybrid procedure, influ- 
ences of the particles are made known to the Euler- 
ian solution of the gas-phase equations through 
source terms appended to these equations [31]. It is 
common practice to handle the dispersion of the 
particle flights stochastically by tracking successive 
releases of a particle in a given class and subjecting 
these to the random influences of the turbulence. 
However, to ensure statistical reliability, a sample 
size of 1000-10,000 is required for each class. The 
computer demands are impossible, with the result 
that such treatments are never implemented cor- 
rectly and the solutions are little more than indica- 
tive. 

To circumvent this problem, we have developed a 
method that predicts the evolution of the probability 
density function of the particles' velocities starting 
from the known distribution at entry [32], The 
method is fundamentally based with the starting 
point in its derivation being the momentum-conser- 
vation equation for a particle. An analysis based on 
probability theory leads to the following equation for 
the rate of change of the velocity probability, 
P(vp; t), of a particle: 

C(C1 + C2vv + C3$ 
äP(v0; t)      dP(v-1) 

dv„ dt 

+ C(C2 + 2C3vp) P(vp, t) = 0     (1) 

where 
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Here, CD is the drag coefficient, SIGN is the sign of 
the relative velocity (uf — up), a is the rms velocity, 
and pf„ is the gas-particle fluctuating velocity corre- 
lation coefficient. 

In the solution method, the initial PDF is discre- 
tized into a sufficient number of bins and the pre- 
ceding equation is solved by the method of charac- 
teristics. The procedure has proved to be orders of 
magnitude faster than conventional stochastic treat- 
ments [33]. 

Volatiles Release 
This phenomenon has important consequences 

for flame stability and pollutant emissions. Since the 
volatile matter is chemically bound, its release rate 
is controlled by chemical kinetic parameters and 
temperature. For coal and biomass, this chemistry is 
clearly very complicated and, although simplified 
schemes have been proposed, it is, given the extreme 
variability of coal and biomass, the authors' opinion 
that, where possible, the release rates should be ob- 
tained for each fuel in characterization experiments 
for which the heating rates are high enough to be 
representative of combustor conditions. Empirical 
relations are required for the mass release as a func- 
tion of the heat transfer to the particle. For other 
than fairly small particles (less than 20 pm, say), 

physical influences may be important. These are not 
normally modeled, but they would be accounted for 
in characterization experiments if these could be ef- 
fected for a representative range of particle sizes. 

Volatiles Combustion 
In the very early stages of pyrolysis, a small quan- 

tity of light species is released. The particle softens 
quickly and tar vapors are evolved, entraining and 
ejecting molten material as they do so. Ease of ig- 
nition requires that these heavy hydrocarbons should 
crack, and an additional timescale is implied. How- 
ever, this timescale is expected to be short in the 
vicinity of the flame front because of the high tem- 
peratures there and can probably be ignored. It has 
been customary to presume partial premixing of the 
volatiles with the combustion air before ignition, 
handled by the eddy-breakup model of Magnussen 
and Hjertager [34]. While some premixing may oc- 
cur, the assumption of diffusion combustion is prob- 
ably close to reality as confirmed by some recent 
calculations [35]. In any case, generalization to the 
multistream mixing required to treat co-firing or re- 
burn, where the reburn fuel (e.g., biomass) differs 
from the main fuel, becomes hopelessly complicated 
unless unpremixed reaction can be presumed. 

It is possible to extend the conventional mixture 
fraction treatment to encompass the mixing/com- 
bustion of n different fuel and oxidant streams by a 
generalized passive scalar formalism [35]. In regard 
to biomass/coal co-combustion or reburn combus- 
tion systems, the mass conservation of the evolved 
species during the combustion process requires the 
solution of three passive scalars to determine the 
chemical state of the mixture, and, if the fast-chem- 
istry assumption is invoked, the instantaneous chem- 
ical state of the mixture may be obtained from a 
generalized mixture fraction space as shown in Fig. 
8. It will be noted that since the char carbon mass 
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released to the gas phase from heterogeneous com- 
bustion (denoted in the diagram by f3) must repre- 
sent burned products, Fig. 8 illustrates the projec- 
tion of the three-mixture fraction space to a 
two-mixture fraction space for volatile combustion, 
and the conventional diagram for gas combustion is 
obtained for either fl or f2 and f3 equal to zero. 

Referring to Fig. 8, for fuel-lean conditions, 

So, 

h 
ft 

[m]fi = 0, and 

+ k<l k 

=   l--^ 
\f{   ft 

And for fuel rich conditions, 

f + fl. > i h. 
ft   fi     ft 

(4) 

(5) 

(6) 

So: [m]ox. = 0, and [m]ß 

% + f* 
ft     ft 

-    1 - 

l\ff   fl 
1,2 

-(/i+/2) 
fiMfl 

(7) 

In the preceding equations, the indices/and ox in- 
dicate quantities referred to fuel and oxidant 
streams, respectively, and the asterisk refers to the 
values at a physical inlet or a hypothetical inlet along 
the particle trajectory. 

Char Combustion 
Good burnout of the char is essential, partially to 

keep the carbon in ash low enough to ensure that 
ash is a viable commercial product in, for example, 
the building industry. It is not usually difficult to 
achieve good burnout of most of the char, but there 
will always be a least-likely-to-burn fraction charac- 
terized primarily by large particles or ash-rich par- 
ticles compounded by the inevitable heterogeneity 
of the fuel, particularly where coal is concerned 
(Gibbins and co-workers [36]). The standard math- 
ematical model allows for external diffusion near the 
particle surface, probably with adequate accuracy, 
and simulates the chemical reactivity of the fuel by 
presuming a first-order reaction having a single 
preexponential factor and a unique activation energy 
entirely confined to the surface of an equivalent 
spherical particle. Fuel variability remains the pri- 
mary problem, and, again, it is preferable to attempt 
to determine the kinetic behavior, as characterized 
by the previously mentioned kinetics parameters, of 
each fuel in suitable characterization experiments. 
This is not easy, since there is now evidence that the 

char undergoes thermal deactivation in the high 
temperatures of the combustor [37]. This could re- 
duce the preexponential factor by as much as two 
orders of magnitude, although the activation energy 
might not vary much. Modeling studies tend to con- 
firm this, because the use of char kinetic parameters 
established in conventional drop tube experiments 
almost always leads to a serious overprediction of the 
char burnout. 

Nitric Oxide Emissions: Biomass Reburn 
Most of the NO emissions from coal- or biomass- 

fired combustors derives from the fuel and to a lesser 
extent from the prompt routes, with the notable ex- 
ception of the cement kiln in which, because of the 
high temperatures of the process, the thermal route 
predominates. The full nitrogen chemistry involves 
some 200 elementary reactions. Considerable prog- 
ress has been made in determining reduced schemes 
[38]. If only thermal NOx is of concern, the Zeldov- 
ich mechanism is an extreme example. More gen- 
erally, the reduced schemes are still too extensive to 
be embodied completely in an engineering mathe- 
matical model for solid fuels. The fuel nitrogen 
chemistry is inextricably linked to the main combus- 
tion reactions, so that the reduced description must 
encompass the C-H-O-N chemistry of the whole 
flame. The hope is that current advances in com- 
puting power will change this in the near future. In 
the meantime, one is obliged to adopt models of the 
fuel and prompt NO chemistry. The proposals of de 
Soete [39] are most often adopted to treat the fuel 
NO. Since the NO chemistry has negligible effect 
on the aerodynamics/combustion, it may be postpro- 
cessed conveniently and economically. 

We choose here to consider the interesting appli- 
cation in which biomass is used as the reburn fuel 
in a coal-fired power station to reduce the nitric ox- 
ide emission. Since the reburn fuel accounts for only 
about 10-20% of the total fuel mass input, this rep- 
resents a particularly effective use of a limited fuel 
source that will also reduce the COz burden. The 
NO produced in a near-burner fuel-lean zone is con- 
sumed in a subsequent fuel-rich zone created by the 
addition of the reburn fuel. The reburn process is 
completed by the addition of overfire air in a third 
zone downstream to achieve the desired overall stoi- 
chiometry and ensure final burnout. The reaction 
model is sketched in Fig. 9. Transport equations are 
solved for HCN, NO, and N2 [26,35]. 

Some predictions of the NO emission from the 
Imperial College furnace, fired on coal and with nat- 
ural gas as the reburn fuel, are compared with the 
data for a range of reburn zone stoichiometries on 
the left-hand side of Fig. 10. The agreement is not 
bad. It should be remarked that the reburn zone 
stoichiometries are averaged over the reburn zone 
which is the reason for the apparent paradox of air- 
rich conditions. Fuel-rich conditions will, of course, 
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FIG. 9. Reaction model for NO formation with reburn. 

exist locally within the reburn fuel supply jets. Un- 
fortunately, we do not yet have good data for pine 
sawdust as the reburn fuel, so the comparison on the 
right-hand side of the figure between the NO emis- 
sions without reburn and with natural gas and pine 
sawdust as the reburn fuels are the outcomes of pre- 
dictions. Given that the natural gas reburn predic- 
tions have been demonstrated to be reasonable, we 
may have some confidence in those for the sawdust. 
We conclude that reburn is a very effective NO-re- 
duction strategy, especially because our system was 
not optimized, and that pine biomass, rather sur- 
prisingly, appears to be almost as good as natural gas 
as a reburn fuel. There is one downside that should 
be mentioned; because of its normally high oxygen 
content, large volumes of biomass are necessary to 
achieve the reburn stoichiometries. 

Application to Gas Turbine of an ABGCC 
The air-blown gasifier combined cycle (ABGCC) 

[26] is being developed by the Combustion Tech- 
nology Centre in the UK to improve the efficiency 
by which electricity can be generated from coal and 
biomass fuels. Efficiencies of upwards of 50% are 
forecast. Because fluidized bed technology is em- 
ployed, SOx emissions will be low, but NO emission 
could still be significant since the gaseous products 
of the solid-fuel gasification that fuel the gas turbine 

component contain nitrogenous species derived 
from the chemically bound nitrogen of the coal. The 
geometry of the gas turbine is admirably suited to 
treatment by body-fitted coordinates. For more de- 
tails, the reader is referred to Ref. 26. 

Treatment of Combustion 
Gasifier-generated fuels are typically character- 

ized by low calorific values, which can result in the 
loss of flame stability with catastrophic consequences 
should the flame reestablish on the first row of tur- 
bine blades. Finite-rate chemistry models are there- 
fore preferred when predicting the combustion of 
gasifier fuels. The turbulence/chemistry interaction 
is a formidable obstacle. The PDF transport ap- 
proach represents a way forward, and both Eulerian 
and Lagrangian treatments are being developed. We 
prefer to consider the PDF calculation in a Lagran- 
gian framework [40], largely because of its ease of 
application to complex grids. The species equation 
is written 

dX, 
p dxa \      dxa 

+   li>(Yl,  Y2: D     (8) 

The first term on the right-hand side of this equation 
is a diffuse one, which, in a Lagrangian treatment, 
is very difficult to integrate. However, if the assump- 
tion of a quasi-homogeneous turbulence field can be 
tolerated, this difficulty can be circumvented by re- 
writing Eq. (8) as 

dYj_ 

dt 

Yt 
+ w(Yh Y2,. .., T)        (9) 

where the tilde above the quantities indicates the 
statistical mean value in the flow field and Tex is an 
exchange time that is related to turbulence charac- 
teristics. The turbulent mixing of the two reactants 
may be depicted in an Y; —/plane (Fig. 11). The 
trajectories from A to F and B to F represent the 
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FIG. 10. Reburn data and predictions. 
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FIG. 11. Lagrangian PDF transport treatment for finite-rate chemistry. 
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FIG. 12. NO emissions model for ABGCC gas turbine. 

finite-rate reaction paths. The state S would be at- 
tained for an infinitely fast reaction. The state M is 
obtained when reaction occurs upstream, but not at 
P. The straight line A-B is obtained when the flow 
is inert everywhere. 

The  joint  PDF  of thermochemical  quantities 
within Yj ~/ planes may be expressed as 

P® Hf)Usor, yAFB) (10) 

where P(f) is the PDF of/, which may be presumed 
to be a B function. The exchange coefficient must 
be specified, and further validation work is required 
to find good values. We currently assume that it may 
be characterized by the inverse of the fluctuating 
strain rate [41], so 

Tex = llu' = J15ju/ps (11) 

The mean rate of reaction is calculated from 

£ = £ v, K0(Yf™)* (YAf B)v„* 

exp yAFB Hf)df (12) 

A critical scalar dissipation rate may be envisaged 
beyond which the flame is quenched because of ex- 
cess energy transfer. The mean reaction rate is then 
multiplied by a factor a that is defined by 

(13) i ^quen 

P(x) d(x) 

where xquerl is the empirically determined critical 
value of the scalar dissipation rate and P(%) is the 
PDF of the scalar dissipation rate that we presume 
to have a log normal distribution. This treatment has 
simulated well the extinction of the flames of Masri 
et al. [41,42]. 

NO Emission 
The chemistry model required here differs from 

that used for reburn since, in the gasification pro- 
cess, the fuel-bound N results in significant quanti- 
ties of NH3. The coal gas otherwise consists of CO, 
H2, and N2 as the major compounds with, in addition 
to the NH3, CH„ as minor ones. Accordingly, trans- 
port equations are solved [26] for NH3, NO, and N2 

to handle the NO chemistry. An outline of the 
scheme appears in Fig. 12: the kinetic parameters 
are those of de Soete [43]. 

Calculations have been performed for a General 
Electric Frame 6 machine running at a pressure ra- 
tio of 4 and fed with a synthesis fuel. Some predic- 
tions of the NO concentration contours are shown 
in Fig. 13. Close examination of the predictions re- 
veals that the production of thermal and prompt NO 
is small. Rl is significant in the primary zone. There- 
after, R4 is prominent in reducing the NO to N2 in 
the presence of the still-abundant NH3. The latter 
occurrence is often referred to as the thermal de- 
NOx reaction; it is significant, and, if not, the 
ABGCC technology might not be viable. Some out- 
let NO values have been measured, and the predic- 
tions are in remarkably good agreement with these. 

Additional Important Phenomena 

Fouling and Slagging 

Ash deposition on the heat transfer surfaces is the 
bete noire of solid-fuel combustion equipment. As 
already mentioned, the typical mathematical model 
of powdered fuel combustion incorporates a Lagran- 
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FIG. 13. NO emissions prediction for ABGCC gas turbine combustor. 

gian solution of the particulate phase so the particle 
trajectories and velocities are known. To determine 
the ash deposition rate on an initially clean surface, 
the arrival rates and sticking efficiencies of the flyash 
particles must be determined. Assuming that char 
combustion has effectively ceased near walls and the 
fraction of the total particle flow actually retained on 
the walls is small, the ash deposition calculations can, 
with small error and considerable computational 
economy, be postprocessed [44]. Those particles 
with instantaneous velocities, as determined from 
the PEP method, sufficient to penetrate the dis- 
placement thickness of the boundary layer will reach 
the surface; those of smaller kinetic energy will be 
entrained by the boundary layer flow and either exit 
the combustion chamber or fall out. The sticking ef- 
ficiency of a particle will be principally a function of 
its softness or viscosity, which in turn will depend on 
its temperature and chemical composition. 

We have achieved reasonable predictive success 
using the Urbain viscosity model of Ref. 45. A critical 
viscosity of 10 Pa s was chosen, and eight chemical 
classes of particles were sampled based on the con- 
centrations of Al202, SiOz, CaO, and Fe203 in the 
fly ash of the particular coal fuel. Once a deposit 
begins to accumulate, the surface/particle interac- 
tion is complicated by many additional factors such 
as erosion by impaction, soot blowing, load cycling, 
and viscous flow. At the very least, modeling must 
be incorporated to determine the surface tempera- 
ture, and so the viscosity, of the buildup with the 
presumption that a surface viscosity of less than the 
critical value will capture all arriving particles. 

Toxic Metal Emissions 

Little work has so far been performed on devising 
a mathematical model of toxic metal emission. The 
recent rapid growth in public awareness of this fur- 
ther threat to the environment assures that it will be 
a fruitful research area. The preparation of a com- 

plete model of the toxic metal physical/chemical pro- 
cesses constitutes a formidable task, and the result- 
ing formulation would place unacceptable demands 
on computer resources. An obvious simplification is 
contained in recognition of the fact that the toxic 
metal processes will have negligible influence on the 
aerodynamics and combustion and may therefore be 
contained in a postprocessor. A proposed simplified 
modeling methodology is outlined by Fig. 6, which 
emphasizes the vaporization, condensation/nuclea- 
tion, particle coagulation, and metal vapor chemical 
kinetics, including the reactions in both the gas and 
solid phases. 

An initial char or ash particle gives rise to metal 
vapor and condensed metal on walls and cool par- 
ticulates in the tail of the flame. The condensation 
process will depend on essential characteristics of 
the particular metal species relating to vaporization, 
condensation, and nucleation, which will depend on 
their chemical form, as a function of oxidation and 
chlorination, and on the local flame conditions. A 
first-step model would concentrate on a chemical 
subsystem that, it is suggested, would include metal- 
02-Cl2 mechanisms with the phase transition of the 
metals or metal compounds determined by the ther- 
modynamic equilibrium between the vapors of the 
metals and their chloride and oxide forms. 

In this approach, however, it has been observed 
that the amount of metal vaporization can be over- 
predicted when compared with experimental data. 
This may result as a consequence of ignoring the 
chemical/physical interactions of other compounds 
in the vapor phase or in the ash that generally retards 
the evaporation process; for example, the presence 
of clay (montmorillonite) will reduce the Pb vapor 
pressure significantly. To address this issue, attempts 
should be made, for certain metals of major interest 
(e.g., Cd, Pb, Hg), to identify the conditions under 
which the equilibrium assumption may not be used, 
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and, in such instances, the quantification of their ap- 
propriate metal vaporization. 

In a simple model, the metal vaporization rates 
can be computed for the metal compounds in the 
fuel in the knowledge of their thermal states and the 
corresponding thermodynamic data for their vapor 
pressures and the particle heating rates calculated 
from the main program for the aerodynamics and 
combustion. The heterogeneous condensation of 
metal vapor generally depends on the size of the host 
particles onto which the metal is condensing. Byway 
of example, if the host particle size is much smaller 
than the mean free path of the gas («0.25 /urn), the 
growth rate of the host particle, after recourse to the 
kinetic theory of gases [46] may be expressed as 

dV 

dt 

andfVjP - Pe) 

(2nM,„kT)m   ' 
(14) 

Here, a is an accommodation factor accounting for 
the fraction of molecules that collides with a surface 
and does not stick. Such formulas also exist for larger 
host particles. The reactions of metals and metal 
compounds with: (1) minerals or ash particles or 
with sorbents, both chemically or physically (adsorp- 
tion) and (2) their oxidation and chlorination reac- 
tions should be considered in the computational pro- 
cedure. On the former, the reactions (such as, for 
example, kaolinite [Al203 2SiOz H20]) with oxides 
and chlorides of lead ought to be included. The lat- 
ter reactions might be restricted to include only the 
stable compounds at the prevailing temperature. 

Conclusions 

The conclusions may be very simply stated. We 
believe that a future exists for biomass combustion. 
It is far from being a mature subject. Co-firing will 
be high on the research agenda. We very much hope 
that we have shown in this lecture that there are 
plenty of research topics for everyone. Those with a 
coal combustion background will have an initial ad- 
vantage, but there is plenty of scope for those from 
all disciplines to enter the multifaceted arena of bi- 
omass combustion. 
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A TRANSIENT TWO-DIMENSIONAL CHEMICALLY REACTIVE FLOW 
MODEL: FUEL PARTICLE COMBUSTION IN A NONQUIESCENT 

ENVIRONMENT 

J. LEE, A. G. TOMBOULIDES, S. A. ORSZAG, R. A. YETTER AND F. L. DRYER 

Department of Mechanical and Aerospace Engineering 
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Princeton, NJ 08544-0710, USA 

A numerical model based on the spectral element method has been developed to simulate transient 
two-dimensional chemically reactive flows. Our numerical formulation is not only capable of including 
realistic transport and chemical kinetics but is also sufficiently flexible to model combustion systems in 
various complex geometries. In the present study, this numerical method has enabled, for the first time, 
the two-dimensional transient solutions of two different fuel particle combustion problems in a nonquies- 
cent environment that includes coupled convection, detailed molecular transport, and elemental chemical 
kinetics. The simulations performed reveal the effects of low Reynolds number flow on the ignition and 
flame structure development of a spherical nonpremixed CO/air flame and on the gasification behavior of 
a small (200 /im in diameter) carbon particle. At a Reynolds number of unity, the steady-state non-premixed 
CO/air flame is spherically symmetric; however, during the ignition process, deviations from spherical 
symmetry are significant. As for the carbon particle simulation, the burning mode of the particle is sensitive 
to the Reynolds number (in the range of 0 < Re < 10). It changes from a fast burning mode at Re = 1 
(or less) with the presence of a reactive boundary layer surrounding the particle to a heterogeneous 
kinetics-controlled, slow burning mode at Re = 10 with nontrivial gas-phase chemistry in the wake. 

Introduction 

It is now possible to make realistic simulations of 
chemically reactive flows in one and two dimensions, 
and realistic three-dimensional simulations will soon 
be feasible. In Refs. 1-3, steady two-dimensional 
simulations of concentric gas-jet non-premixed 
methane flames using detailed kinetics are studied. 
In Refs. 4 and 5, transient two-dimensional simula- 
tions of the instabilities and ignition of hydrogen/ 
oxygen premixed flames using detailed kinetics are 
investigated. In Refs. 6-8 octane droplet vaporiza- 
tion and combustion in a flow field using global ki- 
netics are reported. Also, in Refs. 9-12, the pure 
vaporization of both single- and multiple-component 
droplets in a flow field and the effects of liquid-phase 
motion and heat transfer are explored. 

There are many reactive flow problems that are 
axisymmetric; for example, fuel particle combustion 
(particles move relative to the ambient), laminar flow 
reactors, concentric co-flowing non-premixed 
flames, and mixtures ignited by individual hot par- 
ticles. Here, we report results of a new transient nu- 
merical model that resolves the detailed couplings 
of convective and diffusive transport, with elemental 
chemical kinetics applied to simulations of axisym- 
metric chemically reactive flows. Our numerical 
model applies to one- and two-dimensional flows 
and, with adequate computational resources, it can 
also be used for full three-dimensional simulations. 

Here, results will be presented for isolated fuel 
particle combustion problems to assess the effects of 
low/moderate Reynolds number flow past the fuel 
particle. In Refs. 13-18 we presented both experi- 
mental and numerical studies of transient combus- 
tion of droplets and carbon particles in a quiescent 
environment. In particular, in Refs. 14-16,18, a one- 
dimensional model, which incorporated detailed 
transport and chemical kinetics, was used to analyze 
the transient combustion of hydrocarbon (methanol 
and heptane) droplets and carbon particles in a qui- 
escent atmosphere. 

In recent microgravity droplet (methanol or n- 
heptane) experiments [13,14,17], it was shown that 
even in the absence of buoyancy-induced convec- 
tion, the droplet deployment technique often im- 
parts a residual velocity on the droplet relative to the 
quiescent ambient (Re ~ 1). The computational re- 
quirements to simulate the transient two-dimen- 
sional combustion of a methanol droplet are quite 
demanding (because of the water dissolution phe- 
nomenon) and those for heptane are prohibitive be- 
cause of the complexity of the chemical kinetics. 
However, a CO/air non-premixed flame generated 
by a porous sphere provides an effective approxi- 
mation to the droplet problem, so its numerical sim- 
ulation can provide a first approximation to assess 
the effects of slow residue motions on droplet com- 
bustion in microgravity experiments. 
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In previous numerical studies [16,18] on carbon 
particle combustion, it was found that when a small 
(200 pm in diameter) Spherocarb particle (a syn- 
thetic char particle, which is often used in experi- 
mental work [19,20]) is placed in a hot, quiescent 
environment, its combustion is characterized by fi- 
nite Damköhler effects; for example, a long chemical 
induction time compared with transport time results 
in a long ignition time and consequently, particle re- 
gression can be important [16]. It is therefore ex- 
pected that ignition characteristics may be sensitive 
to the details of convective transport. 

Mathematical Formulation 

The system of reduced governing equations, ob- 
tained in the low-Mach-number limit [21-23] is as 
follows: 

 h v•xp = pv • V 
dt 

pi— + ü-Vul = -Vp1 + — V 
F\dt I r       Re 

Vv + ( M r--(v-«)i 

(la) 

(lb) 

and 

dT 
Hp\dt j      RePr 

2 (V-pY^Hf - HfV-pYy,) - V-/IVT 

+ 2 fö(H, 
dp0 

dt 

^-"■('♦£)- 

(lc) 

(Id) 

Here, p denotes density, v velocity, Re Reynolds 
number, p pressure, T temperature, p dynamic vis- 
cosity, X heat conductivity, Y; mass fractions, Pr 
Prandtl number, Sct Schmidt numbers, <x>{ chemical 
production rate, c„ average heat capacity, Ht en- 
thalpy, and Vj diffusion velocity. The ambient con- 
ditions have been used for nondimensionalization. 
In this work, the term (1/RePr Et{V ■ pYtffl] - Hf 
V • pYjVi) in Eq. (lc), second-order transport, parti- 
cle regression, and internal heat transfer are not in- 
cluded. At the surface of the particle, the balance of 
mass, energy, and species concentrations is applied. 
Only for the case of porous sphere burner is the 
surface temperature fixed. Lastly, ideal gas laws are 
applied. 

Since the only source of compressibility for the 
velocity field is the energy produced by exothermic 
reactions, we use a numerical procedure, similar to 
ones derived for incompressible flow, in which the 

thermal divergence of the velocity field is seen as a 
constraint enforced by the hydrodynamic pressure. 
Because of the presence of chemical reaction source 
terms in the energy and species equations, their time 
integrations are performed using a high-order im- 
plicit (fifth-order) method. On the other hand, the 
integration of the momentum and continuity equa- 
tions is performed using a newly developed high- 
order semi-implicit splitting procedure, which leads 
to minimal errors in mass conservation and a decou- 
pled solution procedure. A pressure Poisson equa- 
tion, similar to that in incompressible flow, is derived 
for the hydrodynamic pressure, accounting for the 
nonzero divergence of the velocity field [24]. Finally, 
the spatial discretization is based on the spectral ele- 
ment method [25-28], 

Transport and Chemistry Models 

Here, both the diffusive transport and chemical 
kinetics are modeled in detail using the mixture frac- 
tion formulation with correction diffusion velocities 
[29-31] to ensure mass conservation. As for the ther- 
mal conductivity and viscosity, mixture-averaged val- 
ues are used. The gas-phase CO oxidation is mod- 
eled by a comprehensive mechanism [32]. 

In the Spherocarb particle problem, the gasifica- 
tion of carbon is governed by a finite-rate hetero- 
geneous kinetic model [33]. Because of the high par- 
ticle temperatures for the cases studied here, the 
production of C02 by heterogeneous surface kinet- 
ics is neglected. In previous studies [16,18], a con- 
stant multiplicative factor was inserted in each of the 
heterogeneous rate expressions to approximate the 
effects of Spherocarb particle porosity. The estima- 
tion of this correction factor was based on a Thiele 
analysis [34,35], At ambient temperatures exceeding 
1400 K, as in the cases studied here, only pores in 
the size range of 0.4-50 pm participate in the gasi- 
fication process [35]. Thus, the correction factor was 
chosen to represent the additional area provided by 
pores in this .class. We preferred this simple ap- 
proach to more sophisticated heterogeneous kinetics 
[36-38] and porosity models [39] since they involved 
many uncertain model parameters. Consequently, 
phenomena such as changes in the pore structure 
and the intrinsic surface activities are not considered 
here. 

Results 

The grid used in the present work consists of 96 
elements (the domain is a 20 diameter square), and 
fifth-order Legendre polynomials are used as 
interpolants. Time steps used are in the range of 
5 X 10 "4 to 5 X 10 "5. Descriptions of the time 
splitting scheme, grid structure, spectral element 
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FIG. 2. (a) Isocontours of temperature for Spherocarb 
particle at steady state {Re = 10, 1400 K £ T £ 1516 K). 
(b) Isocontours of YC02 for Spherocarb particle at steady 
state and at Re = 10 (6 £ YCOi £ 2 • lO"6). 

FIG. 1. (a) Isocontours of Y0H for porous sphere burner 
at t = 0.65 (0 £ YOH 

s 2- lO"4). (b) Isocontours of tem- 
perature for porous sphere burner at t = 0.75 (only tem- 
perature above 1300 K is shown, 350 K [ = Ts] £ T £ 1380 
K). (c) Isocontours of temperature for porous sphere 
burner at t = 0.95 (only temperature above 1300 K is 
shown, 350 K [ = TJ £ T £ 1874 K). 

formulations for the variable fluid properties, and 
convergency tests can be found in Refs. 24, 27, and 
28. Calculations shown here required 1 to 4 weeks 
of computer time and 500 Mbytes of memory on an 
SGI workstation (with R8000 CPU). 

Porous Sphere Burner 

The ignition process of a laminar non-premixed 
CO/air flame generated by a porous sphere placed 
in a uniform "hot" ambient flow (X02 = 0.21, XH20 

= 0.01, XN2 = 0.78, T = 1300 K, Re = 1) is pre- 
sented in Fig. 1. Shortly after the fuel is mixed with 
oxygen, local ignition occurs in the leading-edge re- 
gion, which subsequently spreads and forms an en- 
velope flame. Shown in Fig. la are mass fraction 
isocontours of radical OH(YOH) at time t = 0.65. 
The gas-phase kinetics are observed to quickly gen- 

erate a radical pool in the region where the fuel and 
the oxidizer are mixed, although exothermic CO ox- 
idation has not yet begun and the temperature field 
remains unchanged. Shortly after the induction pe- 
riod, the temperature begins to rise. Figure lb 
shows temperature isocontours at time t = 0.75 
(only values higher than the ambient temperature 
are plotted). The reaction zone is observed to spread 
from the leading-edge region of the sphere down- 
stream to form an envelope flame. The temperature 
field at t = 0.95, depicted in Fig. lc, shows a nearly 
spherically symmetric envelope flame. 

Spherocarb Particle 

The second simulation (Fig. 2) refers to ignition 
of a Spherocarb particle placed in a hot ambient 
stream (X02 = 0.21, XH2o = 0.01, XN2 = 0.78, T 
= 1400 K, Re = 10). Shown in Fig. 2a is the steady- 
state temperature field. The oxygen concentration 
remains almost spatially uniform, which is indicative 
of heterogeneous kinetics-controlled gasification. 
The spatial distribution of C02, depicted in Fig. 2b, 
shows that the CO generated by the heterogeneous 
kinetics is convected downstream and further oxi- 
dized to C02 in the wake region. In contrast with 
results obtained in a quiescent environment [16,18], 
there is trivial gas-phase kinetics surrounding the 
particle. When the Reynolds number is reduced to 
1, corresponding to an increase of the residence time 
by a factor of 10, the Spherocarb particle ignites and 
a chemically reactive zone forms in a boundary layer 
surrounding the particle. In Fig. 3a, we plot the dis- 
tribution of the OH radical mass fraction during the 
ignition phase (at t = 0.51). The reaction zone is 
observed to spread from the trailing-edge region to 
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(a) 

(b) 
FIG. 3. (a) Isocontours of YOH for Spherocarb particle 

at t = 0.51, Re = 1 (0 < YQ ;3-10~7). (b) Isocontours 
of temperature for Spherocarb particle at t = 7.6, Re = 
1 (1400 K<r< 2403 K). 

the leading-edge region and subsequently forms an 
envelope flame as indicated by the temperature field 
shown in Fig. 3b. Note that this chemically reactive 
zone is not a typical flame structure in that its for- 
mation is not controlled by transport and homoge- 
neous kinetics only. In this case, the heterogeneous 
kinetics is coupled to the gas-phase homogeneous 
kinetics via transport of both enthalpy and reactive 
species. This solution is to be compared with that 
obtained in a quiescent ambient (Re = 0), at t = 
7.6, which is calculated by a previously described 
one-dimensional model [16,18] modified to match 
all conditions used in the current study. The one- 
dimensional solution and two radial profiles of the 
two-dimensional solution (radial profiles along the 
axis of symmetry, upstream and downstream of the 
sphere, respectively) are plotted in Figs. 4a, 4b, and 
4c. The overall gasification rates obtained are com- 
pared in Fig. 5 (with the specific density of Sphero- 
carb taken to be 0.6). The ambient flow is seen to 
reduce the ignition time slightly; however, the 
steady-state gasification rate is not affected appre- 
ciably. 

Discussion 

Porous Sphere Burner 

The results for the porous sphere indicate that, 
except during the ignition phase, a low Reynolds 

number (Re = 1) flow does not perturb the spherical 
symmetry appreciably. The CO/air non-premixed 
flame structure is quite similar to that of methanol 
with respect to the reaction zone thickness and the 
controlling heat-release mechanism. Further, the 
surface temperature and the flow rate of CO were 
chosen to approximate the surface temperature and 
flame standoff ratio of a methanol droplet. Thus, the 
slow residue droplet motion relative to the ambient 
in the microgravity experiments on methanol drop- 
lets is not likely to perturb the spherical symmetry. 
Any asymmetrical phenomena, if observed in these 
experiments, therefore comes from other sources 
such as interior droplet circulation generated by 
other effects [14], 

Spherocarb Particle 
In previous studies on the combustion of isolated 

carbon or, more specifically, a Spherocarb particle in 
a quiescent environment [16,18], it was found that 
in the absence of radiative heat transport, the burn- 
ing behavior of an isolated carbon particle placed in 
a hot ambient of air is sensitive to the initial size of 
the particle. A 200-,«m-diameter particle may un- 
dergo ignition, which is associated with the ignition 
of CO in the gas/phase near the particle surface, 
while a slightly smaller particle (140 /im) may un- 
dergo a slow and steady gasification process without 
any appreciable CO oxidation occurring near the 
particle surface. Therefore, it is expected that con- 
vection may also have strong effects on the burning 
behavior of a carbon particle in the same size range. 

Previous spherical symmetric results [16,18] 
showed that in a quiescent environment, the Sphero- 
carb particle would ignite and form a chemically re- 
active zone around the particle. Our results show 
that the particles burning mode is sensitive to the 
Reynolds number. It changes from a slow gasifica- 
tion mode at Re = 10 to a fast gasification mode at 
Re = 1. The species and temperature profiles shown 
in Fig. 4 indicate "thick" reaction zones and signifi- 
cant leakage of radical species that are indicative of 
finite Damköhler number effects. To illustrate this, 
a comparison of the characteristic chemistry time 
and transport time was made by considering the 
competition for radical species among elemental re- 
actions and diffusive loss in the gas-phase boundary 
surrounding the particle. The three rate-controlling 
elemental reactions are H + 02 —> OH + O, CO 
+ OH -> H + C02, and O + H20 ^ OH + OH 
and their corresponding characteristic times are de- 
fined as Tj = 1/fcjCj, where kt are the forward reaction 
rates and C{ are the concentrations of 02, CO, and 
H20. Also, diffusion times Tdi are defined by the 
particle radius and their respective diffusivities. Us- 
ing the species concentrations and temperature 
commensurate with the reactive boundary layer 
shown in Fig. 4a, these characteristic times are 
shown in Table 1. 
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FIG. 4. (a) Radial profiles of temperature and mass fractions of selected species for Spherocarb particle at t = 7.6, Re 
= 0 (calculated by a one-dimensional model), (b) Radial profiles, along the axis of symmetry and starting from the front 
end of the particle, of temperature and mass fractions of selected species for Spherocarb particle at t = 7.6, Re = 1. 
(c) Radial profiles, along the axis of symmetry and starting from the rear end of the particle, of temperature and mass 
fractions of selected species for Spherocarb particle at t = 7.6, Re = 1. 

The comparable diffusion and chemistry times 
(Table 1) are indicative of finite Damköhler effects, 
which explains the system s sensitivity to the details 
of transport and convection in an imposed flow field. 
The chemistry times shown in Table 1 are evaluated 
using temperatures and species concentrations 
found in a reactive zone; in the induction period, 
these chemistry times are considerably longer. 
Hence, when the Reynolds number is increased to 
10, the transport time is reduced sufficiently to pre- 
vent ignition, and, consequently, the particle gasifies 

slowly with only gas-phase CO oxidation occurring 
in the wake region. In the fast gasification regime, 
such as the cases presented for 0 £ Re £ 1, both 
the stable species Ö2, C02, and H20 and the radical 
species O and OH participate in the gasification pro- 
cesses. From the nontrivial concentrations of the sta- 
ble species (C02 and 02) at the particle surface and 
finite gradients of their respective concentrations, it 
can be inferred that neither the heterogeneous ki- 
netics nor the molecular transport alone are con- 
trolling. On the other hand, with respect to the rad- 
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FIG. 5. Temporal variations of the gasification rates 
[cm • s-1] of Spherocarb particle for Re = 0 (one-dimen- 
sional solution) and Re = 1 (two-dimensional solution). 

TABLE 1 
Characteristic chemical reaction and diffusion times of 

selected elemental reactions and corresponding 
radical species 

species ?d.i Tj 

H 
OH 
O 

3.3-10"6 

1.4-10-5 

1.3-10-5 

5.8-10"7 

5.0-10-6 

4.5-10-5 

ical species, because of their high reaction rate at 
the particle surface, their surface reactions are dif- 
fusion controlled. 

Conclusions 

A new numerical model based on spectral-type 
methods, stiff ODE time integration, and a time 
splitting approach for low-Mach-number compress- 
ible flow has been developed enabling the simulation 
of axisymmetric chemically reactive systems using 
detailed transport and chemical kinetics. Simulations 
of a CO/air non-premixed flame generated by a po- 
rous-sphere burner show significant deviations from 
spherical symmetry in the low Reynolds number 
limit during the ignition phase in the steady state; 
however, spherical symmetry is minimally per- 
turbed. Simulations of Spherocarb combustion in 
both a quiescent and convective environment show 
finite Damköhler effects that can only be captured 
when detailed transport and chemical kinetics are 

included. Consequently, the ignition of a Spherocarb 
particle is sensitive to the details of convection (for 
0 < Re < 10), and the particle may undergo ignition 
that leads to fast gasification in a mixed controlled 
regime or slow gasification in a surface kinetics-con- 
trolled regime, depending on the Reynolds number. 
This sensitivity to the details of convective transport 
may complicate experimental results obtained in 
ground-based experiments because of buoyancy-in- 
duced convection; a study of buoyancy effects will 
be the topic of a future study. 

Acknowledgments 

This work was supported in part by ARPA/ONR Con- 
tract No. N00014-92-J-1796 and NASA Lewis Research 
Center Contract No. NAG-1231. 

REFERENCES 

1. Xu, Y., Smooke, M., and Long, M., Combust. Sei. Tech- 
no!. 90:289 (1993). 

2. Ern, A., Douglas C, and Smooke, M., The Eastern 
States Section of the Combustion Institute, December 
5-7, Clearwater Beach, FL, 1994. 

3. Smooke, M., Mitchell, R., and Keyes, D., Combust. 
Sei. Technol. 67:85 (1989). 

4. Patnaik G., Kailasanath, K., Oran, E., and Laskey, K., 
Twenty-Second Symposium (International) on Com- 
bustion, The Combustion Institute, Pittsburgh, 1988, 
p. 1517. 

5. Behrendt, F., Goyal, C, Maas, U., and Warnatz, J., 
Twenty-Fourth Symposium (International) on Com- 
bustion, The Combustion Institute, Pittsburgh, 1992, 
p. 83. 

6. Dwyer, H., AIAAJ. 28:99 (1990). 
7. Dwyer, H. and Sanders, B., Twenty-Second Sympo- 

sium (International) on Combustion, The Combustion 
Institute, Pittsburgh, 1988, p. 1923. 

8. Patnaik, C, Sirignano, W., Dwyer, H., and Sanders, B., 
The 10th International Collete on the Dynamics of Ex- 
plosions and Reactive Systems, Berkeley, CA, 1985. 

9. Megaridis, C. and Sirignano, W., Combust. Sei. Tech- 
nol. 87:27 (1992). 

10. Megaridis, C. and Sirignano, W., Twenty-Third Sym- 
posium (International) on Combustion, The Combus- 
tion Institute, Pittsburgh, 1990, p. 1413. 

11. Megaridis, C, Combust. Sei. Technol. 92:291 (1993). 
12. Megaridis, C, Combust. Flame 93:287 (1993). 
13. Choi, M., Dryer, F L., and Haggard, J. Jr., Twenty- 

Third Symposium (International) on Combustion, The 
Combustion Institute, Pittsburgh, 1990, p. 1611. 

14. Märchese, A. and Dryer, F. L., accepted by Combust. 
Flame (1995). 

15. Cho, S., Yetter, R., and Dryer, F, /. Comput. Phys. 
102:160 (1992). 

16. Lee, J., Yetter, R., and Dryer, F, Combust. Flame 
101:387 (1995). 



TRANSIENT 2-D CHEMICALLY REACTIVE FLOW MODEL 3065 

17. Williams, F. and Dryer, F., "Science Requirements 
Document for the Droplet Combustion Experiment," 
NASA Lewis Research Center Cleveland Ohio, 1995. 

18. Lee, J., Yetter, R., and Dryer, F., accepted by Combust. 
Flame (1995). 

19. Bar-Ziv, E„ Jones, D. B., and Spjut, R. E„ Combust. 
Flame 75:81-106 (1989). 

20. Tognotti, L., Longwell, J. P., and Sarofim, A. F, 
Twenty-Third Symposium (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1990, pp. 
1207-1213. 

21. Rehm, G. R. and Baum, H. R.J. Res. Natl. Bur. Stand. 
83:3:297-308 (1978). 

22. Chu, B.-T and Kovasznay, L. S. G„ /. Fluid Meek 
3:494-514 (1958). 

23. Sivashinsky, G. J., Acta Astronautica 6:631-645 (1979). 
24. Tomboulides, A. G, Lee, J., and Orszag, S. A., sub- 

mitted to/. Sei. Compt. (1996). 
25. Patera, A. T.J. Comput. Phys. 54:468 (1984). 
26. Ronquist, E„ Ph.D. Thesis, MIT, 1988. 
27. Tomboulides, A. G, Ph.D. Thesis, Princeton Univer- 

sity, 1993. 
28. Lee, J. C. Y., "Simulations of Two-Dimensional Tran- 

sient Chemically Reactive Flows," Ph.D. Thesis, 
Princeton University, 1996. 

29. Kee, R., Warnatz, J., and Miller, J., Sandia National 
Laboratory Report SAND83-8290, 1983. 

30. Coffee, T P. and Heimerl, J. M., Combust. Flame 
43:273 (1981). 

31. Coffee, T P. and Heimerl, J. M., Combust. Flame 
34:31 (1983). 

32. Yetter, R. A., Dryer, F. L„ and Rabitz, H., Combust. 
Sei. Technol 79:97 (1991). 

33. Bradley, D„ Dixon-Lewis, G, El-Dim, H., and Mushi, 
E., Twentieth Symposium (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1984, p. 
931. 

34. Thiele, E. W, Indust. Engineer. Chem. 31:916 (1993). 
35. DAmore, M., Tognotti, L., and Sarofim, A., Combust. 

Flame 95:374 (1993). 
36. Mitchell, R. R., Kee, R. J., Glarborg, P., and Coltrin, 

M., Twenty-third Sijmposium (International) on Com- 
bustion, The Combustion Institute, 1988, p. 69. 

37. Walker, P. L. Jr., Rusinko, F. Jr., and Austin, L. G, Ad- 
vances in Catalysis and Related Subjects, Vol. 11, Ac- 
ademic Press, New York, 1959. 

38. Laurendeau, N. M., Prog. Energy Combust. Sei. 4:221 
(1978). 

39. Nigmatullin, R., Dissado, L., and Soutougin, N., A 
Fractal Pore Model for Archies Law in Sedimentary 
Rocks, IOP Publishing Ltd., Bristol, U.K., 1991. 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 3067-3074 
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The combustion behavior of graphite rods in the stagnation flow of an oxidizer is studied experimentally 
to investigate the coupled nature caused by the interaction between the gas-phase and surface reactions. 
Toward this aim, not only the combustion rate but also the gas-phase temperature profile is measured as 
a function of the surface temperature of the burning graphite. The temperature profile over the burning 
graphite rod is measured with CARS thermometry. It is observed that with increasing surface temperature, 
the temperature profile in the gas phase shifts from that without CO flame to that with CO flame. At the 
ignition surface temperature, at which a CO flame is established in the forward stagnation region, it is 
observed that there exists a reaction zone whose temperature is nearly equal to the surface temperature. 
When the surface temperature is higher than the ignition surface temperature, a reaction zone whose 
temperature is higher than the surface temperature is observed. It is confirmed that the abrupt reduction 
in the combustion rate is related closely to the change of the flame structure in the gas phase caused by 
the establishment of the CO flame in the forward stagnation region, by which the dominant surface reaction 
changes from the C-02 reaction to the C-C02 reaction. Experimental results are also compared with 
predicted results with the gas-phase and surface kinetic parameters reported in the literature. A fair degree 
of agreement is demonstrated as far as the trend and approximate magnitude are concerned. 

Introduction 

Because of the practical importance of coal and 
char, a considerable amount of research has been 
conducted related to the combustion and/or gasifi- 
cation of solid fuel. The basic nature of the char 
combustion has been clarified and its information 
has been used to control the overall conversion rate 
of coal. Research on carbon combustion, however, is 
not limited to basic research on coal but can benefit 
aerospace applications with carbon-carbon compos- 
ites (C/C composites); C/C composites have attrac- 
tive mechanical properties and low density and are 
therefore planned for use as high-temperature, 
structural materials for atmospheric reentry, gas tur- 
bine blades, scram jet combustors, and so forth. A 
serious problem that must be clarified is their pro- 
tection property for oxidation. Much of the experi- 
mental accomplishment related to the carbon com- 
bustion has been reviewed extensively by Essenhigh 
[1]. Nevertheless, because of the complexities in- 
volved, there remain many questions, suggesting the 
need for further studies. Some of them also com- 
mand fundamental interest because of the simulta- 
neous existence of the surface and gas-phase reac- 
tions that can interact with each other. 

Intimate coupling between these reactions re- 
ported in theoretical works [2-7] is the momentary 

reduction in the combustion rate caused by the ap- 
pearance of the gas-phase flame. This occurs be- 
cause establishment of the flame changes the dom- 
inant surface reaction from the faster C-02 reaction 
to the slower C-C02 reaction. In spite of this theo- 
retical accomplishment, there exist very few experi- 
mental results that can support theoretical works. 

In the literature, emphasis has been put on the 
surface reactivities with gaseous oxidizers, such as 
02, C02, and H20 (see Ref. 1), although surface 
reactivities on the same carbon are limited [8,9,10]. 
As for the gas-phase reactivity, it exists for a CO 
flame [11] that is sensitive to the water-vapor con- 
centration. However, this combustion situation, 
which is called the strong CO oxidation, is far from 
that over the burning carbon, especially for that be- 
fore the appearance of the CO-flame, because some 
of the elementary reactions are too slow to sustain 
the strong CO oxidation. Furthermore, experimental 
studies from the viewpoint that interaction exists be- 
tween chemical reactions and flow have been rare 
and are restricted to those for obtaining combustion 
rate [8,9,12-14], although an experimental study ob- 
serving the appearance of the CO flame over the 
burning graphite was made recently [15]. 

The present work can be considered an extension 
of the previous studies [6,7,15]. Emphasis in the 
present study is put on the measurement of the 
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FIG. 1. Experimental configuration for the CARS instrument. 

temperature profile over the burning graphite rod in 
the stagnation flow field. In this measurement, N2- 
CARS thermometry is used to prevent undesired ap- 
pearance and/or disappearance of the CO flame. Not 
only the influence caused by the appearance of the 
CO flame on the temperature profile but also that 
on the combustion rate is investigated. Measured re- 
sults are further compared with predicted results. 

Experimental 

Experimental Configuration for CARS Instrument 

Coherent anti-Stokes-Raman spectroscopy 
(CARS) offers a number of advantages over the con- 
ventional physical probing methods because it is re- 
mote and does not disturb the combustion fields. It 
is said that CARS is one of the best laser-based ad- 
vanced combustion diagnostic techniques that can 
provide temporal and spatial measurements of the 
temperature and major species concentrations in the 
gas stream. Details about this laser spectroscopic 
technique are given in Refs. 16-19. Several recent 
entries [20,21] to this literature with laboratory 
flames and practical combustors also exist. 

In the present study, measurement of temperature 
profiles is performed with the folded BOXCARS 
technique. The CARS instrument consists of a trans- 
mitter, a receiver, and a detector system (see Fig. 1). 
The primary pump beam with a>i is a 15-ns pulse of 
532-nm radiation from a Q-switched Nd:YAG laser 
(Spectron Laser System, SL-803S). A broadband 
Stokes dye laser is pumped by a portion of the 532- 
nm green laser beam, which is directed to the dye 
cell to amplify the output of the oscillator (Spectron 

Laser System, SL-4000G) and forms the co2 laser. 
The remaining green beam is used as a pump beam. 
The pump and Stokes beams are manipulated to 
achieve the different phase matching geometry. 
With a lens of 250 mm focal length, the pump and 
Stokes beams are focused to a cylindrical interaction 
region (about 200 /im in diameter and about 3 mm 
in length), where CARS signal of w3 (= 2a>i — co2) 
is produced. Another similar lens is used to recolli- 
mate the CARS signal along with the laser beams to 
the receiver. The CARS signal, which is separated 
from the pump and Stokes beams with a dichroic 
mirror, is coupled to one end of the optical fiber (200 
fim) mounted on a computer-controlled X-Y-Z trans- 
lator. The other end of the fiber is coupled with a 
monochromator (Jobin-Yvon, U-1000), the spectral 
resolution of which is 1 cm-1. A proximity-focused 
MCP (microchannel plate) image-intensified diode- 
array detector (IRY-512N[R]) is used to detect the 
CARS signal. Single-pulse spectra are acquired at 
the laser repetition frequency and subsequently 
stored in a personal computer for analysis at a later 
time. 

Determination of Gas Temperature 

In CARS thermometry, determination of temper- 
ature from CARS spectra, which is usually per- 
formed by comparing simulated results with exper- 
imental data [16-20], is quite complicated and 
cannot be used easily in experiments and/or practical 
situations. In addition, fitting procedures take time. 
Because of the need for taking a simpler but still 
accurate method in determining the temperature, a 
simpler method [22] has been proposed, with a rep- 
resentative bandwidth of the N2-CARS spectrum. In 
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FIG. 3. Schematic drawing of the experimental setup. 

this method, the bandwidth at one-fifth of the max- 
imum height is recommended after examining de- 
pendence of the bandwidth on the temperature and 
pressure. 

To examine this method, a preliminary experiment 
is made with a double-walled cylindrical high-pres- 
sure/high-temperature vessel designed to withstand 
up to 0.7 MPa. Thick quartz windows are installed 
at both ends. The gas inside is heated up to about 
1500 K by an electric wire made of Kanthal (m.p. 
1773 K). Measurement of gas temperature is made 

by a Pt/Pt-30%Rh thermocouple (0.1 mm in wire 
diameter) located at the center of the vessel. To 
avoid radiation from the heating wire, a radiation- 
shielding cylinder made of stainless steel is installed. 
The gas temperature measured by the thermocouple 
is maintained at a desired value within ± 5 K. It is 
also measured by N2-CARS thermometry, focusing 
the pump and Stokes beams close to a junction of 
the thermocouple. 

Figure 2 shows the gas temperature (air at atmos- 
pheric pressure) measured by CARS as a function of 
that measured by the thermocouple. The parameter 
is the bandwidth of the CARS spectrum at which the 
temperature is determined. We see that the CARS 
temperature is independent of the choice of band- 
width within the present experimental conditions 
and that the discrepancy between the CARS and 
thermocouple temperatures is relatively small. 

Recause of its simplicity in determining gas tem- 
perature and its allowable accuracy at high temper- 
atures, this method is expected to be useful for the 
measurement of temperature profiles over the burn- 
ing graphite rod. Since effects of pressure have not 
been examined in this preliminary experiment, the 
simple method with one-fifth bandwidth [22] is used 
here. In addition, to minimize experimental errors, 
a screening method [20] is also used with a criterion 
that the temperature difference between the CARS 
temperature deduced from one-fifth bandwidth and 
that from one-fourth bandwidth is within ± 50 K. 

Experimental Setup and Test Specimen 

Figure 3 shows the experimental setup, which is 
basically the same as that for previous works [6,7,15]. 
Air used as an oxidizer is supplied by a compressor 
and passes through a refrigerator-type dryer and a 
surge tank. The dew point from which the water- 
vapor concentration can be obtained is measured by 
a hygrometer (Panametric, Model 7000). The airflow 
at room temperature, after passing through a settling 
chamber (52.8 mm in diameter and 790 mm in 
length), issues into the atmosphere with a uniform 
velocity (up to 3 m/s), and impinges on a graphite 
rod to establish a two-dimensional stagnation flow. 
This flow field is well established and specified 
uniquely by the velocity gradient a (= iVJd), where 
V^ is the free stream velocity and d is the diameter 
of the graphite rod. 

The test specimen is an artificial graphite rod 20 
mm in diameter, 120 mm in length, and 1.25 X 103 

kg/m3 in density. The rod is Joule heated by an al- 
ternating current (8-32 V; up to 2000 A). The sur- 
face temperature is measured by a two-color pyrom- 
eter (Chino, IR-AQ3CS). The temperature in the 
central part (about 30 mm in length) of the test spec- 
imen is nearly uniform. 

In experiments, the test specimen is set to burn in 
an airflow at constant surface temperature during 
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FIG. 4. The ignition surface temperature as a function 
of the velocity gradient, with oxygen mass fraction taken as 
a parameter; pressure is atmospheric and water-vapor mass 
fraction 0.001. Data points are experimental. Solid and 
dashed curves are calculated from theory [7]; the surface 
Damköhler number for the C-02 reaction is defined as 
Das0 = Bs0/Ja(jLjpJ, where a is the velocity gradient. 

each experimental run. The temperature profile in 
the gas phase is measured by N2-CARS thermome- 
try. Since the surface temperature of the burning 
graphite rod is kept constant with external heating, 
quasi-steady combustion can be accomplished when 
we measure the temperature profile. Because of this 
quasi steadiness, the CARS spectrum obtained by 10 
times accumulation of the 10 pulse-averaged CARS 
data is used to determine the gas-phase tempera- 
ture. The experiment also involves recording the im- 
age of the test specimen in the forward stagnation 
region by a video camera and analyzing the signal 
displayed on a TV monitor to obtain the surface re- 
gression rate. The surface regression rate is used to 
determine not only the combustion rate but also the 
distance from the surface at which the gas temper- 
ature is measured. The combustion rate is further 
corrected with the density change of the test speci- 
men in each experimental run. 

Results 

gas-phase reactions. As we gradually increase the 
surface temperature of the graphite rod under a cer- 
tain velocity gradient, combustion proceeds without 
CO flame up to a certain surface temperature. At 
that temperature, a CO flame can be established in 
the forward stagnation region. The surface temper- 
ature at which the CO flame first appears is called 
the ignition surface temperature [7]. Figure 4 shows 
the ignition surface temperature as a function of the 
velocity gradient, with oxygen mass fraction taken as 
a parameter. The same trend as that in Ref. 7 is ob- 
served. The ignition surface temperature increases 
with increasing velocity gradient and decreasing ox- 
ygen mass fraction because the CO flame can be 
maintained when the characteristic residence time 
balances with the characteristic chemical-reaction 
time. Solid and dashed curves are predicted ignition 
surface temperature obtained with the ignition cri- 
terion [7] and the global gas-phase kinetic parame- 
ters before the appearance of the CO flame [15] (see 
Table 1). 

Figure 5a shows the combustion rate in airflow of 
110 s"1 as a function of the surface temperature 
when the water-vapor mass fraction is 0.003. The 
same trend as that in Refs. 6 and 15 is observed. Up 
to the ignition surface temperature, the combustion 
rate increases with increasing surface temperature. 
The combustion in this temperature range is that 
with negligible CO oxidation, and hence the com- 
bustion rate in frozen mode can predict fairly well 
the experimental results. A further increase in the 
surface temperature causes a momentary reduction 
in the combustion rate because the appearance of 
the CO flame alters the dominant surface reaction 
from the C-02 to C-C02 reaction. Above the ignition 
surface temperature, the combustion is that with the 
strong CO oxidation. The solid curve is the predicted 
combustion rate with the surface kinetic parameters 
[15] and the global gas-phase kinetic parameters 
[11]; see Table 1. In numerical calculations, use has 
been made of the formulation [6] derived under con- 
ventional constant property assumption with unit 
Lewis number, constant average molecular weight, 
one-step overall irreversible gas-phase reaction, and 
first-order surface reactions. Appropriateness of the 
numerical calculations has already been examined in 
Ref. 15. 

The same trend as that in Fig. 5a is observed for 
airflow of 200 s"1 (Fig. 5b). Because of the reduced 
boundary-layer thickness with respect to the oxidizer 
concentration, the combustion rate at a given surface 
temperature is enhanced. 

Ignition Surface Temperature and Combustion 
Rate 

First, let us explain the results for the ignition sur- 
face temperature and the combustion rate, which 
are related to the coupled nature of the surface and 

Temperature Profile in the Gas Phase 

Figure 6 shows the temperature profiles in the for- 
ward stagnation region. The velocity gradient of air- 
flow is 110 s"1 and the water-vapor mass fraction is 
0.002. The parameter is the surface temperature, 
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TABLE 1 
List of kinetic parameters for the gas-phase and surface reactions 

Reaction 

Frequency     Activation 
factor energy 

B, E, Ref. Remarks 
Reaction rate 

expression 

(gas phase) 
O + 1/2 02 -» C02 

(global) 

(surface) 
2C + 02 -> 2CO 

(surface) 
C + COz -> 2CO 

g       9.1 X 106 

1.3 X 108 

sO     4.1 X 106 

sP      1.1 X 108 

113 [15]     weak CO oxidation 

126 [11]     strong CO oxidation 

-d[CO]/dt 

179 [15] 

270 [15] 

Bgexpf-Eg/RT) 

-d[02]/dt = [02] X 
Bs0exp(-Es0/RT) 

-d[C02]/dt = [COJ 

X BsPexp(-EsF/RT) 

1. The subscripts g and s designate the gas-phase and the surface, respectively. 

2. The subscripts O and P designate the surface C-02 and C-C02 reactions, respectively. 

3. The frequency factor B„ in the gas-phase reaction is provided in (m3/moI)/s. 

4. The frequency factors Bs0 and BsQ in the surface reactions are in m/s. 

5. The activation energy E is in kj/mol. 

6. The brackets in the rate expressions indicate the molar concentration, mol/m3. 
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FIG. 5. The combustion rate as a 

function of the surface temperature; 

(a) for the velocity gradient of 110 

s_1 in airflow with a water-vapor 

mass fraction of 0.003; (b) for the ve- 

locity gradient of 200 s_1 in airflow 

with a water-vapor mass fraction of 

0.002. Data points are experimental. 

Curves are calculated from theory 

[6]; the gas-phase Damköhler num- 

ber is defined as Da^ = {Bgpja) 

J(p/pJYA/(2WPWA), where YA is the 

water-vapor mass fraction, WP the 
molecular weight of C02, and WA 

the molecular weight of water vapor. 
The ignition surface temperature 
Tst„ is calculated from theory [7]. 

which is controlled not to exceed ± 20 K from the 
given value. The ignition surface temperature ob- 
served was about 1450 K. When the surface tem- 
perature is 1400 K, the gas-phase temperature de- 
creases monotonically, which suggests that negligible 
gas-phase reaction exists. When the surface temper- 
ature is 1500 K, at which a CO flame can be ob- 
served visually, a gas-phase reaction zone whose 
temperature is nearly equal to the surface temper- 
ature is present. Outside the reaction zone, the tem- 
perature decreases gradually to the bulk tempera- 
ture. When the surface temperature is 1700 K, the 
gas-phase temperature first increases from the sur- 

face temperature to the maximum and then de- 
creases to the bulk temperature. The existence of 
the maximum temperature suggests that a reaction 
zone locates away from the surface. 

It maybe informative to note the advantage of the 
CARS thermometry over the a conventional physical 
probing method with a thermocouple. When the 
thermocouple is used for the measurement of the 
temperature profile corresponding to the surface 
temperature of 1400 K (or 1500 K), it distorts the 
combustion field and hence makes the CO flame ap- 
pear (or disappear). In this context, the present re- 
sult suggests the importance of using thermometry 
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FIG. 6. Temperature profiles over the burning graphite 
rod in airflow (110 s"1 in the stagnation velocity gradient 
at atmospheric pressure with water-vapor mass fraction of 
0.002), with the surface temperature taken as a parameter. 
Data points are experimental; solid curves are calculated 
from theory [6]. 

without disturbing the combustion fields, especially 
for the measurement at the flame ignition and/or 
extinction. In addition, the present results demon- 
strate the high spatial resolution of the CARS ther- 
mometry, so that the temperature profile within a 
thin boundary layer of a few millimeters can be mea- 
sured. 

Predicted results are also shown in Fig. 6. In nu- 
merical calculations, use has been made of the for- 
mulation [6] with conventional assumptions, men- 
tioned in the previous section, and the kinetic 
parameters listed in Table 1. When a CO flame ex- 
ists, the gas-phase kinetic parameters are those for 
die strong CO oxidation; when the CO oxidation is 
too weak to establish a CO flame, those for the weak 
CO oxidation are used. A fair degree of agreement 
between the experimental and predicted results is 
shown if we take into account the measurement er- 
ror (± 50 K) in the present CARS thermometry. 

Because it is common today to use detailed chem- 
istry in the gas phase, our choice of the global gas- 
phase chemistry requires further comment. Before 
this investigation, we have found that the formula- 
tion with detailed chemistry [23] offers nearly the 
same numerical results as those with global gas- 
phase chemistry; thus, we have decided to use global 
gas-phase chemistry because of its simplicity. 
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FIG. 7. Temperature profiles over the burning graphite 
rod in airflow (50 s_1 in the stagnation velocity gradient at 
atmospheric pressure with water-vapor mass fraction of 
0.003), with the surface temperature taken as a parameter. 
Data points are experimental; solid curves are calculated 
from theory [6]. 

Figure 7 shows the temperature profiles for the 
airflow of 50 s"1. The ignition surface temperature 
observed is about 1300 K. The same trend as that in 
Fig. 6 is observed, although the boundary-layer 
thickness expands because of the reduced velocity 
gradient. Figure 8 shows the temperature profiles 
for the airflow of 200 s_1. The ignition surface tem- 
perature is about 1550 K. Because of the increased 
velocity gradient, the boundary-layer thickness con- 
tracts compared to Figs. 6 and 7. 

For Figs. 6-8, attention has been paid to control- 
ling the surface temperature not to exceed ±20 K 
from a given value. In addition, the surface temper- 
ature is intentionally set to be lower (or higher) than 
the ignition surface temperature by 20 K or more. 
If we remove these restrictions, the results are some- 
what confusing. Figure 9 shows results when the sur- 
face temperature is set to 1570 K, allowing for de- 
viation of ±50 K. We see that gas-phase 
temperature away from the surface is scattered over 
a relatively wide range. It is not the case that this 
scatter is caused by CARS thermometry. It should 
be understood that unsteady-state combustion [24] 
has occurred. Since the allowable range of the sur- 
face temperature is wider than those in Figs. 6-8, 
and the ignition surface-temperature is within the 
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FIG. 8. Temperature profiles over the burning graphite 
rod in airflow (200 s"1 in the stagnation velocity gradient 
at atmospheric pressure with water-vapor mass fraction of 
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Data points are experimental; solid curves are calculated 
from theory [6]. 
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FIG. 9. Temperature profiles over the burning graphite 
rod in airflow (200 s"1 in the stagnation velocity gradient 
at atmospheric pressure with water-vapor mass fraction of 
0.002), with the surface temperature taken as a parameter. 
Data points are experimental; solid curves are calculated 
from theory [6]. 

allowable temperature range for the surface tem- 
perature, we can anticipate that during this experi- 
mental run combustion proceeds without CO flame 
at one time while it proceeds with the CO flame at 
the other time. Experimental data in Fig. 9 are con- 
sidered to represent the preceding combustion sit- 
uations, and hence the scatter of data becomes wider 
than that in Fig. 8. If we make predictions of the 
gas-phase temperature, for surface temperatures of 
1550 K and 1600 K, we see that the upper experi- 
mental data correspond to the gas-phase tempera- 
ture profile for the surface temperature of 1600 K. 
The lower experimental data correspond to those for 
the surface temperature of 1550 K. 

Concluding Remarks 

Measurement of temperature profiles over the 
burning graphite rod in the stagnation field of airflow 
has been conducted to elucidate effects of simulta- 
neous existence of the gas-phase and surface reac- 
tions in carbon combustion. So as not to distort the 
combustion field, N2-CARS thermometry has been 
used for the measurement of gas-phase tempera- 
ture. Besides this measurement, ignition surface 
temperature and combustion rate are measured. 

The result is that the gas-phase flame structure 
changes at the ignition surface temperature at which 
the CO flame can be established in the gas phase. 
When the surface temperature is lower than the ig- 
nition surface temperature, negligible gas-phase re- 
action is expected because of the monotonic de- 
crease in the gas-phase temperature. When the 
surface temperature is higher than the ignition sur- 
face-temperature, the temperature profile has the 
maximum that locates away from the surface be- 
cause of the existence of the gas-phase reaction. It 
is confirmed that the abrupt change in the combus- 
tion rate at the ignition surface temperature is 
closely related to the change in the flame structure 
in the gas phase. 

It is also confirmed that not only the ignition sur- 
face temperature and the combustion rate but also 
the temperature profiles can be predicted fairly well 
when the kinetic parameters for the surface and gas- 
phase reactions are known. Since the ignition surface 
temperature, combustion rate, and gas-phase tem- 
perature profile are closely related to the relative 
magnitude of the characteristic residence time and 
the characteristic chemical-reaction time, the pres- 
ent accomplishment further suggests the importance 
of investigating the mutual coupling of the surface 
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and gas-phase reactions from the viewpoint that 
there exists interaction between reactions and flow. 
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In order to assess the combustion reactivities of chars produced from the pyrolysis of woody and her- 
baceous biomass, we have subjected particles of Southern pine and switchgrass chars to two sets of com- 
bustion experiments. In the first, a dilute stream of biomass char particles (nominal size, 75-106 fim) is 
burned in a laminar flow reactor at 12 mole % 02 and a mean gas temperature of— 1600 K. In situ optical 
measurements reveal that at a given residence time in the early stages of char conversion, biomass char 
particles burn over a much wider temperature range (—450 K) than coal particles (—150 K) and that the 
biomass char particle temperatures span the entire range of the theoretical limits (from the slowest burning 
inert particles to the fastest burning diffusion-controlled particles). As biomass char conversion proceeds, 
however, mean particle temperatures decrease, and particle temperature distributions narrow—conse- 
quences of the preferential removal of more reactive carbon as well as a number of physical and chemical 
transformations of the inorganic constituents of the chars (vaporization, surface migration and coalescence, 
and incorporation into silicate structures). Kinetic parameters for median particles taken at the early stages 
of char conversion indicate that biomass chars are somewhat less reactive than low-rank lignites and sub- 
bituminous coals, somewhat more reactive than high-rank low-volatile bituminous coals, and comparable 
in reactivity to high-volatile bituminous coals. In the second set of combustion experiments, individual 
biomass char particles are suspended on an inert mesh and suddenly subjected to a hot 6 mole % 02 

environment. Video images of reflected light and near-infrared emission for a number of pine and switch- 
grass char particles demonstrate the heterogeneity of the biomass chars in terms of both the sequence of 
morphological changes and the temperature-time histories of the particles as they undergo combustion. 

Introduction Our work focusses on chars produced from the 

The renewable nature of biomass places it among Pyrolysis of two biomass feedstocks-a soft wood, 
the more attractive alternatives to conventional fossil Southern pine, and an herbaceous material, switch- 
fuels. In order to evaluate the potential of biomass- grass- The results of our biomass char studies appear 
derived fuels, however, it is important to have a in two PaPers- The first l51 describes the time-re- 
quantitative measure of the reactivity of these fuels solved physical and chemical transformations of the 
under conditions relevant to commercial-scale com- biomass chars during combustion. In that paper, the 
bustors. Biomass—which, in this context, includes results from a variety of materials characterization 
wood, agricultural residues, and fast-growing techniques demonstrate that biomass char conver- 
crops—either can be burned directly as a combustor sion is accompanied by a number of structural and 
fuel [1-3] or it can first be thermally converted to compositional changes [5]: The early stages of con- 
solid and liquid fuels [4-9]. version are characterized by devolatilization, which 
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leads to the removal of amorphous material and the 
release of oxygen- and hydrogen-rich gases. After 
devolatilization, combustion is accompanied by va- 
porization of some metals (particularly Na and K), 
surface migration and coalescence of inorganic ma- 
terial, and the incorporation of metals (particularly 
Ca) into silicate structures. Some short-range crys- 
talline order appears in the carbon-rich portions of 
the chars as combustion proceeds, but the high lev- 
els of oxygen originally present in these chars foster 
cross-linking, which limits the extent of order ulti- 
mately attained. 

Since each of the above enumerated structural and 
compositional transformations can affect char com- 
bustion reactivity, and since reactivity is a key factor 
in the evaluation of fuel behavior and combustor de- 
sign, the present paper, the second in our sequence, 
focusses on the combustion reactivity of the biomass 
chars. No other study to date presents kinetic data 
on overall reactivity for biomass chars at the high- 
temperature conditions pertinent to commercial- 
scale pulverized fuel combustion. In this study, we 
subject pine and switchgrass chars to two kinds of 
experiments: (1) combustion of a dilute stream of 
char particles injected into a laminar-flow reactor 
and (2) combustion of stationary particles whose 
complete combustion histories are tracked with 
time. The combustion environments in both reactor 
setups simulate those of pulverized fuel furnaces. In 
the following, we report the results of in situ mea- 
surements taken in these biomass char experiments, 
discuss the factors affecting biomass char reactivity, 
and compare biomass char combustion behavior 
with that of high- and low-rank coals. 

Experimental Equipment and Techniques 

The biomass chars of this study are produced from 
pine and switchgrass particles pyrolyzed at 625°C in 
a vortex reactor [7] at the National Renewable En- 
ergy Laboratory in Golden, Colorado. The resulting 
biomass char particles are irregularly shaped [5] and 
produce high amounts of volatile matter, 20-25%, in 
the ASTM test. The ultimate analyses (on a dry ba- 
sis) of the pine and switchgrass chars are 69.7% C, 
3.13% H, 0.52% N, 0.05% S, 19.1% O, and 9.2% 
ash; and 58.8% C, 3.22% H, 0.57% N, 0.19% S, 
17.0% O, and 20.9% ash, respectively. Although the 
biomass chars and low-rank coals [10] are not too 
dissimilar in organic elemental composition, the 
switchgrass char is singularly high in ash-forming 
constituents. Compared to coals, the pine and 
switchgrass chars contain very high levels of Si (1.93 
and 5.41 mass %, respectively, on a dry basis) and K 
(1.03% and 2.02%, respectively). 

The first set of biomass char combustion experi- 
ments is conducted in the previously described San- 
dia quartz-walled laminar-flow reactor [10,11]. The 

stoichiometry of the reactors H2/CH4/O2/N2 flame 
is tailored to produce postflame gases simulating 
those in the upper furnace region of pulverized-fuel- 
fired boilers. A dilute stream of biomass char parti- 
cles (nominal size, 75-106 ^m) is injected upward 
through the center of the reactor, which operates at 
6 or 12 mole % Oa and a mean gas temperature of 
approximately 1600 K. In situ optical techniques 
[12,13] are employed to determine the tempera- 
tures, diameters, and velocities of individual reacting 
char particles at various residence times. Particle 
temperatures are calculated from Planck's law using 
optical signal intensities at 500 and 800 nm. Particle 
sizes are determined in two ways. The "coded ap- 
erture technique" [12] gives the particles dimension 
along its axis of flow as it passes the optical window. 
The "area-averaging technique" gives the diameter 
of an equivalent spherical particle with the same to- 
tal emissive intensity (with an assumed particle em- 
issivity of 0.8 [14,15]) as the irregularly shaped par- 
ticle. The two measurements are virtually coincident 
for equiaxed char particles. 

The second set of biomass char combustion ex- 
periments is conducted in the Sandia captive particle 
imaging (CPI) apparatus, described in detail by Hurt 
and Davis [16], Char particles of 100-200 jum are 
supported by an inert alumina mesh immersed in a 
6 mole % 02 hot gas stream (local gas temperature, 
1250 K). An optical system consisting of a long-focal- 
length microscope with an internal beam splitter and 
two CCD cameras permits the simultaneous video 
recording of reflected-light and near-infrared-emis- 
sion images of burning char particles. The near-in- 
frared images are then digitized and quantitatively 
analyzed to determine area-averaged particle radi- 
ance temperatures. 

Results and Discussion 

Laminar-Flow Experiments 

Plotted in Fig. 1 are the temperatures and diam- 
eters measured at a residence time of 72 ms for sin- 
gle particles of Southern pine char, Beulah lignite, 
and Pittsburgh #8 bituminous coal—all burning in a 
12 mole % 02 environment in the laminar-flow re- 
actor. The measured particle temperatures reflect a 
balance between heat generated by the exothermic 
combustion reaction and losses from the particle by 
conduction and by radiation to the surroundings. 
The rapid burning rates of most particles cause par- 
ticle temperatures to be considerably higher than 
the prevailing gas temperature. Readily apparent 
from Fig. 1 is the variation, with fuel type, in the 
range of burning particle temperatures. Similar to 
another high-volatile bituminous coal burning under 
the same conditions [13], the majority of the Pitts- 
burgh #8  high-volatile bituminous  coal particles 
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FIG. 1. Optical measurements of 
temperatures and sizes of single par- 
ticles burning at 72 ms in 12 mole % 
02 in the laminar-flow reactor: (a) 
Southern pine char, (b) Beulah lig- 
nite, and (c) Pittsburgh # 8 bitumi- 
nous coal. Particle diameters deter- 
mined by the area-averaging 
technique. Tg denotes mean gas tem- 
perature. D and I correspond to dif- 
fusion and inert limits for spherical 
particles of equivalent diameter. 
Coal data from Hurt [13]. 

FIG. 2. Scanning electron micrograph of uncombusted 
Southern pine char particles. 

(Fig. lc) burn within the 150 K wide interval of 
1800-1950 K—with only 2-3% of the particles burn- 
ing at significantly lower temperatures. The majority 
of the Beulah lignite particles (Fig. lb) also burn in 
a temperature interval approximately 150 K wide, 
from 1900 to 2050 K—but with a significantly higher 
percentage (~ 15-20%) burning at markedly lower 
temperatures. In contrast to the coal particles, the 
pine char (Fig. la) particle temperatures are fairly 
evenly distributed over a much wider (450 K) inter- 
val from 1500 to 1950 K. This huge spread in particle 
temperatures indicates variation from particle to 
particle in char properties, particle shape, and com- 
bustion reactivity. Although coals exhibit heteroge- 
neity [17], the broader particle temperature range 
of the pine char particles suggests that they are even 
more heterogeneous. 

The physical heterogeneity of the pine char par- 
ticles is corroborated by the scanning electron mi- 
crograph shown in Fig. 2, which depicts uncom- 
busted pine char particles of varying physical 
structure, texture, aspect ratio, and void space. 
(These morphological differences may result from 
differences in the wood components from which 

these particles were derived.) Similar particle-to- 
particle variations exist for the switchgrass char, as 
depicted by scanning electron microscopy [5] and by 
the broad range of burning temperatures of switch- 
grass char particles. In addition, our energy-disper- 
sive X-ray analyses of individual biomass char parti- 
cles indicate substantial particle-to-particle variation 
in the distribution of inorganic elements on the sur- 
faces of the pine and switchgrass chars—suggesting 
compositional as well as morphological differences 
between particles. Variations in levels of catalytic 
metals such as K and Ca could account for at least 
some of the differences in burning temperatures 
from one particle to another. Espenäs [18] reports 
that biomass chars from another herbaceous mate- 
rial, straw, exhibit heterogeneity and a broad range 
of gasification reactivities as well. 

It can be shown that the experimentally observed 
burning temperatures of the pine char particles do 
in fact span the range of the theoretical limits. At 
the limit of maximum particle temperature are those 
particles whose high reactivities cause burning rate 
to be controlled by the rate of diffusion of oxygen to 
the particle's external surface. The calculated curves 
in Fig. 1 marked D correspond to such diffusion- 
limited burning for spherical particles of equivalent 
diameter. Particles that burn at the diffusion limit 
are those whose high burning temperatures result 
from extremely high combustion reactivities. As the 
D curve calculations are based on CO as the com- 
bustion product and assumed physical properties, 
particle temperatures higher than the calculated D 
curve denote some C02 production or physical 
properties that differ from the assumed values. At 
the other extreme in Fig. 1 are the minimum particle 
temperatures, corresponding to unreactive particles. 
The curves marked I, the inert limits, represent the 
calculated temperatures of completely unreactive 
particles. (These particles can be lower in tempera- 
ture than the surrounding gas since they lose heat 
by radiation to the quartz walls of the reactor.) As 
Fig. la depicts, the pine char particles span the 
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FIG. 3. Optical measurements of 
temperatures and sizes of single par- 
ticles of Southern pine char burning 
in 12 mole % 02 in the laminar flow 
reactor. Initial particle size, 75-106 
fim. Particle residence times: (a) 72 
ms, (b) 95 ms and (c) 117 ms. Par- 
ticle diameters determined by the 
coded aperture technique. Tg de- 
notes mean gas temperature. 
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FIG. 4. Optical measurements of 
temperatures and sizes of single par- 
ticles of switchgrass char burning in 
12 mole % 02 in the laminar flow 
reactor. Initial particle size, 75-106 
[im. Particle residence times: (a) 47 
ms, (b) 72 ms, and (c) 95 ms. Particle 
diameters determined by the coded 
aperture technique. T„ denotes 
mean gas temperature. 

entire range of burning temperatures from inert to 
diffusion limited. 

The heterogeneous nature of the pine char parti- 
cles, compared to coal particles, is also evident in the 
measurements of particle diameter. Unlike particle 
temperature measurements (which do not depend 
on particle geometry since they are made by two- 
color pyrometry), measurements of particle size do 
depend on particle shape. Because the diameters 
plotted in Fig. 1 are area-averaged, the range of pine 
char particle diameters in that figure (25-175 jum) 
do not appear to be that broad compared to coal 
particles. However, if the coded-aperture-measured 
particle diameters are used, the appearance is very 
different. Plotted in Fig. 3a are the same particle 
temperature data as in Fig. la, but Fig. 3a presents 
particle diameters measured by the coded aperture 
technique. As Fig. 3a indicates, the latter diameters 
for pine char cover a very broad range, from 25 to 
300 jura. Since particle size measured by the coded 
aperture technique corresponds to the particle's di- 
mension along its axis of flow as it passes the optical 
window, the high aspect ratios of many of the pine 
char particles (evident in Fig. 2) cause the coded- 
aperture-measured sizes to be highly dependent on 

particle orientation at the time of measurement. 
Such orientation is not a factor in the measured di- 
ameters for coal particles, whose aspect ratios are 
much closer to unity. For example, coded-aperture- 
measured diameters for Pocahontas #3 low-volatile 
bituminous coal particles (burning under similar 
conditions) range from 110 to 190 /urn [17]. Some 
bituminous coal particles, on the other hand, are 
subject to swelling during combustion, unlike lignite 
and biomass char particles. 

Figures 3 and 4 show how the particle tempera- 
ture/diameter relationships vary with residence time, 
from 72 to 117 and from 47 to 95 ms, for the pine 
and switchgrass chars, respectively. As residence 
time increases and conversion proceeds, two trends 
are apparent for the pine and switchgrass chars: the 
mean particle temperature decreases and the parti- 
cle temperature distribution narrows. Single-particle 
coal data from the same reactor indicate that as coal 
conversion proceeds, mean particle temperatures 
decrease, but particle temperature distributions do 
not become more narrow [13,19], We attribute the 
lowering of the mean particle temperatures and the 
narrowing of the particle temperature distribution as 
biomass char combustion proceeds to two causes: 
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the preferential depletion of more reactive carbon 
and the physicochemical transformations of the 
chars during combustion. An understanding of the 
effects of these two causes on overall char reactivity 
(and thus particle temperature) is facilitated by con- 
sidering Thiele s classical theory [20] of gas-solid re- 
actions, in the form presented by Hurt and co-work- 
ers [16,21] for coal chars. According to this theory, 
the overall burning rate q in zone II [22-24] scales 
with char properties as q ~ (pcSkiDeg)y2. Here pc is 
the mass of carbon per unit particle volume, S is the 
internal surface per gram of carbon, kt is the intrinsic 
reactivity of that surface, and Deff is the effective 
diffusion coefficient in the porous particle. Values of 
each of these parameters can vary from particle to 
particle and can change as combustion proceeds. At 
the early stages of char conversion, a wide spread in 
particle temperatures indicates a char particle pop- 
ulation whose initial reactivities (determined by the 
composite product pcSkjDeff) vary greatly from par- 
ticle to particle. The most reactive particles burn the 
fastest and at the highest temperatures; the less re- 
active, slower and at more moderate temperatures. 
As combustion proceeds, the rapid depletion of car- 
bon from the most reactive particles leaves ash-rich 
particles (of lower pc) whose temperatures approach 
the inert limit. These particles, along with those ini- 
tially less reactive and still burning at moderate tem- 
peratures, dominate the char particle population at 
the later residence times. As a result, the mean par- 
ticle temperature is lower and narrower since the 
highly reactive carbon responsible for the high tem- 
peratures (at lower residence times) is gone. 

Parallel to this preferential loss of more reactive 
carbon are several physical and chemical transfor- 
mations that exert a deactivating influence on these 
chars. As detailed in another publication [5], pine 
and switchgrass char samples have been extracted 
from the laminar-flow reactor at different residence 
times and subjected to a variety of analytical tech- 
niques. Elemental and X-ray diffraction analyses 
show that biomass char conversion is accompanied 
by the preferential loss of "reactivity-enhancing" ox- 
ygen and hydrogen [25-27], amorphous carbon 
(which is more reactive than ordered carbon [28- 
31]), and metals such as Na and K (which are known 
to catalyze char gasification [32-37]). Such losses 
would be accompanied by a decrease in k{ and thus 
in (jr. Scanning electron microscopy coupled with en- 
ergy-dispersive X-ray analysis reveals that catalytic 
elements such as K and Ca, initially well dispersed 
within the biomass chars (and therefore more po- 
tentially effective as catalysts [36,38]), convert to less 
catalytically effective forms [35] by surface migration 
and coalescence as well as by incorporation into sil- 
icate structures. These transformations would lead 
to decreases in the values of kt and perhaps Deff. In 
addition, high-resolution transmission electron mi- 
croscopy of these chars reveals that, as combustion 

proceeds, some short-range order appears in the car- 
bon-rich portions of the biomass chars (as has been 
observed to a much greater extent in bituminous 
coal chars [39]), and this bit of ordering may have a 
slight additional deactivating effect in lowering ku S, 
and perhaps Deff. Although the ordering of carbon 
structure has been implicated in the deactivation of 
bituminous coal chars with combustion and heat 
treatment [39,40], the transformations of the inor- 
ganic components (mentioned above) undoubtedly 
have a larger impact on the reactivity of our biomass 
chars, since alkali and alkaline-earth metal content 
and form have often been linked with gasification 
reactivity of chars from biomass [41] and low-rank 
coals [32-37]. 

Even though Figs. 3 and 4 indicate that biomass 
char reactivities decrease with increasing carbon 
conversion (and similar observations have been 
made for coals [16,39]), it is useful to calculate an 
overall burning rate for each of these chars, corre- 
sponding to a particular set of conditions, for pur- 
poses of comparison with coals. Table 1 presents av- 
erage overall burning rates for the biomass chars and 
a suite of 10 commercially important U.S. coals of 
various ranks [14]—all calculated from median par- 
ticle data obtained in the laminar-flow reactor and 
corresponding to the early stages of carbon burnout 
for 100 pirn particles burning in a 6-mole % 02 en- 
vironment at 1500 K. The overall reactivities, cal- 
culated from global kinetic parameters [14], are ex- 
pressed in terms of the rate of depletion of mass of 
mineral- or ash-free char per external surface area 
of the particle. The value of 3.66 X lO"3 gm C/cm2 

s calculated for the pine char represents an average 
of the two limiting cases: the first, 4.34 X 10~3 gm 
C/cm2 s, corresponding to CO as the only carbon 
combustion product; the second, 2.98 X 10~3 gm 
C/cm2 s, corresponding to the production of both 
CO and C02. In the latter case, the relative propor- 
tion of CO to C02 is determined by an empirical 
correlation derived for a wide range of coals com- 
busted in the same reactor [14]: 

CO/C02 = 3 X 108 exp(-60/RTp) 

In the above expression, R is the universal gas con- 
stant in kcal/mol K and Tp is the particle temperature 
in Kelvin. Similarly, a slightly higher overall burning 
rate of 4.05 X 10~3 gm C/cm2 s, representing the 
average of 3.20 and 4.90 X 10"3 gm C/cm2 s, has 
been calculated for the switchgrass char at the early 
stages of carbon burn-out. The values in Table 1 in- 
dicate that the biomass chars are somewhat less re- 
active than the low-rank lignite and sub-bituminous 
coals, somewhat more reactive than the high-rank 
low-volatile bituminous coals, and comparable in 
reactivity to the high-volatile bituminous coals. Con- 
sistent with these relative combustion reactivities are 
the following results from gasification studies: wood 
char is less reactive than lignite char but more 
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TABLE 1 
Comparison of overall burning rates for biomass chars and various coals" 

Fuel Name Fuel Type Rate6 (gm C/cm2 s) X 103 

Pocahontas 
Lower Kittanning 
Pittsburgh #8 
Illinois #6 
Blue #1 
Hiawatha 
Dietz 
Smith-Roland 
Lower Wilcox 
Beulah 
Southern pine char 
Switchgrass char 

low-volatile bituminous coal 
low-volatile bituminous coal 
high-volatile bituminous coal 
high-volatile bituminous coal 
high-volatile bituminous coal 
high-volatile bituminous coal 
sub-bituminous coal 
sub-bituminous coal 
lignite 
lignite 
woody biomass char 
herbaceous biomass char 

1.15 
2.10 
2.35 
3.30 
4.51 
5.88 
6.06 
6.52 
5.58 
6.52 
3.66 
4.05 

"Coal data from Hurt and Mitchell [14]. 
''For 100-//m particles undergoing oxidation in 6 mole ' ■ 02 at a gas temperature of 1500 K. 

reactive than coal char in steam gasification at 
1000°C [42]; coconut char is less reactive than low- 
rank coal chars but similar in reactivity to bituminous 
coal chars in C02 gasification at 900°C [43^5]; cot- 
tonwood and fir wood chars show comparable reac- 
tivity to lignite char in CO£ gasification at 700-900°C 
[41]. In a low-temperature (450-550cC) combustion 
experiment, bagasse chars and brown coal chars 
show comparable reactivity [4]. 

Captive Particle Experiments 

As a complement to the laminar-flow reactor, the 
captive particle imaging (CPI) system enables one to 
record the morphology and temperature histories of 
individual char particles throughout their combus- 
tion lifetimes—all within a reaction environment 
similar to the laminar-flow reactor. Figure 5 presents 
a sequence of video images for a Southern pine char 
particle (initially 100 fira in diameter), burning at 6 
mole % 02 in the CPI reactor. After ignition, the 
particle rotates and burns with incandescence. The 
incandescence disappears after about 200 ms, and 
the char continues to burn slowly, leaving the trans- 
lucent ash residue apparent in Fig. 5d. Comparison 
of video histories of a number of biomass char par- 
ticles reveals their heterogeneous nature: Some par- 
ticles display incandescence; others do not. Some 
particles take much longer to burn than others. 
Some show evidence of bubbling molten ash on the 
outer surface; others do not. 

The heterogeneity of the biomass char particles is 
more quantitatively demonstrated by Fig. 6, which 
portrays the temperature/time histories of several 
particles of switchgrass char. (Figure 6 does not in- 
clude the data from extremely reactive particles 

whose high near-infrared emission oversaturates the 
detector.) Although the shapes of the temperature/ 
time profiles are similar for all the switchgrass char 
particles (i.e., close to square waves), the actual tem- 
perature/time profiles and burning times vary 
widely. The maximum burning temperature does not 
vary that much from particle to particle, but the time 
necessary to reach the maximum temperature and 
the time sustained at the maximum temperature do 
vary significantly from particle to particle. Similar 
variations occur for particles of pine char (not 
shown), though they are somewhat less pronounced. 
Although caution should be exercised in extending 
the results of the CPI experiments to the conditions 
of the laminar-flow experiments, it is easy to see that 
variations from particle to particle in the time nec- 
essary to reach maximum temperature and the time 
sustained at that temperature could account for a 
measurable portion of the particle-to-particle tem- 
perature variation exhibited by the biomass chars in 
Figs, la, 3, and 4—since a vertical line drawn at any 
particular time value in Fig. 6 would intersect curves 
at a number of different values of particle temper- 
ature. 

Conclusions 

Our experiments demonstrate that the pine and 
switchgrass biomass chars are indeed quite reactive 
under conditions simulating pulverized fuel-fired 
boilers—their particle burning rates (at the early 
stages of char conversion) comparable to those of 
high-volatile bituminous coals. Biomass char reactiv- 
ity decreases somewhat during char conversion, 
however, as the more reactive carbon is preferen- 
tially depleted and the inorganic constituents of the 
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FIG. 5. Video images of a Southern pine char particle burning in the CPI reactor at 6 mole ' 
(a) 0 ms, (b) 83 ms, (c) 183 ms, and (d) 667 ms. Particle is read during incandescent period. 
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FIG. 6. Radiance temperature measured as a function of 
time for individual particles of switchgrass char burning in 
the CPI reactor at 6 mole % O.?. 

chars undergo physical and chemical transforma- 
tions that render them less catalytically active. 

An overwhelming feature of the biomass chars is 
their heterogeneity, both morphological and com- 
positional—a manifestation of which is that, under a 
given set of conditions, biomass chars burn at tem- 
peratures spanning the range of theoretical limits, 
from inert to diffusion controlled. For purposes of 
direct comparison with better-known fuels such as 
coals, we have presented surface burning rates for 
these biomass chars under standard combustion 
conditions. The irregular morphologies of the bio- 

mass chars and their wide range of burning rates 
would make a more rigorous and detailed kinetic 
analysis quite difficult. The simple median reactivi- 
ties presented may be useful for engineering esti- 
mates but are, in truth, only a crude description of 
a very complex population behavior. 
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COMMENTS 

Johan E. Hustad, Sintef Energy, Norway. You pyrolyzed 
the biomass samples before you introduced them in the flat 
flame burner in contrast what was done to the coal samples. 
Do you think that this affected the results? 

Author's Reply. It is the case that the coal particles were 
not pyrolyzed before we injected them into our laminar- 
flow reactor, so they do release an appreciable amount of 
volatile matter when they are first introduced into the re- 

actor. However, the biomass chars, though already "chars," 
also undergo devolatilization in the initial stages of burning 
since the relatively mild temperature of their preparation 
(625 °C) leaves them with a substantial amount of residual 
volatile matter (20-25% in the ASTM test). In our exper- 
iments, we are able to observationally distinguish the zone 
of coal devolatilization and volatiles burning from the zone 
of heterogeneous char combustion. All the burning rates 
reported in Table 1 for coals and biomass chars correspond 
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to the early stages of char burnout, so they are in fact on a 
comparable basis. 

S. Dasappa, Indian Institute of Science, India. In your 
presentation you have indicated the mole fraction of oxy- 
gen as 0.12 and 0.06. But the remaining fraction which 
consists of products of combustion like H20, C02 are not 
indicated? Have you studied the effect of these on the con- 
version and their relative importance in comparison with 
o2. 

Author's Reply. Originating from a H2/02/N2 flame with 
a small amount of CH4, the post-flame gas environment of 
relevance to your question contains 2.4 vol-% C02 and 18 
vol-% water vapor. We do not have any data that directly 
assess the role of C02 or H20 in these experiments. The 
classic work of Field [1], however, reports no effect of wa- 
ter vapor between 0% and 4% under very similar condi- 
tions, and the single-film model and supporting work of 
Mitchell et al. [2] consider the H20 in the particular en- 
vironment of interest here to be inert. 

REFERENCES 

1. Field, M. A., Combust. Flame 14:237-248 (1970). 
2. Mitchell, R. E., Kee, R. J., Glarborg, P., and Coltrin, 

M. E., Twenty-Third Symposium (International) on 
Combustion, The Combustion Institute, Pittsburgh, 
1990, pp. 1169-1176. 

Thomas H. Fletcher, Brigham Young University, USA. 
What was the particle size variation for the "held" particle 
experiments? Could the mass variation largely account for 
differences in reaction times. 

Please comment on the error bars in measured particle 
diameter and particle temperature for the biomass chars 
in relation to the previous coal char work. 

Author's Reply. The nominal particle size ranges in the 
captive particle imaging experiments were 106-125 and 
125-130 lira for the pine and switchgrass chars, respec- 
tively. However, because of the high aspect ratios of some 
particles, the actual ranges of particle dimensions could be 
broader than the nominal ranges as determined by sieving. 
Although we believe that a number of factors contribute to 
particle-to-particle variations in the combustion behavior 
of the biomass chars (as discussed in the paper), it is cer- 
tainly plausible that mass differences between particles 
contribute at least somewhat to the differences in the ra- 
diance temperature/time profiles exhibited in Fig. 6. Con- 

sistent with this scenario is the observation, from Fig. 6, 
that generally the particles quickest to heat up to their max- 
imum temperature are also the ones that spend the shortest 
times at that maximum temperature. It should be borne in 
mind, however, that a large portion of the "mass" in the 
biomass char particles is ash. 

There is no difference in the accuracy of the in-situ mea- 
surements of the particle temperature for the biomass and 
coal chars. Temperatures measured by our two-color py- 
rometry technique are estimated to be accurate to within 
25 K [10], For particles that are nearly spherical, diameters 
are accurate to within 10/im [10]. Particle diameter mea- 
surements, and their distinctions between the two types of 
chars, are fully discussed in this paper. 

Jon Gibhins, Imperial College, UK. You have observed 
differences in both particle size/shape and in particle com- 
position. Which of these do you think is more responsible 
for the observed distribution in reactivity? 

Author's Reply. Particle morphology and composition 
both appear to play major roles in determining the com- 
bustion behavior of these biomass chars since the observed 
particle temperatures and overall reactivities are governed 
by both transport and chemical reaction processes. Varia- 
tions in morphological factors such as particle size, shape, 
and pore geometry lead to particle-to-particle variations in 
mass transfer (and even heat transfer) processes both 
within and outside the particles. Variations in composition, 
particularly of catalytic inorganic elements, lead to particle- 
to-particle variations in intrinsic reactivity. Morphological 
and compositional factors are not always separable, how- 
ever, since morphological differences among biomass char 
particles often denote differences in distributions of the 
plant components (each different compositionally) from 
which the chars are produced—e.g., lignitic versus cellu- 
losic components. 

Our data (Fig. 1) indicate that under the conditions of 
our combustion experiments, the majority of the biomass 
char particles burn in Zone II [22-24], in which intrinsic 
chemical reactivity and pore diffusion both contribute to 
the observed combustion rates. Because even very small 
differences in the amounts or chemical forms of catalytic 
elements can produce large differences in gasification reac- 
tivity [32-38,41], particularly for oxygen-rich chars from 
low rank coals or biomass, compositional differences are 
likely to be an important factor in yielding chars of a broad 
range of reactivities. As pointed out in the paper (within 
our discussion of Fig. 2), energy-dispersive X-ray analysis 
of the biomass chars shows wide variation from particle to 
particle in the surface concentrations of catalytic elements 
such as K and Ca. One might surmise that such variations 
also exist within the particles. 
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The influence of pressure on the combustion rates of carbon (or coal) particles is shown, by comparison 
of prediction with experiment, to be zero to minor in the temperature range studied. This result is contrary 
to the empirical (nth order) assumption widely adopted in much of the literature that predicts a substantial 
pressure dependence at all temperatures. Two models were used in the comparison, and the results were 
compared with three independent experimental sets of data. These experiments were measurements of 
burning times of single coal particles by Tidona [19] at 1, 1.5, and 2 atm; reaction rates of char particles 
by Monson et al. [15] at 1, 5, 10, and 15 atm; and (noncritical) ignition temperatures of coal particles in 
the pressure range 0.4-1.7 atm [20]. The first model was based on the fundamental Langmuir-Nusselt- 
Thiele suite of theoretical equations in the form of the extended resistance equation (ERE) [35]. The 
second model combined the Nusselt BLD analysis with the empirical nth order assumption that the 
reaction rate at all temperatures is proportional to the nth power of the partial pressure of the oxygen 
concentration (pjx) [2,3]. The ERE model was able to predict the structural form of the experimental 
results with adequate prediction of numerical values, particularly of the reaction rates measured by Monson 
et al. In particular, the ERE predictions and experiments jointly showed small to no dependency of the 
rates on pressure, contrary to the predictions of the empirical model. We conclude that the empirical 
model has no experimental support for the assumptions made and that fundamentally based equations can 
be developed or already exist that can be used to predict carbon combustion reaction rates at elevated or 
reduced pressure with acceptable confidence. 

Introduction cal models [5] and, specifically, an adsorption-de- 
sorption process on presumed active sites. Only the 

The influence of pressure on the combustion rates adsorption step is identified as pressure-dependent 
of carbons and coals is a significant fundamental and so that the pressure dependence of the overall re- 
practical problem that has been a subject of analysis action is a function of the relative magnitudes of the 
and investigation for several decades. The history of two steps and, thus, of temperature. In a 1981 review 
carbon reaction studies [1-3], however, shows a clear [1] of then-available experimental sources on effect 
dichotomy with regard to the reaction rate equations of pressure, including combustion of coal in diesel 
used and, specifically, their representation of the de- engines, gas turbines, and shock tubes, the balance 
pendence on pressure, which is the central issue in of the evidence essentially supported a marginal 
this paper. The dichotomy turns, particularly, on pressure dependence, if any, indicating on this 
whether the reaction mechanism is a two-step or model the dominance of the desorption step for the 
one-step process where the two-step model has been relevant range of experimental conditions. We show 
developed from fundamental concepts but the one- substantially the same result in this paper, 
step assumption is empirical. We set these positions In support of the phenomenological assumptions, 
in context by a brief summary of the key elements mechanistic (ab initio) models [6,7,8] likewise imply 
of the alternate models available. or use this two-step process, generally stated in 

Fundamental studies originating with Rhead and terms of pressure-dependent molecular orbital anal- 
Wheeler [4] and Langmuir [5] focused initially on yses for the chemisorption process and pressure-in- 
experimentally based [4] two-step phenomenologi- dependent electron binding-transfer processes for 

3085 



3086 COAL AND CHAR COMBUSTION 

TABLE 1 
Summary (comparison) of experimental conditions and objectives 

Ref. No. Author(s) 
Experimental 

objective 
Temperature range: diameter pressure 

°C /im range: atm 

[19] Tidona 

[15] Monson et i 

[20] (this work) 

measurement of particle 
burning times 

measurement of specific 
reaction rates 

measurement of ignitioh 
temperatures 

2200-3000 100-300 1, 1.5,2 

1300-2200 70 1-15 

400-600 350-600        0.4-1.7 

the desorption or film decomposition step; the last 
has been given particular study in connection with 
catalytic behavior [9]. Statistical models of the pore- 
tree, random pore, or fractal type [10-13] generally 
can use any statement of a rate expression or equa- 
tion considered appropriate but do not directly ad- 
dress the problem at issue here. 

In recent studies [2,3,14,15], however, the most 
commonly used approach to describe the reaction 
rate has been use of a single-term empirical equa- 
tion, implicitly representing a one-step mechanism, 
although this has long been known to be at variance 
with experiment. Pressure is included explicitly in 
this equation as a power index of the oxygen partial 
pressure, pgx (the nth order rate expression). As 
such, it predicts a primary dependence on pressure 
at all temperatures. The source for this expression 
most usually cited is Frank-Kamenetskii [16], and a 
recent review by Smoot [3] identifies nearly a score 
of flame models using the expression. 

As an empirical equation, the nth order expression 
can only curve fit. Nevertheless, the coefficients ob- 
tained are generally represented as rate parameters, 
although typically such parameters have been shown 
to vary from one experimental condition to another 
[14,17] so that their value in prediction and extrap- 
olation is well-known to be problematic. Smoot and 
Fletcher [18] make the point with particular empha- 
sis, stating that the nth order expression is "coal spe- 
cific, and inappropriate for extrapolative use." This 
clearly defines the problem at issue. Likewise, Mon- 
son et al. [15] specifically question "whether a more 
fundamental rate expression . . . (can) better de- 
scribe the total pressure effects." This observation 
alone provides a prime reason for examination of the 
theoretical position to provide a fundamental basis 
in place of the acknowledged empiricism. 

Thus, our objective in this paper is to examine op- 
tions for theoretical prediction, based on available 
fundamental developments, with experimental ver- 
ification from three different sources in support. 
Two of those sources are data published by others 
[15,19]; the third is data we reported in conference 
recently [20] and now present here in publication. 

These three suites of experiments, as shown in Table 
1, differ markedly in method of experiment, particle 
size, temperature range, and experimental objective. 
However, as we will show, they all support the po- 
sition advanced here, developed from the funda- 
mental theory that the pressure dependence of the 
reaction rate can be formulated in fundamental 
terms. This shows a variation from independence of 
the absolute pressure at lower temperatures to a mi- 
nor dependence for small particles at high temper- 
ature. 

Experimental 

Tidona Experiments 

Tidona [19] measured burning times of particles 
as a function of diameter at three different pres- 
sures. Using the same techniques and procedures 
employed by Ubhayakar and Williams [21], selected 
particles of coal were injected into quiescent oxygen 
environments at room temperature and ignited with 
a ruby laser (consequently, they were burning in cold 
surroundings). Both absolute pressure and oxygen 
mass fractions were varied, with experimental data 
values reported for oxygen partial pressures of 1,1.5, 
and 2 atm and oxygen mass fractions of 0.7-1. Par- 
ticle sizes ranged from 100 to 300 /im. Combustion 
times were determined by high-speed cinemicrog- 
raphy and two-color optical pyrometry. The temper- 
ature records showed that after an initial tempera- 
ture jump to stable combustion, the temperatures 
then remained substantially constant until extinction 
or final burnout with values in the range 2500-3300 
K. The photographic records also indicated swelling 
of the particles by factors up to 2 at about the mo- 
ment of ignition; this is consistent with other results 
[22]. 

In analysis of the data, Tidona reported that the 
combustion was controlled by boundary-layer dif- 
fusion (BLD) and that, as shown in Fig. 1, the burn- 
out times varied, as expected, with the square of the 
initial diameter, in accordance with the standard 
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Square of Initial Diameter (mmA2) 

FIG. 1. Tidona Data [19]. Variation of burning time (tb) 
with square of initial diameter (d2), as predicted by Eq. 
[10] (Nusselt equation) for coal particles burning at 1, 1.5, 
and 2 atm; and showing independence of burning constant 
(slope of line, KD) with pressure as predicted by Eq. (10). 
Experimental and predicted values of KD are in agreement 
at 200 s/cm2 (for values of standard deviations, see text). 
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FIG. 2. Monson et al. Data [15]. Arrhenius plot of spe- 
cific reaction rate (variation of log [rate] versus reciprocal 
temperature) for 70-fim char particles reacting at pressures 
of 1, 5, 10, and 15 atm compared with predictions (lines) 
from Eq. (10). Measurements and predictions show minor 
influence of pressure on reaction rate at the higher tem- 
peratures, partially modified by decreasing reaction pene- 
tration factor (s) with increasing pressure. 

Nusselt theory [23] as summarized later. Figure 1 is 
constructed from the reported [19] results; they 
show no significant influence on the burning times 
caused by change in pressure. 

Monson et al. Experiments 

Monson et al. [15] measured combustion rates of 
coal chars in an electrically heated drop tube reactor 
of generally standard design inside a pressure con- 
tainer. The capabilities included operation at pres- 

sures of 1-15 atm, temperatures of 700-1400cC, and 
particle residence times of 30-1000 ms. A modified 
Sandia particle imaging system [24] was used to ob- 
tain simultaneous measurements of particle velocity, 
temperature, and diameter. Partially reacted char 
residue was collected by sampling and used to de- 
termine burn off (from tracer analysis). A substantial 
body of results is reported in the paper; the results 
of relevance to our purpose here were those for data 
on the variation of specific reactivity (in g/cm2 • s) 
with temperature, as shown in Fig. 2, and change in 
density with burn off. Figure 2 is a replot of their 
rate data with our independently calculated predic- 
tion lines included, using the theoretical procedure 
described later. 

This Work 

Ignition temperatures of captive coal particles in 
a size range similar to that of Tidona were measured 
by attaching the particles to thermocouples and 
burning them between two small electrically heated 
coils. Earlier work at normal pressures using this 
method of experiment concentrated on the study of 
burning times, mostly for coal particles at normal, 
vitiated, and elevated oxygen concentrations [25,26] 
and for CWF drops [27]. 

Unique to these experiments was the enclosure of 
the equipment in the pressure container and the fo- 
cus on measurement of ignition temperatures by 
measuring the temperature variation with time (T-t 
signal) under noncritical ignition conditions and de- 
termining the ignition temperature as the point of 
inflection (POI) of the T-t curve during heat up 
[28,29]. The POI was obtained by differentiation of 
a fourth-order curve fit to the experimental T-t 
curves. The general procedure is outlined in Ref. 28 
and has been most completely developed and de- 
scribed by Fu and Zeng [29], 

The experimental system used is illustrated in Fig. 
3. The heating system consists of two plane, hori- 
zontal wire resistance coils of 1 inch diameter spaced 
1/2 inch apart and heated electrically. The particles 
are cemented to fine thermocouples and positioned 
between the two coils. The carrying fibers are at- 
tached to a rotor so that up to four particles can be 
rotated into position sequentially after successive 
burnout. The whole device is enclosed in a sealed 
container that allows a fourfold variation in pressure 
(from 0.4 to 1.7 atm) and is pierced by the electrical 
leads to heat the coils and by the TC leads for the 
T-t signal. As the particles heat up and ignite, the 
time-dependent TC output passes through an A/D 
converter and is recorded in PC (Lotus) files. 

The temperature range in the experiments was de- 
termined by the range of ignition temperatures (Tig) 
found experimentally from the POIs of the T-t 
curves, as illustrated in Fig. 4. As can be seen from 
this plot, there is no evident influence of pressure. 
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FIG. 3. This Work. Schematic (plan view) of particle- 
ignition device showing heating coils and hub carrying four 
particles on TCs and indicating connections for power sup- 
ply to coils and for data acquisition (passed to A/D con- 
verter and into Lotus flies). 
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FIG. 4. This Work. Variation of (noncritical) ignition tem- 
perature (Tig) with pressure showing lack of dependence 
of ignition temperature on pressure in agreement with Eq. 
(14). Bars are 1 SD on 8 measurements per point. 

Theory 

Choice of Model 

The equations of concern for this study are those 
governing the combustion of a spherical particle of 
carbon or coal in oxygen-enriched or vitiated air with 
variation of absolute pressure. The standard primary 
description of the behavior is a two-stage physical- 
chemical process. Stage 1 is the physical in-diffusion 
of reacting oxygen to the particle surface through 
any inert component and against out-diffusing re- 
action products (the Nusselt boundary layer or BLD 
diffusion process), sometimes with continuing dif- 
fusion to the interior of the particle. Stage 2 is the 

chemical reaction of the oxygen at the external or 
internal surface of the particle; as identified in the 
Introduction, this can be represented as either a 
two-step or one-step process. Regarding the predic- 
tion of the different rate processes, there is a sub- 
stantial amount of common quantitative agreement 
regarding the BLD process. There is also qualitative 
agreement that there can be joint external surface 
and/or internal reaction, with agreement further that 
the quantitative basis for determining the (physical) 
in-diffusion to the interior is provided by the Thiele 
analysis [30], This is true even though in many boiler 
model programs the internal burning is stated [3,18] 
to be accounted for only implicitly and nonmechan- 
istically. 

BLD Equation 

For the diffusion of oxygen in nitrogen through 
the boundary layer of a reacting carbon particle to 
form a mixture of CO and C02 at the particle sur- 
face, the standard form DE for the transport of the 
oxygen is [31] 

- (pDJ ■ (dyjdr) + vya (1) 

and the solution for the oxygen supply rate to the 
surface of a spherical particle, — g£x, is 

-gSx = kUyZx ~ ?/ox) 

= (1 +f)-C-(PDJa)-(yZ,-ysJ     (2) 

Diffusion Rate Kinetics 

Translation of the oxygen molar diffusion rate to 
the carbon surface, ( — gjx), into mass of carbon re- 
moved per unit area transforms Eq. (2) into the spe- 
cific reaction rate, Rs [32,33]: 

B. ko'iyöx - ysox) =  -a-idaldt)        (3) 

ith 

kD = (l+f)-C-(po- D°Ja) ■ (T/ToF      (4) 

The influence of pressure (P) on the diffusion rate 
depends only on the group (/>oDgx). Since D°ox (molar 
basis) is inversely proportional to pressure [31,34] 
and density is proportional to pressure, the product, 
(pD), is then independent of total pressure over the 
pressure range involved in these experiments. Con- 
sequently, in BLD-controlled reactions such as Ti- 
dona s experiments, no influence of pressure is pre- 
dicted. 

This BLD analysis is essentially common to all ap- 
proaches. The differences in viewpoint with regard 
to the dependence of the rate equations on pressure 
thus focus on the treatment of the gas-solid rate ki- 
netics. 
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Gas-Solid Rate Kinetics 

The alternatives for the gas-solid chemical rate 
kinetics differ principally in the use of: (1) a two-step 
reaction based on fundamental considerations, and 
(2) the one-step reaction adopted on an empirical 
basis. 

1. The two-step fundamental rate expression most 
fully developed, and best supported experimen- 
tally, is the Langmuir [5] adsorption-desorption 
model (for discussion of alternatives, see Refs. 1 
and 33). For nondissociative adsorption with in- 
ternal reaction governed by Thiele kinetics, the 
modified Langmuir is obtained [33,35,36]: 

1/R, = (l/eka-yj + (l/skd) (5) 

where e = 1 + a/3 and a is the power index for 
the variation of density with diameter during re- 
action (al(J0) = (d/d0)a [35], It is also potentially 
predictable by a range of expressions depending 
on the zone in which the reaction takes place 
[36]. 

2. The one-step nth order reaction rate expression 
most consistently used by the empiricists, as cited 
by Monson et al. and others [2,3,14,15,17] has the 
form 

Rs = k-p»ox = k-P»-y^ (6) 

where k is a proportionality constant commonly 
identified as a (single-step) velocity constant. The 
power index, n, is an empirical parameter that is 
either specified arbitrarily or obtained from the 
experimental results under analysis. The effect of 
internal reaction is not included in this expression 
(see Eq. [5]); it is evidently introduced by in- 
spection [18]. 

Combined Kinetics 

The complete rate equations obtained after com- 
bination of diffusion and reaction have the alternate 
forms: 

a. The extended resistance equation [35] based on 
the fundamental derivations 

1/R, = (l/kD-yJ + (l/s-ka-yj 

+ (1/e-y (7) 

b. The empirical formulation [1,2,15,16] 

Rs = Hpox-U -RJRs,J]n (8) 

In this expression, it may be noted that the value 
of Rs requires solution of a (l/n)th-order expression. 
Frank-Kamenetskii [16] describes a graphical 
method for this. Many investigators using this ex- 
pression do not appear to use a root extraction pro- 
cedure. 

Pressure Dependencies 

The dependencies for the specified velocity con- 
stants are as follows: 
1. No dependencies, (a) The diffusion velocity con- 

stant, kD, given by Eq. (4), is pressure indepen- 
dent, as shown previously by equation develop- 
ment, (b) The desorption velocity constant, kd, is 
pressure independent by specification. 

2. Dependency. The adsorption velocity constant, 
ka, is given by the following [33]: 

ka = (3/8)(/>0P0/2-7t)i/2-(P/P0) 

•(T/T0)i
/2-exp(-Ea/RT) (9) 

showing a first-order dependency. 
3. Unspecified. The pressure dependency of the em- 

pirical velocity constant, k, in Eq. (8) cannot be 
specified ab initio. It is arbitrarily specified, as 
noted, by formulation as the nth-order expres- 
sion, as given in the Introduction and in Eq. (8). 
Numerical values of the pressure dependency 
(index n) have to be assumed or determined by 
experiment. 

Results and Data Evaluation 

Tidona Data 

A summary evaluation of Tidona s data is provided 
in his original paper [19]. What we add here in sum- 
mary is the equation derivation used (not given in 
his paper). Accepting Tidona's position that the par- 
ticles were burning at the diffusion limit, the rele- 
vant rate equation is Eq. (3) with ys

ox = 0. The so- 
lution is standard [25,32] and is most commonly 
written in the Nusselt square-law form [23] for the 
variation of time as a function of diameter, d. In the 
burnout limit, th, for an initial diameter, d0, this 
gives: 

tb = KD-d% (10) 
where 

KD = ffo/[8 • (1 + f) • C ■ (pD) • yZx] (11) 
Figure 1 is a replot of Tidona's data according to 

Eq. (10). The three lines are least-squares regres- 
sions through the origin for the three pressures (re- 
spectively 1, 1.5, and 2 atm), after data check using 
small-number-statistics considerations [37], with 
corresponding KD values 217, 226, and 192 (s/cm2) 
with SDs of 16, 10, and 12. The mean KD value is 
212, which is within 1 or 2 SDs of the individual 
values and is within 1 SD of the (mean) value of 206 
given by Tidona. It is also within 1 SD of the (ap- 
proximate) value of 200 calculated from Eq. (11). 
For the calculation, parameter values used were a0 

= 1.43 g/cm3, p0 = 1.29 X H)-3g/cm3;D0 = 0.18 
cm2/s;/ = 1; C = 1; yöx = 0.21; and the calculation 
included corrections for density reduction by vola- 
tiles loss (for VM = 39%); swelling (by a factor up 
to 2); temperature correction in the boundary layer 
to allow for cold ambient in the determination of pD; 
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TABLE 2 
Rate Coefficients for Figure 2 

This work: Two-step (Langmuir-type) reaction: 
All   curves:   Common   parameters   at   all 
pressures 

Second Thiele Factor Values 

k°a = 0.435 g/cm2 • s k°d = 4.5 g/cm2 • s P(atm) 
Ea = 7500 cal/mol Ed = 24,000 cal/mol e 

Monson et al. [15]: One-step (empirical basis) reaction: 

"Rate" parameters change with pressure 
P(atm) 1 

1 
3.6 

5 
2.5 

10 

10 
2.0 

15 
1.8 

15 

K (g/cm2 ■ s 
E(cal/mol) 

1.78 
14,800 

0.0382 
3400 

0.0227 
3800 

0.0098 
4900 

and correction for very high ambient oxygen con- 
centration (0.7-1 mass fraction), which requires use 
of — ln(l — y™x) in place of (/ox [26]. The value of 
KD calculated before correction was about 100 (s/ 
cm2) and, with the corrections, was approximately 
doubled in essential agreement with the experimen- 
tal value. In evaluating the corrections, the density 
reduction by VM loss (reducing a0 and hence KD by 
approximately 2) and swelling (increasing KD by 
about 4) were the two largest and accounted, overall, 
for a doubling (approximately) in the initially calcu- 
lated value. 

Therefore, what these results show is that the 
functional form of the diameter-squared relation is 
supported by experiment; the numerical value of the 
burning constant obtained experimentally is in 
agreement, within expected error, with the calcu- 
lated value; and the experimental values of KD are 
substantially independent of absolute pressure, in 
agreement with prediction. 

Ignition Data (this work) 

Determination of ignition temperatures under 
noncritical conditions depends on determining the 
point of inflection (POI) in the temperature-time 
(T-t) curve (at [d2T/dt2] = 0) rather than the (nom- 
inal) plateau (at [dT/dt] = 0). This is a variant of the 
Semenov TET analysis applied to ignition of parti- 
cles as reviewed elsewhere [38]. The noncritical cri- 
terion was proposed in an earlier paper [28] and 
studied in detail by Fu and Zeng [29]. For a particle 
of mass m, specific heat c, and temperature T, the 
net rate of heat supply Q, to the particle as it heats 
up is the difference between the rate of heat re- 
leased by the reaction, QG, and the rate of loss to 
the ambient, QL, thus 

m-c- (dT/dt) = Q = Qc .(12) 

Solution of this equation yields a sigmoid T-t 
curve; and, in noncritical ignition theory ignition oc- 
curs at the point of inflection, corresponding to the 
Taffanel and le Floch condition that dQ/dT = 0. 
However, the van't Hoff condition (Q — 0) does not 
hold (see Ref. 38). Using Eq. (6) as a diagnostic ap- 
proximation to Eq. (5), Eq. (12), after differentiation 
to obtain the point of inflection, becomes, in dimen- 
sionless form [38,29], 

d26/dz2 = d<j)ldT 

= [[exp(-l/0)]/0? - VKd}-<j) = 0     (13) 

Using the Cassel and Liebmann [39] power ap- 
proximation for the Arrhenius group, exp( —1/0) = 
B ■ 6ß; Eq. (13) becomes, after substitution and ex- 
pansion, 

Of-2 = 1/BKd = (2/Bd) ■ {k/k0hcy
nJ      (14) 

Eq. (14) shows dependence of ignition tempera- 
ture (0j) on diameter and oxygen mole fraction [yox] 
but not on pressure; the prediction of lack of depen- 
dence on pressure is supported by the experimental 
results shown in Fig. 4. 

Monson et al. Data 

Evaluation of these data requires the use of a com- 
plete rate equation, either Eq. (7) or Eq. (8). Eval- 
uation in terms of Eq. (8) was performed by Monson 
et al. with the indicative result that the fairly com- 
pact data band shown in Fig. 2 was "exploded," with 
a data range of more than an order of magnitude at 
any given temperature, and requiring markedly dif- 
ferent values of k0 and E (listed in Table 2), for the 
same chars for curve-fitting lines at the four different 
pressures. This clearly shows the inadequacy of the 
empirical nth-order curve fit and the need for an 
alternate approach. 
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FIG. 5. Monson et al. Data [15]. Comparison of experi- 
mental (Monson data points) with calculated (this work, 
lines) reaction rates for the 70-jUm char particles reacting 
at pressures of 1, 5, 10, and 15 atm. 

The alternative advanced here, of the use of Eq. 
(7), is illustrated in the predictions shown in Fig. 2. 
In this figure, the same values for the reactivity pa- 
rameters, k°, Ea, k°d, and Ed, based essentially on lit- 
erature values [1,33,35,40] and listed in Table 2, 
were used for all the curves. There is a small depen- 
dence on pressure that is due to the adsorption term 
(Eq. [9]), modified, as we will examine, by the re- 
action penetration factor e. The values used for e 
were obtained from the experimental density/diam- 
eter data reported by Monson et al. [5] for the four 
pressures (Table 2). The values used for the BLD 
parameters were in general those used in the Tidona 
calculations, but the BLD influence is minor to triv- 
ial in any event for the Monson experimental con- 
ditions. 

The accuracy of the calculations was also checked 
by plotting the experimental values against the cal- 
culated values, as shown in Fig. 5. The line shown 
as the regression for all the data values, with omis- 
sion of four outliners from the calculation based on 
Ref. 37, has a slope of 1.00 (exactly the theoretical 
value) with a SD of 0.03. The lines for the four pres- 
sure sets (1, 5, 10, and 15 atm), calculated individ- 
ually, had slopes of 0.93 ± 0.04, 1.04 ± 0.08, 1.07 
± 0.06, and 1.12 ± 0.05. Adjacent lines are within 
1 SD of each other, and are within 1 to 2 SDs of the 
theoretical value of unity. Any residual trend caused 
by pressure is considered marginal. 

Within the noise of the measurements, Fig. 2 
shows no evident trend in the experimental data with 
pressure. The computed lines apparently show some 
minor influence, but with the trends strongly influ- 
enced at a second order of magnitude by the reac- 
tion penetration factor s, as noted previously. The 
three higher pressures show marginal differences 
that are well within the noise of the experimental 
data. At the lower temperatures, the lowest (1 atm) 
pressure line is seen to predict rates greater than at 

the higher pressures, with a reversal upon moving to 
the higher temperatures. This crossing of the lines 
is due to the differences in the values of s. If the 
same value of £ is used, all the lines converge to a 
common trend line at the lowest temperatures, gov- 
erned almost totally by the desorption term. As the 
temperature increases, the concave downward trend 
develops, and the lines diverge (at a second order of 
significance for this particle size) because of the dif- 
ferences in pressure. We reemphasize, however, the 
second-order level of any pressure influence in the 
experimental range of concern. With increasing tem- 
perature, extrapolation shows that the influence of 
pressure becomes more marked but remains sub- 
stantially secondary. 

Conclusions 

The conclusions to be drawn from evaluation of 
these three suites of experiments would thus seem 
to be clear-cut. Where reaction is controlled by dif- 
fusion, as in Tidona's experiments, or by desorption, 
as in our ignition experiments, the prediction that 
reaction is independent of pressure is clearly sup- 
ported. In the case of Monson's experiments, the 
situation is a little more complex but in accordance 
with the predictive equations and still showing rel- 
atively little influence of pressure. For those exper- 
iments, the prediction is that for a common degree 
of reaction penetration—value of e—a degree of 
pressure sensitivity is to be expected. As seen in Fig. 
2, the experimental results show little or no pressure 
sensitivity caused by the differences in reaction pen- 
etration, fi, as measured experimentally. 

The further, more general conclusions, are that for 
temperatures below about 1000°C, the reaction is 
controlled mainly by the chemical desorption pa- 
rameter and a linear fit on the Arrhenius plot is pos- 
sible. However, for temperatures above 1000°C, the 
Arrhenius line is clearly curved as a result of the 
increasing importance of the adsorption term with 
increasing temperature; thus, the rate data on an Ar- 
rhenius plot cannot be represented adequately or 
accurately by a linear fit to the data, contrary to the 
implications of Eq. (8). Additionally, the common- 
ality of the data as shown by Fig. 2 is partly a con- 
sequence of the differences in reaction penetration 
(e) at different pressures. 

These results show that the equations developed 
from the available fundamental theories of reaction 
are evidently adequate for accurate interpretation 
and/or prediction of carbon reaction rates. Accord- 
ingly, we see no further reason to continue the use 
of the empirical relations such as the nth-order ex- 
pression other than for diagnostic purposes. It would 
appear appropriate, instead, to give proper critical 
attention to the fundamental theoretical develop- 
ments that are already available on this point in the 
relevant literature. 
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Nomenclature 

a        particle radius 
d        particle diameter 
Dox     oxygen diffusion coefficient 
Ea      adsorption activation energy 
Ej      desorption activation energy 
/ reaction mechanism factor (f = 1 for C02 for- 

mation;/ = 2 for CO formation) 
gox mass rate of flux of oxygen through boundary 

layer 
hc      enthalpy of reaction 
kf) diffusion velocity constant for oxygen supply 

to surface 
kD diffusion velocity constant in term of mass re- 

moval rate of carbon from surface 
ka adsorption velocity constant: = k°a, exp(— EJ 

RT) 
kj desorption velocity constant: = k% exp( — Edl 

RT) 
k empirical velocity constant: = k0 • exp( — El 

RT) 
n        empirical reaction order 
pox      oxygen particle pressure 
P        total pressure 
QG     heat released by reaction in TET analysis 
QL     heat lost from reaction system in TET analysis 
r radius 
Rs specific reaction rate at particle surface (mass 

removal rate of carbon per unit area) 
t time 
T       temperature 
Ts       surface (particle) temperature 
T„       ambient gas temperature 
v Stefan flow velocity 
yox      oxygen mole fraction concentration 
a power index in density/diameter relation: (a/ 

er0) = {d/d0)
a 

E reaction penetration factor: = (1 + a/3) 
a        solid (particle) density 
p        ambient gas density 
1        thermal conductivity 
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COMMENTS 

Thomas H. Fletcher, Brigham Young University, USA. 
You mentioned that rate coefficients were taken from the 
literature. How did you deal with effects of coal type? Was 
it only in the "second" effectiveness factor, or were the A 
and E values adjusted? 

Author's Reply. No coal type factor was involved since 
the rate coefficients were only required for the Monson et 
al. [1] data and in that paper there was only one char. For 
the A and E values used in the predictions, our basis for 
selection was the auto-correlation plot given elsewhere [2] 
between In(A) and E. This reduces the two variables, A 
and E, to substantively one for a given reaction. There was 
some adjustment of the paired values, but within the limits 
defined by auto-correlation plots. At this time, there would 
appear to be no evident coal type (rank) effect on the E 
(or A) values, that is to say, on the chemical components 
of reactivity, at least at the level of engineering measure- 
ment or use. Bum-out can be faster if the char formed is 
more open and there is easier access to the particle inte- 
rior—determined by the Second Effectiveness factor. The 
apparent influence of coal rank would appear to depend 
less on chemical properties and more on physical condi- 
tions such as heating rate. 

This is not to say that some influence of coal type may 
not be determined in the future but this will require in our 
view more complete/reliable experimental measurements 
(such as joint measurements of both rates and density 
changes, as in the Monson experiments) coupled with more 
complete analysis of the experimental results. This will 
have to be repeated for a range of coals under different 

char forming conditions to create a reliable data pool to 
determine the influence of coal type. To our knowledge, 
this data base does not yet exist, and the best evidence at 
this time is that coal rank is of minor importance. 
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L. Douglas Smoot, Brigham Young University, USA. This 
analysis shows declining influence of adsorption with rising 
pressure with little influence of pressure dependent ad- 
sorption. Results of the previous paper in this session [1] 
that adsorption was the dominant suggested kinetic rate 
control with desorption being negligible. Is there a straight- 
forward explanation for this observe difference? 
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Author's Reply. The observation that the pressure-de- 
pendent adsorption has small influence on the overall re- 
action rate is essentially true except at the lowest (1 atm) 
pressure (where the influence is between first and second 
order). The conditions of the previous paper [1] that the 
reaction was adsorption dominated suggests a conclusion 
that could be dependent on sufficient differences in the 
experimental method. One critical difference in the rela- 
tive velocity between sample particle and gas stream where 
the particles in the Monson's [2] experiments were essen- 
tially travelling with the gas stream, but in [1] paper there 
was a relative velocity of 0.2 m/sec (20 cm/sec). If the 
boundary layer is sufficiently reduced by this then it seems 
to me that the conclusions ofthat paper must follow, if the 
Langmuir is, indeed, applicable. If Dr. Smoot is drawing 
attention to the need to start a comparative critical review 
of both potential rate equations and the relevant contents 
involved, I would totally agree and I would support such 
an initiative. I believe it is long overdue. 
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Eric Suuberg, Brown University, USA. The literature on 
intrinsic carbon oxidation kinetics shows very few examples 
of simple integer 02 reaction order (e.g., Ref. 1 of this 
paper, or Suuberg et al. [1]). Few results support zero or- 
der. There is little doubt, as concluded in this paper, that 
observed orders are determined by complicated reaction 
sequences. It was earlier observed [1] that gasification of a 

char at 623 K gave an order with respect to 02 of 2/3, 
whereas Oa chemisorption (on the same char) at lower 
temperature was first order. Moreover, the 2/3 order ob- 
served during gasification was constant over 3 orders of 
magnitude 02 pressure, apparently ruling out use of the 
simple Langmuir model proposed here (since it cannot 
predict a constant fractional order over this wide a pressure 
range). Thus it appears that there is still an unresolved 
question as to a suitable explanation for the empirical nth- 
order rate expression. 
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Author's Reply. This does raise a point that needs much 
more experimental attention. The original literature follow- 
ing Langmuir does provide some data. A recent examina- 
tion/test of the Langmuir is given in Ref. 33 of the paper 
but more tests are badly needed. Regarding Dr. Suuberg's 
observation [1] that he reported a Pox 

2/3 this also supports 
the need for more careful direct investigation of the Lang- 
muir—and of the other rate expressions that are available 
in the literature (Temkui, etc.) In particular, the dissocia- 
tive Langmuir could be the better description of Dr. Suub- 
erg data, and I think this should be explored, along with 
the other possible candidates. My basic position is that: 
data I have examined do generally support the Langmuir, 
where this can be tested; the Langmuir has a theoretical 
basic: the nth order (power Frendlich) does not. If then 
the Langmuir is found the most generally supported, then 
we still should focus on development of an alternative 
equation, but based on fundamentals, rather than revert to 
unsound empiricism. 
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THE INFLUENCE OF PRESSURE ON CHAR COMRUSTION KINETICS 

ERIC CROISET, CHANTAL MALLET, JEAN-PAUL ROUAN AND JEAN-ROBERT RICHARD 
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Combustion experiments in a fixed-bed reactor were performed at 0.2, 0.6, and 1.0 MPa for tempera- 
tures between 850 and 1200 K with Westerholt bituminous coal char sized in the range 90-106 fim. The 
rate constants were first determined with the so-called "nth-order" overall expression of the combustion 
rate. Then, a simplified heterogeneous reaction mechanism including a two-stage adsorption-desorption 
process was proposed to understand the influence of the total pressure on the adsorption and desorption 
reactions. Using the technique of sudden removal of oxygen, it was found that the total pressure has no 
effect on the desorption rate constants. Because the combustion is controlled by the adsorption of oxygen, 
the adsorption rate constant appeared very similar to the overall rate constant. Increasing total pressure 
up to 0.6 MPa was found to decrease the rate constants if the oxygen "concentration" is expressed as the 
oxygen partial pressure (r = k PQ2)- If the oxygen concentration is expressed as the oxygen mole fraction 
(r = k i/02) there is only a weak effect of the total pressure on the rate constant. Another effect of a 
pressure increase is to decrease the transition temperature from a kinetics-controlled regime to a regime 
co-controlled by pore diffusion. To clarify the effect of pressure on combustion, a Langmuir adsorption 
isotherm was chosen and the adsorption constant was determined at 0.2, 0.6, and 1.0 MPa. It was then 
found that the Langmuir adsorption isotherm is particularly suitable when working at elevated pressure. 

Introduction 

Pressurized combustion of solid fuels for gas tur- 
bines has the potential of a high combined cycle ef- 
ficiency approaching that of an oil-fired combined 
cycle. Although the combustion of carbon at atmos- 
pheric pressure has been studied extensively, few 
studies have been reported at elevated pressures. 
There is general agreement on the main effects of 
pressure. Studies at fixed gas composition [1-4] 
showed two trends. The first concerns diffusion-lim- 
ited combustion in which no effect of pressure has 
been observed. This is because the higher oxygen 
partial pressure, due to higher total pressure, is 
counterbalanced by a lower oxygen diffusion coeffi- 
cient. A second trend has been observed in kinetics- 
limited combustion. An increase in total pressure 
produces a rise in oxygen partial pressure, thereby 
accelerating the chemical rate. Monson et al. [4] and 
Richard et al. [5] studied the effect of total pressure, 
varying the gas composition to maintain the oxygen 
partial pressure constant. They found that an in- 
crease of pressure decreases the combustion rate. 
Saastamoinen et al. [6] summarized the effects of 
pressure for different situations as indicated in Table 
1. This table shows that it is essential, for combustion 
under pressure, to distinguish the case of combus- 
tion at constant oxygen partial pressure from the one 
at constant oxygen mole fraction. The importance of 
this distinction has also been pointed out by Mescher 

and Essenhigh [7] for the formulation of the com- 
bustion rate. Indeed, they criticize the validity of the 
empirical nth-order equation in which the oxygen 
concentration is expressed as oxygen partial pres- 
sure. They prefer the more theoretical formulation 
of Langmuir, in which the oxygen concentration is 
expressed as mole fraction of oxygen. Monson et al. 
[4] also questioned the nth-order formulation be- 
cause they found that the apparent preexponential 
factor and the apparent activation energy largely de- 
crease when pressure increases. 

The present work aims to clarify the influence of 
total pressure during char combustion. First, the 
trends found in the literature are confirmed by well- 
controlled experiments in a fixed-bed. Then the re- 
sults are quantified by determining the rate con- 
stants for both an overall combustion rate and a 
simplified mechanism. In the latter case, the influ- 
ence of pressure on the oxygen adsorption rate and 
on the carbon species desorption rate is considered. 
The combustion rate is written using the nth-order 
rate expression. The oxygen concentration is intro- 
duced first as a function of oxygen partial pressure 
and then as a function of oxygen mole fraction. This 
last formulation is then compared with the more 
theoretical Langmuir equation. 

Experimental 

A high devolatilized char, whose parent coal is 
Westerholt   coal   (high-volatile  bituminous),  was 
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TABLE 1 
Summary of the effect of an increase in the total 

pressure on the combustion rate of char particle (adapted 
from Saastamoinen et al. [6]) 

Combustion rate variation when 
total pressure increases 

Combustion regime        y02 constant P02 constant 

on the analyzers is not identical to that of the burned 
gas following the sample bed. Thus, a deconvolution 
method has been used [9,10]. It consisted of com- 
paring the reactor and the sampling line with a suc- 
cession of ideal stirred reactors. 

Theory 

Diffusion control 
Kinetic control 

weak variation      decreasing rate 
increasing rate     weak variation 

TABLE 2 
Ultimate analysis of the Westerholt char 

C (%)     H (%)    N (%) Ol S (%)     Ash (%) 

84.9 0.76 1.6       2.34 (diff)       1.2 9.2 

chosen for the experiments. The char, prepared at 
atmospheric pressure, was heated in a furnace at a 
rate of 10 K min'1 up to 1223 K in nitrogen. Finally, 
the char was crushed and sieved to the desired par- 
ticle size of 90-106 p.m. The ultimate analysis of this 
char is presented in Table 2. 

The experimental setup consists mainly of a fixed- 
bed located in a pressurized vessel that can handle 
pressure up to 4.0 MPa. Since this device has been 
described in detail elsewhere [8], only its major fea- 
tures are briefly recalled. The fixed-bed is a tra- 
versed-bed type and the reactant gas stream passes 
through a sample bed with a space velocity of up to 
0.2 m s"1 (stp). The temperature inside the bed is 
measured continuously through a type-K thermo- 
couple. The sample mass, between 30 and 50 mg, is 
mixed with a mass of 150 mg quartz sand to mini- 
mize the increase of the bed temperature. In that 
way, the elevation of the bed temperature never ex- 
ceeds 30 K. The sample is placed between two layers 
of quartz wool. The bottom layer is located in the 
lower part of the reactor, which is composed of a 
plate drilled with 1-mm holes, allowing the flow of 
gas and a passage for the thermocouple. The reactor 
is heated by an induction furnace (maximum tem- 
perature: 1300 K) and the temperature of the reac- 
tant gas is controlled by a thermocouple located just 
upstream from the bed. The burned gases are col- 
lected through a quartz probe located 2 cm above 
the bed and are directed to gas analyzers. The re- 
actant gas consists of mixtures of oxygen and nitro- 
gen. 

As will be seen in the section on theory, it is es- 
sential to know the exact development of the burned 
gases. Yet, the pattern of formation of the gases read 

Overall Reaction Rate 

A simple expression of the global reaction rate, r, 
can be written in the following form: 

(1) r = fc Pfc,. [kg-' or [s 

with 

k = Aexp(-£/flT) (2) 

where k is the apparent reaction coefficient, n the 
apparent reaction order, A the apparent preexpo- 
nential factor, E the apparent activation energy, and 
P02s the oxygen partial pressure on particle s surface. 
It has been established [11] that in a combustion 
regime controlled by kinetics (regime I), the appar- 
ent reaction order and the apparent activation en- 
ergy represent, respectively, the true reaction order 
and the true activation energy. When pore diffusion 
limitation occurs (regime II), the apparent activation 
energy is equal to half of the true activation energy 
and the relationship between the apparent reaction 
order, n, and the true reaction order, m, is n = (m 
+ l)/2. 

The overall reaction rate is determined experi- 
mentally from the gas analysis of the carbon species 
(in the present case, only CO and C02) and the 
change in size and density of the particles. The rate 
calculations are detailed in Ref. 12. 

Simplified Heterogeneous Reaction Mechanism 

The reaction of carbon with oxygen is a two-stage 
adsorption-desorption process. The mechanism 
used in the present work consists of three steps that 
represent the main reactions occurring during char 
combustion and is written as follows: 

*i 

02 + 2(-C)-»2(-CO) (Rl) 

(- CO) -> CO + free site (R2) 

2 (-CO) -> C02 + (-C) + free site     (R3) 

Reaction (Rl) is the reaction of dissociative adsorp- 
tion of oxygen on a carbon site, whereas reactions 
(R2) and (R3) represent, respectively, the desorption 
steps leading to CO and C02. In this mechanism, 
two types of active sites were considered: the carbon 
sites (-C) and the oxygen-covered carbon sites 
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( — CO).  The  fraction  of oxygen-covered carbon 
sites, e, is defined in the following way: 

(-CO) 
-C) + (-CO) 

(3) 

The fraction of carbon sites is then represented by 
(1 — e). Finally, the reaction rates of reactions (Rl), 
(R2), and (R3) can be written, here expressed in s"1, 

A = *i Poi (1 - e)2 

r2 = k2e 

r3 = k3s2 

(4) 

(5) 

(6) 

mi is the reaction order of the reaction (Rl) and kt 

is the rate constant of the reaction (Ri) and can be 
dependent on the fraction of oxygen-covered carbon 
sites, fcj = A(e) exp( — E(e)/RT). The three reactions 
of the simplified mechanism are considered as ele- 
mentary reactions and thus the reaction order m: 

should be equal to 1. Yet, a method to determine m1 

experimentally will be presented (see Eqs. [14] and 
[15]) to verify the hypothesis of elementary reaction 
for reaction (Rl). In the present work, only the 
Langmuir isotherm is considered, which assumes 
that the reaction rate constant is independent of the 
fraction of oxygen-covered carbon sites. The varia- 
tion of e is then given by the following equation: 

de 

dt 
2 *! PgJ, (1 - ef - k2 e (7) 

After an initial transient state ruled by Eq. (7), a 
steady state is reached when the adsorption and de- 
sorption rates become equal; e then reaches a con- 
stant value, ee. 

To determine the desorption rate coefficients, k2 

and fc3, the analysis of transient states created by sud- 
den removal of oxygen [13] was used. After reaching 
steady-state combustion, the oxygen flow is suddenly 
removed. Because there is no more oxygen, Eq. (7) 
is simplified and leads to the following equation: 

de 

dt 
-k2e (8) 

or, as a function of the experimental rate of CO and 
C02 formation, 

de 

dt 
-r2 - 2r3 (9) 

After rearrangement, integration of Eq. (8) yields 

r% 

f, = 

1 + 2 
(rz)e- 

(r2)e + 2 r2 
(r2l 

(10) 
exp(-k2t) 

where (r2)e and (r3)e represent the reaction rates of 

desorption of CO and C02, respectively, at the initial 
conditions just before the sudden removal of oxygen. 
The rate constant k2 is the slope of the curve ob- 
tained by plotting \nCF{) = fit). Since k2 is known, 
it is possible to determine ee: 

ee = (r2>e/k2 (11) 

Finally, k3 can be calculated in the following way: 

h = (r3)e/el (12) 

The rate constant for the adsorption of oxygen is 
determined at the steady state. At the initial condi- 
tions, corresponding to steady-state combustion, Eq. 
(7) becomes 

lc   P™1   - 
(r2)e + 2 (r3)g 

2 (1 - O2 Vo (13) 

If one considers the logarithm of Eq. (13), the latter 
becomes 

\n(h) +ro1In(P0J = b(y2). (14) 

W2 being known, mx is determined by plotting 
In(!F2) as a function of ln(P02). Finally kx is deter- 
mined from Eq. (13): 

*i sVfSL (15) 

For this simplified mechanism, it is essential to dis- 
tinguish the C02 formed directly by the char from 
the C02 produced by oxidation of CO. The values 
of CO and C02 indicated on the analyzers are there- 
fore corrected as proposed by Tognotti et al. [14]: 

C02/CO = 0.02 Pfef exp(3000/T)        (16) 

Although Eq. (16) was not originally proposed for 
pressures above atmospheric, Monson et al. [4] have 
observed that the fraction of C02 formed is inde- 
pendent of the total pressure between 0.1 and 1.5 
MPa. 

Results and Discussion 

Overall Reaction Rate 

Calculations based on the mass transfer coefficient 
have shown that there is no limitation by oxygen dif- 
fusion from the bulk gas to the particle's surface. 
Thus, the partial pressure of oxygen at the particle s 
surface is equal to the partial pressure of oxygen in 
the bulk gas. 

The determination of the apparent reaction order 
is presented in Fig. 1. The apparent reaction order 
was determined at a temperature of 970 K and at 
three different total pressures: 0.2, 0.6, and 1.0 MPa. 
The apparent reaction order is independent of the 
total pressure and has a constant value of 1. It is then 
concluded that, whatever the combustion in regime 
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♦ 0,2 MPa:n = 1,06 

O 0,6 MPa : n = 0,99 

A       1,0 MPa :n = 0,96 

8.00 9.00 10.00 11.00 12.00 
In (Po2s) 

FIG. 1. Determination of the apparent reaction order at 
various total pressures for the overall reaction rate. The 
temperature is fixed at 970 K. 

+ 0,2 MPa 

O 0,6 MPa 

A        1,0 MPa 

1.00 
1000/T 

FIG. 2. Arrhenius plot for the rate constant corrected at 
three different total pressures: 0.2, 0.6, and 1.0 MPa. 

TABLE 3 
Values of A and apparent activation energies at 

different pressures in the case of the overall reaction 
rate. These values are determined from the regime II 

portions. 

Pressure 
(MPa) 0.2 MPa 0.6 MPa 1.0 MPa 

Apparent E 
(kj mol"1)     51.7 ± 5.3     43.5 ± 3.3      38.8 ± 3.8 

A(kgm~2s_1 

Pa-1) 3.0 10"6 4.3 10-7 1.9 K)-7 

Reaction 2: (-CO) -> CO + free site 

o* A 
~ -8.0 - 

A 
A O 

E 
2 

0 
♦ 

» O     A   O 

♦ 

^ ♦ \. 

_C -9.0 - ♦ 
o 
▲ 

0,2 MPa 

0,6 MPa 

1,0 MPa 

10.0 —| ' ! I            '             I 

FIG. 3. Arrhenius plot for the desorption rate coefficient 
k2 at three different total pressures: 0.2, 0.6, and 1.0 MPa. 

I or II, the true reaction order is equal to 1, which 
means that the combustion is probably controlled by 
the adsorption of oxygen. 

Figure 2 presents the Arrhenius plot of the overall 
rate constant. This figure shows changes in the 
slopes that characterize the transition from regime I 
to regime II. For pressures 0.2 and 0.6 MPa, the 
temperatures of transition from regime I to regime 
II are, respectively, 930 and 900 K. For 1.0 MPa, 
there is no change in the slope, which implies that 
in the temperature range of the present work, com- 
bustion is in regime II and thus the transition tem- 
perature is below 850 K. An increase in the total 
pressure then favors the combustion regime con- 
trolled by pore diffusion. This result confirms the 
conclusion of Turnbull et al. [1]. Figure 2 also shows 
that k decreases when the total pressure increases 
from 0.2 to 0.6 MPa. Above 0.6 MPa, there is a weak 
effect of pressure. The values of the kinetic param- 
eters are presented in Table 3. Both the activation 
energy and the preexponential factor are seen to be 
decreasing when the pressure increases. However, 
the effect of pressure is more significant in the 
preexponential factor than in the activation energy. 

Simplified Heterogeneous Reaction Mechanism 

As mentioned in the theoretical section, the first 
step was to determine the constant of desorption of 
CO and C02 and the fraction of oxygen-covered car- 
bon sites. The Arrhenius plot of the constant of CO 
desorption, k2, is represented in Fig. 3. It was ob- 
served that the total pressure has no significant in- 
fluence on k2 and above 1000 K, the constant k2 

remains constant and equal to 3.0 X 10-4 kg m~2 

s_1. With regard to the constant rate of C02 desorp- 
tion, it was also found that this constant does not 
depend on the total pressure. Above 950 K, k3 
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P = 0.2 MPa 

8.0E+4 - 

Oxygen Partial Pressure versus Oxygen Mole 
Fraction 

The variation of the preexponential factor of the 
adsorption rate coefficients as a function of the total 
pressure is well represented by the curve-fitting ex- 
pression, A = 4.5 X 10~2/P092. Then the adsorption 
rate, represented by Eq. (4), can be written 

40 

FIG. 4. Linear variation of reciprocal of reaction rate (1/ 
r) with reciprocal of oxygen mole fraction (l/yo2) at con- 
stant temperature of 973 K. 

remains constant and equal to 4.8 X 10~2 kg m-2 

s_1. The determination of the fraction of oxygen- 
covered carbon sites leads to the following conclu- 
sion concerning ee: it (1) is independent of pressure, 
(2) increases with temperature, and (3) is of the or- 
der of 10~3. Since se is much less than 1, this sub- 
stantiates the proposition that the combustion is con- 
trolled by the adsorption of oxygen. 

An important result is that both CO and C02 de- 
sorption constants are independent of the total pres- 
sure. Considering Eqs. (5) and (6), it is seen that the 
desorption rates do not include terms of partial pres- 
sure of any gas but only rate constant and fraction 
of oxygen-covered carbon sites. Hence, it is con- 
cluded that the desorption rates are independent of 
the total pressure. 

The reaction order of reaction (Rl), adsorption of 
oxygen, has been found to be independent of the 
total pressure and equal to 1. This result suggests 
tire proposition that reaction (Rl) is probably an el- 
ementary reaction. The Arrhenius plot of kx is ac- 
tually very similar to the Arrhenius plot of the overall 
rate constant (Fig. 2). This result is not surprising 
because it has been seen that combustion is con- 
trolled by the adsorption of oxygen, which is repre- 
sented by reaction (Rl). However, the apparent ac- 
tivation energy of fcj is not influenced by the total 
pressure and is equal to 42 kj mol-1. The values of 
the preexponential factor, expressed in kg m~2 s^1 

Pa-1, for the pressures 0.2, 0.6, and 1.0 MPa are, 
respectively, 6.1 X 10"7, 1.9 X lO-7 and 1.5 X 
10~7. Thus, the total pressure affects only the preex- 
ponential factors, the latter decreasing when the 
pressure increases. Above 0.6 MPa, there is no in- 
fluence of pressure. 

n = 4.5 X 10- 

-^55 Po2, exp(" ■42,000/RT)(l - fi)2     (17) 

or, by replacing P02i with the mole fraction yQl, 

rx = 4.5 X 10~2 P008 t/o* 

exp(-42,000/RT) (1 - e)2        (18) 

When the adsorption rate is expressed as a function 
of the mole fraction of oxygen, the exponent of the 
pressure term is very near zero compared to the case 
in which the adsorption rate is expressed as a func- 
tion of the partial pressure of oxygen. The influence 
of total pressure then becomes very weak when the 
oxygen concentration is expressed as a mole fraction. 

A formulation for the combustion rate based on 
the oxygen mole fraction seems to represent the ef- 
fect of total pressure more satisfactorily. For the 
Langmuir adsorption isotherm formulation, 

1 _        1 1 

r    v' K Yo2    n' Ki 
(19) 

The first term on the right-hand side is an adsorption 
term and the second one represents desorption. The 
factor tj' is called the second effectiveness factor by 
Essenhigh [15] and accounts for the internal surface 
participating in the reaction. The advantage of this 
formulation is its theoretical basis, whereas the nth- 
order rate expression is only empirical. 

The values oir]'ka and y'kj are evaluated by plot- 
ting 1/r versus 1/j/oo [16]- This has been done for a 
constant temperature of 973 K and three total pres- 
sures, 0.2, 0.6, and 1.0 MPa, with oxygen molar frac- 
tion varying between 0.02 and 0.1 (Fig. 4). The li- 
nearity of the plots confirms the validity of the 
Langmuir formulation. The slopes and the mter- 
cepts yield the kinetics constants. The slope de- 
creases when pressure increases, indicating that t]'ka 

increases with pressure. The values of the intercepts 
l/tl'kd are very small. This means that r\'kci is high 
for all the studied pressures and confirms the ad- 
sorption control of the combustion. In fact, in this 
study, 

ii li 
(20) 

r    n' K yo2    1' Ki   n' K yo2 

and so, r = (»/' ka) yQr This expression is similar to 
the formulation given in global kinetics when the 
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oxygen concentration is expressed as a function of 
the oxygen mole fraction. Figure 4 indicates a similar 
trend to that in Eq. (18); a pressure increase corre- 
sponds to an increase in the adsorption constant. 
The formulation of Eq. (18) represents, in fact, the 
particular case of the Langmuir approach in the case 
of a combustion controlled by adsorption. 

Conclusion 

To determine the influence of pressure on the 
combustion rate, experiments were performed with 
Westerholt bituminous coal char at 0.2, 0.6, and 1.0 
MPa. The bed temperature was varied between 850 
and 1200 K. In a first approach, the rate constants 
were calculated using the so-called nth-order overall 
expression. If the oxygen concentration is expressed 
as the oxygen partial pressure (r = k Pg>2), an in- 
crease in the total pressure up to 0.6 MPa results in 
a large decrease in the rate constant, followed by a 
quasi-constant rate constant for pressure above 0.6 
MPa. If the oxygen concentration is expressed as the 
oxygen mole fraction (r = k yo2), there is only a 
weak effect of the total pressure on the rate constant. 
The transition temperature from a chemical-con- 
trolled regime to a regime co-controlled by pore dif- 
fusion decreases as pressure increases. A first-order 
reaction was determined experimentally to indicate 
that the combustion is controlled by adsorption of 
oxygen. 

In a second approach, the technique of sudden 
oxygen removal was used to study the influence of 
pressure on the adsorption of oxygen and on the de- 
sorption of CO and C02. The results indicated that 
the total pressure has no effect on the desorption 
rate constants. Because the combustion is controlled 
by the adsorption of oxygen, the adsorption rate co- 
efficient is very similar to the overall rate coefficient. 
The apparent activation energy of the adsorption 
rate constant is independent of the total pressure 
and is equal to 42 kj mol-1. 

The global rate constant should vary strongly with 
temperature but only weakly with pressure. If the 
rate equation is written as the common nth-order 
expression, the corresponding global rate constant 
appears to vary strongly with pressure, which implies 
that the nth-order formulation does not correctly in- 
corporate the influence of pressure. This is the rea- 
son why a Langmuir adsorption isotherm expression 
was chosen to account for the influence of the total 
pressure. A slight increase of the adsorption constant 
was observed when the total pressure increased. In 
the present experiments, because of the adsorption- 
controlled combustion, the Langmuir adsorption 
isotherm formulation is equivalent to the first-order 
expression as a function of the mole fraction of ox- 
ygen. The manner in which the rate expression is 
expressed is important in determining the effect of 

total pressure. An expression that includes the mole 
fraction of oxygen, especially by means of the Lang- 
muir adsorption isotherm formulation, appears to be 
particularly suitable when working at elevated pres- 

Nomenclature 

apparent pre-exponential factor 
(kg-m^-Pa-1) 

apparent activation energy (kj ■ mol-1) 
rate constant (kg-m~2-s~1-Pa~1) 
adsorption constant (kg• m~2• s^ 

n 
P 

A 

E 
k 

K 
kd desorption constant (kg • m 2 • s :) 
m true reaction order 

reaction order of reaction Rl 
apparent reaction order 
total pressure (MPa) 

?o2 oxygen partial pressure (MPa) 
r reaction rate (kg- m^-s"1 or s"1) 
t time (s) 
T temperature (K) 
y= mole fraction of the species j 
(%C)       mass fraction of carbon 
£ oxygen-covered carbon site 
rf second effectiveness factor 
Wh Vz    definition, see Eqs. (10) and (13) 
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COMMENTS 

Jon Gibbins, Imperial College, UK Please give more de- 
tails on your char reactivity test procedure, particularly the 
heating regime and conversion measurement methods. 

Author's Reply. During the experiments the char is first 
placed in the vessel. The pressure is then raised to its de- 
sired value using pressurized nitrogen cylinders. Once the 
pressure has been raised and the bulk gas consists only of 
nitrogen, the temperature is raised to its desired value (al- 
ways below to 950 °C). When the temperature is stable, 
the flow of nitrogen is suddenly replaced by a flow of re- 
acting gas at desired oxygen concentration. The time at 
which the nitrogen is replaced by the reactant gas repre- 
sents the time zero of the combustion. By assuming spher- 
ical particles, the combustion rate is 

r = 1/6 (%C) pdrm 

where (%C) is the mass fraction of carbon in the char, p 
the apparent particle's density, d the particle diameter and 
rm the specific combustion rate expressed as 

*CO + *CQ2 

(1 - Fc) I"   (*co + *co2) dt Jo 

I   (*co + *co2) dt 

with Fr 

(*co Jo 

and Xi mole fraction. 

+ xcc,2) dt 

Author's Reply. The C02 desorption constant is inde- 
pendent of temperature in the present work. This trend 
agrees with the results of de Soete [1] at atmospheric pres- 
sure. As for CO desorption it has been found that at tem- 
perature below 1000K the activation energy is about 47 
kj.mol-1, which is much lower than the values you men- 
tioned. It is not clear yet if it is an effect of pressure and 
further work is needed to clarify the combined effect of 
pressure and temperature on the desorption rate. To pur- 
sue this study on the particular point of CO and C02 de- 
sorption, it is necessary to determine the primary CO/C02 

ratio. In our experiments the concentrations of CO and 
C02 detected on the analysers were obviously not repre- 
sentative of the primary CO/C02 ratio because of the CO 
oxidation in the gas phase to form C02. To take into ac- 
count the CO oxidation the data for CO and C02 were 
corrected according to the correlation shown in Eq. (16). 
Unfortunately it is hard to estimate whether this correla- 
tion is adequate in our experiments. In particular, if this 
correlation underestimates, in our conditions, the desorp- 
tion of CO at high temperatures, the consequence would 
be a lowering of the activation energy. 

REFERENCE 

1. De Soete, G. G, Twenty-Third Symposium (Interna- 
tional) on Combustion, The Combustion Institute, Pitts- 
burgh, 1990, p. 1257. 

Brian S. Uaynes, University of Sidney, Australia. You 
found a desorption rate constant for surface oxide which is 
independent of temperature. One would expect the acti- 
vation energy for this process to be at least equal to the 
heat of desorption. Direct measurements of surface oxide 
decomposition rates yield activation energies in the range 
200-400 kj.mol-1. Do you have any explanation for why 
your "desorption" step has no activation energy? 

Leonardo Tognotti, Universitd di Pisa, Italy. In adsorp- 
tion-desorption kinetic data you abstract from measure- 
ments, you consider CO and C02 as main products for rj 
and r2 reactions. 

Now, since part of CO is oxidized in the particle bound- 
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ary layer, how do you discriminate between primary C02 

and the product of homogeneous oxidation? Sampling of 
gas very close to the reactor doesn't seem to me sufficient 
enough to ensure primary product discrimination. 

In this case, how much are your results influenced by 
possible change of the primary CO/C02 ratio with tem- 
perature? 

Author's Reply. We were aware of the homogeneous ox- 
idation of CO into C02 in the particle boundary layers and 
we agree that the measurements of CO and C02 don't rep- 
resent the primary products. Unfortunately it was impos- 
sible in our experiments to make direct measurements of 
the primary products. So, to discriminate these primary 
products we used the correlation shown in Eq. (16) to ex- 
press the primary CO/C02 ratio. A change in this ratio with 
temperature would directly influence the rate constants of 
CO and C02 desorption. 

Eric Suuberg, Brown University, USA. Much of the anal- 
ysis in this paper flows from the analysis of Fig. 2, in which 
it is assumed that the low temperature results (at 0.2 and 
0.6 MPa) are obtained in a "zone I" and go into a "zone II" 
condition at higher temperatures. It is stated that calcula- 

tions rule out external transport limitations. Yet the change 
in slope (activation energy) at the transition is much greater 
than the factor of two they expect, based upon the simple 
pore diffusion transport model that they invoke. Of course 
different diffusion models will lead to different relation- 
ships between the true and apparent activation energies 
(and orders). But another possibility might exist—what if 
the transition involves going from zone I to external trans- 
port limited operation? Can this be ruled out? 

Author's Reply. When passing from one combustion re- 
gime to another one the activation energy changes from 
170 to 52 kj.mol"1 at 0.2 MPa and from 170 to 44 kj.mol"1 

at 0.6 MPa. The factor of the change in slope at the tran- 
sition regime is then on the order of three to four, and thus 
greater than the expected value of two. Yet on the Arrhen- 
ius plot, the external diffusion regime is characterized by 
an activation energy that tends toward zero at elevated 
temperatures. This is clearly not the case at 0.2 and 0.6 
MPa and the possibility of external transport operation can 
be ruled out. However, at 1.0 MPa a closer look at the Fig. 
2 reveals that this last possibility cannot be ruled out. In- 
deed, above 1000 K the slope seems to decrease toward 
zero, with the exception of the point at the highest tem- 
perature. This result would indicate that an increase in 
pressure also favors the transition from regime II to regime 
III. 
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Low oxidation reactivities and well-developed turbostratic crystallinity have recently been observed in 
residual carbon samples extracted from commercial and pilot-scale coal combustion fly ash. Thermal de- 
activation in high-temperature regions of the furnaces has been suggested as a likely mechanism to explain 
the low reactivities, but this hypothesis has never been tested directly. This paper describes the application 
of a new experimental technique for the direct measurement of rapid char deactivation under combustion- 
relevant conditions. The technique operates in inert environments to isolate the thermal deactivation 
mechanisms from possible oxidative mechanisms occurring in true combustion experiments. 

The technique, based on an inert-gas-purged, refractory-metal, high-temperature wire mesh, is dem- 
onstrated here on monomaceral-rich fractions from four parent coals of diverse origin. The results show 
that char reactivity is quite sensitive to preparation conditions in the range of interest to combustion, 
decreasing by a factor of 30-50 between 1000°C and 1800°C in only 2 s of treatment for seven of eight 
samples examined. The 1800°C chars have similar reactivities to boiler fly-ash chars measured previously, 
lending support for the thermal deactivation hypothesis. 

The results also show that thermal deactivation propensity is a function of precursor, with vitrinite-rich 
fractions deactivating more readily than inertinite-rich fractions. The propensity for deactivation is shown 
to correlate with the extent of crystalline order development as observed by high-resolution TEM fringe 
imaging. The paper discusses the relationship between fuel chemistry and deactivation propensity as well 
as the implications of the reactivity results for combustion processes. 

Introduction implications for combustion systems and predictive 

Recently, residual carbon samples extracted from methods for carbon burnout [3], 
commercial and pilot-scale coal combustion fly-ash Most fundamental kinetic studies have been car- 
samples have been found to have lower oxidation ried out °n reactive chars prepared at low temper- 
reactivities and more fully developed turbostratic atures conveniently achievable in batch laboratory 
structures than a set of laboratory-generated chars furnaces (800-1200°C), or in entrained flow reactors 
used in kinetic studies [1,2]. Thermal deactivation where char particles are exposed to lower peak tem- 
occurring in the high-temperature regions of the in- peratures and shorter residence times than are typ- 
dustrial furnaces has been suggested as one likely ical of industrial furnaces [3,4]. Several researchers 
mechanism to explain the phenomenon [3]. This hy- have observed reactivity loss during low-tempera- 
pothesis, if true, would have a number of important ture gasification [5] or during combustion in flow 
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reactors [6], but in these kinetic studies, reactivity 
may change through the simultaneous effects of gas- 
ification and thermal treatment and, as a result, it is 
difficult to interpret this data purely in terms of 
thermal deactivation mechanisms. An important goal 
of the current study is to assess the thermal deacti- 
vation hypothesis through direct measurement of 
reactivity loss during transient thermal treatment in 
high temperature inert environments. 

The general phenomenon of carbon thermal an- 
nealing is well known [4,6-10], and has been the 
subject of a comprehensive review by Suuberg [11], 
but there is a critical need for more data on the time 
scales of interest to combustion [3]. Several studies 
have specifically addressed coal chars [4,6,8,12,13]. 
Charpenay et al. [13] have studied the dependence 
of char reactivity on pyrolysis conditions, and have 
correlated their measured reactivities with char hy- 
drogen content. Annealing studies have been sup- 
ported by X-ray diffraction analysis [4,6] and high- 
resolution transmission electron microscopy 
(HRTEM) which reveals the detailed underlying 
changes in carbon crystalline structure that accom- 
pany thermal treatment [14]. HRTEM has been 
used to investigate combustion-induced crystallinity 
development in polymer-derived carbons [15], in 
biomass char [16], and in coal chars [17]. Essenhigh 
has raised the issue of a possible connection between 
high-temperature annealing in furnaces and carbon 
burnout [18]. 

This paper describes the application of a new ex- 
perimental technique for the direct measurement of 
rapid char deactivation under combustion-relevant 
conditions. The technique operates in inert environ- 
ments to isolate the thermal deactivation mecha- 
nisms from possible oxidative mechanisms occurring 
in true combustion experiments. The technique is 
based on an inert-gas-purged, refractory-metal, 
high-temperature wire mesh followed by measure- 
ment of zone I reactivity by nonisothermal thermal 
gravimetric analysis (TGA) in a flowing oxygen/ni- 
trogen gas stream. 

The new technique is demonstrated here on mon- 
omaceral-rich fractions from four parent coals of di- 
verse origin. Monomaceral-rich fractions were cho- 
sen for study to gain some additional insight into the 
potential role of inertinite-group macerals in com- 
bustion and carbon burnout. HRTEM fringe imag- 
ing is also applied to aid in the understanding of 
deactivation mechanisms. 

Experimental 

Sample Acquisition and Preparation 

This study presents data on lithotypes and ma- 
ceral-enriched fractions from four bituminous steam 
coals. One pair of lithotypes from the Herrin no. 6 

(Illinois) coal seam was collected from an active sur- 
face mine in Perry County, in the southern part of 
Illinois, U.S.A., and another from the Ackton open- 
cast mine, Yorkshire, U.K. The vitrain samples were 
hand picked from blocks of coal featuring numerous 
and prominent vitrain layers. The fusain samples 
consisted of blocks of massive fusain. The samples 
were ground using a rotary pulverizer and manually 
sieved to give a 125- to 150-|xm size fraction. 

Experiments were also carried out with vitrinite- 
and inertinite-rich samples of two South African bi- 
tuminous coals, SA1 and SA2. SA1 whole coal has a 
volatile content of 28% and C, H, and N contents of 
71.9%, 4.1%, and 1.9%, respectively, all on a dry 
basis. SA2 whole coal has a volatile content of 35.7% 
and C, H, and N contents of 69.6%, 4.4%, and 2.0%, 
respectively, all on a dry basis. These whole coals 
were ground and sieved to 125-212 urn and sepa- 
rated by density using a sink/float technique in ce- 
sium chloride to give maceral-enriched fractions 
[19]. Table 1 gives the petrographic composition of 
the separated fractions and their elemental and prox- 
imate analyses. 

Experimental Techniques 

High-temperature wire-mesh reactor (HTWM) 
Samples were pyrolyzed using a high-temperature 

wire-mesh reactor in which a sample is held between 
layers of a folded piece of molybdenum mesh (106- 
um aperture size) that also acts as an electrical re- 
sistance heater. A 24-V DC supply was used to de- 
liver up to 2000 A. In all cases, the coal was heated 
at 104 K/s to the peak temperature and held there 
for 2 s before uncontrolled, rapid cooling. The heat- 
ing program was controlled using a two-color pyrom- 
eter and a microcomputer using feedback control. 
Volatile products were removed by a helium gas 
sweep that flowed across the mesh (at atmospheric 
pressure). Typically, 5-10 mg of dried sample coal 
was used, previously ground and sieved to 125-150 
urn for compatibility with the mesh material. The 
residual char from the HTWM runs was removed 
from the mesh for TGA reactivity tests (see follow- 

ing)- 

Nonisothermal thermogravimetric analysis (TGA) 
Oxidation reactivities of the heat-treated char 

samples were measured by thermogravimetric anal- 
ysis. Samples (3 mg) were heated in a thermobalance 
at 40 K/min to 400°C then at 15 K/min to 900°C in 
7% oxygen in nitrogen at a flow rate of 25 ml/min. 
The sample was held at 900°C for 2^A min to ensure 
total burnout. Sample weight and temperature were 
continuously monitored and results expressed as de- 
rivative thermograph (DTG) profiles (rate of weight 
loss versus sample temperature). Previous measure- 
ments indicate that residual cesium chloride from 
the treatment has no important catalytic effect on 
the reactivity of chars from the density fractions [20]. 
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TABLE 1 
Analysis of South African coal density fractions" 

Parent coal SA1 SA1 SA2 SA2 

Density range 1.2-1.29 1.5-1.6 <1.29 1.4-1.6 

Vitrinite 55.7 5.0 86.5 26.7 

Pseudo-vitrinite 14.1 0 0 0 

Semi-fusinite 9.8 87.0 4.8 66.3 

Fusinite 0.2 3.5 0 1.7 

Semi-macrinite 1.2 2.0 0 0 

Macrinite 0 0 0 0 

Micrinite 2.2 0 0.6 1.5 

Liptinite 
Resinite 

15.6 
1.2 

2.5 
0 

8.0 3.8 

Elemental analysis (dry basis) 
Carbon 77.7 62.1 76.6 62.0 

Hydrogen 
Nitrogen 

5.1 
2.3 

3.2 
1.6 

4.4 
2.0 

3.8 
1.7 

"Maceral analysis in volume-%; point count by standard procedures: British Standards BS6127 Part 3 1981, British 
Standards Institution London UK. Elemental analyses in wt-%. 
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FIG. 1. Derivative thermograph (DTG) profiles for Illi- 
nois #6 lithotype chars prepared at 1000°C and 1800°C. 
Plotted on the ordinate is dW/dt, the instantaneous reac- 
tion rate with units of s_1. W is the normalized sample 
weight (instantaneous sample weight divided by initial sam- 
ple weight on ash-free bases). The position of the DTG 
peak is a measure of reactivity, with higher temperature 
peaks indicating lower reactivities. 

High-resolution transmission electron microscopy 
(HRTEM) 

Raw and heat-treated samples of Herrin seam lith- 
otypes were ground, placed on a holey carbon grid, 
and examined in a Phillips Model CM30 TEM op- 
erating at 300 kV. Ten to 15 particles were examined 
in the vicinity of optically thin edges. The micro- 
structure and porosity were first examined at rela- 
tively low magnification (89,000 X), followed by ex- 
amination of the carbon crystalline structure in 
lattice fringe imaging mode at a magnification of 
2,000,000 X. The fringe images were photographi- 

cally enlarged to 4,000,000 X for reproduction in 
Figs. 3 and 4. 

Results 

High-Temperature Thermal Deactivation 

The effect of transient high-temperature heat 
treatment on the Herrin no. 6 lithotype chars is 
shown in Fig. 1. Based on the positions of the DTG 
peaks, the reactivity rank order in this sample set as 
a function of heat treatment temperature is 

(vitrain, 1000°C) » (fusain, 1000°C) 

> (fusain, 1800°C) > (vitrain, 1800°C) 

For the vitrain char, increasing the heat-treatment 
temperature from 1000°C (typical of laboratory 
preparation) to 1800CC (typical of flames) shifts the 
DTG peak to a much higher temperature, indicating 
a large loss of reactivity despite the short duration of 
the heat treatment (2 s). The fusain char, in contrast, 
is much less influenced by heat treatment. It is also 
interesting to note that the fusain char prepared at 
the lower heat treatment temperature exhibits a 
DTG peak with pronounced breadth. This broad 
DTG peak with multiple-peak character is believed 
to reflect heterogeneity within the fusain sample. 
The fusain lithotype is composed of a range of iner- 
tinite macerals and has been observed to yield two 
distinct peaks upon density fractionation [21]. The 
lower density peak is believed to be associated with 
semifusinite [21]. Heat treatment is seen to narrow 
the fusain DTG peak, suggesting that the reactivity 
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FIG. 2. Intrinsic reactivities at 50% conversion for chars 
from vitrain/vitrinite-rich and fusairi/inertinite-rich sam- 
ples prepared at 1000°C and 1800°C. Reactivities are de- 
rived from DTG profiles such as those in Fig. 1. Note the 
reactivity switch or convergence observed for three of the 
four samples as heat treatment temperature is increased to 
1800°C. For comparison, the reactivity of residual carbon 
extracted from a fly-ash sample generated by commercial- 
scale combustion of Herrin seam coal is found to be log 
A0 = 4.53 (s-1). 

differences between the various components pres- 
ent is lessened by heat treatment. 

Direct reactivity comparisons for these lithotype 
samples and the coal density fractions are shown in 
Fig. 2.* For comparison, the reactivity of residual 
carbon extracted from a fly-ash sample generated by 
commercial-scale combustion of Herrin seam coal is 
A0 = 4.53 (from previously published data [1]). Fig- 
ure 2 clearly shows that heat treatment at 1800°C 
rapidly produces profound changes in char reactivity 
for most of the samples. The low reactivities ob- 
served after 1800°C heat treatment are similar to the 
reactivity of the Herrin seam residual carbon, which 

°In general, the rate of weight loss, dW/dt, and the shape 
of the DTG profile is determined by char reactivity, which 
in turn is a function of both temperature and conversion. 
To meaningfully compare the reactivities of two samples, 
one would like to match dW/dt values at a point where 
both conversion and temperature were equivalent. Unfor- 
tunately, this coincidence does not typically arise in DTG 
profiles. This study presents a quantitative comparison by 
extracting dW/dt values from the DTG profiles at a com- 
mon conversion (50%), and using typical published acti- 
vation energies for char oxidation (130 kj/mol) to obtain 
preexponential factors, A0, in the Arrhenius rate expres- 
sion: dW/dt = A0 exp(~E/RTK Activation energies have 
been shown to fall within a relatively narrow range of values 
for a wide variety of impure carbons [13,22], 

1IIP 
10 nm 

FIG. 3. Small selected regions from HRTEM lattice 
fringe images of raw and heat-treated vitrain samples from 
the Herrin seam. Magnification is 4,000,000 X. 

is typical of many other residual carbon materials [1]. 
All of the chars from the vitrain/vitrinite-rich sam- 
ples examined here exhibit almost identical degrees 
of deactivation between 1000°C and 1800°C (factors 
of 30-50) despite their widely different geological 
origins, suggesting the existence of a broadly similar 
deactivation mechanism. 

The inertmite-rich samples show more variability 
but a generally lower propensity to deactivate than 
the vitrinite-rich samples, the most striking example 
being the Herrin no. 6 lithotypes, for which the rel- 
ative vitrain/fusain reactivities switch as heat treat- 
ment temperature is increased. This intriguing be- 
havior warrants a closer look at potential deactivation 
mechanisms for the Herrin seam samples (see next 
section). 
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10 nm 
FIG. 4. Small selected regions from HRTEM lattice 

fringe images of raw and heat-treated fusain samples from 
the Herrin seam. Magnification is 4,000,000 X. Note the 
recognizable order in the raw material. 

Structural Characterization by HRTEM 

Results for Herrin seam vitrain are shown in the 
small selected image sections in Fig. 3. (The full- 
field fringe images show the trends and the differ- 
ences between samples more clearly, but are not 
practical to reproduce in their entirety.) The raw ma- 
terial has a homogeneous, amorphous structure with 
no evidence of crystalline order. The 1000°C char 
exhibits some recognizable crystallites with short 
graphene layers stacked in groups of two to five. Af- 
ter heat treatment to 1800°C, the char shows pro- 
nounced crystalline order. The individual graphene 
layers are long, continuous, and stacked in parallel 
groups of up to five layers. 

The fusain behaves quite differently, as shown in 

Fig. 4. Crystalline order is already recognizable in 
the raw material, consisting of short graphene layers 
stacked in groups of up to eight. The degree of crys- 
talline order increases slightly upon heat treatment 
to 1000°C. By 1800°C, both the size and linearity 
(degree of perfection) of the lamellar features have 
significantly increased. 

Examination at low magnification reveals signifi- 
cant mesoporosity in each of the fusain samples. The 
tendency of inertinites to develop mesoporosity has 
been previously observed [23]. At 1800°C, the 
higher reactivity of the fusain compared to the vi- 
train samples may reflect better accessibility to active 
sites provided by the mesopore structure. 

Discussion 

The transient heat treatment experiments show 
that char reactivity is quite sensitive to preparation 
conditions for seven of eight samples in the range of 
interest to combustion, undergoing a dramatic de- 
crease (by factors of 30-50) between 1000 and 
1800°C in only 2 s of heating. While 1000°C maybe 
a convenient preparation temperature in the labo- 
ratory, chars produced at this temperature do not 
have the same combustion properties as chars pre- 
pared at temperatures more typical of flames 
(1800°C). The similar reactivities of the 1800°C 
chars and the residual carbon samples [1] provides 
support for the theory [3] that in-furnace thermal 
annealing is a major contributor to the observed low 
reactivity of residual carbon. The documented sen- 
sitivity of char reactivity to heat treatment temper- 
ature under these conditions opens up the possibility 
of tailoring the flame zones of furnaces to minimize 
deactivation and thus maximize ultimate carbon 
burnout. 

To illustrate the potential significance of thermal 
deactivation, consider a hypothetical special case in 
which heat treatment in an isothermal, inert, or re- 
ducing environment is followed by oxidation at the 
same temperature. To compare char reactivities at 
different temperatures in this scenario, one must ac- 
count for the effect of temperature on both the ox- 
idation and deactivation kinetics. Given a typical ac- 
tivation energy for oxidation of 130 kj/mol, 
increasing temperature from 1000°C to 1800°C will 
increase intrinsic burning rates by a factor of 114 in 
the absence of deactivation. Adding the effect of de- 
activation prior to oxidation (using the data for the 
Herrin seam vitrain in Fig. 2), the net increase is 
only a factor of 3.3, corresponding to a much lower 
effective activation energy of 33 kj/mol. The result- 
ing weak dependence on temperature is not much 
larger than the dependence of molecular diffusion 
rates on temperature, which increase by a factor of 
2.3 over the same temperature range based on the 
T1'75  dependence  of molecular diffusivity  [24]). 
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FIG. 5. Comparison of diffusion and combustion rates 
for char particles of varying reactivity. Predictions are for 
100-//m particles burning in 7% oxygen. The entrained flow 
reactor char prediction is based on previously published 
kinetics for Illinois #6 chars [24]. The residual carbon pre- 
diction was made using the same Illinois #6 kinetics with 
the preexponential factor reduced by a factor of 4 based 
on measured burning rates for a variety of residual carbon 
samples [1]. 
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FIG. 6. Coaliflcation diagram illustrating the pathways to 

high-temperature vitrinite and fusinite chars. Paths: (la), 
vitrinite coaliflcation; (lb), high-temperature vitrinite car- 
bonization, involving plasticity and high carbon mobility; 
(Ha), fusinite formation in ancient fires; (lib), fusinite coal- 
iflcation; (lie), high-temperature fusinite carbonization. 

From this calculation, we see that in cases where 
thermal deactivation precedes oxidation, intrinsic 
char burning rates may no longer be so highly sen- 
sitive to temperature. The effect on burnout may be 
particularly significant in the fuel-rich regions of 
low-NOx firing systems, where thermal treatment 
and char deactivation may occur prior to significant 
oxidation. 

In general, the low reactivities observed in fly ash 
carbons [1,2,20] indicate that char reactivity is more 
important under combustion conditions than has of- 
ten been assumed. This is illustrated in Fig. 5 which 
compares burning rates predicted for two different 
char samples to the maximum, diffusion-limited rate 
under the same conditions. The Illinois #6 char from 
previous entrained flow reactor studies [25] burns 
well below the diffusion limit at particle tempera- 
tures below 1600 K, but approaches the limit closely 
as temperature approaches 2000 K. Reducing the 
reactivities (preexponential factors) by a factor of 4 
to represent a typical residual carbon material [1], it 
is seen that the chars burn far from the diffusion- 
limited rate across the entire temperature range of 
interest. For this char, representative of those sam- 
pled from furnaces, reactivity will be a critical pa- 
rameter determining its ultimate burnout. 

The second significant result of this study is the 
dependence of thermal deactivation on precursor. 
The inertmite-rich samples as a class are generally 
more resistant to thermal deactivation than the vi- 
trinite-rich samples. The differences are most pro- 
nounced for the Herrin seam lithotypes, and the de- 
gree of deactivation in these samples correlates well 
with the extent of crystalline structure development 
observed by HRTEM. The Herrin seam vitrain un- 
dergoes significant transformations during heat 
treatment and deactivates readily, while fusain un- 
dergoes more subtle transformations and is more re- 
sistant to deactivation. This represents another case 
[3,17] where crystal structure analysis by HRTEM 
provides valuable insight into the underlying cause 
of solid fuel behavior. 

The propensity for structural ordering can often 
be related to the organic composition of the precur- 
sor. Oxygen present in organic precursors serves as 
a cross-linking agent that prevents rearrangement of 
the graphitic basic structural units during carboni- 
zation. Sulfur, being isovalent with oxygen, can also 
act as a cross-linking agent, especially in nonaromatic 
sulfur functionalities such as sulfides and thiols [26]. 
Hydrogen acts in the opposite sense, capping free 
radicals at the edges of the units and thus inhibiting 
cross-linking and promoting fluidity. As a function of 
coal rank, both fluidity and the propensity for struc- 
tural ordering peaks for the low-volatile, bituminous 
coking coals that have the highest H/O ratios. 

With this background, the behavior of vitrain and 
fusain can be explained by considering the two path- 
ways in the coaliflcation plot in Fig. 6. Path I rep- 
resents coaliflcation to vitrinite (la) followed by high- 
temperature carbonization in the laboratory (lb). 
Because coalification has selectively removed oxy- 
gen, the hydrogen-rich vitrinite softens and the mo- 
bile carbon undergoes nanoscale rearrangements to 
approximately align layer sets. The aligned layers 
then coalesce readily upon heat treatment, leading 
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to extended layers, loss of edge sites, and loss of ox- 
idation reactivity. 

Regarding fusain, the most widely accepted theory 
for its origin identifies it as fossil charcoal—the prod- 
uct of ancient forest fires [27]. Fusain is thus charred 
directly from the wood precursor and follows path 
II, a more nearly direct path that does not follow the 
coalification band [28]. This charring occurs while 
oxygen is abundant, and the woody tissue does not 
soften or develop extensive crystalline order [16]. It 
partially carbonizes to form a weakly-ordered char- 
like material (inertinite) that evolves only slightly in 
the deposit (lib) over geologic time [29]. When iner- 
tinite is carbonized in the laboratory (lie), its low 
hydrogen content precludes fluidity, limits long- 
range structural rearrangement, and results in more 
resistance to thermal deactivation. In a sense, the 
relative disorder present in the initial wood has been 
preserved or "sealed" into place by the early and 
rapid carbonization. 

Finally, the observed resistance of inertinite-rich 
chars to thermal deactivation helps to explain an ap- 
parent paradox surrounding the role of inertinite 
[3]—the fact that inertinite is found to yield unreac- 
tive and dense chars in laboratory studies [30-33], 
but that inert, unfused particles do not typically con- 
stitute a large fraction of residual carbon in com- 
mercial fly-ash samples from U.S. power stations 
[3,34]. The high-temperature heat treatment re- 
ceived in the furnace may render vitrinite-rich par- 
ticles at least as unreactive as inertinite-rich parti- 
cles, thus minimizing the selective enrichment of 
inertinite as combustion proceeds. Another factor 
contributing to the relative infrequency of unfused 
carbon particles may be the presence of inertinite 
fractions that are indeed fusible at high heating rates 
and temperatures [35]. 
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COMMENTS 

Piero Salatino, Universita di Napoli, Italy. With refer- 
ence to HRTEM pictures you showed, they beautifully 
demonstrate the changes occurring to the turbostratic 
structure of coal. My concern is how far the deactivation 
of the chars you considered can be attributed to changes 
in turbostratic carbon structure rather than to modifica- 
tions of mineral matter. 

Author's Reply. This is a very good question to which we 
can only provide a partial answer. As you know, the reac- 
tivity of these natural materials (coal chars) is related in 
general to the combined effects of carbon active sites, cat- 
alytic active sites, and the accessibility of those sites to ox- 
idizing gases. Heat treatment is known to destroy carbon 
active sites, to reduce catalytic inorganic surface area 
through sintering and phase transformations, and to reduce 
surface area. This paper does not discriminate between 
these three effects but focuses on the measurement of 
overall reactivity loss at high temperature for real coal 
chars. 

The HRTEM micrographs give information relevant to 
carbon active sites and accessibility, but only limited infor- 
mation on potential catalytic impurities. As such HRTEM 
address only two of the three reactivity components. We 
should add, however, that the particular chars studied here 
were derived from traditional bituminous steam coals, 
whose mineral matter occurs primarily in the form of dis- 
tinct mineral grains. This mineral matter may have an ef- 
fect, but we do not expect it to dominate the high temper- 
ature reactivity of these coals, as is the case at low 
temperatures for low rank coals with high concentrations 
of atomically dispersed inorganics. In recent experiments 
at Sandia, demineralization of bituminous coals has led to 
net increases in combustion rate, suggesting that transport 

effects outweigh any catalytic effects under these condi- 
tions. 

A. E. Jacob Akanetuk, Stanford University, USA. It was 
claimed that the increase in unburned carbon (observed 
with a low-NOx burner system) is attributable to purely 
thermal deactivation. It was also claimed that thermal de- 
activation increases with increasing temperature. Why then 
does a low-NOx burner system, which has lower peak tem- 
peratures, produce more unburned carbon? (Some other 
processes must govern the increase in unburned carbon.) 

Author's Reply. We did not mean to suggest that thermal 
annealing is the sole cause of increased unburned carbon 
when conventional burners are replaced by low-NOx burn- 
ers. The major effect of low-NOx coal burners is a delay in 
fuel/air mixing and we would naturally expect a corre- 
sponding increase in unburned carbon due to reduced res- 
idence time available for char particles in high-tempera- 
ture, oxygen-rich zones. This is the conventional 
explanation and does not require an annealing mechanism. 
We have mentioned the possibility of an additional effect 
related to thermal annealing, which can be stated as fol- 
lows. Because coal particles in low-NOx systems spend 
longer times in hot, fuel-rich zones early in their lifetimes, 
it is possible that they become deactivated by annealing 
prior to significant oxidation. In this way we miss the op- 
portunity to attack the young, reactive char with oxygen at 
high temperature, and must instead try to oxidize an an- 
nealed char in a lower temperature zone of the flame. This 
effect has not yet been proven to be important by mea- 
surements or detailed flame simulations, but is a possible 
implication of the annealing work presented in this paper. 
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The structural changes—particle diameter, shape, porosity, fine structure—during the oxidation of highly 
porous synthetic char (Spherocarb) particles at kinetically controlled conditions were investigated to pro- 
vide insight on the factors that govern fragmentation during combustion. More than 100 experiments were 
conducted in an electrodynamic chamber in the temperature range of 700-1000 K, for particles of initial 
diameters of 150-250 jira and densities of 0.45-1.0 g/cm3 for carbon conversions up to 99%. Particle mass, 
density, size, and shape were measured continuously. Similar experiments were conducted in a thermo- 
gravimetric analyzer (TGA) to provide samples for determination of the fine structure of the chars using 
high-resolution transmission electron microscopy (HRTEM). For a subset of particles that were analyzed 
in detail, the total porosity increased from 0.60-0.76 to 0.83-0.88, when allowance is made for the observed 
particle shrinkage. Although the maximum porosity surpassed the value of ca. 0.7 required for percolative 
fragmentation in a material of uniform porosity, little fragmentation was observed. The explanation for this 
is that the particles have a bimodal pore size distribution and the porosity of neither the macroporous nor 
the microporous regions exceeded the critical porosity. The maximum final macroporosity was calculated 
to be 0.55-0.60. The HRTEM images showed an increased order in the microporous regions, which 
accounts for the densification of the chars responsible for particle shrinkage and the maintenance of particle 
integrity. 

Introduction ing on weakened parts of a char particle. Reports of 
fragmentation in the combustion literature date back 

The changes in particle structure during carbon to the study of Davis and Hottel [3] on the oxidation 
oxidation are of importance because they can influ- 0f carbon spheres and include the studies of Walker 
ence particle size and shape, which in turn influence et al. [4] and Dutta et al. [5]. 
reaction times. Moreover, the changes in structure The focus of this paper is the changes in the par- 
influence particle fragmentation, which affects com- tide structure during char oxidation in the chemi- 
bustion by changing the particle size and has a major cally, kinetically controlled regime (regime I) and its 
impact on the number and size of fly ash particles impact on fragmentation. A useful reference point 
produced per coal particle [1,2]. There are several is percolation fragmentation, the theory of which has 
mechanisms of char fragmentation, including (1) been developed for materials with a uniform pore 
percolative fragmentation where the oxidation in- size, for which various theories predict that the frag- 
creases the porosity until the interConnectivity of the mentation occurs at porosities of ca. 0.7 (as sum- 
solid matrix is interrupted, (2) fragmentation result- marized in Ref. 6). Kerstein and Niksa [6] carried 
ing from the enlargement of macropores until they out experimental measurements on large carbon 
interconnect and result in particle breakup, and (3) particles, 52-mm-diameter and 1.5-mm-thick disks, 
fragmentation resulting from mechanical forces act- and observed that the samples disintegrated into 

3111 
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FIG. 1. Top: ratio of drag force to weight (F^ing = AVI 
V„) versus flow rate for polystyrene particle (x) and for 
Spherocarb particles (o). Bottom: (FJmg)pd2 of the poly- 
styrene particle versus (FJmgfd2 of the char particle and 
best fit (solid line). 

very fine fragments at the predicted critical porosity. 
They showed that this process was reproducible. 
However, coal chars tend to have a wide pore-size 
distribution, ranging from micropores having dimen- 
sions of 2-3 nm, which account for most of the in- 
ternal surface area, to macropores having dimen- 
sions in the tens of micrometers, which often 
account for the major fraction of the porosity. For 
macroporous solids, the enlargement of macropores 
can lead to fragmentation as particle continuity is 
interrupted. This was shown early for diffusion-con- 
trolled reactions and, more recently, by Weiss and 
Bar-Ziv [7] and Zhang et al. [8] in synthetic char 
particles (Spherocarb) of 200 fim reacting under 
chemically controlled conditions. Modeling the 
combustion of char, which includes aspects of pore 
enlargement connected to fragmentation, was car- 
ried out by Kang et al. [1], Salatino and co-workers 
[9-11], and Kantorovich and Bar-Ziv [12,14]. The 
problems in applying theory to chars are compli- 
cated by two factors. The first is the wide range of 
pore size distribution. The second is that the char 
particles shrink because of densification, a phenom- 
enon that has a major impact on particle porosity. 

The purpose of this study is to present the struc- 
tural changes during oxidation to the high porosity 
of a synthetic char—Spherocarb. The Spherocarb 
particles have the advantage of being essentially ash 
free and spherical and yet having a high initial po- 
rosity in the range of 60-80%, distributed approxi- 
mately one-third to two-thirds between microporos- 
ity and macroporosity, respectively [13]. The work 
was carried out in two laboratories: Ben-Gurion Uni- 
versity, where single-particle experiments were con- 
ducted in an electrodynamic chamber, and MIT, 
where thermogravimetric analyzer (TGA) experi- 
ments were performed and samples were character- 

ized by high-resolution transmission electron mi- 
croscopy (HRTEM). The results of the study 
provide insights on how the macroporosity and mi- 
croporosity evolve with increasing conversion under 
regime I conditions and how this evolution impacts 
fragmentation. 

Experimental 

Electrodynamic Chamber Experiments 

Observation of the detailed process of fragmen- 
tation of single, highly porous char particles in re- 
gime I were carried out in an improved electrody- 
namic chamber (EDC). The EDC and its diagnostic 
systems were described in detail in recent publica- 
tions [7,15-17] and will not be discussed here. In 
these experiments, a particle was heated vertically 
from the bottom by a C02 laser beam. The DC volt- 
age, responsible for the levitation of the particle, is 
proportional to the vector sum of the gravitational, 
photophoretic, and free convection forces [7,15-17]. 
The three forces were uncoupled by periodic inter- 
ruption of the laser [17]. The DC voltage was mea- 
sured every second by a data acquisition system, and 
a CCD camera continuously recorded the shadow of 
the particle for size and shape measurements. 
Freeze-frame capabilities and shutter control facili- 
tated the digital analysis of individual images. A Mu- 
tech Corporation frame-grabber board, model IVP, 
was used for image analysis. Size calibration was car- 
ried out by measurements of a 155 ± 1-^m-diam- 
eter wire, which was placed across the center of the 
EDC. 

Particle density was measured at zero conversion 
by the drag force on a particle because of imposed 
flow, also described in Refs. 7 and 15. Figure 1 (top) 
presents the ratio of the drag force to weight {AVI 
V0, where AV is the voltage difference of flow and 
nonfiow voltages and V0 is initial voltage without 
flow) of a polystyrene particle and a Spherocarb par- 
ticle. The line shape depends on the flow field within 
the chamber (as has been shown by D'Amore et al. 
[18]), and the magnitude is inversely proportional to 
pd2 [7]. Because the density of the polystyrene is 
known, the density of the Spherocarb can be ob- 
tained from the slope of a plot of (AV/V0)(pd2) for 
polystyrene versus {AV/V0)d

z for Spherocarb (as 
shown in the lower half of Fig. 1), which yields a 
density for the Spherocarb particle of 579 ± 2 kg/ 
m3. This method is valid for spherical particles. Dur- 
ing char oxidation, as the particles become aspheri- 
cal, the densities of particles are obtained from ratio 
of mass (obtained from voltage) and volume (ob- 
tained from the images of a particle from two per- 
pendicular angles). 
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FIG. 2. Example of three types of shapes of initially 
spherical particles at high conversion. Type I—a disk with- 
out a hole at 94% conversion. Type II—a disk with one 
hole at 98% conversion. Type III—an open disk at 95% 
conversion. For comparison, next to each form, a print is 
shown of the initial particle. The prints at high conversion 
are from two perpendicular sides. 

Thermogravimetric Analyzer and High-Resolution 
Transmission Electron Microscopy Measurements 

Spherocarb particles at various conversions were 
produced by reaction in a TGA in air at a tempera- 
ture of 773 K. Carbon conversions were determined 
by analyzing the weight versus time, starting from 
an initial weight of ca. 10 mg. 

For HRTEM observation, the samples were 
ground for 5 min in a ball mill or a mortar and pestle 
for higher-oxidation samples in which sample size 
was limited. The resulting powder was then sus- 
pended ultrasonically in ethanol and deposited drop- 
wise on lacey carbon TEM grids. An Akashi/TOP- 
CON 002B transmission electron microscope with 
an LaB6 filament operating at 200 keV was then used 
to record high-resolution (590-kX) images of each 
sample. The images were digitized, and image anal- 
ysis software (SEMPER 6P, Synoptics Ltd., Cam- 
bridge, UK) developed specifically for application 
with high-resolution electron microscopy was used 
to manipulate the stored images to extract data that 
could characterize physically the Spherocarb. 

Characterization was accomplished using a Fou- 
rier Transform of the TEM images to establish pe- 
riodicities. By then applying a mask to remove un- 
wanted noise in the image, the annulus was reverse 
transformed to obtain a gray, filtered image. This 
image was then converted to a two-color "extracted 

structure" by establishing an intensity threshold 
value for the pixel intensity. This extracted structure 
then became the basis for the statistical analysis of 
the lattice length (L0) and d002 carbon spacing, as 
described in Ref. 19. 

Results 

More than 100 oxidation experiments were carried 
out in air and in pure oxygen, with moisture and 
without it, at temperatures varying from 700 to 1000 
K in the EDC for conversions up to 80%. Another 
22 experiments were conducted up to near complete 
(up to 99%) conversion. The experiments in the 
TGA were carried out in air at 773 K for conversions 
up to 97%. Note that Spherocarb oxidation in the 
given temperatures is intrinsic (in chemically con- 
trolled condition), as concluded by Hurt et al. [20]. 
The structural transformations observed are sum- 
marized next. 

Particle Size and Shape 

In all experiments involving the EDC, the particle 
underwent nonuniform shrinkage, transforming an 
initially spherical particle into a disk at 50-60% con- 
version. The particle was observed to rotate fre- 
quently up to about 40% conversion with a conse- 
quent uniform shrinkage. After that, the particle 
flipped occasionally and nonuniform shrinkage 
started, as observed previously [7,16,17]. The fre- 
quency of flips decreased noticeably when the par- 
ticle evolved into a disk at about 60% conversion. At 
higher conversion (>85%), the particle undertook 
one of the following three shape types: type I—a disk 
without a hole; type II—a disk with one or more 
holes; type III—an open disk. Figure 2 shows the 
three types at high conversions (from two perpen- 
dicular sides) together with images of the initial par- 
ticles. 

In the experiments in the TGA, the particles main- 
tained their spherical symmetry to high conversions 
(see Fig. 3). The differences between the shape of 
particles during oxidation in the EDC and the TGA 
are due to the nonuniform heating of particles in the 
EDC [17]. This nonuniform heating, induced by ir- 
radiation from below, results in a preferential reac- 
tion of the lower side of the particle, and explains 
the shape, the flipping of the particle as it becomes 
unbalanced, and the eventual formation of a hole in 
the center. 

The results in the EDC and the TGA both show 
the dramatic shrinkage of the particles at high con- 
versions. This is consistent with the previously re- 
ported densification of carbon during regime I gas- 
ification or oxidation [21,22]. The rationalization for 
the densification was that the oxidation or gasifica- 
tion reactions induced reorganization of the fine 
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FIG. 3. Shadowgraphs of Spherocarb particles (initial di- 
ameter of 160/im) reacted in air at 773 K and the HRTEM 
structures for each sample: right, 0% conversion; middle, 
44% conversion; left, >97% conversion. 
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FIG. 4. Distribution of lattice lengths La (in Ä) for Spher- 
ocarb particles at zero and >97% conversions. 

structure, leading to loss of pores and contraction of 
the microporous regions. This hypothesis was tested 
in this study by the use of HRTEM to study the 
changes in fine structure of the char with increasing 
carbon conversion. 

Fine Structure 

The results of the images abstracted from the 
HRTEM using image analysis are shown together 
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FIG. 5. Distribution of interlattice spacings daai (in A) 
for Spherocarb particles at zero and >97% conversions. 

with the parent samples in Fig. 3. The spacing be- 
tween the fringes in the picture is around 3.4 A, 
slightly larger than that expected for graphites. The 
images showed an increasing order with conversion. 
A quantitative measure of the increased order is pro- 
vided by the lattice length La of the different "gra- 
phitic planes." These are shown in Fig. 4 for the 
original Spherocarb and the particles at high con- 
version (>97%). At high conversions, there is sys- 
tematic increase in the longer lattice lengths (>15 
Ä). The interlattice spacing also decreased slightly. 
The peak in the distribution function for the original 
Spherocarb particles was at 3.41 Ä, whereas at the 
high conversion (>97%), the peak had shifted to 
about 3.3 Ä (see Fig. 5). This ordering of the micro- 
porous structure has important ramifications to the 
fragmentation of the particles. 

Fragmentation 

The particles chosen for this study had a high ini- 
tial porosity (61-78%). From the percolation theory 
for particles with a uniform pore size, the particles 
that started with porosities exceeding the critical 
value (0.7) [6] should have fragmented after very lit- 
tle conversion. For more than 100 experiments car- 
ried out with conversions up to 80%, no particle 
showed fragmentation. For 22 experiments (listed in 
Table   1)   in   which   the   conversion   approached 



STRUCTURAL CHANGES OF CHAR DURING OXIDATION 3115 

TABLE 1 
Summary of results of Spherocarb particles oxidized in EDC, in air at various temperatures. 

Exp. To do" A," Hole formed Fragmented Shape type* 

no. (K)*> (micron)b (g/cm3)b e  e @ conversion @ conversion final burnout 

e7-271 930 247 0.76 0.65 83.8 89.8 3 

e7-273 880 172 0.58 0.74 86.1 none 3 

e7-281 920 204 0.59 0.73 87.7 97.5 3 

e7-312 900 176 0.59 0.73 none none 1 

e7-314 900 177 0.71 0.68 none none 1 

e7-315 940 200 0.78 0.64 95.9 none 2 

e8-ll 910 198 0.61 0.72 none none 1 

e8-12 940 189 0.45 0.80 70.9 95.1 3 

e8-14 860 206 0.50 0.77 90.8 none 2 

e8-21 850 212 0.58 0.74 91.0 none 1 

e8-22 880 215 0.85 0.61 none none 1 

e8-23 870 187 0.78 0.65 none none 1 

e8-24 910 205 0.48 0.78 66.3 none 2 

e8-31 870 219 0.68 0.69 none none 1 

e8-32 850 176 0.71 0.68 66.0 none 2 

e8-33 970 187 0.63 0.71 82.8 none 2 

e8-34 940 186 0.69 0.69 none none 1 

e8-41 920 185 0.51 0.77 none none 1 

e8-51 930 185 0.56 0.75 91.1 92.6 3 

e8-52 900 177 0.53 0.76 none none 1 

e9 780 205 86.0 97.0 3 

elO 830 205 0.579 0.74 64.7 none 3 

"Type 1 is a disk without a hole; type 2 is a disk with one hole or more; type 3 is adisk that opens. 
aT is temperature. 
bValues in parenthesis in density column are % porosity. 
cd0 is initial diameter. 
Ap0 is initial density. 
e£„ is initial porosity. 

completion (up to 99% conversion), 5 particles ex- 
perienced minor fragmentation and about half de- 
veloped holes in the particle center. A particle 
breakup is shown in Fig. 6, which presents a typical 
conversion versus time curve with a sequence of 
shadowgraphs depicting the shape development of a 
Spherocarb particle of 204 ßm diameter at various 
conversions, oxidized in air at T = 920 K (experi- 
ment number e7-281, in Table 1). The particle con- 
version was obtained from the weight loss of the par- 
ticle assuming that the charge remained constant, a 
good assumption at this temperature [15]. The ini- 
tially spherical particle turned into a disk at about 
60% conversion. Spatial dimensions of the particle 
are included in the figure. The projected images 
from two perpendicular directions at 88% conver- 
sion show that the disk diameter decreased to 75% 
of the initial particle diameter, whereas the thickness 
decreased to 62% of the initial diameter and a hole 
appeared around the center of the disk. The hole 
grew with increasing conversion and, at ca. 98% con- 

version, evolved into an open ring. Further burning 
caused the particle to break into two fragments. The 
print at this conversion shows one-half of the broken 
ring. In fact, both halves were suspended in the 
chamber after fragmentation. These two fragments 
were oscillating around the center at a large distance 
from each other. Because only one could be sus- 
pended in the center, the field parameters (AC and 
DC amplitudes and AG frequency) were adjusted 
such that one of the fragments drifted away and the 
other was kept. This other fragment continued to 
oxidize and eventually broke into two other frag- 
ments at higher conversion. 

Table 1 summarizes the results of the experiments 
carried out to high conversions only. From the 22 
experiments, only 5 particles fragmented. One can 
see that fragmentation occurred only for those par- 
ticles that developed opened disks—type III parti- 
cles. However, not all particles that developed holes 
fragmented but only those particles for which the 
progress of the reaction produced shapes where the 
particle continuity was broken. 
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FIG. 6. Conversion versus time 
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presenting the development of shape 
of a 204-/im Spherocarb particle ox- 
idized in air at 920 K as a function of 
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Discussion 

To understand the lack of fragmentation at high 
conversions in these studies, one needs to examine 
the separate behavior of the macroporosities and mi- 
croporosities. The change in total porosity of the par- 
ticles versus conversion was obtained for six experi- 
ments from the changes in particle mass and volume. 
The initial and final values of the porosities were 
obtained by assuming that the dense phase had the 
density of graphite (2200 kg/m3), a reasonable as- 
sumption given the proximity of the interlattice spac- 
ings of the microstructure of the Spherocarb to that 
of graphite. The results in Fig. 7 demonstrate that 
although the porosity increase is less than would be 
expected in the absence of particle shrinkage, it is 
sufficient to provide final porosities in the range of 
0.83-0.87 in excess of the percolation threshold of 
ca. 0.7 for a homogeneous material. 

With about onethird of the porosity of Spherocarb 
particles being in the micropores and twothirds in 
the macropores [15], the initial macroporosity is in 
the range of 40-50%, well below the critical value, 
and the microporosity is half that value. Such a dis- 
tribution can be considered approximately bimodal. 
Kantorovich and Bar-Ziv [12] showed that in the 
macropore scale, micromedium can be considered 
"quasi-solid"; therefore, the fragmentation in the 
macropore scale is insensitive to microporosity. Sim- 
ilarly, the influence of macroporosity is nonessential 
for processes on the micropore scale. Thus, one can 
consider separately fragmentation thresholds in dif- 
ferent length scales—macro and micro. The results 
of Hurt et al. [22] show that the macrofeatures, in- 
cluding macropores, in chars shrink in proportion to 
the shrinkage of the entire particle, so the macro- 
porosity will stay constant during conversion. The 
microporosity will increase but the values, obtained 
as the difference between the total porosity and the 
macroporosities, will always be considerably less 
than the threshold value of 0.7. Therefore, the lack 
of fragmentation of the Spherocarb particles even at 
high conversions can be explained by the bimodal 
pore distribution, where the microporous and 
macroporous regions maintain their integrity, be- 
cause neither reaches a porosity equal to the per- 
colation threshold. 

The formation of holes around the center of the 
particle was a result of the uneven heating of the 
particle resulting in the local acceleration of the re- 
action rate. When the holes break through the walls 
of the particle, a ring is obtained and the further 
selective reaction can result in the fragmentation for 
selected particles as was observed. 

The results presented in this paper on the changes 
in the macrostracture and microstructure of carbons 
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can provide guidance to the development and re- 
finement of models [8,12,14] that can take into ac- 
count the ordering that leads to shrinkage as well as 
the changes in the pore structure of chars with oxi- 
dation or gasification. The data obtained in the EDC 
showed that fragmentation is of less significance than 
might have been inferred from simple percolation 
theory. The information on the microstructure of 
carbons provides insights on the reordering of the 
carbon structure that results in the densification of 
the chars and the preservation of the structural in- 
tegrity of particles. 

Summary and Conclusions 

There was no observation of fragmentation of the 
entire particle structure in all of the numerous (con- 
siderably more than 100) experiments carried out, 
including the 22 conducted to high conversions. Ex- 
perimental porosity data show that the total porosity 
increased from an initial value of 0.6-0.76 to a final 
value of 0.83-0.88. For the initial polymodal pore 
size distribution of Spherocarb, both the macropo- 
rosity and microporosity are considerably less than 
the critical porosity of 0.7. Therefore, consumption 
of carbon inside the particle was compensated by 
reordering and shrinkage so that the percolation 
threshold is not attained for the entire particle. Ev- 
idence is provided that from the examination of the 
microstructure of particles at different conversions, 
the shrinkage is the result of the increased ordering 
of the graphitelike microstructures in carbons with 
increased carbon conversion. 

It was observed that holes were formed at 65-96% 
conversion in 13 experiments. These holes are a con- 
sequence of nonuniform rate of reaction obtained 
under nonuniform laser heating. The expansion of 
such holes led to fragmentation in a few cases, but 
this mechanism of fragmentation is quite distinct 
from percolative fragmentation. 
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COMMENTS 

Thomas H. Fletcher, Brigham Young University, USA. 
Does Spherocarb have a shell of different porosity and 
reactivity, with a more porous interior? 

Would the EDB keep the small particles together after 
fragmentation, and hence mask fragmentation events? 

Author's Reply. Spherocarb particles are more or less 
homogeneous throughout the entire volume of the particle, 
both in reactivity and porosity. 

When a charged particle fragments it forms smaller par- 
ticles with different ratios of charge to weight. In an elec- 
trodynamic chamber (EDC) these fragments will be sus- 
pended in different positions and with different dynamic 
behavior. Since it is unlikely that there will be two frag- 
ments with equal mass to weight ratios, fragmentation 
events cannot be masked in an EDC. 

Robert Hurt, Brown University, USA. It has been ob- 
served in captive particle imaging experiments that some 
pulverized char particles (typically cenospheric) become 
disconnected at high conversion, and that the fine frag- 
ments are not liberated, but remain attached to the primary 
particle, often after rearrangement to a more consolidated 
form, ultimately yielding a single ash particle at the end of 
combustion. This phenomenon may be related to Van der 
Waals forces between the fine fragments (<10,um), which 
are in the colloidal size range known to agglomerate spon- 
taneously. Do you observe this in your experiments as well? 
It offers other mechanism to explain the lack of fragmen- 
tation and to explain shrinkage for certain particle types. 

Author's Reply. We believe that Van der Waals forces 
(attraction) are responsible for "pulling" together the mi- 
crocrystals after their edges were disconnected due to pref- 
erential reaction at edge. Therefore, the same mechanism 
is probably valid for both cases (one described by you and 
shrinkage). 

Robert H. Essenhigh, The Ohio State University, USA. 
The description of the behavior of the char particles on 
combustion, that they developed a hole in the center, is 
very similar behavior to that reported by Bansall et al. [1] 
studying Spheron 6 though his results were generally qual- 
itative, not quantitative to the extent reported in this paper. 
However, the explanation was in terms of preferential re- 
action at edge atoms rather than basal plane atoms on ac- 
count of the Spheron 6 structure. The carbon plates were 
very highly organized at the particle surface, with their 
planes substantially parallel with the surface, but the de- 
gree of organization decreased with approach to the par- 
ticle center on account of space. Consequently, reaction 
progressed to the center by attack on the edge atoms down 
the edges of the adjacent plates until the oxygen reached 
the center when it was possible to react-out the more ran- 
domly organized plates to produce a hole. Is this essentially 
the behavior being (re-)reported here? And is an explana- 
tion in terms of preferential attack on the edge atoms 
rather than the basal planes equivalent to what is being 
presented in this paper? 

REFERENCE 

1. Bansall, R. C, Vastola, F. J„ and Walker, P. L.J. Colloid 
Inter. Sei., 32:187-194 (1970). 

Author's Reply. Spherocarb particles have random dis- 
tribution of the microcrystals and therefore the effect ob- 
served cannot be attributed to the same effect as in 
Spheron 6. The preferential consumption at the center and 
consequently the local fragmentation observed is attributed 
to the temperature gradient imposed on the particle by 
non-uniform radiation. The temperature gradient forms a 
gradient in reaction similar to that in regime II, except that 
in the present case high reaction rate is at the particle cen- 
ter that consequently causes local percolation fragmenta- 
tion at the center. 
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The formation of surface oxides on exposure of carbon (Spherocarb) to oxygen (16-6560 Pa) at tem- 
peratures at ca. 700 K has been investigated experimentally using controlled-atmosphere thermogravimetry 
and temperature-programmed desorption (TPD) with evolved gas analysis. Under the conditions of the 
study, Type B oxides are formed, with the gasification of one C atom (as CO or C02) for every O atom 
that is bound to the surface. 

The broad TPD spectrum obtained for the decomposition of Type B oxides formed on an initially clean 
surface is invariant over a wide range of initial oxide loadings, from 45 to 990/imol g"1. It is concluded 
that lateral interactions between adsorbed species do not affect the kinetics of decomposition of the surface 
oxides and that the broad TPD spectrum results entirely from the heterogeneous nature of the carbon 
surface and the oxides formed on it. Activation energy distribution energies for the decomposition of Type 
B oxides range from ca. 225 to 475 kj mol-1. 

The formation of oxides with a particular activation energy occurs purely statistically, with the fraction 
of new oxide, having decomposition activation energies in the range E and E + dE, being simply !P0(£) 
dE, where !?o(£) is a characteristic of the carbon itself and independent of the oxide loading. Therefore, 
the rate of formation of complexes having a particular activation energy for their thermal decomposition 
can be expressed simply in terms of the overall rate of formation of Type B complexes and the distribution 
W0(E), which is essentially the same as the activation energy distribution function recovered from the TPD 
spectra. 

Introduction 

The development of a turnover model of carbon 
oxidation requires an understanding of the kinetics 
of the formation and behavior of carbon surface ox- 
ides. There have been many studies of the kinetics 
of oxygen chemisorption on carbon and of the ther- 
mal decomposition of these complexes to yield gas- 
eous carbon oxides [1-7]. However, it has long been 
apparent that no simple set of kinetic parameters can 
be used to describe these phenomena and more at- 
tention is now being paid to chemisorption and de- 
sorption models with variable or distributed param- 
eters. 

The success of Elovich kinetics in describing rates 
of oxygen chemisorption on carbons may suggest 
that the barrier for adsorption increases as oxides 
accumulate on the surface because of interactions 
between the chemisorbed species and unoccupied 
sites [1]. On the other hand, the observations are also 
consistent with the existence of a variety of adsorp- 
tion sites on the heterogeneous carbon surface, giv- 
ing rise to a distribution of activation energies for 
adsorption [2]. 

Even for desorption from a homogeneous surface, 

the activation energy E and the frequency factor A 
for the desorption process may be influenced by lat- 
eral interactions between adsorbed entities, and cov- 
erage-dependent parameters (A and E) again occur 
[3], However, another source of variability in A and 
E may be structural heterogeneity of the surface [4- 
7] as has often been invoked in descriptions of the 
kinetics of the decomposition reactions of carbona- 
ceous materials, such as in the pyrolysis of coal and 
the aging of oil shales [8-11]. 

An additional cause of diversity in the kinetic pa- 
rameters required to describe the formation and de- 
composition of carbon surface oxides is that the for- 
mation of surface complexes on carbon proceeds by 
two stoichiometrically distinct pathways [2]. Type A 
occurs with the adsorption of oxygen without gasi- 
fication of the substrate: 

-C + 02^ -C(02) 

(two Type A O atoms adsorbed) 

Type B chemisorption, which is favored at higher 
temperatures and longer exposures to oxygen, leads 
to the gasification of one C atom for every O atom 
chemisorbed: 

3119 
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-c + o2 -> -C(O) + co,co2 

(one Type B O atom adsorbed plus one C atom 

gasified). 

Furthermore, when carbon surface oxides of either 
Type A or Type B are decomposed under inert TPD 
conditions, both CO and C02 are evolved. If the 
complexes are formed at low temperatures (<500 
K), the mole fraction of C02 in the degas products 
may be as high as 20%, but if the complexes are 
formed at higher temperatures (>650 K), that frac- 
tion falls to ca. 10% or less [12]. 

In this paper, we address the issue of whether the 
heterogeneity apparent in the kinetics of decompo- 
sition of carbon surface oxides is induced by cover- 
age-related effects such as lateral interactions, 
whether it is intrinsic to the carbon itself, or whether 
it derives from some combination of these effects. 
Resolution of this question then allows us to address 
the relationship between the formation and the de- 
composition of surface oxides. We employ relatively 
high temperature conditions (T =* 700 K) so that the 
oxides being studied are predominantly of Type B 
with degas products consisting mostly (>85%) of 
CO. 

Experimental 

The experimental approach employed in this work 
is largely based on previously developed procedures 
[2,4]. In short, a sample of carbon is suspended in- 
side a furnace from the weighing arm of a micro- 
balance to enable weight changes associated with the 
formation and decomposition of surface oxides to be 
monitored. The experiments are conducted under a 
controlled flow of gas through the furnace, and the 
formation of gaseous carbon oxides (CO and C02) 
is determined by analysis of the gases leaving the 
furnace. 

In the present work, a combined thermogravi- 
metric/differential thermal analyzer (Setaram TG- 
DTA 92), operating at atmospheric pressure, is em- 
ployed. The furnace tube in which the sample is 
suspended is 280 mm long with an internal diameter 
of 20 mm. The gas flow through the tube consists of 
a constant balance-head purge flow of N2 (150 sml 
min-1) plus an auxiliary gas flow (50 sml min-1) of 
either N2 or a known 02/N2 mixture, depending on 
whether inert or reactive conditions are being stud- 
ied. An oxygen scrubber (Alltech Oxy-Trap) is used 
to remove 02 from the high-purity N2 streams to 
concentrations below 0.1 ppm to ensure their inert- 
ness; all streams are dried using molecular sieve dri- 
ers. The auxiliary gas flow, controlled by mass flow 
controllers, is introduced at the top of the furnace 
tube to allow rapid, clean switching between the re- 
action conditions. 

The sample temperature in the furnace is moni- 
tored continuously via a thermocouple in contact 
with the sample crucible. This thermocouple was 
calibrated (± 1 K) in situ using melting point stan- 
dards (In, 430 K; Pb, 601 K; Zn, 693 K; Al, 993 K; 
Ag, 1235 K; and Au, 1338 K), with the differential 
thermal analysis (DTA) peak being used to identify 
the phase transition temperature under very slow 
(0.2 K min-1) heating and cooling conditions. At the 
higher heating rates used for the temperature-pro- 
grammed decomposition (TPD) of surface oxides, 
the actual sample temperature lags the indicated 
temperature—this effect was investigated using the 
melting point standards mixed with carbon samples, 
at all heating rates employed in this study (5-30 K 
min-1). The mass of metal employed in these dy- 
namic calibrations was 100 ± 50 jug, which was low 
enough to eliminate the influence of the thermal 
load of the metal phase change on the dynamic lag. 
The dynamic temperature lag was found to range 
typically from 1 K at a heating rate of 5 K min-1 to 
10 K at 30 K min-1. The dynamic lag was not sig- 
nificantly affected by the mass of the carbon sample, 
even at the highest heating rates employed. The dy- 
namic TPD temperatures reported in this work have 
been corrected for the lag effect and are no more 
than 2 K uncertain with respect to the static tem- 
perature calibration. 

Gases leaving the furnace tube are analyzed con- 
tinuously for CO and C02. The sample is split into 
two streams, with C02 being scrubbed from one 
stream by passage through a bed of soda lime. The 
two streams are then mixed with H2 and passed 
across a bed of ruthenium catalyst (5%Ru on alu- 
mina, 30 mg, at 573 K), which leads to the meth- 
anation of the carbon oxides. The samples pass then 
to flame ionization detectors that respond to the 
methane, thus allowing the [CO] and the [CO] + 
[C02] concentrations to be determined from the 
scrubbed and unscrubbed flows, respectively. The 
system is calibrated at steady state with known cali- 
bration gases and dynamically by monitoring the 
evolution of CO and C02 during the TPD of calcium 
oxalate. This system has a sensitivity of <1 ppm, is 
linear to concentrations in excess of 120 ppm, and 
has an accuracy of ±2%, with a time constant 
<10s. 

A freshly loaded sample (30 mg in an alumina cup) 
was outgassed initially to 1373 K under N2 to remove 
any preexisting oxygen surface complexes. The sam- 
ple was then cooled to the temperature desired for 
the exposure to oxygen. After completion of the ox- 
ygen exposure, the gas flow was switched to N2 and 
the sample was cooled to near room temperature 
before commencement of TPD to 1373 K. Some 
experiments required that complexes formed at one 
temperature be held at another higher temperature 
before TPD—in these cases, the furnace tempera- 
ture  was   adjusted  rapidly  (90   K  min-1)  while 
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FIG. 1. Gas evolution rates during temperature-pro- 
grammed desorption (TPD) at 31.6 K min^1 after exposure 
to various partial pressures of oxygen at 693 K for 60 min. 
The C02 profile is only shown for the oxygen exposure at 
328 Pa. 
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FIG. 2. CO evolution rates obtained during TPD. The 
sample treatment conditions before the TPD runs are iden- 
tified as A, B, C, and D in the text. 

ensuring that the temperature did not overshoot the 
soak temperature. 

The carbon studied in this work is 120-/«n Spher- 
ocarb, a high-purity molecular sieve carbon with a 
macroporous structure and a BET surface area of 
approximately 1000 m2 g_1 [13]. There is very little 
change in the surface area of this carbon as burn off 

proceeds, at least up to ca. 50% burn off. Therefore, 
because each formation/decomposition cycle con- 
sumes less than 1% of the carbon, the same sample 
can be used for many cycles, with the reproducibility 
of repeat experiments being better than 5% through- 
out the TPD program. 

Results 

Figure 1 shows the results for the evolution of CO 
during TPD at 31.2 ± 1.2 K min"1 after exposure 
to various oxygen concentrations for 60 min at 693 
K. The C02 evolution spectrum is shown for only 
one case, but the mole fraction of C02 in the total 
degas products was less than 15% in all cases. For 
exposures at 16, 328, and 6560 Pa, the total quan- 
tities of surface oxide were 44.6, 440, and 990 ^mol 
g"1, respectively. The fractions of the surface oxygen 
occurring as Type B oxide, calculated as described 
previously [2], were 75, 91, and 96%, respectively. 
Therefore, these results pertain to surface oxides 
predominantly of Type B, which decompose to give 
chiefly CO. 

The influence of the presence of existing oxide on 
the uptake and the TPD of additional oxide was in- 
vestigated in the following experiment, for which the 
results are shown in Fig. 2. 

A. Oxides were formed initially on an outgassed car- 
bon surface by exposure to 6560 Pa Oa at 720 K 
for 30 min (598 fimol g" \ 98% Type B), and the 
TPD spectrum for the decomposition of those 
oxides was determined. 

B. Oxides formed in a repeat of exposure A were 
soaked for 60 min under N2 at 940 K to remove 
the less thermally stable oxide. The TPD spec- 
trum for the decomposition of the remaining ox- 
ide (ca. 60%) was determined. 

C. The sample was subjected to exposure A, fol- 
lowed by exposure B, and then was exposed to 
02 (6560 Pa at 720 K for 60 min) to cause ad- 
ditional oxide to form. The TPD spectrum for 
the decomposition of the total oxide loading was 
determined. 

D. The net TPD spectrum corresponding to de- 
composition of oxides formed in exposure C was 
calculated from the difference between the 
spectra obtained after exposures C and B. 

Discussion 

The CO-evolution spectra shown in Fig. 1 are 
given as normalized spectra in Fig. 3, the total area 
under each curve being unity. It is apparent that de- 
spite the fact very large differences are seen in the 
overall surface oxide loading in these three cases, 
the desorption spectra have very similar shapes. 
The spectra for the oxides formed at the lower 
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FIG. 3. Comparison of the normalized rates of CO evo- 
lution for the three cases shown in Fig. 1. 
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FIG. 4. Activation-energy distribution functions for the 
evolution of CO for the three cases shown in Fig. 1. 

concentrations of oxygen, and therefore giving rise 
to lower oxide loadings, are shifted slightly to lower 
temperatures {AT <50 K), but this is a small effect 
in spectra of overall width around 600 K. 

The results in Fig. 3 demonstrate that the broad 
temperature range over which decomposition of sur- 
face oxides occurs is an intrinsic effect, independent 
of loading. Certainly, coverage-dependent lateral in- 
teractions between occupied sites cannot be respon- 
sible for this observation—the initial loading after 
exposure at 16 Pa is similar to that remaining after 
95% removal of the oxides formed in 6560 Pa, but 

the decomposition temperatures for these two cases 
are totally dissimilar (700 versus 1300 K). 

The existence of a distribution of activation ener- 
gies for evolution of gaseous oxides has been invoked 
frequently to account for the broad TPD spectrum 
[5-7]. In the complete absence of coverage-depen- 
dent interactions, the evolution.rate for first-order 
kinetics is then given by Ref. 4: 

dn dT 
dT dt r Jo 

A(E) expi-E/RT) exp[-A(E) 

• exp( -E/RT) d't] ■ i//(E) dE     (1) 

where dn/dt is the rate of decomposition of oxides 
during TPD and !f(£) is the activation energy dis- 
tribution function. 

We have shown previously [4] that the frequency 
factor A{E) may be recovered from a comparison of 
TPD spectra obtained after periods of isothermal 
soaking of the sample at various temperatures. The 
value of A(E) for CO evolution is found to be effec- 
tively constant at A = 1 X 1014 s_1 for carbon sur- 
face oxides formed at either 693 K [14] or 520 K [4]. 
When A is a known constant, there is a very close 
correspondence between the shape of the TPD evo- 
lution spectrum and the shape of the corresponding 
activation energy distribution [4-7], and the TPD 
spectrum is essentially a probe of the site density 
with respect to the activation energy distribution for 
desorption. 

Figure 4 shows the activation energy distributions 
recovered from Fig. 3, assuming A = 1014 s_1. The 
distribution functions in Fig. 4 are all very similar. 
Corresponding with the lower-temperature onset of 
desorption after exposure to lower concentrations of 
oxygen, the activation-energy distribution is shifted 
slightly to lower energies in these cases, and a weak 
shoulder is seen in the distribution at E «* 380 kj 
mol-1. Because these cases are precisely those for 
which there is an increasing proportion of Type A 
oxide (up to 23% at 16 Pa exposure), these effects 
may relate to Type A oxides. 

The fraction of Type A oxide can also be increased 
by carrying out exposures at lower temperatures. 
Figure 5 compares the activation energy distribu- 
tions obtained on exposure to 6560 Pa Oa for 60 min 
at 693 and 633 K. The total oxide loadings for these 
cases are 990 and 572 ,umol g~1, with the fraction of 
these oxides occurring as Type B being 96% and 
76%, respectively. The Type B fraction at 633 K is 
very similar to that obtained at 693 K and 16 Pa, and 
comparison of Figs. 4 and 5 reveals very similar 
trends in the activation energy distribution for these 
two cases. It should be noted that here, the low- 
energy (low-temperature) edge of the activation-en- 
ergy distribution for desorption is affected to some 
extent by the oxygen exposure temperature because 
isothermal desorption of complexes unstable at the 
exposure temperature occurs during the exposure. 
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FIG. 5. Activation-energy distribution functions for the 
evolution of CO after exposure to 6560 Pa oxygen for 60 
min at 633 and 693 K. 

.008 

.006 - 

.004 

.002 

0.000 

Primary Adsorption 
Secondary Adsorption 

200   250   300   350   400   450 

Activation Energy (kJ.mol"1) 

FIG. 6. Activation-energy distribution functions for the 
evolution of CO from a primary chemisorption of 02 (curve 
A in Fig. 2) and from a second exposure after an interven- 
ing isothermal soak to remove all primary oxides with E^es 

< 300 kj mob1 (curve D in Fig. 2). 

Despite this, it is clear that slight variations in the 
activation-energy distribution function apparent in 
Figs. 4 and 5 are not due to the effects of surface 
loading, and it may be concluded quite definitively 
that coverage-dependent lateral interactions are not 
significant. 

The high values of the activation energies for sur- 
face oxide decomposition suggest that the evolution 

of CO is not simply the result of a single surface 
bond scission. The removal of substrate carbon is 
likely to involve multiple bonds. The breadth of the 
distribution corresponds to the morphological diver- 
sity of the bonding interactions on an amorphous 
carbon. Also, ample evidence shows that various ox- 
ide structures occur on carbon surfaces and that 
these would contribute also to the spread of activa- 
tion energies [15,16]. 

There is no sign in Figs. 4 and 5 of a preferential, 
sequential filling of particular types of desorption 
sites, with the distribution of activation energies for 
the decomposition of these oxides remaining the 
same over a wide range of surface coverage. Thus, 
the population of the desorption sites revealed by 
TPD is essentially statistical despite the large 
changes in the adsorption conditions. This is con- 
firmed by the comparison (in Fig. 6) of the activa- 
tion-energy distributions for the oxides formed in 
the primary exposure in Fig. 2 (curve A) with those 
formed in the secondary exposure after all the less 
stable primary oxides (Edes < 300 kj mol"1) had 
been removed (curve D). There is no difference ap- 
parent in these activation energy distributions, even 
though the isothermal soaking before the secondary 
exposure had freed up all the low-£des sites. The 
secondary oxide, therefore, has been distributed sta- 
tistically across the entire distribution regardless of 
the existing site occupancies. 

These results imply that the fraction of new oxide 
formation occurring on sites with decomposition ac- 
tivation energies between E and E + dE is simply 
W0{E) dE, where >F0(E) is a characteristic of the car- 
bon itself and independent of the oxide loading or 
the actual distribution already existing on the sur- 
face. The distributions shown in Figs. 4-6 provide a 
very close representation of W0{E). However, it 
should be noted that the low-energy end of these 
distributions is affected by the oxygen exposure tem- 
perature and that co-formation of Type A and Type 
B complexes complicates the picture at lower ex- 
posure temperatures. 

The maximum fraction of surface that is occupied 
by oxide in any of the experiments reported here is 
5%. Presumably, the absence of any coverage-de- 
pendent effects in the desorption results derives 
from the low coverages achieved. However, given 
that the kinetics of adsorption are very strongly de- 
pendent on the surface oxide loading, even for load- 
ings <1 yumol g_1 [2], the relationship between ox- 
ide formation and decomposition processes now 
needs further consideration. 

We have suggested previously that there may be a 
distribution of activation energies for oxygen chem- 
isorption on carbon [2], with low activation-energy 
sites being occupied first. If that were the case, then 
the adsorption sites would have to be distinct from 
the desorption sites, perhaps by a rearrangement or 
reaction or by a migration. Zhuang et al. [17] have 
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suggested recently that stable surface oxides can be 
formed, in the presence of oxygen, from oxides al- 
ready adsorbed to the surface. However, it was im- 
possible to exclude the possibility that the coverage 
dependence of the chemisorption kinetics could also 
derive from interactions between the adsorbing spe- 
cies and the substrate [2]. Such interactions would 
also give rise to coverage-dependent chemisorption 
kinetics without any such dependence arising in the 
desorption kinetics, as has been found in this work. 

The present results provide an important step in 
the construction of a site turnover model for carbon 
oxidation through the Type B complexes that dom- 
inate at temperatures above ca. 700 K. The rate of 
formation of complexes having a particular activation 
energy for their thermal decomposition can be ex- 
pressed simply in terms of the overall rate of for- 
mation of Type B complexes and the distribution 
*F0(E), and the kinetics of thermal decomposition of 
those complexes are known. It remains now to de- 
scribe the overall Type B oxide formation rate and 
the reaction between complexes and 02 [17] to com- 
plete the description of the oxide formation/decom- 
position cycle. 

Conclusions 

The thermal decomposition of Type B carbon sur- 
face oxides formed on Spherocarb at temperatures 
at ca. 700 K occurs with a broad distribution of ac- 
tivation energies, as revealed by TPD. The shape of 
the distribution function is invariant over a wide 
range of surface oxygen loadings, and there is no 
evidence of coverage-dependent effects such as lat- 
eral interactions between adsorbed species in the ki- 
netics of decomposition of carbon surface oxides. 

These results imply that the filling of the diverse 
sites responsible for the distributed kinetics of oxide 
decomposition is simply statistical, following the 
characteristic activation energy distribution revealed 
by TPD. That is, the fraction of new oxide formation 
occurring on sites with decomposition activation en- 
ergies between E and E + dE is simply W0(E) dE, 
where 'F0(E) is a characteristic of the carbon itself 
and independent of the oxide loading. Therefore, 
the rate of formation of complexes having a partic- 
ular activation energy for their thermal decomposi- 
tion can be expressed simply in terms of the overall 

rate of formation of Type B complexes and the dis- 
tribution W0{E). 

Acknowledgments 

This work was funded by the Australian Research Coun- 
cil. M. C. Ma acknowledges the support provided by the 
Australian Postgraduate Award Scheme and by the Chem- 
ical Engineering Foundation of the University of Sydney. 

REFERENCES 

1. Bansal, R. C, Vastola, F. J., and Walker, P. L. Jr.,/. Col- 
loid Interface Sei. 32:187-194 (1970). 

2. Brown T. C, Lear A. E., and Haynes, B. S., Twenty- 
Fourth Symposium (International) on Combustion, 
The Combustion Institute, Pittsburgh, 1992, pp. 1199- 
1206. 

3. Tucker, B. G. and Mulcahy, M. F. R. Trans. Faraday 
Soc. 65:274 (1969). 

4. Ma, M. C, Brown, T. C, and Haynes, B. S., Surf. Sei. 
297:312-326 (1993). 

5. Du, Z., Sarofim, A. F., and Longwell, J. P., Energy Fu- 
els 4:296-302 (1990). 

6. Brown, T. C, Lear A. E„ Ma, M. C, and Haynes, 
B. S., in Fundamental Issues in the Control of Carbon 
Gasification Reactivity (Lahaye, J. and Ehrburger, P., 
Eds.), Kluwer Academic, Dordrecht, 1990, p. 307. 

7. Calo, J. M. and Hall, P. J., in Fundamental Issues in 
the Control of Carbon Gasification Reactivity (Lahaye, 
J. and Ehrburger, P., Eds.), Kluwer Academic, Dor- 
drecht, 1990, p. 329. 

8. Pitt, G. J., Fuel 41:267-274 (1962). 
9. Rennhack, R., Brennstoff Chem. 45:300 (1964). 

10. Jüntgen, H. and van Heek, K. H, Brennstoff Chem. 
50:172 (1969). 

11. Braun, R. L. and Burnham, A. K., Energy Fuels 1:153- 
161 (1987). 

12. Lear, A. E., Ph.D. Thesis, University of Sydney, 1992. 
13. Floess, J. K., Longwell, J. P., and Sarofim, A. F, En- 

ergy Fuels 2:18-26 (1988). 
14. Ma, M. C, Ph.D. Thesis, University of Sydney, 1994. 
15. Zawadzki, J., in Chemistry and Physics of Carbon, Vol. 

21 (Thrower, P. A., Ed.), Marcel Dekker, New York, 
1989. 

16. Zhuang, Q. L., Kyotani, T, and Tomita A., Energy Fu- 
els 8:714-718 (1994). 

17. Zhuang, Q. L., Kyotani, T, and Tomita A., Energy Fu- 
els 9:630-634 (1995). 



HETEROGENEITY OF CARBON SURFACE OXIDES 3125 

COMMENTS 

Adel F. Sarofim, MIT, USA. This is a very elegant piece 
of work. The work suggests that the carbon sites formed 
on desorption are similar, independent of the energy of 
absorption. I should have expected that fresh carbon 
formed on desorption might be similar. It is indeed inter- 
esting that this should be independent of energy of ab- 
sorption. 

Author's Reply, You suggested that the preservation of 
the activation energy distribution function should not be 
surprising if carbon removed from the surface simply re- 
exposed fresh random surface. This might be expected for 
complete removal of all complexes but the fact that the 
same result occurs even for selective removal of low acti- 
vation energy sites is quite surprising. 

Eric Suuberg, Brown University, USA. The authors' ear- 
lier work has convincingly demonstrated that the process 
of chemisorption does not involve a single step, but rather, 
involves a complicated sequence of steps. Therefore the 
nature of the site at which oxygen initially adsorbs does not 
necessarily determine the subsequent desorption behavior. 
In light of this, can the observation that the distribution of 
activation energies is invariant with oxygen uptake be 
viewed as surprising? This is, incidentally, not necessarily 
inconsistent with the well-known distributed activation en- 
ergy behavior observed to govern low-temperature oxygen 
uptake rates. 

Author's Reply. The significance of the present work is 
that the "mapping" of the initial adsorption to the final 
desorption states is purely statistical, and therefore does 
not need to be known in detail. This was not the expected 
result but it is welcome in that it greatly simplifies the mod- 
eling of how the C + 02 interaction leads to the stable 
surface oxide distribution revealed by TPD. 

L. Douglas Smoot, Brigham Young University, USA. Did 

you or can you deduce an intrinsic CO desorption reaction 
rate expression (i.e. either activation energy and/or pre- 
exponential coefficient) from your measured rate data for 
CO desorption? 

Author's Reply. The decomposition of surface oxides to 
form CO occurs with a wide distribution of activation en- 
ergies. At each energy, the kinetics are first order in the 
site occupancy and have A = 1014 s_1 [1]. Overall, these 
kinetics give rise to very complex but quite predictable be- 
havior. 

REFERENCE 

1. Ma, M. C, Brown, T. C, and Haynes, B. S., Surf. Sei. 
297:312^326 (1993). 

Piero Salatino, Universitä di Napoli, Italy. In a recent 
paper [1] we inferred, from analysis of results of TK ex- 
periments, that a kind of "screening" effect due to build up 
of less reactive sites at the gas-carbon interface could take 
place. Do you think such a mechanism might be relevant 
to the surface oxide population balance addressed in your 
presentation? 

REFERENCE 

1. Salatino, R, Zimbardi, F, and Paulicelli, M., Twenty- 
Fifth Symposium (International) on Combustion, The 
Combustion Institute, Pittsburgh, 1994, pp. 527-535. 

Author's Reply. The effect you are describing would 
most certainly be described by a comprehensive population 
balance for surface complexes distributed according to 
their activation energy for decomposition. In the absence 
of oxygen, high-ED sites are stable and the presence of 
these inhibits further new complex formation. 
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A new technique of studying pore structure evolution during fluidized bed combustion (FBC) of char 
has been developed. Evolution of nitrogen oxides during char combustion has been found to be very 
sensitive toward changes in pore diffusivities. For a nonporous particle, nitric oxide is formed largely at 
the surface of the particle and diffuses out of the pores before it is destroyed. On the other hand, nitric 
oxide is formed and destroyed throughout a porous particle, resulting in lower conversions of char nitrogen 
to NO. The instantaneous conversion of char nitrogen to NO is very sensitive toward changes in pore 
structure. N20, which is formed by the reaction of NO with char nitrogen, can also be used as an indicator 
for studying changes in pore diffusivity during combustion. Since ambient NO levels and pore diffusivity 
determine the diffusion of NO into or out of the particle, NO concentration within the particle affects the 
trends in the N20 formation with changing carbon conversion. This effect is compounded by the changes 
in pore diffusivity and the pore diffusion length as the char particle burns. By fitting the model to the 
experimental data, mesopores were found to control the pore diffusivity of the reacting species and, hence, 
the location of heterogeneous reactions occurring inside the pores. 

Introduction and the macroscopic mass conservation equations. 
The model, however, assumes that all the pores are 

In view of an extensive literature on pore evolu- accessible to the particle surface. This limitation was 
tion, only a brief overview can be presented here. overcome [11] by the percolation theory [12,13], 
Changes in porosity of char particles affect not only which accounts for inaccessible porosity. Percolation 
the combustion efficiency but also the formation and concepts have been used within the continuum 
destruction characteristics of the pollutants of com- framework [14] to describe the effect of pore system 
bustion like nitrogen oxides. The approach of mea- connectivity on transport and reactivity properties, 
suring total surface area to characterize carbon com- Pore-size  evolution has also been studied using 
bustion rates has been found to be unreliable [1]. A Bethe lattice [15,16] and continuous cubic tessela- 
significant amount of surface area may reside in mi- tion [17]. The models described above have relied 
cropores, which may not contribute to reactive pro- on the rates of carbon conversion that often cannot 
cesses, and mesopores may control pore diffusivity separate the effect of chemical kinetic parameters 
[2,3]. Previous studies have involved measuring the from that of the diffusivity. 
changes in pore volumes and pore-size distributions This paper proposes  a new experimental and 
by burning char to different levels of conversion mathematical approach involving a coupling be- 
[4,5].  To demonstrate the phenomenon of pore tween diffusive and reactive processes during char 
structure evolution, several authors have used mod- combustion. Nitrogen oxides formed during char 
els that use the char carbon consumption rates as a combustion are found to be very sensitive to changes 
way of understanding pore structures [6-17]. The in char porosity. Nitrogen, which is mostly bound as 
macroscopic approach adopted by Prins and van a heteroatom in aromatic pyridine and pyrrole rings 
Swaaij [6] accounts for porosity change via local car- within the coal structure [18], is released by the re- 
bon mass balance. The random pore model [2,7] al- action of oxygen with these rings, resulting in an in- 
lows for the simultaneous solution of the equation termediate surface species, Z. This intermediate then 
of porosity, total surface area, pore-size distribution, decomposes to form NO at a rate &i [I ] or reacts 
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with NO to form NzO at a rate k2 [I][NO]. Since 
these are the only two paths for the char nitrogen 
consumption, a fraction ki/(kx + fc2[N°]) forms NO 
and a fraction fc2[NO]/(fci + fc2[NO]) forms N20. 
The nitrogen oxides, in turn, may react with char or 
CO on char while diffusing out of the pores and get 
reduced to form free molecular nitrogen. Further 
details on the heterogeneous mechanism can be 
found in Refs. 19 and 20. Equation (1) represents 
the diffusion and reaction of species i inside the 
pores of a single char particle. 

drz       r dr 
(1) 

where 9)pi is the effective pore diffusivity, [i] is the 
concentration of species i, and fij is the net reaction 
rate of formation (formation—destruction) for spe- 
cies i. The rate is based on the volume of the char 
particle. The two boundary conditions required in- 
clude external mass transfer at the surface and the 
zero slope for species profile at the particle center, 
assuming the particle to be spherically symmetrical. 
The external mass transfer coefficient was estimated 
using the method proposed by Linjewile and Agar- 
wal [21]. Equation (1) is solved for five species, 
namely, 02, CO, C02, NO, and N20, using orthog- 
onal collocation on finite elements [22]. In Eq. (1), 
the diffusive processes are balanced by the reaction 
kinetics, making the evolution of nitrogeneous spe- 
cies, namely, NO and N20, very sensitive to pore 
diffusion. Since N20 is formed from the reaction of 
NO with char nitrogen inside the pores, the concen- 
tration of NO inside the pores is critical to the 
amounts of N20 formed. A single order of magni- 
tude analysis can be used to show the dependence 
of NO within the pores on different parameters. The 
rate of NO production is given by the product of 
rate of carbon consumption, rc, for a particle, the 
nitrogen/carbon atomic ratio N/C, and the fraction 
of the char nitrogen converted to NO, fci/(fci + 
fc2[NO]). The rate of NO loss from a particle is given 
by the rate of diffusion to the surface that is of order 
47rR2(2spi/Lp)([NO] - [NO]s), where Lp is the pen- 
etration depth over which the reactions occur and R 
is the particle radius. This, in turn, must equal the 
external mass transfer rate of 47rR2fcg([NO]s — 
[NOjj,), where kg is the external mass transfer coef- 
ficient and the subscripts s and b represent the sur- 
face and bulk conditions, respectively. 

[NO] = [NOt + 

rc(N/C) 
4nR2   &! + fc2[NO] 

(2) 

For the case of visualization, the quadratic in [NO] 
was not solved here. The relationship would be fur- 
ther complicated if the adjustments were made for 

the heterogeneous NO destruction reactions. It can 
be seen that the NO within the pores increases as 
the ambient NO is increased, or the diffusion length 
L„ is increased, or the carbon burning rate is in- 
creased. The effect of diffusivity 2)p is not simple as, 
in addition to appearing explicitly, it also influences 
rc and the diffusion length. In this study, two of these 
parameters will be varied, the diffusion length Lp, 
which decreases once the particle radius decreases 
to values below the penetration depth, and the am- 
bient NO concentration. The fractional conversions 
to NO and N20 are strongly dependent upon the 
NO concentration in the pores and, therefore, pro- 
vide sensitive indicators of the effective diffusivity in 
those pores that participate in the reaction. This pa- 
per, therefore, aims at 

1. developing the technique for studying effective 
pore diffusivity, and 

2. determining the effective pore-size class control- 
ling the heterogeneous reactions. 

If the nitrogen oxide formation from a single char 
particle is sensitive to pore diffusivity, then the de- 
termination of effective diffusivity by fitting the 
model to the experimental data should be able to 
provide the estimates of pore size and class. The fol- 
lowing sections describe the experimental proce- 
dure, estimation of model parameters, and a discus- 
sion on the techniques for pore diffusivity 
estimation. 

Experimental 

The experimental setup consists of a lab-scale flu- 
idized bed combustor (FBC) having a bed diameter 
of 50 mm and a static bed height of 50 mm. Single- 
particle experiments were carried out by burning 
Eastern Kentucky bituminous coal particles ranging 
from 2 to 10 mm in size in the FBC. For a given 
experiment, particles with only one size were used. 
The gas feed consisted of 2-8% oxygen in helium, 
and the bed temperature was maintained from 
750°C to 850°C in the increments of 50°C. For some 
experiments, NO was also introduced in the feed gas 
such that its inlet concentration was either 500 or 
2000 ppm. The flue gases were analyzed for CO, 
C02, NO, N20, and CH4 as a function of combus- 
tion time using a Nicolet 520 FTIR. The raw data 
were converted to instantaneous conversion of char 
nitrogen to NO and N20 using Eqs. (3) and (4) as a 
function of instantaneous particle radius. Further 
details on the experimental setup can be found in 
Ref. 23. 

/N 

[NO] 

N 
(3) 

([CO] + [C02] + [CH4]) 
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Reaction 

TABLE 1 
Arrhenius expressions for different rate constants: Rates are based on char volume 

Rate Expression Arrhenius Expression Units (rate constants) 

2C + 02 k0, [02] 
02 + 2CO kco [CO][02]1/2 

k2/ki for —Idecomposition see Introduction 
NO + char kN0 [NO] 
NO + CO fcNO/co [NO][CO] 
N20 + char kN20 [N20] 

1.47 X 109 e-io.630/T 
1.49 X 1010 e-17.373/7- 

1.47 e2433/r 

3.32  X   109 6-14.887/T 

7.66 X 109e-i5-626/T 

4.55 X 109e-«,272/r 

mga/mi?har s 
mga^mäiar mol° 5 

m^/mol s 

Hlga/mäiar S 

mga!/m?har mol s 
mga!/m?har s 

TABLE 2 
Estimated values of effective pore diffusivities and pore radii 

Bed Initial Particle Ambient 02 3pi(m
2/s) Effective Pore 

Temperature (°C) Radius (mm) Cone. (%) at Xc = 0 Radius (nm) 

750 2 8 6 X 10-6 11 
800 2 8 9 X 10"6 15 
850 2 8 1 X 10-5 17 
750 1 4 2 X 10-5 35 
750 2 4 8 X 10-6 14 
750 3 4 8 X 10-6 14 
750 4 4 3 X 10"6 5 
750 5 4 3 X 10-6 5 

/N2o - 
2[N20] 

N 
(4) 

([CO] + [C02] + [CH4]) 

where N/C is the nitrogen to carbon atomic ratio in 
char. The denominators denote the amount of nitro- 
gen consumed at any given instant of time, assuming 
that there is no preferential consumption of organic 
carbon over organic nitrogen [24], For all the ex- 
periments, the carbon balance was found to close 
within 5% and the carbon conversion, Xc, and in- 
stantaneous particle radius, R, were calculated using 
Eq. (5). 

X, = 

v £ ([CO] + [C02] + [CU4])dt 

Wr 

■ and 

R = Bo(l - Xc)
1/3 (5) 

where v is the volumetric flow rate, Wc is the initial 
weight of carbon in char, and fl0 is the initial particle 
radius. 

Results and Discussion 

The model parameters were estimated once the 
raw data for nitrogen and carbon oxides were con- 

verted to instantaneous conversion of char nitrogen 
to NO and N20. The model was fitted to the exper- 
imental data by minimizing the error between the 
model predictions and the experimental observa- 
tions with respect to the unknown model parameters 
[19]. It was assumed that the reactivity of carbon and 
nitrogen oxidation varied in a manner such that the 
ratio of the two rates remained a constant as the 
carbon conversion increased. The model parameters 
estimated included the effective diffusivity and the 
rate constants of the following reactions: 2C + 02 
/to. (N/C)*02 kco 
-> 2CO, -CN + 02    -»     -I, 2CO + 02 -> 

fcNO k NO/CO 
2C02, NO + char -» N2, NO + CO   -»   1/2N2 

&N20 
+ C02, N20 + char —» N2, where kj represents 
the rate constant of the jth reaction and — / is a 
nitrogenous surface intermediate. The ratio k2/k1 

was determined for the following reactions: — CN 
(N/C)fco2 ii te „T ^ 

+ 02 -> -I, -I-»NO, -I + NO^N20. 
Table 1 presents the rate and Arrhenius expressions 
for the different reactions and rate constants, re- 
spectively. Table 2 presents the effective diffusivities 
for different experimental conditions. Figures 1 and 
2 show the model fit to the experimental data for 
two of the six experimental data sets (bed tempera- 
ture = 750, 800, and 850°C, 02 = 4% and 8%) for 
the Eastern Kentucky coal. The figures show that the 
model predictions assuming constant diffusivity de- 
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FIG. 1. Comparison of the model 
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FIG. 2. Comparison of the model 
predictions with the experimental 
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scribe the data well when the bed temperature was 
850°C. Deviations are, however, observed when the 
temperature was 750°C. These deviations could be 
due to the fact that the rate may be kinetically con- 
trolled, and Eq. (5), for the estimation of instanta- 
neous particle radius, may no longer be valid. If the 
estimated particle radii are incorrect (over- or un- 
derpredicted for a given level of conversion), then 
the optimally fitted profile assuming constant diffu- 
sivity could be horizontally displaced. If this profile 
is shifted toward larger particle radii, then the error 
between the predicted and observed /NO values in- 
creases at low conversions or large particle radii. 
Also, the horizontal displacement of the profiles 
would not explain the differences in the curvatures. 
On assuming that the diffusivity varied with conver- 
sion, a better match between the predictions and 
observations was obtained. The diffusivity was varied 

by a factor of 4, generally increasing with increasing 
conversion. The constant diffusivity approximation is 
expected to be valid as long as the penetration depth 
Lp is small relative to the particle radius. At lower 
temperatures, char combustion is controlled by re- 
action kinetics rather than pore diffusion. Oxygen is, 
therefore, able to penetrate deeper into the particle, 
react with carbon, and alter the pore-size distribu- 
tion. This change in porosity will affect the nitrogen 
formation and destruction rates or, in other words, 
the instantaneous conversion of char nitrogen to 
NO. Hence, a variable diffusivity was required to 
better fit the observations. The effective pore radius 
r„ was calculated using Eq. (6): 

Zrj, 8R..T 
(6) 

p"       3   V nMi 

where T is the particle temperature, Ru is the uni 
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FIG. 3. Instantaneous conversion of char nitrogen to NO,/NO, for different particle sizes. 

versal gas constant, and Mt is the molecular weight. 
The results are presented in Table 2. 

Besides studying the effect of temperature on/NO 

and 2)„j, it would be interesting to study the/NO pro- 
files for particles with different initial sizes. If the 
penetration depth is small relative to the particle ra- 
dius, the particle should burn as a shrinking sphere. 
In this limit, the results for nitrogen conversion at a 
given particle size, say 2 mm, will be independent of 
whether the initial particle radius was 5, 4, or 3 mm. 
The pyrolysis process for the different-sized particles 
may give different pore-size distribution since the 
particle heating rate decreases with increasing par- 
ticle size. 

To confirm this hypothesis, Eastern Kentucky coal 
particles ranging from 2 to 10 mm in diameter were 
burned in 4% oxygen at a bed temperature of 750°C. 
The resulting/N0 profiles are shown in Fig. 3. The 
figure shows that the/NO profiles for the 8- and 10- 
mm particles overlap when the larger particle 
shrinks to 8 mm. The profiles, however, do not over- 
lap when the 6- and 2-mm particles were burned. 
Also, the profile is steepest for the 2-mm particle. 
On fitting the model to the experimental observation 
with effective diffusivity as the only adjustable pa- 
rameter, the changes in diffusivity were found to 
have maximum variation for the 6-mm particle. The 

model was able to describe the data for the 2-mm 
particle using constant diffusivity for the bulk of the 
data, with variation required only at high conver- 
sions. The effective diffusivities were estimated to 
lie in the range 3 X 10"6 to 2 X 10~5 m2/s, corre- 
sponding to an effective pore radius range of 5-35 
nm. The experimental results presented so far have 
shown that the conversion of char nitrogen to NO is 
sensitive to effective diffusivity and any changes in 
it. It is, however, difficult for the reasons presented 
above to conduct an experiment in which the effec- 
tive diffusivity can be kept constant, and one has to 
resort to model simulations. Figure 4 shows the re- 
sults of model simulations for the cumulative or net 
conversion of char nitrogen to NO, FNO, using Eq. 
(7) as a function of effective pore diffusivity for dif- 
ferent initial particle radii and temperatures: 

FNO = v" 

[NO] dt 

WN 
(7) 

where WN is the initial weight of nitrogen in char. 
The figure exhibits an initial increase in FNO with 
decreasing diffusivity. The net conversion to NO 
then either decreases or remains unchanged with 
further decreases in diffusivity. In order to explain 
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these observations, it is important that the chemistry 
of NO formation be well understood. As mentioned 
before, the model represents a balance between the 
diffusive and the kinetic processes occurring inside 
a single char particle. The diffusivity changes affect 
both the rate of mass transfer of NO, governed by 
changes in the L„ and 2>p terms in Eq. (2), and the 
rate of carbon consumption rc, which is governed by 
oxygen diffusion into the particle. An increase in dif- 
fusivity increases the carbon consumption rate 
(which will increase the internal NO concentration) 
but decreases the diffusional resistance for NO 
(which will decrease the NO concentration). The 
trade-offs between these processes, plus the impact 
of diffusion on the NO destruction rates, lead to the 
complex trends in Fig. 4. Since NO kinetics are de- 
pendent on oxygen penetration depth, which, in 
turn, is a function of char reactivity and temperature, 
it would be interesting to eliminate the effects of 
oxidation kinetics and the oxygen penetration depth 
and then study the net conversion of char nitrogen 
to NO on changing pore diffusivity. The results of 
this exercise are presented in Fig. 5, where the oxi- 

dation rate constant is changed in proportion to 
changes in pore diffusivity such that fc02/2sp is a con- 
stant making FNO a function only of char porosity. 
The figure shows that on decreasing diffusivity, the 
net conversion of char nitrogen to NO decreases. 
NO generated inside a porous particle will be able 
to diffuse out more easily than from a less porous 
one. This means that if NO generation is indepen- 
dent of controlling pore size, its destruction will be 
governed mainly by its ability to diffuse out of the 
pores. If NO cannot diffuse out, it will be destroyed, 
and the resulting FNO values will be lower. In con- 
clusion, depending on the oxygen penetration depth 
and the location of NO generation and destruction 
inside the particle, the net conversion of char nitro- 
gen to NO may increase or decrease on decreasing 
pore diffusivity. This makes NO evolution very sen- 
sitive to porosity variation during char combustion, 
leading to the development of this technique. 

Besides NO, one other product of char nitrogen 
oxidation is N20. Concentrations of N20 diffusing 
out of the pores are governed by both the local NO 
concentration within the pores and the effective dif- 
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fusivity. As mentioned before, it would not be pos- 
sible to do an experiment in which effective diffu- 
sivity can be kept constant as a char particle burns. 
However, by supplying NO in the feed stream, it 
should be possible to alter the NO concentration 
within the pores. If the surrounding NO levels are 
higher than the pore NO levels, its flux would be 
directed into the pores of the particles. This will lead 
to surface intermediate splitting to form mainly 
N20. In order to test this hypothesis, experiments 
were done in which 500 or 2000 ppm NO was in- 
troduced into the fluidizing gas stream. Figure 6 
shows the instantaneous conversion of char nitrogen 
to N20 as a function of carbon conversion when the 
feed NO was 0, 500, or 2000 ppm in 2% oxygen. The 
figure shows that when NO concentration was 0 
ppm, the instantaneous conversion of char nitrogen 
to N20 exhibits a downward trend at high carbon 
conversions, as would be expected from the increase 
in the NO diffusion out of the particle at high con- 
version. Therefore, at conversions approaching 
unity, /Na0 is zero. On the other hand, when 2000 
ppm NO was fed into the system, then not only did 
the instantaneous conversion of char nitrogen to 
N20 increase but the conversion profile also exhib- 
ited an upward curvature at high carbon conversions, 
as would be expected from an increase in NO dif- 
fusion into the particle at high conversions. On in- 
troducing 500 ppm NO, the/N2o profile is found to 
remain flat. These observations are consistent with 
the hypothesis that the local NO concentration in 
the pores governs the fraction of the bound nitrogen 
that forms N20. The zero slope with changing con- 
version suggests that when ambient NO levels are 
500 ppm, the concentrations of NO inside and out- 
side the pores are the same. This changing of the 
external NO concentration to produce a flat /N20 
profile provides an indirect means of estimating local 
NO concentration inside the pores. However, N20 

is not formed at carbon conversions approaching 
unity when ambient NO levels are zero, leading to 
a drop in the/N20 profile. As is evident so far, the 
controlling pore-size class and, hence, the effective 
diffusivity will determine the NO concentrations in 
the pores that, in turn, will govern NaO formation. 

By fitting the model predictions to the experimen- 
tal observations using the kinetic parameters esti- 
mated before, the average effective diffusivity was 
estimated to be 4 X 10~5 m2/s, suggesting that a 70- 
nm pore radius may be controlling the location of 
heterogeneous reactions. Variable diffusivity was re- 
quired to better fit the data at high carbon conver- 
sions. Since the value of effective diffusivity esti- 
mated is close to the one determined earlier, 
instantaneous conversion of char nitrogen to N20 in 
presence of external NO can be used as an alterna- 
tive technique to determine the governing pore-size 
class. 

Conclusions and Practical Implications 

The mathematical models have shown that the 
conversion of char nitrogen to NO and N20 is a 
function of the char oxidation kinetics, oxygen pen- 
etration depth, the fraction of char nitrogen forming 
NO versus N20, the decomposition reactions of NO 
and N20, and the transport of the reactants and 
products both within the pores and in the external 
boundary layer. The increased diffusion at high 
burnout is a measure of both the increased diffusiv- 
ity and the shorter diffusion path as the char particle 
burns out. Based on the char nitrogen chemistry, two 
techniques have been proposed to determine the 
pore class controlling diffusion and any changes in 
the diffusivity as the particle burns. One technique 
requires the measurement of NO concentration as a 
single char particle burns, and the other one requires 
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the introduction of NO in the feed stream and then 
the measurement of the N20 concentration in the 
flue gases. The conversion of char nitrogen to NO 
and N20 is very sensitive to the diffusion character- 
istics of the char particle, namely, pore size and pore 
length, making the estimation and changes in effec- 
tive diffusivity possible at high carbon conversions. 
The study shows that the effective diffusivity lies in 
the range of 3 X lO"6 to 4 X 10"5 m2/s, and the 
effective pore radius range is 3-70 nm. This pore- 
size class suggests that mesopores control pore dif- 
fusion to those surfaces within a char particle that 
control heterogeneous kinetics. Analyses of a char 
particle for the different fractions of micro, meso, 
and macro pores at different conversions by using 
mercury porosimetry gives the average pore radius. 
This radius, however, may not be the effective pore 
radius, and one cannot conclude much about effec- 
tive diffusivity. One hypothesis is that the micropores 
may be less reactive because their surfaces are dom- 
inated by basal plane rather than edge carbons of 
the graphite like micro domains within chars [25]. 

The practical ramifications of the present finding 
is that the pore diffusivities have an important im- 
pact on NO and N20 formation. Some control of the 
NO formation from char may be achievable by con- 
trolling the rate of heating in the burner zone, which 
has an impact on the plastic behavior of the bitu- 
minous coals [26] and, therefore, of the diffusivities 
of the chars that are produced. The aim should be 
to suppress NO and enhance N20 formation since 
N20 is very easy to destroy thermally. 
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COMMENTS 

]on Gibbins, Imperial College, UK. Did you see any par- 
ticle-to-particle variation in your results? 

Author's Reply. When the experiments were repeated 
using the same particle size the variation in the fNO and 
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fN2o profiles was less than 5%. When particles of different 
sizes were burned we observed a significant difference in 
the fNO and fN20 profiles which was attributed to changes 
in pore sizes and diffusivities (Fig. 3). 

This underlines the difference between the pore size con- 
trolling surface area and pore size where reaction occurs. 

REFERENCE 

Doug Smoot, Brigham Young University, USA. In pre- 
vious symposium, results for the pore diffusivity have been 
reported by different measurement methods for carbona- 
ceous materials. Have you compared your results with 
these independent data? 

Author's Reply. This is a very interesting question which 
emphasizes the need of determining the right pore diffu- 
sivity which controls the location of heterogeneous reac- 
tions within a char particle. In the 23rd symposium Valix 
[1] reported the experimentally determined values of pore 
diffusivity in the temperature range 273-500 K. Extrapo- 
lated values were then presented for higher temperatures. 
As an example, pore diffusivity value of 4 X 10~7 m2/s was 
reported at a temperature of 1073 K. At this temperature 
we determined De = 2 X 10~5 m2/s for two coals (New- 
lands and Eastern Kentucky bituminous coals). In general 
we found the diffusivity values to be one to two orders of 
magnitude higher than the experimentally determined 
ones. This suggests that experimental techniques would 
give an "average" diffusivity which may be significantly 
lower than the controlling or "effective" diffusivity. Since 
char contains a large fraction of micropores (which do not 
contribute to heterogeneous activity within the pores) the 
average diffusivity will be significantly influenced by mi- 
cropores. In our mercury porosimetry experiments we 
found that the "average" pore diameter was 0.2 ran 
whereas using the technique presented in this paper the 
"effective" pore diameter was determined to be 3-70 ran. 

1. Valix et al., Twenty-Third Symposium (International) on 
Combustion, The Combustion Institute, Pittsburgh, pp. 
1217-1223, 1992. 

Yiannis A. Levendis, Northeastern University, USA. Very 
interesting work. What is the regime of combustion under 
which your fuel particles are burning in your work? Can 
you comment on the change of apparent kinetics vs. in- 
trinsic kinetics with burnout? What was the value of pore 
diffusivity, as deduced from conventional mercury porosi- 
metry? How does it compare with your calculated "effec- 
tive" diffusivity? 

Author's Reply, Thank you. There are three parts to this 
question. Regarding the first part, the bed temperature was 
varied from 750-850°C. At lower temperatures we believe 
the particle is burning under the kinetic controlled regime 
of combustion. At this temperature the changes in pore 
diffusivity are maximum (please refer to Fig. 1 in the pa- 
per). At higher temperatures the particle would burn as a 
shrinking sphere and combustion would be controlled by 
pore diffusion. We model the NO reduction using an in- 
trinsic kinetic model. We have not tried to back out an 
apparent kinetic rate as we were interested in the reaction 
in the pores. Please refer to the previous question for a 
comparison between the pore diffusivities determined us- 
ing the conventional mercury porosimetry experiments and 
using the approach presented in this work. 
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THE IMPACT OF FRAGMENTATION ON CHAR CONVERSION DURING 
PULVERIZED COAL COMRUSTION 

REGINALD E. MITCHELL AND A. E. JACOB AKANETUK 

High Temperature Gasdynamics Laboratory 
Mechanical Engineering Department 

Stanford University 
Stanford, CA 794305-3032, USA 

Synthetic char particles with controlled macroporosity are used to study char fragmentation behavior 
during pulverized coal combustion. The chars are burned in an atmospheric laminar flow reactor that 
permits the control of gas temperature and composition. Char particles are extracted from the reactor at 
selected residence times and characterized for extent of mass loss and particle size distribution. 

Chars of 23% and 36% porosity are subjected to environments containing 12 mol % 02 at nominally 
1500 K. Number distributions show a large increase in the numbers of small particles during devolatili- 
zation, the higher porosity char exhibiting the larger increase. Results show that char burn off increases 
with porosity at any given residence time, demonstrating an impact of fragmentation on char burn off. 
The data indicate that both particle diameter and apparent density decrease during burn off and support 
power-law relations between char particle mass, apparent density, and diameter. 

A particle population balance model is developed and used to characterize the type of fragmentation 
that occurs during char oxidation and to quantify the rates of fragmentation events. The model allows for 
attrition-type behavior (in which only fines are produced), breakage-type behavior (in which particles break 
into two or three smaller particles), and percolation-type behavior (in which particles fragment into a 
distribution of smaller-size particles). 

Calculations using the model indicate that fragmentation during burn off is percolative in nature and 
char burning rate parameters determined from mass loss, size, and temperature measurements are too 
high if account is not made for the effects of particle fragmentation. Calculations also suggest that frag- 
mentation during devolatilization is percolative in nature and the extent of fragmentation increases with 
coal volatile yield. Fragmentation rates during devolatilization are estimated to be as high as five times the 
fragmentation rates during char oxidation. 

Introduction are relatively large, having sizes not much smaller 
than their parent particles. Percolation fragmenta- 

During pulverized coal combustion, a significant tion refers to the transition from a connected solid 
number of char particles is formed during devolatil- network to a completely fragmented state. Whereas 
ization that have large voids within them. These attrition produces fine fragments and breakage pro- 
macrovoids allow oxygen to penetrate the particle duces relatively large fragments, percolation frag- 
during char oxidation and consume the inner parti- mentation produces fragments ranging in size from 
cle material. As a consequence, particles may frag- the diameters of the parent particles to those of the 
ment as interior surfaces are consumed. Char frag- small fragments, 
ments burn at rates governed by their individual 
sizes and not at rates controlled by the sizes of their 

parent particles. Consequently  overall mass loss Experimental Approach 
rates depend on the extent or fragmentation. This 
paper reports on work aimed at characterizing the Synthetic chars with controlled pore structures are 
impact of fragmentation on carbon conversion dur- used in the study so that complications associated 
ing pulverized coal combustion. with the heterogeneity of real coal chars are elimi- 

Three types of fragmentation behavior are consid- nated. The chars are produced from the polymeri- 
ered: attrition, breakage, and percolation. During at- zation of furfuryl alcohol with p-toluenesulfonic acid 
trition fragmentation, numerous small fragments are [1,2]. Carbon black particles added during the syn- 
produced while the overall sizes of parent particles thesis procedure form micropores by causing the 
diminish only slightly. During breakage fragmenta- carbonized furfuryl alcohol matrix to crack around 
Hon, only a few fragments are produced and these the locations of the carbon black inclusions [3]. 

3137 
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FIG. 1. Micrographs of synthetic chars having porosities 
of 16% (top) and 55% (bottom). Particles are in the 90- 
106-/(m size range. 

Akan-Etuk and Niksa [4] found that the addition of 
lycopodium plant spores produces macropores of a 
uniform size (~20 /im in diameter) when they va- 
porize during the thermal curing step of the synthe- 
sis procedure. 

The chars produced are ground and size classified. 
True densities of the chars are determined using he- 
lium pynometry, and apparent densities are deter- 
mined using mercury intrusion porosimetry com- 
bined with a tap density procedure [5] for bulk 
density. Figure 1 shows synthetic char particles rep- 
resenting a range of porosities from 16% to 55%. 
Mercury porosimetry indicates that the largest intra- 
particle pores for the 16% porosity chars are ~0.05 
/im. 

Chars are burned in an atmospheric, laminar flow 
reactor that permits the control of gas temperature 
and oxygen content. The reactor is similar in design 
to that used by Mitchell et al. [5]. Particles are in- 
jected along the reactor centerline and extracted 
from the reactor at selected residence times using a 
helium-quench solids sampling probe [5]. The re- 
acted chars are characterized for extents of burn off 
(determined from the measured weights of char fed 
and char extracted) and particle size distributions. 
Size distributions are measured with a Coulter Mul- 
tisizer, using 256 channels to classify approximately 
20,000 particles per measurement in the 6-168 fira 
size range. 

Theoretical Approach 

The Particle Population Balance Model 

A particle population balance model was devel- 
oped to describe changes in the particle size distri- 
bution with time as a result of char oxidation and 
fragmentation. The approach taken is similar to that 
of Dunn-Rankin [6], who modified the model de- 
veloped by Austin et al. [7] for simulating the grind- 
ing of particles using a ball mill. A number of size 
bins are used to describe the particle size distribu- 
tion. Bin i is characterized by its upper and lower 
cutoffs, Xj and xi+1, respectively. Bin 1 contains the 
largest-size particles in the distribution (diameters in 
the range Xi to x2) and bin n, the smallest-size par- 
ticles (diameters in the range x„ to 0). The upper 
and lower cutoffs of each size interval vary by a con- 
stant factor y, defined as 

xi + l 
(1) 

This treatment yields uniformly spaced size intervals 
in the log domain and is effective in resolving size 
distributions in the small-size range in which particle 
number densities can be large. 

The model is represented by a differential equa- 
tion of the following form for each bin i: 

^T = -StNt + 2 hjSjNj - CM + C^Nt- l 

(2) 

where Nt represents the number of particles within 
bin i. S{ and Ct are the fragmentation and burning 
rate constants, and by are elements of the fragmen- 
tation progeny matrix, which specify the number of 
fragments that enter bin i per particle that fragments 
in binj. 

Fragmentation rate parameters 
The fragmentation rate constant gives the fraction 

per unit time of particles of size xt that fragment and 
is expressed as 

he? (3) 

where the frequency of fragmentation events is 
given by the fragmentation rate coefficient k, and the 
relative tendency for a particle of size xt to fragment 
is given by the fragmentation sensitivity parameter 
a. Based on the investigations of Dunn-Rankin [6] 
and Austin et al. [7], a is set equal to 1.0. 

The distribution of fragments is specified by the 
elements of the fragmentation progeny matrix, btj. 
Particles fragmenting in bin; can produce fragments 
only in bin i where i a= j; therefore, by = 0 for i < 
j. Conservation of volume requires that 
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2j &ij%i (4) 

where x, is the size of the fragmenting particle and 
Xj are the sizes of the resultant fragments. 

Attrition behavior is modeled by assuming that 
each particle undergoing attrition in bin j loses a 
small fraction/(taken as 0.1%) of its mass from its 
periphery during a single fragmentation event. One 
large fragment is produced (the parent particle) that 
remains in bin j (or possibly enters bin j + 1 if the 
particle had a diameter near the lower-size cutoff of 
bin j), and numerous small fragments are produced 
that fall into bins nij to n. The subscript j on ny in- 
dicates that the size of the largest attrited fragments 
depends on the size of the attriting particle. For at- 
trition, elements of the progeny matrix are evaluated 
as follows: 

7 

ff 

+ 2 < i < m, - 1 

ff 
  rrii £ i S n 
n — m,■ + 1 J 

,a -f)f- i .   . 
= < i :  i =] 

i=j + l 

0 i = n or i < j 

(5) 

In accord with experimental observations, we as- 
sume that attrited particles can be as large as 10% 
of the radius of a particle. 

For breakage, only a few fragments are produced, 
and these have sizes close to those of the fragment- 
ing particles. For breakage in bin j, fragments may 
fall into binsj toj + 1. Presently, we assume break- 
age into fragments that fall into the next lower size 
class from the fragmenting particle. For this situa- 
tion, the elements of the progeny matrix are given 
by 

by •   i = j + 1 (6) 
i>j + 1 

Results from the percolation model of char oxi- 
dation used by Kerstein and Edwards [8] indicate 
that at high carbon conversions, the fragment num- 
ber distribution varies linearly with mass on a log- 
log plot. Their results indicate that a particle ulti- 
mately yields a family of fragments such that loga- 
rithmically spaced size bins each contain an equal 
mass fraction of the parent particle. Employing this 
result, the elements of the progeny matrix for per- 
colation are expressed as 

r ,3(i-j) 

■7 + 1 
0 

i>j 

otherwise 
(7) 

Burning rate parameters 
The burning rate constants describe the rates at 

which particles in bin i are reduced in diameter as a 
result of burning. C{ is expressed in terms of 
(dD/dt)xl+,, the rate of change in diameter of a burn- 
ing particle of size xt +1; the lower cutoff of bin i. It 
can be shown that 

fraction of particles \ 
in bin i at time t that 1 
burn out of the size   I 

bin per unit time    / 

\dD/dt\XM     (8) 

Xj Xj + l 

An expression for dD/dt in terms of the overall 
particle burning rate is derived from the particles 
rate of mass loss, expressed as 

dm 

dt 
— =  -qnD* (9) 

where m is the mass of a particle of diameter D and 
q is the overall particle burning rate per unit external 
surface area. The particle mass, diameter, and ap- 
parent density are assumed to be related via the fol- 
lowing two relations [5,12]: 

(lOaJb) 
p_ (mV _ D_ 

\m0/       A, \m0)       D0 

where a and ß are the burning mode parameters. 
Justification for such power-law relations for carbon 
particles has been given by Essenhigh [9]. For spher- 
ical particles, a and ß satisfy the relation a + 3/? 
= 1. 

Differentiating Eq. (10b) with respect to time and 
using the result in Eq. (9) with the relation m0 = nl 

6 (D0)3 A) yields 

dD = _Wq_(jyf~m 

dt p0  \D0) 

Employing this result in Eq. (8) yields 

\(3-l/W 

C, = —-^ :|-—) (12) 

(11) 

Po(Xi *! + l)   V    Xj 

The Char Combustion Model 

The single-film model [10] of a burning carbon 
sphere is used to describe a burning particle. Allow- 
ance is made for CO and C02 formation at the par- 
ticle surface, and account is made for Stefan flow. 
The particle burning rate per unit external surface 
area is given by the following implicit expression 
[5,11]: 

7 I 
(1 yrg,V) exp^jj 

yq 
(13) 

where ks is the apparent chemical reaction rate co- 
efficient (ks = Aa exp( — Ea/RTp)), Pg is the oxygen 
partial pressure in the ambient gas, and P is the total 
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FIG. 2. Cumulative number distributions for the (a) 23% 
and (b) 36% porosity chars. 

pressure. The volume change upon reaction per unit 
of oxygen present at the surface is y and the mass 
transfer coefficient, kj, is given by 

kd = 
MrD^Sh 

(14) 

Here, Mc is the molecular weight of carbon; Dox, the 
effective diffusion coefficient of oxygen in the par- 
ticle's boundary layer; Sh, the Sherwood number 
(taken as 2); R', the gas constant; Tm, the mean tem- 
perature in the boundary layer; and v0, the stoichio- 
metric oxygen coefficient. 

Particle temperatures during burn off are deter- 
mined from an energy balance, wherein the rates of 
energy generation due to char oxidation are bal- 
anced by the rates of energy loss by conduction, con- 
vection, and radiation. The key adjustable parame- 
ters in the particle population balance model are the 
Arrhenius parameters for the apparent chemical re- 
action rate coefficient (Aa and Ea) and the fragmen- 
tation rate coefficient (k). These are adjusted to pro- 
vide time-resolved agreement between measured 
and calculated extents of mass loss and particle num- 
ber distributions. 

Results and Discussion 

The extent of fragmentation associated with the 
particle feeding and collection systems was assessed 

in cold-flow experiments. Results indicated that the 
feed system causes insignificant fragmentation and 
that the collection system causes attrition-type frag- 
mentation with fragments as large as 10% of the ra- 
dius of the attriting particles. Calculations using the 
population balance model with Aa set to zero (no 
burning) were used to determine that for chars with 
porosities in the range 16% to 60% passing through 
the sampling system, k = 2.5 jum'1 s_1 = fcprobe' 

Combustion tests were performed in 12 mol % 
oxygen at nominally 1500 K using chars of 23% and 
36% porosity with particles in the 76-125 [tm size 
range. Partially reacted chars were extracted from 
the flow reactor at residence times of 28, 72, and 
117 ms. For the 23% porosity char, values for m/m0 

were determined to be 0.71, 0.21, and 0.19 at the 
respective residence times and for the 36% porosity 
char, 0.41, 0.20, and 0.21. 

Figures 2a and 2b show the measured cumulative 
number distributions, each based on about 20,000 
particles. The distributions for the 23% porosity char 
show increases in the number of particles having di- 
ameters less than about 20 /im up to the 72-ms res- 
idence time. Thereafter, particles with diameters in 
the 5-20 fira size range are being consumed faster 
than they are being generated. 

For the 36% porosity char, the distribution at 28 
ms shows a large increase in the number of particles 
having diameters less than about 40ßm. (A duplicate 
test at this residence time yielded an almost identical 
distribution.) Particles at this residence time were 
extracted just subsequent to devolatilization, as evi- 
denced by the disappearance of luminous clouds 
that surround particles during volatile release. De- 
volatilization tests performed in a thermogravimetric 
analyzer indicate that the higher the weight fraction 
of lycopodium used in the synthesis procedure, the 
lower the volatile matter content of the synthetic 
char. Thus, the 36% porosity char has a lower volatile 
matter content than the 23% porosity char, as well 
as a more open internal structure. The data suggest 
that these factors (volatile matter content and void 
volume) enhance particle fragmentation during heat 
up and devolatilization. 

The distributions at 72 and 117 ms indicate a re- 
duced level of fragmentation in comparison with that 
during the first 28 ms in the flow reactor. Factors 
that govern fragmentation during heat up and de- 
volatilization differ from those that control fragmen- 
tation during char oxidation. It is not expected that 
the same fragmentation rate parameters apply in the 
two regimes. 

Figures 3 and 4 show cumulative and differential 
weight distributions for the 23% and 36% porosity 
chars. The lines are curves drawn through the data 
to facilitate interpretation. The distributions show a 
monotonic reduction of particle size with time and, 
hence, with mass loss. Values of D/D0 determined 
using weight-averaged diameters for each size dis- 
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FIG. 3. (a) Cumulative and (b) differential weight distri- 
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FIG. 4. (a) Cumulative and (b) differential weight distri- 
butions for the 36% porosity char. 
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FIG. 5. Diameter and apparent density variations with 
burn off. The lines are calculated using Eq. (10b) and se- 
lected values of ß. 

tribution are plotted against the measured m/m0 val- 
ues in Fig. 5. Values obtained with a 16% porosity 
char are also included in the plot. The lines in the 
figure are calculations in accord with Eq. (10b) using 
selected values for the particle burning mode param- 
eter ß. For ß = 1/3, particles burn at constant den- 
sity; for ß < 1/3, particles burn with decreases in 
both size and apparent density. The data support a 
value of ß near 0.25. The corresponding value for a 
is 0.25, a value consistent with those determined 
previously [5,12]. 

The population balance model was used to cal- 
culate the number distributions at residence times 
of 72 and 117 ms using the distributions at 28 ms as 
starting distributions. One hundred size bins were 
used in the calculation with x/xi+1 = 1.06 and xn = 
0.55 [tm. The set of 100 differential equations was 
solved using LSODE [13], an ordinary differential 
equation solver. Ambient conditions were specified 
(Tgas = 1500 K, Pg = 0.12 atm); char combustion 
model parameters were taken from the literature 
[5,11]. The apparent activation energy was taken as 
26 kcal/mol, consistent with results of previous work 
[11] for chars containing 90% carbon. Adjustable pa- 
rameters included Aa and k. Sampling-induced at- 
trition-type fragmentation was accounted for by re- 
adjusting Aa to zero and k to rcpi.0be at the end of the 
specified residence time in the reactor and integrat- 
ing an additional 171 ms, the time it takes particles 
to pass through the sampling system. 

It was not possible to determine values of Aa and 
k that resulted in number size distributions that re- 
flected the measured trends when attrition- or 
breakage-type fragmentation was assumed. Only 
percolation-type fragmentation yielded calculated 
cumulative number distributions having the char- 
acteristic shapes of those observed. 

Figure 6 shows calculated cumulative number dis- 
tributions for the 23% porosity char assuming no 
fragmentation. To get good agreement between 
measured and calculated cumulative and differential 
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FIG. 7. Calculated cumulative number distributions 
(broken lines) assuming Aa = 200 gC/cm2 s atm° 5 and k 
= 0.05 /am-1 s_1. Calculated m/m0 values agree with the 
measurements at the various residence times. Solid lines 
through the data at 0 and 28 ms represent fits used as 
starting distributions in the calculations. 

weight distributions, diffusion-limited burning had 
to be assumed. The calculated number distributions, 
however, do not reflect the trends depicted in Fig. 
2. With diffusion-limited burning, small particles in 
the feed char are completely burned before the 72- 
ms residence time in the reactor is reached. No in- 
creases in the numbers of small particles are pre- 
dicted at the high particle burning rates needed to 
match the weight-loss data. 

Figure 7 shows the distributions calculated assum- 
ing percolation-type fragmentation with Aa = 200 
gC/cm2 s atm0'5 and k = 0.05 /nrr1 s"1. With this 
value of Aa, particles in the 30-80-/zm size range 
burn at rates ranging from 78% to 94% of their dif- 
fusion-limited rates in 12 mol % oxygen at 1500 K. 
The distributions reflect the trends observed with 
the data. For better agreement, it is necessary to 
model more accurately apparent density changes as- 

sociated with fragmentation. When a particle frag- 
ments, its fragments do not have the same apparent 
densities as those of the smaller classes of particles 
into which the fragments fall. In the present particle 
population model, variations in apparent density for 
each size class of particles are determined by inte- 
grating the differential equation obtained when Eq. 
(10a) is differentiated with respect to time and com- 
bined with Eq. (9). Such an approach assumes that 
all particles in a given size class have the same ap- 
parent density, a reasonable assumption when there 
is no fragmentation. Only by having density classes 
associated with each size class can apparent density 
effects be modeled accurately when account is made 
for char fragmentation. 

Using the measured size distribution at t = 0 ms 
for a starting distribution and the value determined 
for Aa, calculations indicate that fragmentation rates 
of the 23% porosity char during the first 28 ms in 
the flow reactor (i.e., during heat up and devolatili- 
zation) are about five times the fragmentation rates 
during the later stages of char oxidation. This esti- 
mate is based on the apparent density of the un- 
burned char and assumes very rapid devolatilization 
rates and no swelling during devolatilization. Cal- 
culations also indicate that the frequency of frag- 
mentation events during heat up and devolatilization 
is about three times higher with the 36% porosity 
char than with the 23% porosity char. 

Conclusions 

During pulverized coal combustion, particles frag- 
ment as they heat up and devolatilize and as they 
undergo oxidation. Results show that char burn off 
increases with porosity at any given residence time 
and that number distributions exhibit greater num- 
bers of small particles with increases in porosity, 
demonstrating an impact of fragmentation on burn 
off rates. The fragmentation behavior can be char- 
acterized as being percolative, where fragmenting 
particles produce fragments of all sizes. 

The data indicate that both particle diameter and 
apparent density decrease during char oxidation and 
support power-law relations between particle mass, 
diameter, and apparent density. Since overall parti- 
cle burning rates depend on particle size, it is ap- 
parent that accurate determination of mass loss rates 
during the char oxidation phase of coal combustion 
requires that account be made for char particle frag- 
mentation. The neglect of fragmentation can result 
in the determination of apparent chemical reaction 
rate coefficients that are too high. 

A particle population model that accounts for char 
fragmentation and oxidation has been developed and 
shown to be able to predict qualitatively the evolu- 
tion of the number size distribution during burn off. 
The adjustment of model parameters to fit data 
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indicates that char fragmentation is percolative in 
nature and that fragmentation rates increase with 
char porosity. The model also indicates that the rate 
of fragmentation during heat up and devolatilization 
is about five times the rate of fragmentation during 
char oxidation. Before the effects of fragmentation 
on the extent of mass loss can be predicted with 
greater accuracy, the model must be modified to al- 
low for variations in density for each size class of 
particles considered. 
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COMMENTS 

Jon Gibbins, Imperial College, UK. Fragmentation by 
percolation certainly seems to be occurring in a real utility 
plant since, for situations where good burn-out is occur- 
ring, roughly 50% of the unburnt C is below 38 ^m and 
SEM examination confirms it has come from larger, porous 
structures. If the particles have burnt enough to fragment, 
however, they will also have got hot enough for thermal 
deactivation so (as usual in char burn-out) there is no single 
mechanism that can be invoked to explain the observed 
results! It also appears that, when poor burnout occurs, the 
abundance of the larger char particles, rather than the 
smaller particles in the fly ash, increases, which perhaps 
suggests that fragmentation is not always a burnout-deter- 
mining process. 

Author's Reply. Yes, we agree with your conclusion that 
fragmentation is not the only cause of unburned carbon in 
ash. Indeed situations do exist where unburned carbon can 
be due to other factors, among them differences in reac- 
tivity of coal components, thermal annealing, and ash in- 
hibition. 

L. Douglas Smoot, Brigham Young University, USA. 
Your observation of a very large average number of frag- 
ments for each initial synthetic char particle seems to be 

counter to various observations for coal chars which sug- 
gest up to a few to several fragments per initial particle. 
Does this suggest that the synthetic particles are not rep- 
resentative of coal in this regard? 

Author's Reply. The results of Sarofim et al. [1], Helble 
et al. [2], and Helble and Sarofim [3] support that between 
3 and 5 ash particles above 10 /im in diameter and from 
200 to 500 ash particles with diameters in the range 1-10 
/zm are produced from a single pulverized coal particle. If 
there were no fragmentation, one would expect only one 
ash particle produced per coal particle. Thus, these results 
suggest a much larger number of fragments generated dur- 
ing combustion of pulverized coal than indicated in your 
question. The number of fragments generated during com- 
bustion of our synthetic char are consistent with the larger 
numbers. Using the fragmentation rate coefficient deter- 
mined for the 23% porosity char, calculations indicate that 
about 11 fragments per particle were generated having di- 
ameters greater than lO^m during the 28 to 117 ms char- 
oxidation period in the reactor. Hundreds of smaller frag- 
ments were generated over this same time period. Thus, 
with regards to its fragmentation behavior, we believe that 
our synthetic char is representative of the char of a low- 
ash, low-volatile coal. 
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Robert Hurt, Brown University, USA. I agree with your 
conclusion the fine fragments can undergo "extinction", but 
would like to comment on the implications of the "extinc- 
tion" for carbon burnout. According to our models of zone 
II combustion it is possible under special conditions (low 
gas temperature and high oxygen concentration) for frag- 
mentation and "extinction" to result in a decrease in overall 
burning rate, as suggested. At the high gas temperatures 
and relatively low oxygen concentrations of interest to pul- 
verized-coal-flred boilers, however, the net effect of frag- 
mentation and "extinction" is an increase in overall burning 
rate due to increased external surface. Mathematically, as 
particle diameter approaches zero, the particle tempera- 
ture must approach the local gas temperature (the "extin- 
guished" state), which, in this application, however, is still 
high enough to produce rapid burnout of the fine frag- 
ment. Do your models predict the same trends—that frag- 
mentation favors burnout under pulverized coal combus- 
tion conditions? 

Author's Reply. In zone II, the shapes of resulting frag- 

ments play a key role in determining whether fragmenta- 
tion increases or decreases burnout. If all particles and 
fragments are assumed to be spherical, then fragmentation 
enhances burnout, as predicted by our model. If all frag- 
ments were non-spherical, then fragmentation could de- 
crease burnout owing to the impact of surface-to-volume 
ratio on the relative rates of heat generation and loss, which 
determine equilibrium particle temperatures. Because of 
radiative losses to the cooler combustor walls, non-spher- 
ical fragments having characteristic sizes as large as 50 fim 
would burn at temperatures from 50 to 100 K below the 
local gas temperature. Calculations using burning rate pa- 
rameters determined for a lv-bituminous coal [1] indicate 
that a 50 fim diameter spherical particle would obtain a 
temperature of 1825 K in its fully-ignited state and require 
about 250 ms for 99% burnoff in 6% 02 at 1800 K. A 50 
fim fragment burning at a rate that limited its temperature 
to 1750 K could require over 650 ms to reach this extent 
of burnoff in 6% 02 at 1800 K (estimated assuming a spher- 
ical particle with reduced reactivity to effect the lower tem- 
perature). Depending upon whether the fragment was gen- 
erated during the early stages of char oxidation or late, 
sufficient time may not be available in the reactor for its 
complete burnout and hence, portions of this 50 /im frag- 
ment could contribute to unburned carbon in the ash. 
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A GENERAL MODEL FOR DEVOLATILIZATION OF LARGE 
COAL PARTICLES 
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There have been several studies on the devolatilization of large coal particles under laboratory conditions 
simulating large-scale fluidized or fixed-bed combustion conditions, all of which demonstrate that the 
process of devolatilization of large coal particles occurs over a much longer timescale than that of pulverized 
coals under the same conditions. This paper reports the development of a model for large coal particle 
devolatilization under fluidized and fixed-bed combustion conditions. The model combines a heat transfer 
model with a general and comprehensive coal devolatilization model, FG-DVC. It inherits the generality 
of FG-DVC and can be applied to coals of various types without extensive prior knowledge of the coals. 
This model includes a detailed treatment of coal pyrolysis reactions including the yields of individual gas 
species, tar yields, and tar molecular weight distributions. The changes in coal physical properties are 
modeled with the application of Merrick's coal physical property submodels for specific heat and thermal 
conductivity. Both the convective and radiative heat transfer between the gas phase and coal particles are 
considered and Gunn's correlation for the surface heat transfer coefficient is used. Model predictions are 
compared with the data of large coal particle devolatilization measured in fluidized beds and tubular 
reactors, for particle thermal response, total weight loss, and individual gas evolution rates. In general, the 
agreement with the data is very good for the particle center temperature and weight loss curves and is fair 
for the individual gas evolution curves. 

Introduction 

There have been several studies on the devolatil- 
ization of large coal particles under laboratory con- 
ditions simulating large-scale fluidized or fixed-bed 
combustion conditions, all of which demonstrate 
that the process of devolatilization of large coal par- 
ticles occurs over a much longer timescale than that 
of pulverized coals under the same conditions. Some 
studies [1-3] have addressed the timescale of the 
devolatilization process for large particles and have 
established that the timescale is proportional to dn, 
with n ranging from 0.32 to 2.6 and d being the 
diameter of the particle. The large variation of n in 
the reported correlations reflects the difficulty in de- 
termining the termination point of the devolatiliza- 
tion process. More recent studies have reported 
more detailed measurements of particle tempera- 
ture, particle weight loss, and gas species concentra- 
tions as a function of time [4-7]. These data sets 
were collected under relatively well-defined condi- 
tions and can be used for model verification. 

It is generally accepted that transport of heat and 
mass from the interior of particles to their surface 
controls the timescale of large coal particle devola- 
tilization. Besides the effect on the devolatilization 
rates, there are speculations as to whether the vol- 
atiles undergo secondary reactions within particles 

as they exit. These reactions would include tar crack- 
ing, gasification reactions with char, and gas-phase 
reactions. However, there is no solid evidence sup- 
porting claims that these reactions are significant 
enough to be modeled [8]. Experiments have shown 
only moderate, at most, changes in yields with 
changing particle size. These changes may be due 
primarily to the indirect effects of heat transfer (i.e., 
that larger particles have slower thermal response). 
An exception is the formation of HCN and NH3. 
Recent experimental results have indicated that 
large particle size enhances the formation of NH3 at 
the expense of HCN [9]. Although mass transport 
seems not to cause significant secondary reactions 
for the major volatile gas species, there is abundant 
evidence that it plays an important role on the pri- 
mary devolatilization reactions determining the 
yields of the tar. Solomon et al. [8] have given a de- 
tailed review and pointed out that longer residence 
times of tar could cause its precursor to be repoly- 
merized into the char structure, leading to lower tar 
yields. This view is incorporated in a coal pyrolysis 
model, FG-DVC [8,10], which accounts for the mass 
transport limitations associated with tar evolution. 

Models have been developed to model the devol- 
atilization of large coal particles. Agarwal et al. 
[11,12] and Hajaligol et al. [13] developed large coal 
particle    devolatilization    models    that   combine 
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intraparticle heat transfer calculations with simple 
coal devolatilization submodels. The models by De- 
vanathan and Saxena [14] and Bliek et al. [15] con- 
sidered both heat and mass transport processes cou- 
pled with pyrolysis modeling. Bliek s model also took 
into consideration tar redeposition on char surfaces. 
Additionally, there are general models developed for 
pulverized coal devolatilization [8,10,16,17] that 
have various capabilities for predicting coal thermal 
decomposition under practical conditions. These 
models have been developed for coal particles in the 
micron size range, for which the intrinsic devolatil- 
ization rates dominate the timescale. Among these 
models, the FG-DVC model [8,10] can predict, in 
addition to the tar and total volatile yields, the yields 
of individual gas species, the tar molecular weight 
distribution, and the char fluidity. This model was 
validated for the eight Argonne Premium coals 
based on measurements of pyrolysis kinetics from 
TG-FTIR analysis, solvent extraction and solvent 
swelling to measure extractables and initial cross-link 
density, respectively, Gieseler plastometer experi- 
ments to measure fluidity, pyrolysis-FIMS to mea- 
sure the tar molecular weight distribution, and 
ultimate analysis to determine the elemental com- 
positions (C, H, N, S, O) [10]. A standardized ap- 
proach has been established and proven successful 
based on the assumption that devolatilization kinet- 
ics and coal structural parameters derived at low 
heating rates and laboratory conditions can be ex- 
trapolated by the FG-DVC model to predict the de- 
volatilization process at high heating rates and high- 
pressure conditions [8,10,18]. This model is now 
supported by a coal pyrolysis database so that nec- 
essary model input parameters for modeling an un- 
tested coal can be extracted from the database based 
on the coal elemental composition [18]. 

This paper reports the development of a model 
for large coal particle devolatilization under heating 
conditions relevant to fluidized and fixed-bed com- 
bustion. The model combines a heat transfer model 
with a general and comprehensive coal devolatiliza- 
tion model, FG-DVC. It inherits the generality of 
FG-DVC and can be applied to coals of various types 
without extensive prior knowledge of the coals. 

Model Description 

For modeling the devolatilization of large coal par- 
ticles, consideration must be given to the processes 
of heat transfer and mass transport inside the par- 
ticles. The heat transfer flux starts at the particle sur- 
face where the coal solid receives heat from sur- 
rounding gas and/or solids (bed materials) via 
convective and radiative transfer modes. The heat 
wave propagates toward the center of the particle 
through conduction. As a result, the coal particle de- 
volatilizes, changing constantly its physical proper- 

ties including the thermal conductivity, specific heat, 
and solid porosity. The volatile gases escape by going 
through the char pores, during which time second- 
ary reactions may occur. The mass transport process 
is very complicated and is not well understood be- 
cause of the complex coal pore structure. The trans- 
port of volatiles through meso and micro pores 
would be different and would vary from the trans- 
port through microcracks. Furthermore, modeling 
mass transport requires solving conservation equa- 
tions for every gas species, significantly increasing 
the model complexity. Four possible effects of mass 
transport are: (1) resistance of transport through 
pores, leading to lower evolution rates; (2) possible 
secondary reactions; (3) influences on tar formation; 
and (4) influences on internal or external heat trans- 
fer. 

Since internal mass transport would have a similar 
timescale as heat transfer, modeling of heat transfer 
should provide an adequate description of the time- 
scale effect (effect 1 in the preceding paragraph). 
The secondary reactions appear to be insignificant 
for the major gaseous volatiles and can be ignored 
[8]. The secondary reactions involving formations of 
HCN and NH3 will be treated separately [9]. The 
effect of transport limitations on tar formation has 
been described well by the FG-DVC model 
[8,10,18]. Since recent evidence suggests that vola- 
tile evolution from large particles heated under com- 
bustion conditions occurs primarily through cracks 
and fissures [19], the heat transfer between evolving 
gases and coal solids would not be very efficient. Pre- 
vious considerations of the effects of volatiles evo- 
lution on the external heat transfer coefficient under 
similar conditions have indicated that the effect is 
small [8]. For these reasons, a decision was made 
that no further consideration would be given to mass 
transport. 

Coal particles are considered to be spherical in the 
model. The particle size is assumed to remain un- 
changed during the devolatilization, since two coun- 
teracting processes, weight loss and swelling, lead to 
negligible size changes for millimeter-size coal par- 
ticles in fluidized beds [4,5]. This assumption implies 
that the coal particle density will decrease with time 
because of weight loss. The devolatilization is as- 
sumed to be thermally neutral in accordance with 
most of the data, which indicate relatively small ef- 
fects [8,20]. The key components in the model are 
(1) a heat transfer module; (2) a coal devolatilization 
module, FG-DVC; (3) a coal physical property (ther- 
mal conductivity and specific heat) module by Mer- 
rick [20]; and (4) a correlation for convective heat 
transfer from gas to the particle reported by Gunn 
[21]. 

Heat Transfer 

The heat transfer in the particle is modeled with 
a standard heat conduction equation 
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where T is the local particle temperature and is a 
function of r, the radial distance from the particle 
center; T0 is the initial particle temperature; Tg is 
the gas temperature; R is the particle radius; p, c, 
and kp are the particle solid density, specific heat 
capacity, and thermal conductivity, respectively; h is 
the surface heat transfer coefficient, e is the emisivity 
of coal; and a is the Stefan-Boltzman constant, dpi 
bt is the local rate of devolatilization and is provided 
by the FG-DVC model. H is the heat of pyrolysis, 
which is set to zero in the current model but can be 
invoked if necessary. 

The model divides the coal particle sphere into N 
shells. Coal devolatilization is modeled with FG- 
DVC in each shell according to the temperature 
given by Eq. (1). The chemical composition and den- 
sity of each shell change as the devolatilization pro- 
gresses, and this information is used to update the 
local thermal conductivity and specific heat values. 
The overall weight loss, gas species evolution rates, 
and tar evolution rates of the particle are calculated 
by summation over the shells. 

Eq. (1) was cast into an algebraic form with a 
Crank-Nicholson scheme and is solved with a finite 
difference method. Coupling of Eq. (1) with the FG- 
DVC model is through the variables p, c, and kp. 

leads to an equation that describes the temperature 
and composition dependence of the specific heat of 
coal. The local coal/char composition from FG-DVC 
is used in this equation to update the specific heat. 
Merrick's model for coal thermal conductivity is as 
follows: 

l/K 
1.47 0.0118, 

273\05 

(2) 

where wc and wH are the mass fractions of carbon 
and hydrogen, respectively. This equation assumes 
the contributions for each element are additive. This 
and any measured thermal conductivity of coal must 
be considered as apparent values, since coal has a 
porous structure and there will be extensive radiant 
heat transfer across the pores and cracks. 

Surface Heat Transfer 

The surface heat transfer from gas to particle can 
be convective and radiative as given in Eq. (1). One 
difficulty is determining the surface heat transfer co- 
efficient, h, which is related to the particle Nusselt 
number, Nu, which can be correlated to the Reyn- 
olds number, Re, Prandtl number, Pr, and bed po- 
rosity, v. Several correlations have been proposed to 
fit the experimental data. However, reported values 
vary by several orders of magnitude at the same 
Reynolds number when Re is close to or less than 
10. To resolve this discrepancy, Gunn [21] proposed 
the following correlation: 

Nu = (7 - 10v + 5v2)(l + 0.7Re02Pr1/3) 

+ (1.33 - 2.4v + 1.2v2)ite°-7Pr1/3     (3) 

This correlation is used in the model. 

Coal Devolatilization 

The detailed description, the experimental basis, 
and the applications of the FG-DVC model can be 
found in previous publications [8,10,18] and will not 
be presented here. The equation set of the model 
includes species rate equations for gas, tar, and char, 
and equations for cross-linking and bond breaking, 
for molecular weight distribution of tar, and for py- 
rite decomposition. The kinetic equations use a dis- 
tributed, activation energy model modified from the 
early model by Anthony and Howard [22], 

Coal Physical Properties 

The changes of the coal/char physical properties 
during the devolatilization are not easily quantified. 
The current model uses submodels proposed by 
Merrick [20]. Merrick's model for the specific heat 
of coal is based on the Einstein form of the quantum 
theory specific heat description of solids. The theory 

Comparison of the Model with 
Experimental Data 

Two types of experimental data exist in the liter- 
ature. The first type gives the devolatilization time, 
tD, as a function of particle size, whereas the second 
type includes more detailed measurements of par- 
ticle temperature, particle weight loss, and gas spe- 
cies concentrations as a function of time. In evalu- 
ating these data sets, it is found that the tv data are 
of little use for quantitative comparisons of predic- 
tions and data; tv is often defined as 95% or 90% 
devolatilization time. This value can only be deter- 
mined accurately when an experiment is carried out 
to 100% devolatilization at a given temperature. But 
this condition is hardly obtainable in practice be- 
cause of the asymptotic nature of coal devolatiliza- 
tion. Most of the pyrolysis studies were conducted 
at moderately high temperatures ranging from 600 
to 1000°C. It is normally observed [3-5,7] that there 
is a long tailing in the volatiles evolution curve after 
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FIG. 1. Coals (triangles) used for model comparisons and 
the interpolation mesh used by the FG-DVC coal database. 
In order of increasing O/C ratio, these coals are Bulli, Pitts- 
burgh Seam bituminous, Coal "D," Indiana bituminous, 
PSOC-435, Wyoming subbituminous. Since elemental 
composition information was not available for the Ark- 
wright coal, it was assumed to have the same composition 
as the Lewiston-Stockton coal, one of the coals in the da- 
tabase. The mesh nodes are for the nine coals in the da- 
tabase that are used for interpolation[18], 

the majority of the volatiles have evolved. The main 
components of this portion of the curve are CO and 
H2, which are formed from precursor groups that 
are very strongly bonded in the coal matrix. Since 
100% devolatilization is not attainable in practical 
timescales, the completion of pyrolysis has been de- 
cided arbitrarily. For a given data set recorded in a 
pyrolysis experiment, tv will depend on the time the 
experiment is stopped. 

For this reason, it was decided that only the time 
resolved data for large coal particle devolatilization 
would be used for model validation. These data were 
obtained from two types of experimental facilities: 
(1) fluidized beds and (2) tubular reactors. For the 
first type of experiment [4,5], coal samples of milli- 
meter sizes were added into laboratory scale fluid- 
ized beds maintained at a given temperature. Gas 
samples were extracted for analysis at the outlet of 
the beds at a given time interval after coal sample 
addition. Stubington and Sumaryono [5] also mea- 
sured the center temperature of coal particles with 
a fine thermocouple inserted into a coal particle that 
was inserted into a fluidized bed. Unfortunately, 
there is not enough information reported by Stu- 
bington and Sumaryono to allow their concentration 
data to be presented in a form useful for model com- 
parison. Only the particle temperature data have 
been used from this paper. The tubular reactor ex- 
periments by Stubington et al. [3] and Peeler and 
Poynton [7] provided recordings of weight loss 
curves for single coal particles. Adesanya and Pham 
[6] measured the center particle temperature with a 
fine thermocouple in their tubular reactor. Both con- 
vective and radiative heat transfer from gas to par- 

ticles were present for all of these experiments, ex- 
cept for the experiments of Adesanya and Pham [6]. 
In the case of fluidized beds, coal samples were 
added to beds with the bed materials already heated 
to a predetermined temperature and hence the ra- 
diation from bed materials to relatively cold coal par- 
ticles would be nonnegligible. In the tubular reac- 
tors, the coal particles were heated by the 
surrounding gas and by radiation from the hot wall. 
Adesanya and Pham [6] took special measures to as- 
sure that the heat transfer was nonradiative. This 
experiment provides a good test for the surface heat 
transfer correlation used in the model. 

The data used were derived from seven coal sam- 
ples, five U.S. coals, one Australian coal, and one 
unnamed coal. The work of Stubington et al. [3] and 
Peeler and Poynton [7] involved a much larger num- 
ber of coal samples, but only one coal was reported 
with weight loss data from each study. 

The first step in the modeling is to assemble the 
FG-DVC input parameters for each coal. Tradition- 
ally, laboratory pyrolysis experiments must be per- 
formed to characterize coal samples in order to 
obtain the kinetics and composition data. This step 
has been simplified with a correlation scheme de- 
veloped by Zhao et al. [18], in which FG-DVC input 
parameters for an untested coal can be interpolated 
from a coal pyrolysis database containing data from 
nine well-characterized coals. Coals are identified 
with two indices in the database: atomic ratios of 0/ 
C and H/C. The six coals whose data are used in this 
paper are identified as triangle symbols in a van 
Krevelen-style plot in Fig. 1. The triangular mesh 
in the plot is used for the interpolation of input pa- 
rameters based on a finite element method. The 
solid circular dots represent the nine coals in the 
database [18]. For a coal that is inside one of the 
triangles of the mesh, the FG-DVC input parame- 
ters are calculated from the data of the coals rep- 
resented by the three corners of the triangle. For 
coals that are not inside the range covered by the 
mesh, the input parameters are taken from the data 
of the reference coal that is closest to the corre- 
sponding triangle symbol. 

In calculating the predictions, no adjustable pa- 
rameters are used to fit the data. All necessary model 
parameters are supplied by the submodels through 
the procedures described previously. Pyrolysis con- 
ditions are taken from the data sources. In cases in 
which the superficial gas velocity was not reported 
in the original source, 0.2 m/s is used in the calcu- 
lation. 

Figure 2 shows the comparison of the particle cen- 
ter temperatures with model predictions for two 
coals. In both cases, the model predicts the temper- 
ature very well. The experimental temperature 
curves of the Arkwright coal (Fig. 2a) all exhibit a 
sudden upturn during the late stages of pyrolysis. 
This was explained by Adesanya and Pham [6] with 
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FIG. 2. Comparison of model predictions and data for 
particle center temperatures: (a) Arkwright coal particles 
heated to 650°C [6] and (b) a Bulli coal particle of 8.0 mm 
heated in a fluidized bed at 833°C [5]. 
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FIG. 3. Comparison of model predictions and data for 
coal weight loss: (a) a 29-mm coal particle at a gas tem- 
perature of 900°C [7] and (b) a 15.1-mm coal particle 
(PSOC-435) at a gas temperature of 850°C [3]. 

the observation that the particle shape changes from 
the starting sphere to a cylindrical shape. This 
change, believed to be induced by softening of the 
coal matrix, the drag force of gas flow, and the gravity 
force, reduced the effective conductive resistance to 
heat transfer and caused an increase in the heating 
rate. The data for the Bulli coal (Fig. 2b) show no 
signs of an initial induction period before the tem- 
perature starts to increase, as shown with the Ark- 
wright coal. Since it is possible that the thermocou- 
ple tip might not be placed exactly at the center, a 
second set of predictions is also plotted for the par- 
ticle temperature at half the radius, which more 
closely resembles the data. 

The second set of comparisons is for the total 
weight loss curves shown in Fig. 3. Both sets of data 
were obtained from tubular reactors, and the parti- 
cle weight was measured with either an electronic 
balance [7] or TGA [3]. The data in Fig. 3a are from 
Peeler and Poynton [7] for a coal particle with geo- 
metric mean diameter of 28.8 mm. The change of 
weight is very well predicted, except for a slight over- 
prediction of the final weight loss. Figure 3b is for a 
PSOC-435 coal studied by Stubington et al. [3], An 
underprediction of the final weight loss causes the 
prediction to deviate from the data in the latter 
stages of pyrolysis, but the overall change of the par- 
ticle weight and its time scale are well predicted. 
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FIG. 4. Comparison of predicted in-bed CH4 concentra- 
tion with CH4 concentration measured at the outlet of a 
fluidized bed for 1.55-mm coal particles from an Indiana 
High-Volatile C bituminous coal [4]. 

In the third test, the individual gas concentrations 
are compared with model predictions. The data are 
from Morris and Keairns [4] with three U.S. coals 
pyrolyzed in a small fluidized bed. The time-depen- 
dent gas concentrations are calculated and are com- 
pared with data in Figs. 4 and 5. Since the concen- 
tration data were measured at the outlet of the 
reactor, the flow dispersion will result in a time lag 
when these data are compared to the in-bed con- 
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FIG. 5. Comparison of predicted in-bed gas concentra- 
tions with gas concentrations measured at the outlet of a 
fluidized bed for 1.55-mm coal particles at 872°C: (a) Wy- 
oming subbituminous coal and (b) Pittsburgh Seam coal 
(data are from Ref. 4). 

centration predictions. This lag is about 3 s according 
to a measurement by Morris and Keairns [4]. It can 
be seen in Figs. 4 and 5 that the measured gas evo- 
lution occurs over a longer time interval when com- 
pared to the predictions. Among the three gases 
compared, CH4 is the best predicted, except for the 
Wyoming subbituminous coal. For all three coals, 
the model predicted yields for CO and C02 that are 
lower than the data. This may be due to (1) the fact 
that the model does not account for mineral sources 
of these gases; (2) inaccuracies in the elemental anal- 
ysis used to generate the model input files; (3) 
weathering of the coal before use; or (4) infiltration 
of oxygen into the experiment. To accurately predict 
individual gas yields using the FG-DVC model for a 
nonlibrary coal, it is recommended to do at least one 
programmed pyrolysis experiment with gas analysis 
to calibrate the input files [10,18], 

Conclusions 

A model has been developed for devolatilization 
of millimeter-size coal particles under fluidized and 
fixed-bed combustion conditions. This model in- 
cludes detailed treatment of coal pyrolysis reactions 
by incorporating a general coal devolatilization 
model, FG-DVC. 

The model is supported by a coal pyrolysis data- 
base and can be used to simulate untested coals 
based only on elemental analysis data. The changes 
in coal physical properties are modeled with the ap- 
plication of Merrick's coal physical property sub- 
models. Both the convective and radiative heat 
transfer between the gas phase and coal particles are 
considered, and Gunn's correlation for the surface 
heat transfer coefficient is used in the model. Model 
predictions are compared with the data of large coal 
particle devolatilization measured in fluidized beds 
and tubular reactors, for particle thermal response, 
total weight loss, and individual gas evolution rates. 
In general, the agreement with the data is very good 
for the particle center temperature and particle 
weight loss curves and fair for the individual gas evo- 
lution curves. 
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Three coals of different rank were pyrolyzed in a drop-tube reactor at a maximum temperature of 900 
K and a residence time of 160 ms. The coal and char were analyzed with solid-state 13C NMR. The tar 
was dissolved in deuterated methylene chloride. It was found that the tar was only partially soluble in 
CD2C12. The nonsoluble tar portion was analyzed in the same manner as the coal and char, while the 
soluble tar portion was analyzed using a recently developed high-resolution 13C NMR technique developed 
for liquid phases. The tar structure was found to be significantly different from the structure of the char 
and coal. The number of bridges and loops per cluster in the tar was up to 65% lower than in the char. 
In addition, the number of aromatic carbons per cluster in the tar was significantly lower than that found 
in either the coal or the char. Since the molecular weight per cluster in the tar is lower than reported 
average tar molecular weights, these data imply that tar is made up of a number of multiple clusters 
(dimers, trimers, etc.) as well as single clusters (i.e., monomers). The mass of nitrogen per cluster in the 
tar was found to be significantly lower in the tar than in either the coal or the char. These experimental 
findings suggest that changes may be necessary in current network devolatilization models to accurately 
describe the changes in chemical structure. 

Introduction bond breaking rather than to the mass of products 
released from the coal. Solid-state 13C NMR spec- 

Models of coal devolatilization have progressed troscopy has proven particularly useful in obtaining 
from simple rate expressions based on total mass re- average values of chemical structure features of coal 
lease [1,2] to empirical relationships based on the and char, while liquid-phase XH NMR spectroscopy 
elemental composition of the parent coal [3] to mod- has been used to determine some of the chemical 
els that attempt to describe the macromolecular net- features of coal tar [7,9-12]. Pyridine extract resi- 
work of the coal [4-6]. In the last several years, ad- dues from coal and partially pyrolyzed coal chars 
vancements in chemical analysis techniques have have also been analyzed by solid-state 13C NMR 
allowed quantitative investigations of the chemical spectroscopy, and the extracts have been analyzed 
structure of both coal and its pyrolysis products, in- by XH NMR spectroscopy [13]. 
eluding the nature of the resulting char [7,8], A Three current devolatilization models use network 
prominent research goal is to accurately predict the approaches to describe the parent coal structure and 
rates, yields, and products of devolatilization from subsequent devolatilization behavior [4-6]. Coal is 
measurements of the parent coal structure. The pre- modeled as an array of aromatic clusters connected 
diction of nitrogen species evolved during devolatil- by labile bridges, as illustrated in Fig. 1. Kinetic ex- 
ization is of current interest. These goals necessitate pressions are postulated for the rate of bridge scis- 
modeling the reaction processes on the molecular sion, and statistical representations are used to de- 
scale, with activation energies that relate to chemical termine the number of clusters liberated from the 

3153 
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Loop 

Aromatic Clusters 

FIG. 1. Representative chemical structures identified in 
13C NMR analyses of coal and coal chars. 

0.10 
0.10       0.15       0.20       0.25       0.30 

N/cluster coal 

0.35       0.40 

FIG. 2. Comparison of the calculated mass of nitrogen 
per cluster in the tar and in the parent coal. 

coal lattice structure as a function of the number of 
bridges cleaved. The vapor pressure of liberated 
clusters are calculated and used to determine yields 
of tar versus metaplast. Cross-linking reactions even- 
tually connect the remaining metaplast to the char 
matrix. Such models require knowledge of the av- 
erage size of the aromatic clusters in the coal, the 
number of attachments (bridges and side chains) per 
cluster, the ratio of bridges to side chains, and the 
average size of the bridges or side chains. Several 
reviews of these models have been published 
[14,15]. All three of these models use the solid-state 
13C NMR data to some extent to guide selection of 
coal-dependent input parameters to describe the 
coal lattice structure. One model demonstrated suc- 
cess in using the solid-state 13C NMR data directly 
as the only coal-dependent structural input param- 
eters [6]. One of the common assumptions in these 
models is that the aromatic rings in the clusters are 
not broken during the pyrolysis process, and hence, 
the bridge-breaking rate largely controls the devol- 

atilization rate. Therefore, the average number of 
aromatic carbons per cluster in the coal should be 
equal to that in the char and in the tar. 

In a recent paper, Niksa [16] postulated that ni- 
trogen evolution during pyrolysis could be modeled, 
assuming that the mass of nitrogen per aromatic 
cluster in the coal tar was equal to that in the parent 
coal. It is possible to calculate this value as follows: 

M™l=
X-^MWc^ = MWclXN 

XC Ja' 
(1) 

where xN = wt % N (daf), xc = wt % C (daf), MWC 

= molecular weight of carbon, Cc; = number of 
aromatic carbon per cluster, fa, = carbon aromatic- 
ity, and MWd = molecular weight per aromatic clus- 
ter. Tar data reported in the literature were used in 
conjunction with Eq. (1) to determine the validity of 
Niksa's assumption. Elemental analyses of tar sam- 
ples were reported by Freihaut et al. [17,18] and by 
Chen [19]. It has been reported that the carbon aro- 
maticity of the pristine tar (as estimated from 1H 
NMR spectroscopy) is similar to that of the parent 
coal for both lignites and bituminous coals [10,11]. 
It was assumed that the number of aromatic carbons 
per cluster in the tar is equal to that in the coal. 
Results of this analysis are shown in Fig. 2. The data 
should fall on the 45° line if the assumption that the 
mass of nitrogen per cluster in the tars equals the 
mass of nitrogen per cluster in the parent coal is 
true. This analysis indicates that the mass of nitrogen 
per cluster in the tar does not equal that in the coal, 
suggesting further examination. The results in Fig. 
2 are assembled from data reported in several ex- 
periments; the use of several different data sets may 
have caused some error in the analysis. It may also 
be possible that the assumptions in the analysis were 
in error, namely, (a) that the number of carbons per 
aromatic cluster in the tar is not equal to that in the 
coal and/or (b) that the carbon aromaticity of the tar 
does not equal that of the coal. 

This paper describes pyrolysis experiments and 
chemical structural analyses of one set of coal tars 
and chars, thus avoiding problems associated with 
the above analysis. Similar sets of data have been 
reported [7,8] for conditions that do not minimize 
reincorporation of pyrolysis products into the meta- 
plast and char. This is the first time that detailed 
solid-state and high-resolution 13C NMR spectros- 
copy techniques have been applied to sets of coal tar 
and char samples, providing more useful chemical 
structural information than has been previously 
available from ^ NMR data presented in the lit- 
erature [10,11,19,20]. 

Experimental Apparatus 

Samples of tar and char were produced at atmos- 
pheric pressure in the high-pressure controlled- 
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TABLE 1 
Coal properties 

Coal PSOC ID Rank 
%C 
(daf) 

% H 
(daf) 

%N 
(daf) 

% Ash 
(dry) 

Pittsburgh #8 (PA) 
Illinois #6 (IL) 
Blue #1 (NM) 

1451D 
1493D 
1445D 

hva bituminous 
live bituminous 
sub-bituminous 

84 
77 
77 

5.5 
5.0 
5.7 

1.7 
1.5 
1.3 

4.1 
15.1 
3.6 

profile (HPCP) drop-tube reactor [21], which is a 
laminar flow furnace with a computer-controlled 
wall temperature profile. The collection probe is wa- 
ter-cooled with gas quench jets in the probe tip. A 
permeable liner inside the collection probe tube al- 
lows quench gas injection radially along the length 
of the probe to reduce particle and tar deposition. 
A virtual impactor and cyclone follow the collection 
probe to aerodynamically separate char particles 
from tars and aerosols. The tars and aerosols are col- 
lected on polycarbonate filters, and tar samples are 
scraped from the filters rather than removed using 
a solvent. 

The HPCP was used to pyrolyze coal samples in 
100% nitrogen at a moderate gas temperature of 900 
K with a residence time of 160 ms. Relatively low 
temperatures were used in these experiments to 
minimize possible secondary reactions in the evolved 
coal tars. Three coals of different rank were exam- 
ined, with properties listed in Table 1. The 63-75- 
^m-size fraction was used in all of these experi- 
ments, resulting in a maximum heating rate 
exceeding 104 K/s. The "D" on the Penn State coal 
identification number signifies coals from a suite se- 
lected by the DOE Pittsburgh Energy Technology 
Center and have been well characterized [10,17-20]. 

13C NMR Analysis 

Solid-state 13C NMR techniques (CP/MAS and di- 
polar dephasing) have been used to determine the 
chemical structure features of coals and coal chars 
[9,22]. In addition to carbon aromaticity (/"„,), the 
distinction between aromatic carbons with and with- 
out attachments (such as hydrogen, carbon, or oxy- 
gen) is measured. The specification of the number 
of aromatic carbons per cluster (Cc;) provides the 
basis for the determination of many useful chemical 
structural features [9]. Probably one of the most im- 
portant quantities is the number of attachments per 
aromatic cluster, referred to as the coordination 
number (a + 1), which helps determine the degree 
of cross-linking in the sample. 

A high-resolution 13C NMR technique was re- 
cently developed and applied to model compounds, 
mixtures, and coal-derived liquid samples [23], This 

technique uses spin-lattice relaxation to differentiate 
protonated from nonprotonated carbons, based on 
relaxation differences arising from direct CH dipolar 
interactions. Average aromatic ring sizes and other 
lattice parameters are estimated using the proce- 
dures developed for solid-state 13C NMR [9,22]. 

Tar samples were dissolved in deuterated meth- 
ylene chloride (CD2Cl2) and then filtered. A signifi- 
cant amount of insoluble residue was obtained for 
each tar. This tar residue was subsequently analyzed 
using the same solid-state 13C NMR technique as 
that used for coal char. 

Results and Discussion 

Tars collected at 160 ms were analyzed using the 
13C NMR spin-lattice relaxation technique [23]; data 
are presented in Tables 2 and 3. Data for the cor- 
responding chars are also presented in Table 2. As 
seen in Table 3, 12-42% of the tar sample collected 
was insoluble in CD2C12 and was deposited on the 
filter as residue; this insoluble tar fraction is desig- 
nated as tar residue. The average values of the chem- 
ical structure features for the composite tar were 
determined from combining the values for the dis- 
solved tar and tar residue, according to the relative 
weight fractions of soluble tar and tar residue. These 
combined tar data are also presented in Tables 2 and 
3. As expected, lower tar yields were observed for 
the lower rank Illinois #6 and Blue #1 coals than for 
the hva bituminous Pittsburgh #8 coal. 

Comparing the NMR data for the tar, tar residue 
and char with that for the coal gives some interesting 
insight into the changing structure of coal during 
pyrolysis. The carbon aromaticity (fa.) of the char is 
11-32% higher than in the parent coal, which is a 
smaller difference between char and coal than re- 
ported previously for experiments at 1250 K 
[10,11,20]. The data shown here from lower tem- 
perature experiments (900 K) are at an intermediate 
stage of devolatilization, which is why the total vol- 
atile yields are low (see Table 3). Reported total vol- 
atile yields for all three of these coals at 1250 K were 
52-54% (daf) [10,11,20], Carbon aromaticities in the 
dissolved tar are similar to those of the parent coal 
for Blue #1 coal, but values of/„. in the tars from 
the other two coals are 8-10% higher (on a relative 
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TABLE 2 
13C NMR analysis of coals, tars, and chars" 

Coal Sample /. fac fa- faH fN // // f*B 
fal fa? fal U° 

Pitt #8 coal 65 3 62 23 39 5 16 18 35 24 11 7 
Pitt #8 char 87 5 82 27 55 6 19 30 13 7 6 3 
Pitt #8 tar dis. 69 2 67 38 29 5 15 9 31 20 11 na 
Pitt #8 tar res. 83 3 80 34 46 8 18 20 17 10 7 2 
Pitt #8 tar com. 73 2 70 37 33 6 16 12 28 18 10 na 

Illinois #6 coal 66 3 63 21 42 7 16 19 34 24 10 8 
Illinois #6 char 74 4 70 23 47 7 18 22 26 17 9 4 
Illinois #6 tar dis. 70 1 69 40 29 4 15 10 30 20 10 na 
Illinois #6 tar res. 80 6 74 28 46 8 18 20 20 12 8 3 
Illinois #6 tar com. 74 3 71 35 36 6 16 14 26 17 9 na 

Blue #1 coal 60 5 55 19 36 8 13 15 40 29 11 7 
Blue #1 char 71 7 64 20 44 8 14 22 29 21 8 4 
Blue #1 tar dis. 63 7 56 27 29 8 16 5 37 27 10 na 
Blue #1 tar res. 72 6 66 24 42 9 15 18 28 17 11 12 
Blue #1 tar com. 64 7 57 27 31 8 16 7 36 26 10 na 

"Percentage carbon (error);/0 = total sp2-hybridized carbon (±3); fa. = aromatic carbon (±4);/f = carbonyl, 8 > 
165 ppm (±2);/" = aromatic with proton attachment (±3);/^ = nonprotonated aromatic (±3);_/J = phenolic or 
phenolic ether, Ö = 150-165 ppm (±2);/f = alkylated aromatic, 3 = 135-150 ppm (± 3);/J = aromatic bridgehead 
(±4);fal = aliphatic carbon (±2);/g = CHorCH2(±2);/J = CH3 or nonprotonated (±2);/3 = bonded to oxygen, 
S = 50-90 ppm (± 2); tar dis. = tar that dissolved in CD2C12; tar res. = fraction of collected tar that did not dissolve 
in CD2C12; tar com. = weighted combined values of the tar res. and tar dis.; na = not available. 

basis) than in the parent coal. For the Illinois #6 coal, 
the value of/,, in the dissolved tar was similar to that 
of the char rather than that of the coal. The/„. values 
of the tar residues of all three coals are close to the 
corresponding values in the chars. 

The number of attachments per cluster (a + 1) 
and the number of bridges and loops per cluster 
(BL) in the dissolved tar are significantly smaller 
than in the coal. In the tar residue, a + 1 is only 
slightly less than in the coal, while the bridges and 
loops parameter (BL) is slightly higher. This indi- 
cates that cross-linking occurs in a portion of the tar 
that was liberated from the coal lattice. The values 
of BL in the chars are higher than in the parent 
coals, which also indicates cross-linking. The lowval- 
ues of side chains per cluster (SC) in the char, com- 
pared to the coal, indicate that light gas release has 
occurred to some extent. 

The average number of aromatic carbons per clus- 
ter (Cc;) in the coal is 13-15, which corresponds to 
structures with three-four aromatic rings. The val- 
ues of Cc; in the tar residue are similar to those found 
in the coal. Perhaps the most interesting data is the 
average cluster size of the dissolved tar, which ranges 
from seven to nine aromatic carbons. This is signifi- 
cantly lower than the values of 12-15 aromatic car- 
bons per cluster found in the coal and tar residue 
(and 15-18 in the char). These values of Cd in the 

coals and chars are in agreement with previous data 
[20] that showed values of Cc; in coals and chars 
ranging from 10 to 18 for coals with rank ranging 
from lignite to Iv bituminous. The combined tar 
data, obtained from the weighted average parame- 
ters of the dissolved and residual tars, show that the 
total tar values of Cc; are around 8-11. As illustrated 
in Fig. 3, the values of Cc; in the combined tar are 
30-50% lower than the corresponding values for the 
coal. These tars therefore contain a lower average 
number of aromatic carbons per cluster than was 
previously supposed. 

The fact that the number of aromatic carbons per 
cluster in the tar residue is higher than in the dis- 
solved tar suggests that a wide distribution of species 
occurs in tar. Other investigators have previously 
shown that large molecular weight distributions are 
present in tar [17,24,25]. However, the network 
models have taken this distribution into account by 
assuming a distribution of oligimers (monomers, di- 
mers, etc.), with a fixed cluster size. The data pre- 
sented here suggest a distribution of cluster sizes. 

These new data on tar bring into question the as- 
sumption that the values of Cc; in the tar are equal 
to those in the parent coals, an assumption that is 
used extensively in the network coal pyrolysis mod- 
els. According to these data, tar contains a lower av- 
erage number of aromatic carbons per cluster than 
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TABLE 3 
Derived properties of coal, tar, and char" 

% V %Tar Tar 
Coal Sample Xb Crf 0- + 1 Po BL SC MWd MWatt (daf) (daf) res. 

Pitt #8 coal 0.29 14 4.8 0.48 2.3 2.5 323 32 46 
Pitt #8 char 0.366 18 5.4 0.76 4.1 1.3 302 16 
Pitt #8 tar dis. 0.134 8 2.4 0.45 1.0 1.4 
Pitt #8 tar res. 0.25 12 3.9 0.73 2.8 1.1 0.25 
Pitt #8 tar com. 0.163 9 2.8 0.52 1.5 1.3 178 25 28 

Illinois #6 coal 0.30 15 5.5 0.52 2.9 2.6 368 35 38 
Illinois #6 char 0.314 15 5.3 0.64 3.4 1.9 326 29 
Illinois #6 tar dis. 0.144 9 2.5 0.47 1.2 1.3 
Illinois #6 tar res. 0.27 13 4.6 0.69 3.2 1.4 0.42 
Illinois #6 tar com. 0.197 11 3.4 0.56 2.0 1.3 228 30 10 

Blue #1 coal 0.27 13 5.0 0.48 2.4 2.6 371 42 23 
Blue #1 char 0.344 17 5.8 0.64 3.7 2.1 402 34 
Blue #1 tar dis. 0.09 7 3.0 0.58 1.7 1.3 
Blue #1 tar res. 0.273 13 4.7 0.54 2.5 2.2 0.12 
Blue #1 tar com. 0.112 8 3.2 0.58 1.8 1.4 205 35 9 

"Xi = fraction of bridgehead carbons; Cc; = aromatic carbons per cluster; a + 1 = total attachments per cluster; P0 

= fraction of attachments that are bridges; BL = bridges and loops per cluster; SC = side chains per cluster; MWci = 
the average molecular weight of an aromatic cluster; MWatt = the average molecular weight of the cluster attachments; 
V = total volatile yield; tar = tar collected on filters and corrected for the tar deposited on sampling apparatus; tar dis. 
= tar that dissolved in CD2CL2; tar res. = fraction ofcollected tar that did not dissolved in CD2C12; tar com. = weighted 
combined values of the tar res. and tar dis. 

Pitt #8      Illinois #6    Blue #1 

FIG. 3. Average number of aromatic carbons per cluster 
(Cc;) in the coal, char, and combined tar. 

was previously supposed. A number of mechanisms 
are suggested to explain these findings. First, the va- 
por pressures of higher molecular weight structures 
that are freed from the coal may not be high enough 
to permit vaporization from the metaplast to form 
tar. Second, the tar molecules that are freed from 
the coal macromolecule may be of smaller size than 
expected. Third, some form of cluster rearrange- 

ment and/or ring opening may be occurring within 
the coal macromolecule to create smaller aromatic 
tar structures. 

The first and second explanations may seem rea- 
sonable, but it has been shown that a distribution of 
tar structures with molecular weights as high as 800 
daltons have been detached from the coal macro- 
molecule and volatilize at relatively low tempera- 
tures (800 K) [25]. Several sets of data indicate that 
tar molecular weight distributions peak in the 250 to 
400 dalton range [17,24,25], The current experi- 
ments were performed at higher temperatures and 
heating rates than used by Simmleit et al. [25], and 
hence, large molecular weight structures would be 
expected to vaporize. Therefore, the first and second 
explanations listed above are not sufficient to explain 
these data. 

The low values of Cc; in the tar (8-11) are used to 
predict the low values of the molecular weight per 
cluster (—200) shown in Table 3. The cluster molec- 
ular weight accounts for the nonaromatic portion of 
the cluster, such as side chains and bridges, as well 
as the aromatic portion [9,22]. If the average tar mo- 
lecular weights are in the range of 250^00, then a 
significant fraction of tar molecules must contain 
multiple clusters (i.e., dimers and trimers). This is 
seen in the number of bridges and loops per cluster 
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| Coal 

H Char 

□ Tar 

0 Product(Char+Tar) 

Pitt #8       Illinois #6     Blue #1 

FIG. 4. Number of moles of aromatic clusters per kilo- 
gram of the parent coal for the coal, tar, and char. 

Pitt #8     Illinois #6     Blue #1 

FIG. 5. Mass of nitrogen per cluster for the coal, char, 
and combined tar. 

(BL in Table 3), which is greater than or equal to 
1.0 in all of the tar and tar residue samples. 

The average molecular weights of the side chains 
(MWatt) for the coal, char, and the combined tar are 
presented in Table 3. The MWatt of the coals de- 
creases as rank increases. The values of MWatt in the 
tars are lower than in the coals by 5 to 7 daltons. 
The MWatt of the chars show a small decrease (6-8 
daltons) for the Blue and Illinois chars and a large 
decrease (16 daltons) for the Pittsburgh char, com- 
pared with the original coal values. The Pittsburgh 
char value is in agreement with previous pyrolysis 
data at 1250 K in an inert atmosphere [10,11,20]. 
This agreement seems to indicate that the Pittsburgh 
char is much further pyrolyzed than the other two 
chars in this study and is consistent with the higher 
volatile yield for this coal. The other chars are not in 
agreement with the previous study, indicative of the 
low degree of pyrolysis for the Illinois and Blue 
chars. 

The values of Cd of the char increased from that 
found in the parent coal to values of 15-18. This may 
imply that the decrease in the value of Cd in the tar 
is compensated by a corresponding increase in Cc; 

in the char. In previous studies, it has been shown 
with repeated data sets that the number of aromatic 
carbons per cluster in the char does not increase 
substantially during devolatilization [10-12,20]. In 
order to test the third postulated explanation for low 
Cd in the tar, the number of moles of clusters per 
kilogram of parent coal (nc;) was calculated in the 
following manner: 

nci,i = 
mt (2) 

MWcli 

where mt is the mass fraction of the coal, char, or tar 
and MWciA is the average molecular weight of the 
cluster. If the assumptions are made that no aromatic 
clusters are included in light gases and that the num- 
ber of aromatic clusters is conserved (i.e., no ring 
opening or condensation), then the following equa- 
tion should apply: 

coal char    ,    „tar /ry\ 
nd    = nd    + nd (3) 

Results of the cluster balance (Eqs. 2 and 3) are 
shown in Fig. 4. The moles of aromatic clusters per 
kilogram in the tars from both the Illinois #6 and the 
Blue #1 coals are significantly lower than in their 
respective chars, consistent with the low tar yields 
observed for these coals. The values of nd in the tar 
and char from the Pittsburgh #8 coal are approxi- 
mately equal. A comparison of the moles of clusters 
in the coal with the combined numbers of tar and 
char, according to Eq. (3), indicates that the lower 
rank Blue #1 and Illinois #6 coals have slightly more 
aromatic clusters than are accounted for in the tar 
and char (a difference of —14%). The number of 
clusters in the Pittsburgh #8 coal is slightly lower 
than accounted for in the combined tar and char (a 
difference of —8%). These differences are most 
likely within the combined experimental error of the 
tar yield and NMR data and seem to indicate that 
the degree of ring opening and/or ring condensation 
in these experiments is small. 

Since one of the driving forces for performing this 
research was to help resolve the questions of nitro- 
gen release, illustrated in Fig. 2, the data were an- 
alyzed for the mass of nitrogen per aromatic cluster 
(MS). Using Eq. (1) and the chemical composition 
and structural data obtained in this study (i.e., xc, xN, 
fa,, and Cd), the nitrogen per cluster value can be 
compared for the coals, chars, and tars. Figure 5 
shows that the mass of nitrogen per cluster in the tar 
is much lower than in either the char or the parent 
coal (a difference of -30-50%). The values of M$ 
in the char are similar to that in the coals. This result 
raises questions regarding the appropriate method 
for modeling nitrogen release using advanced net- 
work devolatilization models. 

Conclusions 

High-resolution liquid 13C NMR was used to an- 
alyze coal tar from three coals of different rank. Tar 
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was produced at atmospheric pressure in a drop- 
tube reactor at a temperature of 900 K and a resi- 
dence time of 160 ms. The parent coals and chars 
were analyzed for comparison using solid-state 13C 
NMR. 

It was found that the tar structure is significantly 
different from the original coal and char. The num- 
ber of bridges and loops per cluster in the tar was 
much lower than that found in either the coal or the 
char. In two of the three coals, the carbon aromatic- 
ity in the tar was greater than that in the coal. The 
number of aromatic carbons per cluster was in the 
range of 8-11 for the tars, 13-15 for the coals, and 
15-18 in the chars, suggesting that the cluster size 
and molecular weight per cluster in the tar was sig- 
nificantly lower than in either the coal or the char. 

The low number of aromatic carbons per cluster 
in the tar was somewhat surprising and contradicts 
common assumptions in coal pyrolysis modeling. A 
balance on the number of clusters in the coal versus 
the number in the tar and char was within 14% for 
all three coals. This seems to indicate minimal ring 
opening or ring condensation in these experiments. 

The mass of nitrogen per cluster was determined 
from the elemental composition and the molecular 
weight per cluster for the coals, chars, and tars. It 
was shown that the nitrogens per cluster in the tar 
were significantly lower than in either the coal or the 
char and that the values for the char and coal were 
comparable. 

The low temperatures in this set of experiments 
resulted in only partial devolatilization. Additional 
experiments are suggested at higher temperatures to 
further analyze coal pyrolysis products and mecha- 
nisms. The new high-resolution 13C NMR technique 
for coal tars, in conjunction with the solid-state 13C 
NMR technique for coals and chars, provides a sig- 
nificant improvement to help analyze such pro- 
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COMMENTS 

Jon Gibbins, Imperial College, UK Is the overall con- 
clusion of your results that N will be selectively enriched 
in the char during primary pyrolysis? 

Author's Reply. There is a lot of published data on ni- 
trogen in coal chars that suggests that the fraction of nitro- 
gen released as volatiles is similar to the total amount of 
volatiles released for many coals. The data presented here 
suggest that at intermediate stages of pyrolysis, the nitro- 
gen per cluster in the tar does not mimic that in the coal 
or char. This may change at later stages of pyrolysis. HCN 
release is also another possibility. We are investigating the 
mechanisms for release, but cannot at this point say that 
nitrogen enrichment occurs in fully devolatilized chars to 
any great extent. 

Eric Suuberg, Brown University, USA. Do the present 
results imply that correlations of tar vapor pressure, based 
upon molecular weight of tar alone, might be inadequate? 

Author's Reply. This paper does indicate the presence of 
dimers and trimers in the tar, which may influence vapor 
pressure relations. However, it would be inappropriate to 
extrapolate the limited data presented here to deduce va- 
por pressure correlations. 

Judy Wornat, Princeton University, USA. I have three 
comments/questions. First, I am pleased to see that you 
have NMR evidence of dimers and trimers in coal tar. It is 
consistent with the Badger mechanism we invoked in our 
22nd Symposium paper [1] to explain the results we ob- 
tained by HPLC analysis of the aromatic products of py- 
rolysis of a high volatile bituminous coal. Our Twenty- 
Fourth Symposium paper [2] confirmed the occurrence of 
these reactions in this pyrolysis environment. 

Second, it makes sense to me that you observed lower 
nitrogen in the tar than in the original coal since C-N bond 
energies within aromatic rings are less than C-C bond en- 
ergies—particularly for 5-membered rings containing ni- 
trogen (see values computed by Sanderson in Ref. 3 of the 
paper). Do you agree? 

Finally, you may find it relevant to note that our Chro- 
matographie analyses of nitrogen-containing aromatics and 
our elemental analysis of soot produced from coal showed 
[3] that ring buildup, ring rupture, and soot formation re- 
actions are accelerated for nitrogen-containing aromatics, 
relative to aromatics without ring nitrogen. 

REFERENCES 

Majed Toqan, ABB, USA. Can you estimate the influence 
of higher heating rates (105 - 106 K/s) on the distribution 
of nitrogen and the aromatic clusters in the char and the 
liquid/solid tar. It is critical to get the right split especially 
if one wants to use this information in the production of 
practical flames. 

Author's Reply. Data are available from several sources 
on the nitrogen distribution between volatiles and char in 
experiments conducted at particle heating approaching 105 

K/s, such as in flat flame burners. Drop tube reactors such 
as in this experiment generally operate in the 104 K/s range. 
The split in nitrogen between volatiles and char, measured 
by these two types of experiments, is similar. At present we 
do not have detailed chemical structure data on coal tars 
from the higher heating rate experiments since the resi- 
dence time is so small. 

1. Wornat, M. J., Sarofim, A. F., and Longwell, J. P., 
Twenty-Second Symposium (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1998, pp. 
135-143. 

2. Wornat, M. J., Sarofim, A. F., and Lafleuf, A. L., 
Twenty-Fourth Symposium (International) on Combus- 
tion, The Combustion Institute, Pittsburgh, 1992, pp. 
955-963. 

3. Wornat, M. J., Sarofim, A. F., Longwell, J. P., and La- 
fleur, A. L., Energy 6 Fuels 2:775-782 (1988). 

Author's Reply. Thank you for the references. The tem- 
peratures in the present experiments were low enough to 
minimize secondary reactions, and hence should be low 
enough to minimize the ring rupture reactions. Therefore 
comparative bond energies of C-N and C-C bonds would 
not be relevant at these temperatures. 
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CONVERSION OF COAL TAR TO SOOT DURING COAL PYROLYSIS IN A 
POST-FLAME ENVIRONMENT 
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Coal pyrolysis experiments were performed in the postflame region of a CH4/H2/air flat-flame burner 
operating under fuel-rich conditions, where the temperature and gas compositions were similar to those 
in the near-burner region of a large-scale coal-fired furnace. Volatiles released from the coal particles 
formed a cloud of soot particles at high temperatures in the absence of oxygen. The soot particles in the 
cloud were collected at different residence times using a water-cooled, nitrogen-quenched suction probe. 
Test variables included the reaction temperature and coal type. Soot yields in terms of weight percentage 
of dry ash-free coal were measured based on bulk soot collection experiments. The measured soot yields 
were related to coal rank, reaction temperature, and residence time. Size changes of soot particles due to 
soot agglomeration were also observed. The information obtained about coal-derived soot is useful in 
predictions of radiative heat transfer and pollutant formations in the near-burner region of pulverized coal- 
fired furnaces. 

Introduction 

Soot is formed naturally in hydrocarbon flames 
and is important to combustion systems because of 
radiative heat-transfer effects. Volatiles are released 
to the gas phase from coal particles in the initial stage 
of coal combustion. Secondary reactions of coal vol- 
atiles, especially coal tar, are generally thought to be 
the major mechanism of soot formation in coal 
flames [1-4]. In a coal-fired furnace, radiation from 
hot soot particles transfers heat from the flame zone 
to the surrounding walls. Soot radiation can lower 
the gas temperature in the flame zone by hundreds 
of Kelvin [5,6] and must be accurately calculated to 
model flame characteristics. Soot is thought to be 
important in coal flames for the following reasons: 
(1) radiation from soot is an important heat-transfer 
mechanism near the burner; (2) it is important to 
calculate correct flame temperatures in order to cor- 
rectly predict or interpret NO,, formation rates and 
mechanisms; and (3) coal-derived soot contains ni- 
trogen and, therefore, must be considered in NO,, 
formation mechanisms. 

Soot formation, agglomeration, and combustion 
have been studied extensively in gaseous hydrocar- 
bon flames [7]. However, relatively little research has 
been conducted on soot in coal flames. The most 

important aspects of soot are particle size and size 
distribution, soot volume fraction, and optical prop- 
erties. The size and morphology of coal-derived soot 
using a thermophoretic sampling technique was re- 
ported earlier [8]. Optical properties of coal-derived 
soot have also been recently studied [9]. Soot volume 
fraction, a parameter required in radiative-transfer 
calculation, is related to soot yield (i.e., the percent- 
age of parent coal being converted to soot). High- 
temperature coal pyrolysis experiments conducted 
in inert gas environments (i.e., in argon) have indi- 
cated that the soot yield is related to coal rank, re- 
action temperature, and residence time [3,10,11], A 
trend was observed that soot yield increases with 
temperature and residence time, while the yield of 
soot plus tar remains unchanged with respect to tem- 
perature and residence time. It is thought that the 
data obtained in inert coal pyrolysis experiments give 
upper limits for soot yields. In the near-burner re- 
gion of an industrial furnace, where soot is formed, 
the local equivalence ratios are very high (i.e., fuel 
rich) and oxygen concentrations are very low. How- 
ever, there are still significant amounts of oxygen- 
containing species such as C02, H20, and OH rad- 
ical, due to the recirculation of combustion products 
and high temperature. These oxygen-containing 
species   may  cause  the   decomposition  of high- 
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FIG. 1. Centerline gas temperature profiles in the reac- 
tor. 

molecular-weight polycyclic aromatic hydrocarbons 
(PAH) in coal tar and, hence, decrease the soot yield. 
On the other hand, the gas-phase environment may 
also affect the transport and agglomeration of soot 
particles formed in the vicinity of a coal particle. 
Soot clouds initially formed near single coal particles 
in a flat-flame reactor with 8% of postflame oxygen 
can be converted to large rod-shaped streamers in 
the wakes of the coal particles [12]. In an industrial 
furnace, cloud behavior is more likely than single- 
particle combustion. A gas-phase environment rep- 
resentative of a pyrolysis cloud is therefore desired 
for coal pyrolysis experiment in order to obtain soot 
formation and agglomeration data applicable to 
practical systems. In the experiments described 
here, the postflame environment of a fuel-rich meth- 
ane-hydrogen-air flame was used to approximate the 
conditions expected in a fuel-rich pyrolysis cloud in 
a practical furnace. 

Experimental Apparatus and Procedures 

Flow Reactor 

The coal pyrolysis experiments were conducted in 
a reactor system consisting of a Hencken flat-flame 
burner, similar to that used by McLean et al. [12], 
and a 30-cm-high quartz tower used to confine the 
postflame gases. The cross section of the quartz 
tower has the same dimension as the burner outlet 
(5-cm by 5-cm square). Flow rates of CH4, H2, di- 
lution N2, and air were adjusted to obtain horizon- 
tally uniform, nonsooting, flat flames. Figure 1 shows 
corrected centerline gas temperature profiles (mea- 
sured by a type B thermocouple) for three condi- 
tions, with equivalence ratio (<f>) varying from 1.26 
to 1.48 (i.e., fuel rich). The temperature values 
shown in the legend of Fig. 1 are approximately the 
maximum temperatures in the reactor. The horizon- 
tal temperature profiles were also measured and 
were relatively flat in the central portion of the re- 

actor (in a cylindrical region of 3.5 cm in diameter). 
The average centerline gas velocity was around 3.0 
m/s. Coal pyrolysis experiments were carried out in 
the postflame region of the CH4/H2/air flame. The 
postflame gases, mainly C02, H20, and N2, provide 
a gas-phase environment similar to that in the near- 
burner region of industrial furnaces. Coal particles 
were entrained by a stream of carrier nitrogen and 
were fed into the center of the reactor by a syringe 
particle feeder, driven by a stepper motor. The feed 
rate of coal particles was controlled by the stepping 
rate of the motor and was maintained at 1.5 g/h. This 
low feed rate minimized the particle-particle inter- 
actions and alterations of the postflame gas temper- 
atures due to the introduction of coal particles. 
When a coal particle was heated by the hot gases, 
the volatiles were released and expanded radially 
away from the coal particles. Char particles re- 
mained in a very thin stream along the centerline of 
the tower, while a visible volatiles cloud extended to 
a diameter of approximately 3 cm. The velocities of 
coal particles at a certain height in the reactor were 
measured by a high-speed video camera. 

Soot Collection System 
A water-cooled, nitrogen-quenched suction probe 

was used to collect bulk samples of soot and char at 
four different heights above the flat flame (or four 
different residence times of char particles). About 
30% of quench nitrogen is introduced to 12 jets in 
the mouth of the sampling tube. The rest of the 
quench nitrogen transpires through the wall of the 
inside tube, made of sintered stainless steel with a 
pore size of 5/Hn, to minimize deposition of particles 
on the inside wall of the probe. Water jackets enclose 
the transpiring tube. 

A particle separation system follows the suction 
probe, including a virtual impactor, a cyclone, and 
two soot filters, as shown in Fig. 2. The virtual im- 
pactor is designed to allow small particles to pass 
through the side arm. All large particles travel to the 
cyclone, where the char particles are separated aero- 
dynamically and collected. Both the virtual impactor 
and the cyclone were designed to have a cut-point 
diameter of 5 ßm. At high temperatures and high 
residence times, soot agglomerates as large as 30/im 
were collected by the cyclone. These soot agglom- 
erates were separated from char particles using a 
sieve with openings of 38 [im. The yield of large soot 
agglomerates (>5 fim) in each test was determined 
by the difference between the weights of the cy- 
clone-collected sample before and after sieving. 

Two polycarbonate filters with a pore size of 1 //m 
were used to collect small soot particles. The collec- 
tion efficiency of small soot particles (some of them 
are smaller than 1 /urn) by the filters was very high; 
the amount of particles leaving the filters was neg- 
ligible. Deposition of small soot particles on the in- 
ternal surfaces of the virtual impactor and cyclone 
was also monitored; the final soot yield was corrected 
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FIG. 2. Schematic of bulk collection and separation sys- 
tem. 

by 15% for this loss due to the deposition. A more 
detailed description of the apparatus and experi- 
mental procedures is available [5]. 

Coals Tested 

Six coals ranging from lignite, high-volatile bitu- 
minous coal to low-volatile bituminous coal have 
been tested; proximate and ultimate analyses are 
shown in Table 1. The "D" classification refers to a 
suite of coals selected for research by the DOE Pitts- 
burgh Energy Technology Center. The 63-75-,um- 
diameter sieve fraction was used for all experiments 
presented here. 

Results and Discussion 

Soot Cloud 

The expanding soot cloud that was observed in the 
fuel-rich postflame region of the flow reactor sug- 
gests that the soot escapes the vicinity of the parti- 
cles. This observation contrasts the results of 
McLean [12] for single-particle combustion in 8% 
02, where soot streamers were observed in the vi- 
cinity of the particle and no other soot particles were 
observed. The soot clouds formed in the current ex- 
periment are thought to be representative of the 
process of soot formation in a fuel-rich volatiles 
cloud in the near-burner region of a practical fur- 

Large Soot Agglomerates 

The bulk collection system was designed based on 
the assumption that the coal-derived soot agglom- 
erates should be less than 5 //m, as assumed by other 
researchers [10,11]. The basis for designing this sep- 
aration system was that a cut-point around 5 [im 
should be large enough to separate soot from char. 
However, the experiments performed in the flat- 
flame flow reactor yielded soot agglomerates as large 
as 30 /urn. The existence of these large soot agglom- 
erates was first noticed by the fact that the collected 
char samples at longer residence times were always 
dark black and occupied much more volume than 
the parent coal, while the char samples collected at 
the lowest residence time were usually gray and oc- 
cupied less volume. Shaking a vial containing the 
high residence time sample caused stratification in 
the sample, with a low-density dark layer sitting on 
top of a gray layer. By ashing a sample of the top 
layer and a sample of the bottom layer separately, it 
was verified that the top layer had negligible ash con- 
tent. CHN analyses on the samples of Illinois #6 also 
showed that the material on top had about 90 wt % 
carbon, much higher than the carbon content ex- 
pected of devolatilized char particles (—75%). 

In order to further analyze the type of particles 
collected in the cyclone, the samples were examined 
under a scanning electron microscope (SEM) (JEOL 

TARLE 1 
Proximate and ultimate analyses for the six coals tested 

Wt% Wt % (dry) Wt % (daf) 

Coal Type Moisture Volatiles Ash C H N S O 

19.12 41.50 15.31 69.98 5.59 1.17 2.08 21.19 

6.94 38.69 15.13 76.65 4.93 1.47 6.93 10.01 

1.87 37.10 4.11 84.70 5.40 1.71 0.92 7.26 
0.97 15.91 11.65 90.51 4.59 1.60 0.77 2.52 

PSOC 1507D Zap lignite 
PSOC 1493D Illinois #6 hva bit. 
PSOC 1451D Pittsburgh #8 hva bit. 
PSOC 1508D Pocahontas #3 lv bit. 
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FIG. 4. Measured soot yields for Pittsburgh #8 coal. 

Model 840A). An SEM micrograph of an Illinois #6 
soot/char mixture collected in the cyclone at a resi- 
dence time of 34 ms and temperature of 1900 K is 
shown in Fig. 3. The bright particles in Fig. 3 are 
10-30 fim in diameter, and the gray particles are 
around 70 /um; the gray particles are believed to be 
the char particles and are similar to those reported 
by Gale et al. [13]. It can also be observed that the 
bright particles tend to fuse together to form a 
densely packed aggregate. The brightness of a par- 
ticle in an SEM picture is related to the roughness 
of its surface. The surface of a gray particle at a high 
magnification is very smooth. In contrast, the surface 
of the bright particle was found to consist of a large 
number of tiny particles in the 50-100-nm range, 
similar to the soot particles deposited on the filters, 
collected at the same residence time and from the 
same coal. X-ray analysis was also performed on both 
gray particles and bright particles using an X-ray an- 
alyzer (Model Link ISIS) in the SEM facility. Only 
carbon and gold, which was used to coat the sample 
for better conductivity, were detected as the consti- 
tutive elements of the surfaces of the bright parti- 
cles, while other metal elements were found on the 
surface of the gray particles. The X-ray tests elimi- 

nated the conjecture that the bright particles might 
be from grains of pyrite in the coal [14]. In fact, a 
few bright pyrite grains were found in the char sam- 
ple, but their sizes were much smaller (<5 /im). 

Most soot agglomerate structures reported in the 
literature consist of 10-100 primary particles [15], 
i.e., the size of an agglomerate or aggregate is lim- 
ited. However, in special situations such as at micro- 
gravity [16,17], primary particles are formed in a lim- 
ited region of a flame or a reactor and are not able 
to leave that region, resulting in soot agglomerates 
as large as 0.5 mm. The reason that these large ag- 
glomerates are seldom found in most simple diffu- 
sion or premixed flames at normal gravity is that free 
convection provides a mechanism for soot particles 
to disperse and leave the region in which they are 
generated. 

Since the collection system did not cause soot par- 
ticles to form large agglomerates at the lowest resi- 
dence time, it is not likely that the agglomeration 
phenomenon was due to the collection system. How- 
ever, the mechanism of formation of the large ag- 
glomerates is still unclear. One possible explanation 
is that the soot particles that remain in the vicinity 
of a coal particle grow due to thermophoretic forces 
or other mechanisms. In an oxygen-rich environ- 
ment, a volatile flame around a coal particle exists, 
and large sootlike particles form in the wake of the 
coal particles [12]. In the oxygen-free environment 
of this study, the reactions between the tar and the 
oxygen-containing radicals may still form some type 
of flame even though agglomerates escape the vicin- 
ity of the coal particles. 

In an effort to determine the cause for the for- 
mation of large coal-derived soot agglomerates, acet- 
ylene was injected into the flat-flame burner through 
the tube commonly used to inject coal particles. Soot 
particles were collected on the soot filters in the col- 
lection system, with no deposition in the cyclone. No 
large (>5//m) soot agglomerates were formed in this 
system from acetylene, indicating that the agglom- 
eration mechanism for coal-derived soot may be dif- 
ferent than that for soot from simple hydrocarbon 
fuels. 

In the thermophoretic sampling experiments con- 
ducted previously [8], the largest soot agglomerate 
collected was around 800 nm. The large agglomer- 
ates found in the bulk collection experiments are too 
large to be collected thermophoretically. However, 
the sizes of primary particles in these large agglom- 
erates collected in this study are very comparable to 
the sizes of primary particles in the soot agglomer- 
ates obtained by thermophoretic sampling. The 
presence of large agglomerates explains why no clear 
trend in the soot particle size was observed as a func- 
tion of either coal type or residence time in the pre- 
vious thermophoretic experiments [8]. 
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FIG. 5. Measured soot yields for Illinois #6 coal. 
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FIG. 6. Measured soot yields (<5 fim) for Pocahontas 
#3 coal. 
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FIG. 7. Measured soot yields (<5 ßm) for Zap lignite. 

Soot Yield 

Figures 4 through 7 show the measured soot yields 
versus residence time in three temperature condi- 
tions for four different coals. The soot yields for the 
two of the coals shown here (Pittsburgh #8, Illinois 
#6) were divided into two parts, one for particles less 
than the cut-point diameter (5/^m) and the other for 
those larger than 5 ßm. For the Pocahontas #3 coal 
and Zap lignite, only the yields of small soot particles 
(<5 ßm) were measured. 

The total soot yields for Pittsburgh #8 and Illinois 
#6 remained almost unchanged when residence time 
was increased from about 15 to 42 ms. This means 
that the soot formation process was very fast at the 
temperatures examined and that oxidation or gasifi- 
cation of soot by oxygen-containing species (OH, 
H20, and C02) at long residence times was negli- 
gible. While the total mass of soot did not vary much 
with residence time, the size distribution of soot par- 
ticles changed. The distribution of soot yields among 
these two size fractions is related to the soot agglom- 
eration after primary soot particles are formed. At 
the lowest residence time (15 ms), all soot particles 
collected were smaller than 5 ßm (i.e., no soot ag- 
glomerates were collected in the cyclone). The per- 
centage of larger agglomerates increased monoton- 
ically with residence time, indicating a continuous 
agglomeration process. 

Soot yield is related to coal rank. Comparing the 
soot yields at the lowest residence time for the four 
coals, which is related to total soot yield, the Pitts- 
burgh #8 coal has the highest soot yields, followed 
by the Illinois #6, Pocahontas #3 coals, and Zap lig- 
nite. This order in soot yield is the same as the order 
in reported tar yield for these four coals [18,19], 
Therefore, a coal with a high tar yield also has a high 
soot yield. 

Temperature had a profound effect on soot ag- 
glomeration and a smaller effect on the total soot 
yield in these experiments. The lower percentages 
of large soot particles in the 1650 K condition at all 
residence times suggest that the agglomeration rate 
is slower at lower temperatures. In the temperature 
range examined, the final total soot yield for each 
coal decreased slightly with increases in pyrolysis 
temperature. This trend can be compared with the 
results of pyrolysis experiments conducted in inert 
gas environments. Figure 8 shows a plot of soot yield 
versus temperature for Pittsburgh high-volatile bi- 
tuminous coals obtained in this study versus previ- 
ously reported data. The Pittsburgh coals used by 
other researchers were not exactly the same as the 
Pittsburgh coal used in this research in terms of size 
cuts and seam locations but should be very close in 
composition. Nenniger [10] and Wornat [3] used a 
Pittsburgh Seam high-volatile bituminous coal 
(PSOC 997) with particle diameters ranging from 44 
to 53 ßm. Chen [11] used the same coal type as used 
in this study (PSOC 1451D), but used the 75-106 
ßm size fraction. The temperatures shown in Fig. 8 
for Chen's data are actually the reactor wall temper- 
ature, which are several hundred degrees higher 
than the actual gas and particle temperatures. Nen- 
niger's data show that an asymptotic value was 
reached at increased temperatures, while Wornat's 
and Chen's data show no limit. The data obtained by 
Nenniger, Wornat, and Chen all show that soot yield 
increases with temperature. While the trend shown 
in this study is different from the trends in inert coal 
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FIG. 8. Comparison of total soot yields for Pittsburgh 
hva bituminous coal reported in the literature versus tem- 
perature. Data reported by Nenniger [10], Wornat et al. 
[3], and Chen et al. [11] were obtained in an inert atmo- 
sphere (Ar). Temperatures reported by Chen were wall 
temperatures of the reactor; particle and gas temperatures 
were several hundred degrees lower. 

pyrolysis experiments, it is comparable with the re- 
sults obtained in the hydrocarbon flame experiments 
or hydrocarbon pyrolysis experiments [20]. The soot 
yield in simple hydrocarbon experiments always 
shows a bell-shaped profile when plotted against 
temperature; yields increase with temperature at low 
temperatures and decrease at high temperatures. In 
the current coal pyrolysis study, the soot yield data 
are apparently on the right side of the bell-shaped 
curve, which means that soot yields at 1650 K may 
be close to the peak yield. If the pyrolysis tempera- 
ture is reduced, as in lower temperature pyrolysis 
experiments, the soot yield will also be reduced. Of 
course, if the temperature is too low (<900 K), no 
secondary reactions will take place, and the soot 
yield will be zero. Therefore, even though the soot 
yield versus temperature curve in this research 
shows a decreasing trend, the entire soot yield curve 
should be bell shaped if low-temperature data are 
considered. This can be seen by combining Wornat's 
soot yield profile in Fig. 8 with the profile of this 
research. 

The decrease in soot yield with temperature can 
be explained by the stability of tar molecules at high 
temperatures and the reactions of tar by gaseous 
species existing in the postflame region of the flat- 
flame reactor. It is believed that the polymerization 
and cracking of PAH are competitive reactions in the 
soot formation processes, and the stability of the 
high molecular weight PAH tends to decrease with 
temperature. On the high-temperature side of the 
bell-shaped soot yield curve, increases in tempera- 
ture favor the cracking reaction, which leads to a 
lower soot yield. Another reason for the low soot 
yield at high temperature might be the reactions of 
the oxygen-containing species, especially OH and O 
radicals, with tar molecules and intermediate PAH. 

Predicted concentrations of OH radical increased by 
a factor of 30 between 1600 and 1900 K [5], with 
little change in C02, HzO, or CO. Because of the 
increased attack of PAH molecules by such oxygen- 
containing radicals, the stability of PAH is reduced 
further. This could also explain why the soot yields 
obtained in inert atmospheres were higher than the 
yields obtained in the postflame gas environment in 
this study. 

Conclusions 

The coal pyrolysis experiments conducted in the 
postflame region of the flat-flame burner, operated 
at fuel-rich conditions, are thought to be represen- 
tative of the conditions in a pyrolysis cloud in an 
industrial coal-fired boiler. A soot cloud is formed 
that expands away from the char particle; the large 
soot streamers observed in previously reported ex- 
periments with 8% 02 are not observed in the ab- 
sence of 02. Soot generated in the high-temperature 
postflame environment of this study is likely to 
undergo a fast agglomeration process. At higher res- 
idence times (>25 ms), soot agglomerates as large 
as 30 jum were observed. No large agglomerates (>5 
fixa) were observed when acetylene was injected in- 
stead of coal particles. Soot agglomeration is related 
to reaction temperature; high agglomeration rates 
were found at high temperatures. Soot formation 
rates were very high in the temperature range ex- 
amined. High temperature tends to reduce the total 
soot yield slightly, probably due to the high concen- 
tration of oxygen-containing free radicals. Total soot 
yield is also related to the tar yield for each coal; 
high-volatile bituminous coals have the highest soot 
yields. 
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COMMENTS 

Jon Gibbins, Imperial College, UK Do you think any of 
the soot originates from melted coal ejected from the de- 
volatilising particles? 

Author's Reply. We have seen no evidence for ejected 
material; we would expect ejected material to be relatively 
large (>5 /im), and see very little large soot particles at 
early residence times. 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 3169-3177 

STATISTICAL KINETICS FOR PULVERIZED COAL COMBUSTION 

ROBERT H. HURT 

Division of Engineering, Brown University 
Providence, RI 02912, USA 

MELISSA M. LUNDEN 

Combustion Research Facility, Sandia National Laboratories 
Livermore, CA 94550, USA 

ELLEN G. BREHOB AND DANIEL J. MALONEY 

U.S. Department of Energy, Morgantown Energy Technology Center 
Morgantown.WV 26507-0880, USA 

Coal is a heterogeneous substance whose structure and properties are highly variable on the length scale 
of the particle sizes used in suspension-fired combustion systems. For certain applications the statistical 
variations among particles can play an important role. In this paper, three specialized, single-particle 
techniques are applied to quantify the variations in combustion reactivity and char particle density within 
pulverized char particle populations. Reactivity variations are investigated through captive particle imaging 
experiments and entrained flow reactor experiments employing single-particle optical diagnostics. Single- 
particle density variations are determined directly by a novel technique based on an electrodynamic mi- 
crobalance equipped with an automated video imaging and image processing system. 

From these data, a coal-general statistical kinetic model is developed and validated against a large set 
of single-particle temperature measurements for ten coals of various rank burning in three different com- 
bustion environments. The model incorporates a single empirical parameter describing the heterogeneity 
in reactivity and can adequately describe the entire database using a single coal-independent value of this 
parameter. The use of the model is demonstrated in a series of numerical simulations of complete burnout 
process for size-classified and polydisperse fuel samples. The simulations show that incorporating statistical 
kinetics has an important effect on burnout predictions in certain cases, the importance increasing with 
decreases in temperature, mean reactivity, and breadth of the particle size distribution. 

Introduction the least reactive, largest, and/or most dense parti- 
cles in the original fuel. (Particle density increases 

Coal is a heterogeneous substance whose strac- the amount of carbon to be consumed by oxidation, 
ture and properties are highly variable on the length thus increasing burnout time for a given reactivity), 
scale of particle sizes used in suspension-fired com- The goal of the present work is to assess this "het- 
bustion systems. Most rate processes in combustion erogeneity hypothesis" through direct measurement 
have traditionally been described by mean kinet- of the statistical variations in reactivity and density 
ics—formulations that do not explicitly account for exhibited by single pulverized char particles (dp ~ 
these particle-to-particle variations in properties or 100 fira). 
reactivity. In some coal technologies, however, the Most combustion studies have reported mean ki- 
statistical variations may play an important role, an netics [1-5], even in cases where the raw measure- 
example being in pulverized coal combustion, where ments were performed on single particles [5]. Sev- 
residual, or unburned, carbon in fly ash typically rep- eral groups have specifically investigated fuel 
resents less than l-wt-% of the coal feed to a boiler, heterogeneity through single-particle combustion 
Even at the level of 1% carryover, unburned carbon experiments [6-9], through studies on lithotypes or 
can have a negative impact on ash utilization options maceral concentrates [10,11], or through reflected 
and on overall power station economy. Aware of light analysis of coal and combustion residues [12- 
coal's intrinsic heterogeneity, many combustion re- 17]. Overall, the existing body of work indicates that 
searchers have hypothesized that the small fraction pulverized coal particles vary significantly in petrol- 
of the fuel that remains unburned originates from ogy, organic composition, pore structure, mineral 
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FIG. 1. Example of entrained flow reactor data in the 
form of measured char particle temperatures and sizes in 
a fixed combustion environment (local gas temperature 
1645 K, 6 vol-% oxygen). Open symbols are single particle 
data for Pocahontas #3 coal; closed symbols are median 
sizes and temperatures for a set of coals of various rank. 

matter [18], and particle morphology, and that these 
variations lead to large particle-to-particle variations 
in char burning rates and burnout times. 

In this paper, three specialized, single-particle 
techniques are applied to quantify the variations in 
combustion reactivity and density in pulverized char 
particle populations. Reactivity variations are inves- 
tigated through captive particle imaging experiments 
and entrained flow reactor experiments using single- 
particle optical diagnostics. Density variations are 
determined directly by a novel technique based on 
an electrodynamic microbalance equipped with an 
automated video imaging and image processing sys- 
tem [19]. From these data, a coal-general statistical 
kinetic model is developed and validated against data 
on ten U.S. coals. The model is designed to be useful 
for a variety of quantitative combustion calculations; 
it is used here as an example to numerically explore 
the role of heterogeneity in the carbon burnout pro- 

Samples and Experimental Procedures 

This study focuses on a set often U.S. coals from 
the Pennsylvania State Sample Bank ranging in rank 
from lignite to low-volatile bituminous. This coal set 
has been studied previously [5] and an extensive 
characterization is available elsewhere [20,21]. Cap- 
tive particle imaging experiments were performed 
on 125- to 250-,um coal particles from four of the 
ten parent coals (Pocahontas #3, lvb; Illinois #6, hvb; 

Dietz, subbit; and Beulah lignite), and single-parti- 
cle densities were measured for two coal char sam- 
ples (Beulah and Illinois). 

Previous publications have presented descriptions 
of each of the three experimental apparatus: the San- 
dia entrained flow reactor and optical diagnostic 
[5,20], the captive particle imaging (CPI) apparatus 
[22], and the electrodynamic balance and automated 
video imaging system [19]. The CPI technique pro- 
vides video image sequences of the complete com- 
bustion lifetimes of 100- to 200-,um particles resting 
on a low-density Al203-fiber gossamer suspended in 
a hot vitiated air stream of known temperature (1250 
K) and gas composition (3-19 mole-% oxygen). The 
experimental procedure was the same as that de- 
scribed previously [21]. For each particle, the image 
sequences were processed to determine: (a) a swell- 
ing factor, (b) a maximum particle radiance temper- 
ature (as a measure of reactivity), and (c) the ratio 
of the ash particle size at the end of the sequence to 
the initial coal particle size, djdc. 

For the determination of particle densities, parti- 
cle volumes and external surface areas were first 
measured by recording shadow images as a function 
of particle rotation angle [23]. Drag coefficient to 
mass ratios were then determined by analyzing the 
response of the particles to external perturbations 
[24], This data was used to determine particle mass 
and density by applying a drag analysis for slightly 
deformed spheres [19]. For this study, measure- 
ments were made on a total of 120 char particles of 
nominal size 106-125 fim, from raw and deminer- 
alized samples of PSOC-1493D, Illinois #6 coal, and 
1507D, Beulah lignite. Prior to demineralization or 
analysis, the young char samples were prepared in 
the entrained flow reactor by sampling at 47 msec 
residence time, the approximate end of devolatili- 
zation. 

Experimental Results 

The analyses in this paper are based in part on raw 
data taken from the Sandia coal combustion data- 
base [20], comprising approximately 12,000 mea- 
surements of single-particle temperatures and sizes 
during combustion in the entrained flow reactor. 
The measurements were made on 50- to 150-/«n 
diameter char particles from ten parent coals un- 
dergoing combustion in oxygen concentrations of 6 
and 12 mole-%, at gas temperatures of 1500-1650 
K, at particle temperatures of 1450-2000 K, and for 
residence times up to 120 msec. An example of this 
data is shown in Fig. 1, which plots mean particle 
diameters and temperatures for the ten chars super- 
imposed on single particle data for one coal, Poca- 
hontas #3. The single particle data cover a wider 
range of temperatures than the entire set of mean 
temperatures, implying that, within the Pocahontas 
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FIG. 2. Measured and predicted temperature variances 
for a series of coal chars burning in three different com- 
bustion environments. Symbols are measured variances; 
dashed lines are model predictions. All char conversions 
are less than 45%. 

sample,- there are particles with combustion behav- 
iors typical of lignites as well as particles with com- 
bustion behaviors typical of high-rank (lvb) coals. 
The mean temperature and burning rate are crude 
descriptors of this complex behavior. 

Previous analysis has shown that the temperature 
distributions at low conversion are caused primarily 
by reactivity differences inherent in the parent fuel, 
with variations in physical and transport properties 
making a much smaller contribution [25]. The dis- 
tributions are stationary in the early stages of reac- 
tion (the statistical distribution properties are con- 
stant), and transient effects (departures from 
thermal equilibrium) have been estimated to be 
small [26], making these data suitable for character- 
izing the initial heterogeneity in the parent fuel. At 
high conversion, the particle temperature distribu- 
tions are strongly influenced''by the presence of nu- 
merous low-temperature particles identified by 
Mitchell [27] as highly-reacted, high-ash-content 
particles. This is a conversion-dependent effect that 
makes these distributions unsuitable for character- 
izing the initial heterogeneity in the parent fuel. For 
this analysis, therefore, we consider only that subset 
of the optical data for which bulk char carbon con- 
versions are less than 45%. 

At the earliest residence time (72 msec) a very 
small number of particles are often observed at or 
below the local gas temperature but are absent at 
the next measurement point (95 msec). These par- 
ticles are believed to be in the latter stages of tran- 
sient heating at the earliest residence time, but to 
have reached their pseudo-equilibrium temperature 
by 95 msec. These few particles have a negligible 
effect on the overall temperature variance when it is 
broad, but can contribute significantly when the re- 
mainder of the distribution is narrow. Therefore, the 

few particles at the earliest residence time that are 
at or below the local gas temperature were removed 
from the raw data for these analyses. 

Figure 2 summarizes the single particle tempera- 
ture statistics for the reduced data set, which forms 
the basis set for formulation and validation of the 
statistical kinetic model. The magnitude of the tem- 
perature variance plotted in Fig. 2 is a measure of 
the breadth of the distribution, and is seen to de- 
pend strongly on the parent fuel and combustion 
conditions, varying from 324 K2 (a = 18 K) to 8650 
K2 (a = 93 K). To develop the statistical kinetic 
model, more information is needed about the origin 
of the reactivity distributions implied by Fig. 2, in 
particular about the origin of the low-reactivity tails 
of the distributions. Captive particle imaging exper- 
iments were therefore carried out on raw coals to 
allow simultaneous measurement of particle tem- 
peratures (which are indicators of particle reactivity), 
swelling factors (which are indicators of char particle 
density), and final ash particle sizes (which are in- 
dicators of ash content). No strong correlations were 
found in the data for any of the coals between single- 
particle temperatures on the one hand, and ash con- 
tents, swelling factors, or particle sizes on the other. 

From these experiments it is clear that, in the early 
stages of combustion, single-particle reactivity varies 
greatly and is not closely related to ash content. Note 
that this conclusion relates to the early stages of the 
combustion process, before significant numbers of 
highly-reacted, ash-rich particles appear. Highly ox- 
idized particles with very high ash contents are the- 
oretically expected and observed to have low global 
reactivities [22], and indeed, are responsible for 
many of the low-temperature particles observed at 
high conversions [27]. Nor is single-particle reactiv- 
ity closely related to swelling behavior. To first order, 
the distributions of reactivity, swelling factor, and ash 
content can be assumed to be mutually indepen- 
dent—a key result that will guide the modeling work 
described in the next section. 

The electrodynamic balance technique was used 
to make a series of 120 density measurements on 
single char particles of Beulah lignite and Illinois #6 
coal, both before and after demineralization. The 
single particle density data are summarized in Fig. 
3. Significant variations are seen among the single 
particles from a single coal char, and between the 
mean values for the two different coal chars. 

Model Formulation 

In this section a statistical model is developed that 
describes the single-particle temperature data set 
summarized in Fig. 2. In the model, variations in 
reactivity are represented as variations in single-par- 
ticle global preexponential factor, A, (g-carbon/s- 
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FIG. 3. Distributions of pulverized char particle density measured by the electrodynamic balance technique. 

atm0'S-cm2-external-surface)*' with global activation 
energy and reaction order held constant across the 
particle population. Single particles are allowed to 
vary in size, dp, reactivity, A, and carbon density, pc, 
defined as the mass of carbon per unit particle vol- 
ume. The number fraction of particles in the incre- 
mental parameter space ddp dA dpc is given by F(dp, 
A, pc) dd„ dA dpc, where the function F(dp, A, pc) 
fully describes the particle population. The captive 
particle imaging results described above further sug- 
gest that F(d„, A, pj can be expressed as the product 
of three independent functions, 

F(dp, A, pc) = Fd(dp) ■ FA(A) ■ Fp(pc, (1) 

where Fd is the particle size distribution, FA is the 
distribution of reactivities (preexponential factors), 
and Fp is the distribution of char particle carbon den- 
sities. The distributions Fd, FA, and Fp can be deter- 
mined in separate experiments and then superim- 
posed to form the complete input distribution using 
equation 1. This paper focuses on the determination 
of FA and Fp. The function Fd can be measured di- 
rectly by conventional techniques in powder tech- 
nology. 

"Variations in particle reactivity arise due to variations 
in the intrinsic reactivity, kh surface areas, S, and effective 
diffusion coefficients, Deg. The variations in intrinsic reac- 
tivity can affect the temperature dependent term (such as 
the activation energy, Eh in Arrhenius kinetics) or the tem- 
perature-independent term (such as the preexponential 
factor, Af, in the case of Arrhenius kinetics). Of the four 
parameters, S, Veg, Ah Eb variations in three of them (S, 
Dejr, Aj) appear as variations in the global preexponential 
factor, A. Only variations in Et will affect the global acti- 
vation energy, E, and Et has been shown to fall within a 
relatively narrow range of values for a wide variety of im- 
pure carbons [28,29]. Therefore, the model is based on an 
explicit description of variations in A, as a convenient ap- 
proximate representation of the total heterogeneity. 

The reactivity distribution function, FA, is mod- 
orl ac Q (Tamrtia rnctrinnfinn   ni^TinAn  n\7 
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eled as a gamma distribution, defined by 

FA(A) 
IUY 

ißa (2) 

where a and ß are the distribution parameters and 
r(A) is the gamma function. Unlike the Gaussian 
distribution, which has a lower tail extending to neg- 
ative reactivities, the gamma reactivity distribution, 
FA(A), is defined only for At > 0. It also has the 
convenient property that the mean and variance are 
simple functions of a and ß: 

Amean = a/ß (3) 

a\ = a/ß2 (4) 

The complete set of reactivity distribution functions 
for ten coals were determined as follows. Relation- 
ships between preexponential factors and particle 
temperatures were first determined by solving, for 
each combustion condition of interest, the coupled 
mass and energy transport equations describing 
burning char particles [5]. These calculations used a 
single global activation energy of 20 kcal/mol and a 
product ratio given by CO/COz = Ac exp(EcmTi>\ 
where Tp is the particle temperature, Ac = 3 • 108, 
and Ec = 60 kcal/mol. For each coal, a mean value 
of the preexponential factor, Amean, was determined 
to best match the mean particle temperatures mea- 
sured optically. The distribution was then deter- 
mined by choosing a value for the heterogeneity pa- 
rameter, <7A, computing a and ß by equations 3 and 
4, computing the distribution function by equation 
2, computing the temperature distribution from the 
coupled mass and energy balances, and then com- 
paring the predicted temperature variances with the 
measured variances in Fig. 2. A Newton-Raphson 
algorithm was then used to find the single value of 
the heterogeneity parameter, aA, that minimizes the 
sum of squared residuals between the predicted and 
measured variances for the entire data set. 
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FIG. 4. Example of measured and 
predicted particle temperature dis- 
tributions for Pocahontas #3 coal 
char. Combustion conditions are 12 
moIe-% oxygen and a gas tempera- 
ture of 1645 K. Shown in the inset is 
the gamma distribution of preexpo- 
nential factors on which the predic- 
tion is based. 

The model predictions are shown as dashed lines 
in Fig. 2. A single, coal-independent value of the 
heterogeneity parameter, aA = 3.9 g-carbon/cm2-s- 
atm0'5, is seen to provide a good description of the 
entire set of single-particle temperature distribu- 
tions. The success of the single parameter implies 
for this data set that the major effects of fuel het- 
erogeneity on combustion can be usefully modeled 
without detailed coal-specific characterization. Fig. 
4 gives an example comparison of measured and pre- 
dicted particle temperature distributions, along with 
the gamma distribution of preexponential factors on 
which the prediction is based. 

The success of this simple model indicates that the 
extent of fuel heterogeneity, judged by the value of 
aA, is nearly constant across this sample set, and that 
the wide range of temperature variances (324-8650 
K2) is due primarily to the varying combustion con- 
ditions. The largest temperature variances arise un- 
der conditions where the governing gas-particle 
transport relations exhibit a high sensitivity of par- 
ticle temperature to reactivity. Such conditions in- 
clude high oxygen concentrations and mean reaction 
rates far from the boundary layer diffusion limit. The 
success of the single value of the heterogeneity pa- 
rameter, erA = 3.9 g-carbon/cm2-s-atm°5, suggests 
that the statistical model can serve as a useful general 
engineering tool even in the absence of coal-specific 
data on heterogeneity. It is not yet known, however, 
if the single parameter can accurately describe the 
behavior of coals outside this sample set, in partic- 
ular of coals outside North America, with very dif- 
ferent petrologies and geologic histories. 

Combustion Simulations 

The statistical kinetic model is a useful tool for 
assessing the importance of heterogeneity under var- 
ious conditions relevant to laboratory and commer- 

cial combustion processes. A computer code was 
written to simulate complete burnout processes for 
samples exhibiting particle-to-particle variations in 
size, reactivity, and density. The code contains a par- 
ticle combustion model based on single-film theory 
that accounts for swelling, diameter change during 
oxidation, ash content, gas-to-particle heat transfer 
by radiation and convection, mass transfer, and 
global heterogeneous kinetics with a variable CO/ 
C02 ratio in the primary products [20]. The burnout 
calculations were performed holding the reactivity, 
A, of each particle constant throughout conversion 
at its initial value. Single-particle reactivities have in 
fact been observed to change [25] but that change 
is suppressed here in order to isolate and examine 
the effect of heterogeneity alone. 

Figure 5 shows the effect of statistical kinetics on 
the burnout profiles of size-classified coal particles 
undergoing combustion in a simulated, one-dimen- 
sional laboratory reactor under two sets of condi- 
tions. The uniform and heterogeneous samples are 
seen to burn at comparable rates until a carbon con- 
version of 60-80% is reached, after which the curves 
diverge, resulting in burnout times that are as much 
as a factor of 5 longer for the heterogeneous sam- 
ples. Recent measurements in the high conversion 
region have indeed yielded burnout curves of this 
shape, attributable primarily to statistical kinetics, 
densities, and the effects of ash [30]. In both cases, 
heterogeneity is a significant effect, and it is there- 
fore recommended, for size classified samples, that 
statistical kinetics be used to describe or predict 
combustion behavior to high burnout. Incorporating 
the measured density distributions was seen to have 
ä similar, but less significant effect under these con- 
ditions. 

Simulations with Particle Size Distributions 

Additional burnout simulations were carried out 
for coal samples with broad size distributions char- 
acteristic of industrial practice.  No attempt was 
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FIG. 5. Calculations showing the 
effect of distributed reactivity during 
combustion of size-classified coal 
particles. Initial particle diameters 
are 100 /urn and oxygen concentra- 
tion is constant at 7 mole-%. For Il- 
linois #6 coal char, Tg = 1650 K and 
Amean = 14.4 g-carbon/s-cm2-atm0S. 
For the Pocahontas #3 coal char, Tg 

= 1450 K and A^on = 8.0g-carbon/ 
s-cm2-atm05. 
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FIG. 6. The origin of unburned 
carbon in simulation lb. The solid 
line divides the size-reactivity space 
into regions of complete and incom- 
plete burnout. The cross, X, marks 
the position of the mean size and 
reactivity in the parent fuel. Sector 
entries are the percentages of the to- 
tal unburned carbon that originate 
from the given size and reactivity bin 
in the parent fuel (sectors add to 
100% of the total unburned carbon). 
The shaded region at low reactivity 
represents approximately 80% of the 
total unburned carbon. 

TABLE 1 
Conditions in the simulations with particle size distributions3 

Gas Residence Carbon Kinetic Char % Carbon 

Label Coal temp. time density scheme conversion in ash 

la Pocahontas 1450 K 2.4 s 0.63 Mean 99.96% 0.3% 

lb Pocahontas 1450 K 2.4 s 0.63 Statistical 98.92% 8.2% 

Ha Illinois 1650 K 0.58 s 0.36 Mean 99.30% 3.2% 

lib Illinois 1650 K 0.58 s 0.36 Statistical 99.16% 3.8% 

lie Illinois 1650 K 0.58 s Statistical Mean 99.24% 3.4% 

"All simulations employed a Rosin-Ramler size distribution (70% through 200 mesh), a fixed oxygen concentration of 
7 vol-%, and coal ash content of 10%. Mean char properties taken from Mitchell et al. [20]. 
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made to describe the complex multidimensional en- 
vironment within furnaces. The goal of these one- 
dimensional calculations, rather, was to compare the 
burnout predictions of mean and statistical kinetics 
at relevant temperatures and oxygen concentrations, 
and in the presence of typical particle size distribu- 
tions. Table 1 summarizes the simulation conditions 
and gives the results as carbon conversions and fly 
ash carbon contents. Under simulation I conditions 
(relatively low temperature and reactivity), statistical 
kinetics can be seen to have a large effect, increasing 
the unburned carbon content of ash greatly from 
0.32 to 8.3% (see Fig. 6). 

Fig. 6 reveals the origin of the unburned carbon 
fraction after 2.4 s of residence time under the con- 
ditions of simulation lb. Note that the axis represents 
particle sizes and reactivities in the parent (un- 
reacted) fuel. Approximately 80% of the unburned 
carbon originates from the shaded area, represent- 
ing that portion of the parent fuel with reactivity in 
the lowest 25th percentile and with particle diame- 
ters from 50 to 200 jim. It is interesting to note that 
particles greater than about 200 fim will not burn 
out under these conditions regardless of their reac- 
tivity; even diffusion-limited burning is not fast 
enough to consume all the carbon in these large par- 
ticles in the time available. This highlights the im- 
portance of minimizing the large particle fraction in 
pulverized fuel. For the size distributions used here 
(70% < 200 mesh), however, particles larger than 
200 fira are not numerous enough in the parent coal 
to make a large contribution to total unburned car- 
bon. It is the particles that combine low reactivity 
and relatively large size that produce the bulk of the 
unburned carbon under the conditions in simulation 
lb. 

Simulations IIa,b,c employed a more reactive coal 
and a higher gas temperature and did not show a 
significant effect of statistical kinetics. Incorporating 
the measured density distribution for Illinois #6 in 
simulation lie is also seen to have no significant ef- 
fect. Based on a number of additional simulations, 
the different behavior in simulation sets I and II can 
be explained as follows. At high reactivity the burn- 
out is quite insensitive to changes in reactivity, as 
boundary layer diffusion is the primary rate-limiting 
step. As reactivity is decreased, a threshold value is 
reached, below which unburned carbon increases 
sharply. In simulation set I the mean reactivity lies 
close to this threshold, and the low reactivity tail of 
this distribution contributes greatly to unburned car- 
bon. In simulation II, the mean reactivity lies far 
from the threshold in the region where burnout is 
not particularly sensitive to char reactivity. 

Additional simulations were also carried out to ex- 
plain the density effect. Mean particle density was 
seen to greatly effect burnout. It was observed, how- 
ever, that carbon burnout varies in a nearly linear 
fashion with density under these condition, so in- 

corporation of the distributions had little effect (the 
low density tail increases burnout to approximately 
compensate for the lower burnout of the high den- 
sity tail). 

A general comment can be made about the sim- 
ulations. The overall burnout process for these het- 
erogeneous samples is extremely nonlinear; most of 
the carbon consumption occurs in the first one-sixth 
of the residence time available, where the concen- 
trations of fine and reactive particles are high. The 
effect is even more pronounced in simulations with 
decreasing temperature and oxygen profiles (not dis- 
cussed in detail). In general, the final stages of com- 
bustion are observed to be extremely slow due to the 
combined effects of low oxygen concentration, low 
gas temperature, low reactivity, and larger mean size 
in the carbon particle population. It is believed that 
these fuel-related effects, in addition to thermal de- 
activation [31], and the presence of nonuniform 
combustion conditions in large multibumer instal- 
lations [32,33], contribute substantially to the diffi- 
culty in achieving complete conversion in many com- 
mercial pulverized coal combustion systems. 
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COMMENTS 

A. E. Jacob Akanetuk, Stanford University, USA. One of 
the proposed mechanisms for unburned carbon formation 
is ash occlusion. How is the extent of ash occlusion to be 
quantified? By comparison of results of surface analytical 
techniques such as energy-dispersive spectroscopy with re- 
sults of bulk chemical analysis? 

Author's Reply. We believe that much more work is 
needed to understand the observed ash inhibition in the 
late stages of combustion as well as carbon/mineral inter- 
actions in general. Since the physical form of the mineral 
matter is one key to its behavior, the tools of modern mi- 
croscopy (including EDS) should play an important role. 

Reginald Mitchell, Standford University, USA. Wide var- 
iations in the temperature of particles of the same size can 
be a consequence of particle-to-particle variations in ash- 
content. The thermal properties of the ash may lead to low- 
temperature particles that burn slowly, thereby contribut- 

ing to unburned carbon in ash. In your analysis, was the 
ash-content of particles considered? 

Author's Reply. We agree fully that ash can affect burn- 
ing rates. In particular, very high ash content particles in 
the late stages of combustion react slowly and at low tem- 
peratures, and are quite conspicuous in many of the optical 
data sets at longer residence time [1]. The statistical kinetic 
model in this paper attempts to describe the initial distri- 
bution of reactivities in the young char sample (due to var- 
iations in particle morphology, petrology, surface area, cat- 
alytic material, ash content, etc.) that reflect heterogeneity 
in the parent coal. The current model does not attempt to 
determine the relative importance of these various factors, 
but simply extracts initial reactivity distributions to their 
combined effect. To capture the initial distribution, the 
model development focuses on a subset of the data taken 
in the early stages of combustion, before the appearance 
of significant numbers of these highly reacted, high-ash- 
content particles. Particularly for the less reactive coals, 
there is a range of residence times after the heat-up zone 
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where the conversion is very low and the measured particle 
temperature distributions are suitable for characterizing 
the intrinsic heterogeneity in the young chars. 
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1. Mitchell, R., Twenty-First Symposium (International) 
on Combustion, The Combustion Institute, Pittsburgh, 
1986, p. 1297. 

L. Douglas Smoot, Brigham Young University, USA. 
Does your resulting rate reasonably account for the mea- 
sured reactivities of the utility boiler effluent chars? 

Typically, how important are the three effects you con- 
sidered (i.e., statistical kinetics, annealing, ash inhibition) 
compared to carbon carryover in very large particles (>400 
nm) known to exist in utility boilers? 

Author's Reply. We do not, of course, know the detailed 
temperature/oxygen histories for the unburned carbon par- 
ticles found in industrial fly ash samples, but we do believe 
the predictions of the CBK model (which accounts for sta- 
tistical kinetics, thermal annealing, and ash inhibition) are 
consistent with the observed low reactivity of unburned 
carbon. If we consider typical particle temperature histo- 
ries, the model predicts unburned carbon particles from 
utility furnaces to be significantly less reactive (factors of 
2-5) than chars extracted from the Sandia laboratory en- 

trained flow reactor, as observed [1]. The lower reactivity 
is due primarily to the combined effects of thermal an- 
nealing and statistical kinetics. 

Particle size is a critical factor in carbon burnout. The 
specific practical importance of the very large particles you 
mention (>400,um) depends very strongly on the number 
of these particles present in the pulverized fuel and thus 
on plant-specific grinding practices. In simulations we have 
performed, particles with diameters greater than 400 jum 
typically do not bum out and will make a large contribution 
to unburned carbon if they are present in large quantities 
initially. For many utility grind size distributions, however, 
the weight fraction of material in this size range is very 
small and the >400 /im particles are not the origin of the 
bulk of the unburned carbon. This is increasingly the case 
as utilities improve grinding and classification operations 
to minimize unburned carbon. This trend is supported out 
by the small number of unburned carbon particles in this 
size range found in many commercial fly ash samples [1], 

Almost all utility grind size distributions do have large 
numbers of particles in the 70-200 ßm size range, and our 
simulations suggest that much of unburned carbon often 
comes from these particles, with the ultimate burnout de- 
pending on a combination of particle density, size, reactiv- 
ity (including the effects of statistical kinetics, annealing, 
and ash inhibition), and the temperature/oxygen trajecto- 
ries through the boiler. 
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Individual coal and carbon particles were levitated in an electrodynamic balance (EDB) and character- 
ized using high-speed diode array and video-based imaging systems to determine particle surface area, 
volume, drag, mass, and density. These same particles were then heated bidirectionally using a long-pulsed 
Nd:YAG laser to simulate combustion-level heating fluxes (heating rates on order of 104-105 K/s). Mea- 
surements of particle surface temperature, size, and laser temporal power variation were made and re- 
corded during each heating experiment. Measured temperature histories were compared with a heat 
transfer analysis that accounted for variations in particle shape, mass, density, and laser heating power. 
Results of this study indicate that with well-characterized materials of known properties, agreement be- 
tween measurement and model of within 20 K is typical throughout an entire heating and cooling profile. 
Large particle-to-particle variations are observed in coal particle temperature histories during rapid heat- 
ing. These variations can be explained in large part by accounting for particle-to-particle property (shape, 
mass, and density) variations. Even when accounting for particle-to-particle shape and density variation, 
however, model predictions greatly underestimate observed temperature histories. It is concluded that 
these discrepancies are largely due to uncertainties in the thermal properties (heat capacity and thermal 
conductivity) typically used to model coal combustion behavior. 

Introduction ducted in a radiative heating/convective cooling en- 
vironment, whereas the studies of Fletcher [3] were 

Recently, Maloney et al. [1] reported results of an conducted in a convective heating/radiative cooling 
investigation to determine temperature histories for environment. This fact coupled with additional anal- 
coal particles during the early stages of heating and ysis led Maloney et al. [1] to conclude that the dif- 
devolatilization. In addition to making in situ tem- ference between measured and predicted tempera- 
perature measurements, they modeled the early tures was due to uncertainties in the relevant coal 
stages of the heating process using thermal property thermal properties and failure to account for particle 
correlations and spherical shape assumptions that shape factors. 
are routinely applied to coals. Their predicted tem- During rapid heating prior to devolatilization, the 
perature transients agreed well with measurements size and mass of coal particles remain unchanged for 
for carbon spheres during the early stages of heating. the first several milliseconds [1,4]. Therefore, the 
However, for coal particles, their predicted temper- prediction  of the  temperature  history prior to 
ature transients differed significantly from measure- devolatilization requires knowledge of particle size, 
ments,  with  the  measured  temperatures  being mass, and thermal properties. Unfortunately, coal 
higher by a factor of 2. Significant underprediction particles are irregular in shape and have unique ex- 
of heating rates for coal particles have also been ternal surface area, volume, mass, and density [4-6], 
noted in the work of Solomon et al. [2] and Fletcher While energy absorption and emission mechanisms 
[3]. The experiments of Maloney et al. [1] were con- depend on particle surface area (S), the temperature 
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response depends strongly on particle mass (pv). So, 
the shape and density of individual coal particles 
need to be addressed carefully in any heat transfer 
analysis. The assumption of spherical shape can re- 
sult in underestimation of particle surface area be- 
cause, for example, if the shape of the particle is 
assumed to be a parallelepiped, cylinder, cube, or 
ellipsoid of equal volume, then it has a surface area 
larger than that of a sphere of equal volume. Also, a 
spherical shape assumption with the size determined 
from one view of the particle or with a sieve mean 
size can overestimate the particle volume and hence 
the mass, which in turn would lead to underesti- 
mation of the predicted temperature histories. Hurt 
and Mitchell [7] reported large particle-to-particle 
temperature variations in their combustion studies 
of single char particles. They concluded that parti- 
cle-to-particle variations in physical properties are a 
leading cause of these large temperature differences. 
Thus, accounting for shape, mass, and density in the 
energy balance is a critical first step in modeling the 
temperature profiles of irregular particles. In the 
present work, recently developed methods were ap- 
plied to measure the shape and mass of single, ir- 
regularly shaped particles prior to heating. 

Sampath [4] demonstrated shape and mass mea- 
surement capabilities for single, irregular particles in 
an electrodynamic balance (EDB). Shape measure- 
ment involved viewing the particle at right angles 
using two video cameras, and measuring breadth 
(B), thickness (T) and length (L) of the particle. Us- 
ing this BTL information, the surface area and vol- 
ume of the single particles were estimated. Follow- 
ing the approach of Maloney et al. [8], Sampath [4] 
also measured the drag coefficient/mass ratio (C^/m) 
for coal particles in the EDB from the trajectory of 
the particle that resulted from an applied stimulus. 
Knowing the surface area and projected area of the 
particle perpendicular to the motion during the tra- 
jectory, the drag coefficient was determined inde- 
pendently based on Stokes' Law. The mass of the 
particle was then separated from the Cd/m ratio. 
From the mass and volume, the density of the in- 
dividual particles was obtained. The mean mass of a 
large number of single particles thus obtained using 
the EDB was then validated with the mean mass of 
several thousand coal particles obtained using an in- 
dependent counting and weighing technique as de- 
scribed by Monazam and Maloney [6]. 

Maloney et al. [5] developed a more sophisticated 
3-D shape measurement technique by rotating the 
particles about the EDB center axis using a set of 
tangentially directed gas jets. As the particle rotated, 
a video-based imaging system recorded the particle 
images and stored perimeter data from successive 
video fields. Rotation rates were measured with the 
aid of a second video system positioned above the 
balance. Surface areas and volumes were calculated 
by summing the surface and volume elements swept 

out during rotation from one video field to the next. 
Surface area and volume data were then used to es- 
timate the particle drag coefficient by applying an 
analysis for deformed spheres derived by Brenner 
[9]. The particle mass was calculated based on the 
measured Cd/m and the calculated drag coefficient 
[6]. 

In the present paper 3-D shape, mass and density 
for a large number of coal particles were measured. 
The same particles were then radiatively heated and 
their temperatures measured during the subsequent 
heating and cooling. Particle temperatures were 
modeled incorporating measured particle shape and 
mass in the heat transfer analysis. Similar measure- 
ments were also made for carbon spheres to test the 
reproducibility of the temperature measurement 
system and to validate the numerical analysis pre- 
sented in this work. The effect of shape and density 
on the temperature histories of coal particles is as- 
sessed by comparing model calculations using mea- 
sured shape and density with that using a simple 
equivalent sphere method and uniform density as- 
sumptions. 

Experimental Methods 

The present study is unique in that detailed mea- 
surements are performed on coal particle volume, 
external surface area, mass, density, laser incidental 
area, radiant energy flux, and transient temperatures 
during heating and cooling. 

Measurement of Particle Volume, External Surface 
Area, Mass, and Density 

Individual coal or carbon particles were levitated 
in an EDB and characterized using high-speed diode 
array and video-based imaging systems. Fig. 1 shows 
the top view of the experimental system with the 
EDB represented by the small circle at the center 
of the figure. An individual particle is backlit with a 
red He:Ne laser at the side and with a light-emitting 
diode (LED) from the bottom of the balance. The 
magnified shadow image of the side view is split and 
projected onto the detector of a CCD video camera 
imaging system and a high-speed diode array imag- 
ing system (Fig. 1). The magnified shadow image of 
the bottom view is projected onto the detector of a 
second CCD video imaging system positioned above 
the balance. 

The side view video imaging system was used to 
obtain the particle diameter for carbon spheres 
based on the projected image of the particle. The 
diode array imaging system was used to measure par- 
ticle trajectory resulting from an applied stimulus. 
The drag coefficient/mass ratio (Cd/m) was obtained 
by matching the measured particle trajectory with 
the predictions from a simple force balance model 
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FIG. 1. Schematic diagram of measurement system. 

[8] referred to as the particle dynamic model 
(PDM). The PDM accounts for field forces, gravi- 
tational forces, and drag forces acting on a charged 
particle during its motion in the EDB. For spherical 
particles, the equivalent diameter for predicting 
drag, projected area, surface area, or volume diam- 
eter are the same. From the measured size and C$1 
m ratio, the mass of individual carbon spheres was 
calculated. Finally, from the mass and volume, the 
density of the carbon sphere was determined. The 
reader is referred to Ref. 8 for complete details. 

Following the approach of Maloney et al. [5], vol- 
umes and external surface areas were obtained for 
individual coal particles by rotating the particles and 
recording image data from successive video fields as 
a function of rotation angle. Measured surface area 
and volume were used to estimate particle drag co- 
efficient as described by Monazam et al. [6], and the 
particle mass was then separated from the C^lm ra- 
tio. From the mass and volume, the particle density 
was determined. 

Measurement of Laser Incidental Area, 
Temperature, and Laser Parameters 

Single particles were heated bidirectionally. The 
actual cross-sectional area of the coal particle upon 
which the laser beam was incident (AL) was also 
measured. This area was used to calculate the energy 
absorption response of the particle in the heat trans- 
fer analysis. The two opposite access ports for the 
heating beam were located at 60° counterclockwise 
and 120° clockwise to the access port for the side- 
view imaging system (see Fig. 1). A stable side-view 
cross section of the particle prior to heating was 
measured and was used as a reference area. The la- 
ser incidental area (AL) was determined from the 

particle cross-sectional area data which was mea- 
sured as a function of rotation angle. This was done 
by locating the reference area in the rotational data 
and extracting the laser incidental area by going 
backward 60°. The same area was confirmed by go- 
ing forward 120° from the reference area. 

Following the measurements of particle shape, 
mass, reference area, and laser incidental area, the 
particle was heated from opposite sides with pulsed 
Nd:YAG laser beams of equal intensity. Experiments 
were performed in a nitrogen atmosphere. The tem- 
poral power variation in the laser pulse was recorded 
for use in the heat transfer analysis by an ultrafast 
fiber optic ultraviolet light transmitter included in 
the beam path and coupled to a silicon photodiode 
(Fig. 1). Details of the laser power characterization 
are provided elsewhere [4,12]. Measurements of 
changes in particle size that accompany rapid heat- 
ing were made by means of the high-speed diode 
array imaging system [1]. Measurements of the sur- 
face temperatures of the heated particles were per- 
formed using a single-wavelength pyrometer (see 
Fig. 1). Temperatures were determined based on 
measurements of particle size and radiant emission 
intensity with the application of Wein s approxima- 
tion to Planck's law. The pyrometer was calibrated 
against a standard General Electric tungsten strip 
lamp to a temperature greater than 1500 K with an 
accuracy of ± 4 K. Signal-to-noise level for the py- 
rometer output exceeded 25:1 at temperatures 
above 800 K at the gain level employed in this work. 
Details of the pyrometer calibration are provided in 
Ref. 4. Photographic records of the particle behavior 
during heating were also obtained. These records 
provided excellent time resolution of the particle re- 
sponse, including rotation, swelling, volatile evolu- 



3182 COAL AND CHAR COMBUSTION 

tion, and the time at which the particle began to 
move off the imaging system array [1,4]. 

Measurements were made on individual particles 
of Spherocarb (Foxboro, Analabs, North Haven, 
Conn.), a spherical, nonfriable, microporous molec- 
ular sieve carbon sphere of mesh size 100/120, and 
PSOC-1451D, a HVA bituminous coal in the aero- 
dynamic size range of 106-125 p.m. Spherocarb and 
PSOC-1451D were both used in previous studies by 
Fletcher [3] and Maloney et al. [1] and they were 
used here so that the differences seen in both the 
present work and previous work could be examined. 

Analysis 

One approach to predict temperatures for irreg- 
ular particles of arbitrary shape is the equivalent vol- 
ume sphere approximation. Here, the temperature 
is calculated for a sphere with volume and mass (pv) 
equal to that of the irregular particle. In addition, 
the energy absorption response is determined using 
the measured AL. The emission response is calcu- 
lated using the measured particle surface area, Sp. 
Heat is assumed to flow only in the radial direction 
of the volume equivalent sphere. The model de- 
scribed here is influenced by the previous model de- 
veloped by Maloney et al. [1], but it has been mod- 
ified to include the particle volume, density, surface 
area, laser incidental area, and transient laser power 
(/(*)). As a base case condition, calculations were 
performed using the Merrick model to assign par- 
ticle heat capacities [10]. Thermal conductivities 
were assigned using data for coals and chars of Bad- 
zioch et al. [11]. Particles were heated with laser 
beams of equal intensity from two sides. It is as- 
sumed that the particle absorbs a fraction of the en- 
ergy proportional to its absorptivity (°o = 0.85), dis- 
tributes this energy uniformly throughout its entire 
surface, and exchanges heat with the surrounding 
air. While heating, it is assumed that the particle re- 
tains its shape with no swelling, rotation, or mass 
loss. With the above restrictions, the temperature 
profile of the heating particle was obtained by so- 
lution of the Fourier equation for a sphere as 

PPCP(T) — 
, , (d2T    2 at 

Or2 r 8r 
(1) 

The following boundary conditions were applied: 
(i) The initial condition at t = 0: 

T(r,0) = T0    0 < r < R (2) 

(ii) The symmetry condition at the center r = 0: 

dT(0,t) 
dr 

0    t >0 (3) 

Kp(X) 
8T(R, t)      /2ALoI(t) 

dr 
- [Ht) {Ts 

- TJ + a s {Tf - Tt}]     (4) 

The left-hand side of equation 4 represents heat 
transfer to the particle interior by conduction from 
the surface, while the first term on the right-hand 
side accounts for heat input by radiation, and the 
second and third terms for cooling by convection and 
radiation, respectively. The measured transient laser 
intensity, I(t), was used as the temporal laser input 
flux in the source term. This input flux was divided 
by a factor, Sp/2AL, to account for the two-sided 
heating employed in the experimental system which 
gives a heating cross section of 2AL. The convective 
and radiative cooling terms were considered using 
the measured external particle surface area. 

The transient heat transfer coefficient, h(t), was 
determined from the transient Nusselt number, 
Nu(t), derived by solving the partial differential 
equation describing the unsteady temperature in the 
surrounding fluid as given by [4]: 

Nu(t)\r=R = 2fl 
1 

[nk(T)t]vz (5) 

(iii) The energy delivered at the surface r = R: 

Here, k(T), is temperature-dependent thermal dif- 
fusivity of the surrounding gas (N2) that was used to 
rotate the particle during the measurement of its 
shape. A numerical solution for equations 1-5 was 
obtained [1] using an implicit Crank-Nicholson 
scheme, since it is a nonlinear unsteady-state heat 
conduction problem involving the temperature to 
the fourth power in equation 4. 

Results and Discussion 

Validation with Carbon Spheres 

The reproducibility of the temperature measure- 
ment and the validity of the numerical analysis were 
first tested using carbon spheres. Temperature 
traces of heating and cooling for replicate experi- 
ments on one carbon sphere are presented in Fig. 
2. The data for this figure were obtained by heating 
the particle with a laser pulse, rebalancing the par- 
ticle, repeating size, Cd/m and p measurements, and 
then reheating the particle. For the data shown in 
Fig. 2, the same particle was rebalanced and re- 
heated six times. The particle was heated with heat- 
ing pulses of similar magnitude. The surface tem- 
perature of the particle and the transient power of 
the heating pulse were also measured. The data for 
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FIG. 2. Experiment reproducibility and model bound for 
a carbon sphere: validation of instrumentation and heat 
transfer analysis. Pulse intensity = 606-654 W/cm2; du- 
ration, 10 ms.  , Experiment (total 7 lines);  , 
model (upper and lower bound). 

the particle diameter, CJm, mass, and density 
showed little change from heating pulse to heating 
pulse and were, respectively, 135 /mi, 21.5, 1.07 
figm, and 0.83 g/cm3. It was seen that in all these 
experiments, the DC endcap voltage required to bal- 
ance the particle remained almost the same. This 
suggests little change in particle mass for the carbon 
sphere during these experiments, since the DC end- 
cap voltage is directly proportional to the particle 
mass. As illustrated, the measured temperature his- 
tories were all very similar. The heating rate em- 
ployed in these experiments was ~8 X 104 K/s and 
the heating pulse time-averaged intensities (I(ta)) 
for these experiments varied only slightly from 600 
to 650 W/cm2. The dashed lines in Fig. 2 are the 
model predictions for the upper and lower bound 
(highest and lowest heat flux cases) for the experi- 
ments shown. Based on similar experiments, Malo- 
ney et al. [1] showed good agreement between mea- 
surement and model over the first 6 ms of heating 
for carbon spheres, but then observed significant dif- 
ferences between model and measurement during 
the later stages of heating. The refinements made in 
the present work, in particular the inclusion of a 
time-dependent heat flux in the energy balance, en- 
able an excellent match between model and mea- 
surement over the entire heating and cooling profile 
for the carbon spheres. The seven temperature pro- 
file curves presented in Fig. 2 indicate a spread of 
from 20 to 50 K in temperatures at any given point 
in time for the six replicate experiments. The dashed 
lines in the figure illustrate model results for the two 
extreme (highest and lowest) heat flux experiments. 
These curves define a band of temperatures with a 
spread from 20 to 40 K between the two curves. This 
comparison illustrates that most of the variation seen 
in Fig. 2 can be accounted for by variations in heat 
flux. The energy balance applied in this work can 

match measured temperatures to within ± 20 K 
over the entire range of heating and cooling. These 
results validate the numerical analysis presented 
above for carbon spheres and indicate that for 
spheres with well known properties we have a good 
handle on modeling heat transfer. 

Assessment of Coal Particle Shape and Density 

Experiments were conducted on single, bitumi- 
nous coal particles for a range of heating rates (104- 
105 K/s) up to a surface temperature of about 1600 
K. Four different time-averaged intensity levels 
(228-298, 553-707, 927-1104, and 1314-1380 W/ 
cm2) were employed to heat the particles. The shape 
information (equivalent diameters for particle sur- 
face area, volume, side projected area, and laser in- 
cidental area), the particle CJm, mass and density, 
and the time-averaged intensity of the various heat- 
ing pulses are presented in Table 1. The mean sur- 
face area and volume equivalent diameters, CJm, 
mass, and density for 39 coal particles tested are in 
good agreement with the results obtained for 23 par- 
ticles of the same coal by Monazam et al. [6]. The 
wide range of values seen in the surface area diam- 
eter, volume diameter, and density between coal par- 
ticles suggests that when subjected to similar heating 
environments, the temperature response for these 
particles would vary significantly. This point will be 
illustrated more clearly in the discussion of Figs. 
3-5. 

Following the work of Maloney et al. [1], the vol- 
ume and surface area of the particle were calculated 
for a 'base case' (spherical shape assumption) using 
the same cross-sectional area equivalent diameter 
measured from the side-view of the particle (pro- 
vided in Table 1). The density of the coal particles 
was assumed to be 1.2 g/cm3, a value taken from the 
literature [1,3]. Following this calculation, the actual 
measured surface area, volume, laser incidental area, 
and density were used to predict the temperatures 
for the second case. In both cases, Merrick's "Two- 
Characteristic Temperature Equation" [10] was used 
to calculate the instantaneous heat capacity. The 
thermal conductivity was estimated using an equa- 
tion fitted to the temperature-dependent data for 
coals of Badzioch et al. [11]. Constant mass was as- 
sumed throughout. 

In Fig. 3, the base case prediction for one coal 
particle (number 16 of Table 1: dv = 93 /um, p = 
1.2 g/cm3, Sp/2AL = 2, and l(ta) = 941 W/cm2) 
during its heating and cooling is compared with the 
prediction using the actual measured shape and den- 
sity (dv = 98 /um, p = 1.16 g/cm3, and Sp/2AL = 
1.9). The experimental temperatures are also shown 
in Fig. 3 for comparison. It should be noted that the 
pyrometer has a lower threshold limit about 800 K, 
and temperatures less than 800 K are indications of 
pyrometer noise. As can be seen, the base case 



3184 COAL AND CHAR COMBUSTION 

TABLE 1 
Shape, mass, density, and heat flux information for coal particles 

Surface Laser 

area Vol dia, area Side view mass density 

dia, dsa dv dia,dL dia,<is Cd/m m P I(ta) Sp/2AL 

Particle (/im) (jim) (um) (i«m) U/s) C«g) (g/cm3) (W/cm2) ratio 

1 117 109 120 107 27.5 0.81 1.19 247 1.9 

2 123 119 132 115 19.5 1.14 1.29 229 1.7 

3 118 110 114 100 26.0 0.87 1.25 228 2.1 

4 125 115 121 128 25.0 0.97 1.22 275 2.1 

5 137 126 137 129 23.0 1.16 1.11 266 2.0 

6 106 102 105 107 26.5 0.72 1.30 239 2.0 

7a 121 114 110 133 25.0 0.95 1.22 298 2.4 

8 118 110 109 109 25.0 0.89 1.28 584 2.3 

9 110 104 99 115 28.0 0.72 1.22 583 2.5 

10 115 109 104 115 28.0 0.76 1.12 553 2.4 

11 106 95 103 95 36.0 0.59 1.31 584 2.1 

12 88 81 85 92 47.0 0.36 1.29 577 2.1 

13b 121 113 121 120 28.0 0.82 1.09 707 2.0 

14c 111 102 106 103 33.0 0.65 1.18 692 2.2 

15d 106 98 111 97 34.0 0.60 1.22 607 1.8 

16 103 98 106 93 33.0 0.57 1.16 941 1.9 

17 127 119 123 112 27.0 0.88 1.00 966 2.1 

18 107 101 107 103 32.0 0.61 1.13 992 2.0 

19 105 102 105 105 31.0 0.61 1.09 934 2.0 

20 108 104 114 109 29.0 0.66 1.12 949 1.8 

21 121 115 120 118 27.0 0.82 1.03 966 2.0 

22 95 90 95 92 41.0 0.43 1.13 941 2.0 

23 133 122 117 112 26.0 1.02 1.07 957 2.6 

24 138 125 125 106 26.0 1.07 1.05 968 2.4 

25 105 100 97 108 35.0 0.56 1.07 945 2.3 

26 118 101 112 98 43.0 0.62 1.16 927 2.2 

27 118 114 120 114 27.0 0.83 1.07 938 1.9 

28 120 114 125 113 27.0 0.81 1.04 943 1.8 

29 124 115 123 98 29.0 0.83 1.05 975 2.0 

30* 109 102 111 105 35.0 0.60 1.08 1104 1.9 

31c 123 107 125 131 32.3 0.77 1.20 1092 1.9 

32d 130 124 132 108 23.0 1.03 1.03 1017 1.9 

33» 124 116 115 109 26.0 0.89 1.09 940 2.3 

34 109 104 97 111 28.0 0.69 1.17 1357 2.5 

35 134 125 130 136 21.0 1.20 1.17 1314 2.1 

36 124 116 120 102 25.0 0.93 1.14 1340 2.1 

37 134 122 133 126 22.0 1.21 1.27 1344 2.0 

38 111 107 108 110 28.0 0.70 1.09 1380 2.1 

39a 129 121 116 126 22.0 1.10 1.19 1324 2.5 

Avg 117 110 114 111 28.9 0.81 1.15 2.1 

Std 11 10 12 11 5.8 0.21 0.09 0.2 

"temperature data not available. 
b'c'd2,3,5 ms pulse-width experiments, particle # 1-7 are intensity group 1, 8-15 are intensity group 2, 16-22 are 

intensity group 3A, 23-33 are intensity group 3B, and 34-39 are intensity group 4. 
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FIG. 3. Comparison of model prediction with experi- 
ment. Time-averaged heating pulse intensity = 941W/cm2; 
duration, 10 ms. , Experiment (particle # 16); , 
model (measured shape and density); , base case. 

model prediction largely underestimates the exper- 
imental temperatures during the early stages of heat- 
ing, thus confirming the earlier finding of Maloney 
et al. [1]. Figure 3 shows a plateau region in the 
measured temperatures at the latter stages of heat- 
ing during devolatilization, and the base case as- 
sumption still largely underpredicts the measure- 
ments in this region. At the end of the 10 ms heating 
pulse,  the  measurements  show a rapid cooling, 

whereas the base case assumption predicts a slow 
cooling. The temperature prediction using the mea- 
sured shape and density information improved the 
fit somewhat during the entire particle residence 
time but failed to predict accurately the heating or 
cooling process. 

Figures 4 and 5 present similar comparisons for 
all of the coal particles tested at two specific resi- 
dence times (4 and 7 ms). These figures incorporate 
a broad range of heating intensities. The 4-ms (Fig. 
4) heating time was chosen because at this time the 
particle surface temperature exceeded the pyrome- 
ter lower threshold limit (-800 K), but for most par- 
ticles no significant volatile evolution was seen in the 
cinematographic records. The particles in the high- 
est intensity group (particle #34-39) in Table 1 
showed some slight volatile evolution by 4 ms. The 
particles from the lowest intensity group (particle 
#1-7) are not included in Figs. 4 and 5 because the 
temperature measurements for these particles at the 
4- and 7-ms times were below the pyrometer mea- 
surement threshold. In each figure, the data have 
been segmented into three groups with each group 
being encircled to focus the reader's attention and 
to illustrate some important points. In addition, 
since the middle grouping contained numerous 
points with significant scatter, four experiment- 
model point pairs were selected in these groups and 

Group 3 

Model Temperature (K) Using the Base Case 

FIG. 4. Comparison of base case 
prediction at 4 ms with, ■. predic- 
tion using measured shape and den- 
sity; and, J^, measured tempera- 
tures.  , Model: base case. 
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FIG. 5. Comparison of base case 
prediction at 7 ms with, ■, predic- 
tion using measured shape and den- 
sity; and, J^, measured tempera- 
tures.  , Model: base case. 
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connected by solid lines to highlight some patterns 
in the data. 

Important observations regarding the data in Figs. 
4 and 5 include the following: 

1. Model calculations using measured size and den- 
sity information significantly underpredict the ob- 
served particle temperature. This observation is 
similar to that reported by Maloney and cowork- 
ers [1] who hypothesized that the differences be- 
tween model and experiment could be due to 
poor understanding of coal thermodynamic and 
heat transfer properties and/or failure to account 
for particle shape considerations. The results pre- 
sented in Figs. 4 and 5 indicate that even when 
particle shape is accounted for, significant differ- 
ences arise between measurement and model. 
We conclude that these differences are due 
largely to uncertainty in the coal thermodynamic 
and heat transfer properties in the model. 

2. Within each of the groupings, the measurements 
indicate a wide variation in observed tempera- 
tures even when the same nominal heat flux is 
applied. Within group two (the largest sample 
population tested) in both Figs. 4 and 5, the tem- 
perature spread for the groupings was in excess 
of 300 K at each of the measurement times cho- 
sen for comparison. 

3. A careful examination of each groupings in Figs. 
4 and 5 shows a clear pattern in which the cal- 
culated particle temperatures mirror the experi- 
mental measured temperatures. This observation 
is perhaps most clearly illustrated in the last 
grouping on the right hand side of Fig. 5, but the 
pattern is consistent throughout each of the 
groupings. This observation indicates that, al- 
though the absolute temperature predictions are 
in error, much of the particle-to-particle variabil- 
ity observed within a given group can be ex- 
plained by accounting for particle shape and den- 
sity variations. For example, the calculated 
temperatures shown in group 2 in Fig. 5 predict 
a spread in temperatures of 275 K due to particle 
shape and density variations. The corresponding 
measurements indicate an observed temperature 
spread of 305 K. Making similar comparisons for 
each of the groupings, between 70 and 100% of 
the observed temperature spread in the Fig. 5 
groupings can be accounted for in the model us- 
ing the shape and density measurements made in 
this study. In Fig. 4, between 40 and 60% of the 
observed temperature spread can be accounted 
for using the measured shape and density values. 
An even larger percentage of the spread can be 
accounted for if the model thermal properties 
(primarily coal heat capacity) are adjusted to im- 
prove the fit between measurement and experi- 
ment. 

Conclusions 

Results presented for carbon spheres support the 
conclusion that the measurement and analysis meth- 
ods applied here offer an excellent description of the 
energy balance for heating of single particles in the 
EDB. With well-characterized materials of known 
properties, agreement between measurement and 
model of within 20 K is typical. 

Large variations (several hundred degrees) are ob- 
served in coal particle temperature histories during 
rapid heating. These variations can be accounted for 
in large part due to particle-to-particle property 
(shape, mass, density) variations as demonstrated by 
the measurements and analysis presented above. 

Even when accounting for particle-to-particle 
shape and density variations, model predictions in 
this study greatly underpredicted the observed tem- 
perature histories. Based on the results presented 
here and elsewhere [1], it is concluded that these 
discrepancies are due largely to uncertainty in the 
coal thermal properties (heat capacity and thermal 
conductivity) used to model coal combustion behav- 
ior. Future work in this laboratory will focus on using 
the measurement and analysis capabilities described 
here to evaluate these thermal properties under 
rapid heating conditions. 

Nomenclature 

A       particle cross-sectional area (am2) 
C       particle heat capacity (cal g"1 K_1) 
C^/m particle drag coefficient/mass ratio (sec-1) 
d       particle diameter (urn) 
h        heat transfer coefficient at particle surface (cal 

s-'cm-'K"1) 
I intensity of the laser (W cm-2) 
K       thermal conductivity of particle (cal s "1 cm - x 

K-1) 
k        thermal diffusivity of the surrounding fluid 

(cm2 s_1) 
m       particle mass (jig) 
R       particle radius (cm) 
r radial position (cm) 
S        surface area (am2) 
T        particle temperature (K) 
t Time (s) 

Greek Symbols 

a        particle absorptivity at 1.06 jum wavelength 
e particle emissivity over the entire blackbody 

spectrum 
a        Stefan-Boltzman constant (cal s_1 cm~2 K~4) 
p        particle density (g cm-3) 

Subscripts 

0        at time = 0 
p        of the particle 
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S        at particle surface 
v of volume equivalent 
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COMMENTS 

Ezra Bar-Ziv, NRCN-BGU, Israel. Perhaps part of the 
reason for the non-fit of the temperature measurements 
with model calculations is the input values for heat calcu- 
lations (HC) and thermal conductivity (TC). Methods for 
both quantities were developed for single particles in the 
electrodynamic chamber (HC by Monazam et al. [1] and 
TC by Weiss et al. [2]). 
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Author's Reply. This is phrased more as a comment than 
a question but we will take the opportunity to make some 
additional comments in this regard. We definitely believe 
that the problem in matching measurement to model is in 
the thermal property data base used in our calculations. 
This same data base is used in many coal combustion mod- 
els. We do not believe direct measurement of Cp and K 
will be possible for coal particles because these properties 
change with temperature and chemical composition and, 
at the high heating rates of interest, the measurement 
methods do not have the speed to be effective. We do be- 
lieve, however, that we can infer the particle Cp and K 
based on additional experiments. We have a very good han- 
dle on the particle shape and mass and by varying particle 
size, input laser intensity and convective load (gas thermal 

conductivity) we can bound the problem and learn a great 
deal. We hope to do such experiments at some time in the 
future. 

Thomas H. Fletcher, Brigham Young University, USA. 
Can you explain the large temperature difference between 
predictions and measurement by varying the heat capacity 
and thermal conductivity within reported bounds? 

Author's Reply. This question is addressed in part in Ref. 
1 of the paper. During the first 4 ms of heating one can get 
reasonable fits between measurement and model by using 
constant room temperature values for Cp and K. However, 
after the first 4 ms our predictions would then greatly ex- 
ceed the measurements in the region we describe as a tem- 
perature plateau. The Merrick model was developed using 
data from slow heating applications (coke making). The 
same is true for the thermal conductivity data in the liter- 
ature [11]. Since these properties are not state functions it 
would not be surprising if they vary with large changes in 
heating rate. We believe that the coal behaves in a manner 
similar to glassy polymers, which exhibit a sharp increase 
in C„ at the glass transition. This increase in Cp is due to 
an increase in vibrational modes of freedom that occurs at 
the glass transition. In the coal case, at the heating rates 
used in this study, we hypothesize that the coal softening 
(glass transition) occurs at about 4 ms (as evidenced by the 
initiation of heavy volatiles and subsequent particle swell- 
ing) and that the sudden increase in Cp that accompanies 
this transition is probably the reason we see the pro- 
nounced temperature plateau. At present this is only a hy- 
pothesis but one that fits the observations. We would like 
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to perform additional experiments to explore this further. 
Sampath [4] has performed additional calculations to sup- 
port this hypothesis as well as looking at the effects of heats 
of pyrolysis on model predictions. 

(International) on Combustion, The Combustion Insti- 
tute, Pittsburgh, 1988, pp. 125-134. 

Robert F. Chaiken, DOE/Pittsburgh, USA. Coal particle 
heterogeneity would include internal heterogeneities (e.g., 
composition, cracks, porosity). Such heterogeneities would 
lead to discrete jets of volatiles from the particle. Did you 
see these in your experimental measurements? 

Author's Reply. This question is addressed in some detail 
by Phuoc and Maloney [1]. Occasionally, some jetting of 
volatiles was observed to result in particle rotation during 
heating, but, in general, the volatile clouds surrounding the 
particles were quite uniform. Based on our high speed film 
records, the heavy volatile evolution appeared to occur af- 
ter the particles had softened and the volatile evolution 
process appeared physically similar to the boiling of a vis- 
cous liquid. 

REFERENCE 

1. Phuoc   and   Maloney,   Twenty-Second   Symposium 

Dr. Jon Gibbins, Imperial College, UK An excellent 
demonstration of coal heterogeneity! You mention differ- 
ences in physical properties (e.g., shape, density) but the 
mineral and organic compositions will also vary. To what 
extent do you think these, differences also affect heating 
times? 

Author's Reply. Differences in coal particle mineral and 
organic composition would manifest themselves as differ- 
ences in particle density. To that extent the discussion pro- 
vided in the paper should address some of your question. 
In addition to differences in particle mass, different ma- 
ceral and mineral components might also exhibit significant 
differences in their respective thermal properties. For ex- 
ample, hydrogen rich macerals might exhibit higher heat 
capacities per unit mass than hydrogen poor macerals. One 
might expect, therefore, that variations in the mineral and 
organic composition could cause some of the observed dif- 
ferences in heating times from one particle to the next. 
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LASER IGNITION AND FLAME PROPAGATION OF PULVERIZED COAL 
DUST CLOUDS 
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Hitachi Ltd. 

Ibaraki-ken, Japan 

Ignition and combustion behaviors were examined for uniformly sized, pulverized coal dust clouds that 
were suspended in a laminar upward flow and heated by a single-pulsed YAG laser. Effects of coal type, 
particle diameter, and oxygen concentration on lean limit of flame propagation and flame propagation 
velocity for hv and lv bituminous coals and anthracite were examined. Lean limit of flame propagation of 
22-63 /urn particles were examined by relation between particle concentration and flame propagation 
probability. The results were considered from the viewpoint of the distance between particles at which 
ignition of one particle from another was possible. Flame propagation velocity was examined by image 
processing of flame pictures. Observation with high-speed video revealed that first a few particles were 
heated by the laser pulse until they ignited, then the number of burning particles increased, which meant 
that the pulverized coal flame propagated. The maximum distance between particles for flame propagation 
increased with volatile content and oxygen concentration, and increased in proportion to the square root 
of the particle diameter. The effect of coal type on the maximum distance coincided qualitatively with the 
previous result obtained from millimeter-sized particles arranged in a row. However, the effect of particle 
diameter was larger than previously found. Flame propagation velocity was related to volatile content. 
Coals containing less-volatile matter had the lower maximum velocity. The effect was significant for lv 
bituminous coals. The flame propagation velocities of hv and lv bituminous coals were about 1.6 times the 
order of the oxygen concentration, which coincided with the previous result for sub-bituminous coal. 

Introduction 

Japan s electric power utility companies and boiler 
manufacturers are now concentrating on pulverized 
coal firing low N0X combustion technologies. One 
important way to reduce the N0X level is to insure 
that ignition of the coal occurs rapidly [1], However, 
ignition phenomena of pulverized coals vary with 
coal type, particle diameter, and heating rate. Fun- 
damental ignition data, such as ignition delay time, 
flammability limit and flame propagation velocity, 
are required for various coal types and conditions in 
order to design industrial coal burners. 

Recently, there is increasing interest in using laser 
techniques to study the ignition and combustion of 
coal particles [2-8]. These laser ignition experiments 
offer the distinct advantage of easy optical access to 
the particle and thus permit direct observation and 
particle temperature measurement. For example, 
heterogeneous or homogeneous ignition behavior of 
a single coal particle suspended on a fine quartz fiber 
[2,3] and the oxidation rate of a single char particle 
in an electrodynamic balance [4,5] have been inves- 
tigated. In our previous investigations, a novel ex- 
perimental technique to study the ignition of pul- 
verized coal was presented [6-8]. Pulverized coal 
particles were suspended in a laminar upward flow, 

and the particles were ignited by a single pulse from 
a YAG laser. Ignition behaviors of the dilute suspen- 
sion of sub-bituminous and hv bituminous coals and 
anthracite could then be examined by using high- 
speed video and two-color pyrometer [6-8], In the 
present investigation, this technique was extended 
to study cloud ignition. Lean limit of flame propa- 
gation and flame propagation velocity of hv and lv 
bituminous coals and anthracite were examined un- 
der a variety of particle diameters and oxygen con- 
centrations. 

A number of experiments have been carried out 
to examine the lean limit of flame propagation [9,10] 
and flame propagation velocity [11-13]. These val- 
ues were shown to vary with both coal type and par- 
ticle diameter. In order to examine the effects of coal 
type and particle diameter on these values indepen- 
dently, uniformly sized particles were used in the 
present investigation. Effects of coal type, particle 
diameter, and oxygen concentration on lean limit of 
flame propagation were also considered from the 
viewpoint of the average distance between particles 
at which one burning particle was able to ignite an- 
other. 

Experimental 

Figure 1 shows a schematic drawing of the laser 
ignition experiment. The experimental equipment 

3189 
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FIG. 1. Schematic drawing of the laser ignition experi- 
ment. 

was almost the same as described previously [6-8], 
except for use of a He-Ne sheet laser to measure 
particle concentration. Sieve-sized particles (22 ± 
2, 48 ± 4, and 63 ± 10 /um) were dropped through 
a tube into a laminar, upward-flow wind tunnel with 
a quartz test section (50 mm square cross section). 
The gas was not preheated, and its flow rate was set 
at 0.03-0.1 m/s so that the particles emerged from 
the feeder tube, fall slightly, and then turned and 
traveled upward out of the tunnel. This ensured that 
the particles were moving slowly downward at the 
ignition point, chosen to be 15 mm below the feeder 
tube exit. 

A wire mesh was welded at the exit of the feeder 
tube (4 mm diameter). A jolt, provided by a solenoid 
valve at the feeder, caused particles to fall through 
the mesh and the feeder tube. The optimum-sized 
mesh was selected for each set of experimental con- 
ditions (particle diameter and concentration). 

The YAG laser was operated at 10 Hz, and it emit- 
ted a nearly collimated beam (8 mm diameter) in 
the near-infrared (at a wavelength, X = 1064 nm). 
The laser pulse duration was 150 JUS and the energy 
fluctuation was less than 3%. At the ignition point, 

the beam diameter, normal to its propagation direc- 
tion, was about 3 mm on each pass of the beam. By 
measuring the laser energy after each pass through 
the test section, we estimated that 70% and 30% of 
the laser energy (measured at the laser output) ar- 
rived at the ignition point of the first and second 
passes, respectively. Energy flux at the ignition point 
was 9 X 107 to 7 X 108 W/m2. A laser "gate" (Fig. 
1) permitted the passage of a single pulse to the test 
section. The gate was formed by cutting a wide slot 
in a piece of aluminum and mounting it on a con- 
trolled stepper motor. The delay time between sup- 
plying the particles and the passage of the laser pulse 
was controlled by synchronizing both the solenoid 
valve and the stepper-motor controller. 

A He-Ne continuous sheet laser (wavelength 633 
nm, sheet width 3 X 10 mm, laser power 5 mW) 
was irradiated horizontally at the ignition point, in 
order to observe unburned particles and to measure 
particle concentration. The energy flux of the He- 
Ne laser (2 X 10 "2 W/m2) was weak enough that 
the ignition and combustion phenomena were not 
disturbed by the laser. The particle concentrations 
were measured from the intensity of particle scat- 
tering by the He-Ne laser. The intensity was cor- 
rected by measuring the attenuation ratio of the He- 
Ne laser for each experiment. 

Emissions from the igniting/burning particles and 
scattering particles were detected with three pho- 
tomultiplier tubes (PMTs), and, concurrently, the 
events were recorded with a high-speed video (1000 
frames/s; shutter speed, 10/is). In all cases, the field 
of view was 20 X 20 mm, giving a pixel resolution 
of about 100-^m square. The emissions were di- 
rected into an assembly consisting of a collimating 
lens and a band-pass filter and were then detected 
by the PMTs. The center wavelength X and band- 
width AX of the filters were X = 799, 633, and 504 
nm and AX = 11, 10, and 20 nm, respectively. 

In the present study, the ignition and combustion 
behaviors of five coals were examined. Their analysis 

Volatile 
Matter3 

Content 

TABLE 1 
Sample analysis 

Coal Ash" Cb Hb Nfc O* Sb 

Newlands (hv bituminous) 
Jellinbah East (lv bituminous) 
Collinsville (lv bituminous) 
Telentis (lv bituminous) 
Sanxi (anthracite) 

27.8 
15.7 
13.7 
13.7 
7.7 

12.2 
6.8 

23.9 
14.3 
15.7 

83.1 
89.3 
88.6 
86.7 
96.6 

4.6 
4.7 
3.9 
4.3 
1.2 

1.9 
1.3 
1.6 
1.6 
0.6 

9.9 
4.2 
5.3 
7.1 
1.5 

0.5 
0.5 
0.6 
0.3 
0.1 

"Weight percent (dry basis). 
''Weight percent (dry, ash-free basis). 
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FlG. 3. Effects of laser energy on (a) ignition probability 
and (b) flame propagation probability. Particle concentra- 
tions were 1.0 ± 0.2 kg/m3 for 63 ± 10 /urn particles and 
0.22 ± 0.04 kg/m3 for 22 ± 2 ftra particles. 

results are listed in Table 1. They were sized to 22 
± 2, 48 ± 4, and 63 ± 10 ^m. All samples were 
dried 1 h at 350 K before the experiment. 

Results and Discussion 

Ignition and Combustion Processes of 
Pulverized Coals 

Figure 2 shows ignition and combustion processes 
of 63 ± 10 fim Collinsville coal particles in pure 
oxygen. Particles were heated by the laser pulse at 0 

ms. Two different combustion phenomena were ob- 
served by using the high-speed video. In Fig. 2a, five 
particles were observed in a picture taken 3 ms after 
the laser pulse. We considered that these particles 
were ignited by direct heating of the laser. The num- 
ber of burning particles did not increase during com- 
bustion, as shown in the pictures at 5 and 11 ms. We 
defined this phenomenon as "ignition." Another 
phenomenon is shown in Fig. 2b. In this case, 
around 10 particles were ignited by the laser pulse. 
However, the burning particles interacted and 
formed an extensive cloud, which grew rapidly in 
size as more particles were fed into this cloud. This 
phenomenon was defined as "flame propagation." 

Emissions of particles floating in pure nitrogen 
were also examined. When a particle did not ignite, 
the emission from the heated particles stopped 2 ms 
after the laser pulse. 

Lean Limit of Flame Propagation 

Distributions of ignition and flame propagation 
probabilities of Collinsville coal particles when the 
laser pulse energy and coal size were varied are 
shown in Fig. 3. Particle concentrations were nearly 
constant, 0.22 ± 0.04 kg/m3 for22 ± 2 ,am particles, 
and 1.0 ± 0.2 kg/m3 for 63 ± 10 ßm particles. Each 
point in the figure represents 20^0 ignition at- 
tempts at the stated conditions. Ignition probability 
was defined as ratio of the number of experiments 
in which "ignition" was observed to the total number 
of experiments. Flame propagation probability was 
defined as the ratio of the number of experiments in 
which "flame propagation" was observed to the sum 
of the numbers of experiments in which "ignition" 
and "flame propagation" were observed. 

When the laser energy increased, the ignition 
probability increased. The ignition probabilities 
were 100% when the laser energy was high. Similar 
features are shown for flame propagation probability 
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FIG. 5. Effect of coal type on flame propagation distance. 

(Fig. 3b). However, when the laser energy was high 
enough for ignition (ignition probability was almost 
100%), the flame propagation probabilities were 
constant, independent of laser energy. Flame prop- 
agation probability was also examined at the high 
laser energy condition (>0.4 J), while particle con- 
centration was varied. In this case, the effect of par- 
ticle concentration on flame propagation probability 
was large. 

Figure 4 shows flame propagation probability dis- 
tributions for 22 ± 2 jum Newlands coal when par- 
ticle concentration was varied. Laser energy was 0.4 
J for each point. Ignition probability was higher than 
95% at all concentrations. When oxygen concentra- 
tion increased, flame propagation probability at a 
given concentration increased, or concentration at a 
given flame propagation probability decreased. For 
example, concentration at 50% flame propagation 
probability in air was about 5.7 times as much as that 
in pure oxygen. 

No flame propagation was observed when the con- 

centration was lower than that at 0% flame propa- 
gation probability, thus we defined the concentration 
of 0% name propagation probability as the lean limit 
concentration of flame propagation. Lean limit of 22 
± 2 fim Newlands coal in air was around 0.15 kg/ 
m3. 

Hertzberg et al. [9,10] have investigated lean lim- 
its of hv and lv bituminous coals. They reported lean 
limits of 9^0 fim Pittsburgh coal (volatile content 
= 33.6%) and 12-30 fim Pochahontas coal (volatile 
content = 16.2%) as 0.13 kg/m3 and 0.17 kg/m3, 
respectively. The value of 22 ± 2/zm Newlands coal 
(volatile content = 27.8%) obtained from the pres- 
ent investigation was higher than that of Pittsburgh 
coal and was lower than that of Pochahontas coal. 
This means that coal, which contains much volatile 
matter, is able to burn at lower particle concentra- 
tion. 

Figure 4 also shows the flame propagation prob- 
abilities as a function of average distance between 
particles. In this case, the distance between particles 
at which the ignition of one particle from another is 
possible was 12-20 times as long as the particle di- 
ameter burned in air and 25-40 times as long as the 
particle diameter burned in pure oxygen. In the 
present investigation, maximum distance between 
particles at which the flame propagation is possible 
was defined as "flame propagation distance (Dmax)." 
The flame propagation probabilities were obtained 
under a variety of coal types, particle diameters, and 
oxygen concentrations. These flame propagation 
probability functions were similar figures. 

Figure 5 shows the effect of coal type on flame 
propagation distance. Coal containing less-volatile 
matter had the shorter flame propagation distance. 
For example, flame propagation distance of anthra- 
cite (Sanxi) was about half that of hv bituminous coal 
(Newlands). 

Gieras et al. [14,15] investigated flame propaga- 
tion phenomena between two particles arranged in 
a row under conditions of normal and zero gravity. 
They attached 0.5-1.2 mm coal particles to quartz 
needles and then examined the flame propagation 
distance. This provides a basic model for under- 
standing the lean limit of flame propagation of coal 
cloud. In the present study, particles were distrib- 
uted three-dimensionally, and particle diameters 
were smaller than 100 fim. The present results are 
compared with those of Gieras et al. [14]. The data 
agreed qualitatively. In Fig. 5, the flame propagation 
distances were shown as normalized values. The 
Normalization factors were determined by the fol- 
lowing method. First, the flame propagation dis- 
tance of 0.7 mm coals were normalized as that of the 
coal containing 30.5% volatile matter was 1.0; then, 
the value of 22 ± 2 fim Newlands coal was fitted 
with the data of 0.7 mm coals. The normalized values 
of other 22 ± 2 fim coals were determined from the 
ratios of their distance to that of 22 ± 2 /(m New- 
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lands coal. The absolute value of 0.7 mm coal con- 
taining 30.5% volatile matter was about 6 times as 
much as 22 ± 2 /im Newlands coal. 

Figure 6 shows the effect of particle diameter on 
flame propagation distance. Gieras et al. [14] also 
proposed an equation to describe the effect of par- 
ticle diameter on flame propagation distance: 

(D„ (1) nax0) = (dp/dp0)n 

where Dmax is flame propagation distance, Dmax is 
flame propagation distance at reference particle di- 
ameter, dp is particle diameter, and dp0 is reference 
particle diameter. 

In Fig. 6, dp0 is 22 /urn. They proposed n = 1/3 
for 0.5-1.2 mm particles. On the other hand, the 
slope of the straight line in Fig. 6 gave an n for 22- 
63 fim particles of 0.5. When the particle diameter 
became smaller, or particles were distributed three- 

dimensionally, the effect of particle diameter on 
flame propagation distance became larger. 

Flame Propagation Velocity 

Figure 7 shows video images of flame propagation 
for 22 ± 2 /urn Newlands coal in pure oxygen. The 
particle concentration was 0.21 kg/m3. A small cloud 
was formed by the laser pulse, and it spread with 
time. Each flame diameter in the video image was 
approximated as the diameter of a circle. The flame 
diameter tended to increase proportionally with 
time, and the slope of this line was assumed to be 
constant at an early stage of flame propagation. 
Flame propagation velocity was defined as the in- 
creasing rate of the flame radius and could be ob- 
tained from the flame video images. 

The effects of concentration on flame propagation 
velocities were investigated for five coals. Figure 8 
shows flame propagation velocities of 22 ± 2 fim 
particles in pure oxygen. Laser energy did not influ- 
ence the flame propagation velocities in the range of 
0.1-0.4 J. Among the five coals examined, the max- 
imum flame propagation velocities were related to 
the volatile content. The effect was especially strong 
for lv bituminous coals. Collinsvflle and Telentis 
coals have almost the same volatile content. Their 
maximum flame propagation velocities and depen- 
dencies on concentration were almost the same. On 
the other hand, the maximum velocity of Jellinbah 
East coal was 1.6-2.0 times as much as that of Col- 
linsville or Telentis coal. The difference in volatile 
content between Jellinbah East and Collinsville or 
Telentis coal is less than 15%. 

Figure 9 shows effects of oxygen concentration on 
flame propagation velocity and particle temperatures 
in the flame of 22 ± 2 jum Newlands coal. There 
were large dependencies of oxygen concentration on 
flame propagation velocity and temperature. For 
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example, the velocity in pure oxygen was almost 10 
times that in air. Particle temperature decreased 
from around 2500 to 1800 K, when oxygen concen- 
tration decreased from 100% to 21%. 

Fujita et al. [13] have investigated the effect of 
oxygen concentration on flame propagation velocity 
for sub-bituminous coal (Taiheiyo coal, volatile con- 
tent = 47.1%, 50% cumulative mass fraction = 47.7 
//m) in microgravity. They proposed the following 
equation for the relation between flame propagation 
velocity and oxygen concentration: 

Sb/Sb0 = ([O2]/[O2]0)1-6 (2) 

where Sb is flame propagation velocity, Sb0 is flame 

propagation velocity at reference oxygen concentra- 
tion, [02] is oxygen concentration, and [O2]o is ref- 
erence oxygen concentration. 

Figure 10 shows the effect of oxygen concentra- 
tion on flame propagation velocity for various coals. 
In Fig. 10, [O2]0 is 60%. The straight lines obtained 
for all coals suggests that the effect of oxygen con- 
centration for hv and lv bituminous coals is the same 
as that of sub-bituminous coal obtained previously 

[13]. 

Conclusion 

Ignition and combustion phenomena of pulver- 
ized coal clouds, suspended in a laminar upward flow 
and heated by a pulsed YAG laser, were examined. 
The results in this study are as follows: 

1. Two different combustion phenomena were ob- 
served. The first was that only particles ignited by 
direct heating of the laser beam burned. The sec- 
ond was that a few particles heated by the laser 
pulse ignited initially, followed by an increase in 
the number of burning particles during combus- 
tion. This phenomenon was defined as "flame 
propagation." 

2. The lean limit of flame propagation of 22-63 jum 
particles was obtained from the relationship be- 
tween particle concentration (or average distance 
between particles) and flame propagation prob- 
ability. The maximum distance between particles, 
at which ignition of one particle from another is 
possible, was 12-20 times as long as particle di- 
ameter for hv bituminous coal burned in air and 
25^0 times as long as particle diameter burned 
in pure oxygen. The effect of coal type on the 
maximum distance coincided qualitatively with 
the previous result obtained from millimeter- 
sized particles arranged in a row. However, the 
effect of particle diameter was larger than that of 
the earlier study. 

3. The flame propagation velocity was examined us- 
ing the increasing rate of flame radius. The flame 
propagation velocity was related to volatile con- 
tent. The effect was pronounced for lv bitumi- 
nous coal. The flame propagation velocities of hv 
and lv bituminous coals were about 1.6 times the 
order of the oxygen concentration, which coin- 
cided with the previous result for sub-bituminous 
coal. 
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COMMENT 

Eric Suuberg, Brown University, USA. In order to have 
a successful ignition of the particle cloud by the laser-ig- 
nited particles, is it necessary to have envelopment of the 
neighboring particles by the initial volatiles flame, or can 
radiation play a role in igniting neighboring particles? 

Author's Reply. We think that the volatile flame touches 
the neighboring particles at first; then the neighboring par- 
ticles ignite. The laser shot of our equipment can ignite the 

particles, but the energy flux of the laser beam (around 108 

W/m2) was about 50 times as much as the radiation of the 
burning particles. It is difficult to ignite the particles with- 
out convection. However, we think that the radiation can 
accelerate the devolatalization of the unburned particles, 
and shorten ignition delay time of the particles. We are 
planning to evaluate the effect of radiation experimentally 
and theoretically. 
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Sodium transformation mechanisms during pulverized coal combustion were investigated as functions 
of combustion temperature and of the modes in which sodium occurred in the parent coal. The combustion 
experiments took place in a 17-kW laboratory downflow combustor which was designed to form a link 
between bench-scale reactor studies and commercial-scale combustors. Three different coals were burned 
under excess air conditions, and size-segregated fly-ash samples were extracted far from the combustion 
zone. Atomic absorption on each ash sample yielded bulk composition data. Computer-controlled scanning 
electron spectroscopy (CCSEM) yielded composition data of individual ash particles and allowed inference 
of mechanisms governing the formation of these individual particles. 

It was demonstrated that partitioning of sodium in the vapor, and the subsequent fraction of sodium in 
the submicron fume, is greatly reduced by the presence of silicates and high temperatures. This was 
attributed to reaction of sodium in the vapor with solid silicates. The CCSEM analyses showed that reaction 
to form sodium aluminum silicates was preferred over reactions forming sodium silicates alone, although 
both are formed. Some physical condensation also occurs. Both included and excluded alumino-silicates 
are effective in reactively scavenging sodium. The maximum amount of sodium scavenged in any one 
particle was consistent with formation of Na20 ■ A1203 • 2Si02. It was demonstrated that sodium from coal 
reacted with kaolinite additives mixed with the coal, suggesting that this is a strategy to reactively scavenge 
vaporized sodium. Additional bench-scale experiments and equilibrium calculations suggest that the mech- 
anism of sodium reaction with alumino-silicates involves sodium as sodium hydroxide. 

Introduction 

The presence of mineral matter in coal greatly in- 
fluences the energy conversion efficiency of the fuel 
and contributes to the emission of fly ash which can 
be detrimental to the environment. Alkali species in 
particular are known to exacerbate fouling of boiler 
tubes and slagging in commercial combustors [1,2] 
and can contribute to metals corrosion and ceramics 
devitrification in combustion systems [3]. Sodium 
and other alkalis are also known to be enriched in 
the small, respirable [4] particle size range of pul- 
verized coal fly-ash emissions. Therefore, the focus 
of this work is to elucidate the major mechanisms 
that govern the partitioning of sodium into various 
fly-ash particle sizes, in the hope of suggesting com- 
bustion modifications that minimize or eliminate 
these undesirable effects attributable to alkalis. 

There is evidence from both bench-scale drop 
tube experiments (feed rates less than 1 g coal/h) [5- 
8] and large-scale experiments (feed rates greater 
than 100 kg/h) [9], that silicates affect the fate of 
sodium during coal combustion. An objective of the 
work described here was to form a link between 
these bench-scale experiments and large-scale ex- 
periments. The former are typically performed using 

very low coal feed rates and combustion sustained 
by external heating. This scale allows extraction of 
fundamental mechanisms, but does not include gas- 
particle and particle-particle interactions expected 
on the large scale. The latter have poorly defined 
flows and temperatures, making extraction of a rep- 
resentative ash sample and interpretation of experi- 
mental results difficult. 

Previous research results [10] on the laboratory 
scale focused on descriptions of the effect of peak 
temperature on vaporization of sodium during pul- 
verized coal combustion, and on possible interac- 
tions between sodium and potassium in the coal. Us- 
ing more sophisticated analysis techniques than were 
previously available, this work elucidates the perti- 
nent mechanisms more precisely and determines the 
nature of the dominant reaction product. In this pa- 
per, sodium reaction with both included and extra- 
neous alumino-silicates is investigated and addition 
of extraneous alumino-silicate is explored as a means 
to diminish adverse effects of sodium in coal under 
practical combustion conditions. 

Experimental 

The approach that was followed was (1) to bum 
mixtures of coal (plus any additive) and air under 
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TABLE 1 
Coal analysis (as received) 

Kentucky Beulah Loy Yang 
no. 11 lignite 2301 

Proximate (wt %) 
Fixed Carbon 41.90 30.91 41.6 

Vol. matter 33.79 29.28 44.2 

Ash 20.79 9.65 1.6 

Moisture 4.02 30.16 12.9 

Ultimate (wt %) 
Carbon 58.06 41.30 58.6 

Hydrogen 4.41 2.92 4.2 

Oxygen 7.74 13.84 22.4 

Nitrogen 1.18 0.82 0.4 

Sulfur 4.30 1.31 0.3 

Ash 20.29 9.65 1.3 

Moisture 4.02 30.16 12.9 

H.H.V. (MJ/kg) 23.8 16.1 22.7 

[BTU/lb] [10237] [6942] [9780] 

Acid-soluble alkalies (ppm) 
Na 353/413 7500/7250 2900/3400 

K 3623/3214 150/170 -/- 
Ca 4981/4821 14125/13875 300/400 

Mg 920/946 3375/3250 1100/1000 

Cl (ppm) - 95 5100 

steady, self-sustained combustion conditions; (2) to 
extract representative, size-segregated samples of 
the ensuing fly ash near the exit of the combustor 
(always below 1200 K); and (3) to subject each size- 
segregated fly-ash sample to analyses, notably by 
computer-controlled scanning electron microscopy 
(CCSEM), in order to determine mechanisms 
through which fly-ash particles in the particulate 
sample were individually created. CCSEM automat- 
ically identifies an inorganic particle at random 
(>1000 per sample) in a polished ash sample em- 
bedded in epoxy using scanning electron microscopy 
and measures the area of its cross section. The elec- 
tron beam is then positioned at the particle s center 
and its composition is approximated from its energy 
dispersive X-ray spectra. 

"Premixed," pulverized coal-air self-sustained 
flames were maintained in a 17-kW down-fired lab- 
oratory combustor (i.d., 0.15 m; length, 6 m), which 
is described in detail elsewhere [10-13]. Experi- 
ments were performed at a stoichiometric ratio (SR) 
of 1.2, at coal feed rates varying from 0.5 to 5 kg/h. 
Flue gas analyses, using continuous emission moni- 
tors for NOx, CO and C02, and 02 (maintained at 
approximately 3.2% for all experiments) allowed the 
combustion to be monitored. Temperatures were 

measured at sample ports yielding a temperature 
profile (temperature history) for each experiment, 
and the temperature was varied by changing the air/ 
coal feed rate while maintaining SR = 1.2. 

Fly-ash samples were extracted through a sample 
port near the exit of the combustor, using an isoki- 
netic-aspirated (by 28.3 alpm air) dilution probe 
[13]. Contacted by neither valves nor fittings, the 
diluted sample passed through a Mark II Andersen 
Cascade Impactor where the fly ash was size segre- 
gated onto eight stages (and trapped on ash-free Tef- 
lon filters coated with polyethylene glycol) plus an 
after-filter yielding 50% cutoff d50 values (based on 
specific gravity of 1.0) denoted as the abscissa of 
Figs. 1-3. Chemical analyses on the size-segregated 
samples were obtained, yielding both bulk concen- 
trations of Al, Si, Ca, Mg, Fe, Na, and K in the ash 
for each size cut, using atomic absorption/emission 
spectroscopy (AA), and also ash compositions on a 
particle-by-particle basis, using CCSEM [14]. 

In this paper, we focus on 3 coals, out of the 8 
coals studied, namely: Kentucky no. 11, Beulah lig- 
nite, and Loy Yang 2301 (an unusual coal), as shown 
in Table 1. These coals exhibit a range of both ash 
compositions and modes of sodium occurrence. So- 
dium occurrence can be quantified by the ratio (acid 
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TABLE 2 
Ash compositions 

Kentucky 
no. 11 

Beulah 
lignite 

Loy Yang 
2301 

h (wt % as received) 
20.79 9.65 1.7 

h Composition (wt %) 
Si02 45.8 21.6 9.4 

A1203 19.0 14.5 4.7 

TiOa 0.9 0.0 0.7 

Fe2Os 20.4 12.2 16.3 
CaO 4.4 17.1 3.8 
MgO 0.9 4.2 14.5 
Na20 0.3 6.1 30.7 
K20 2.5 0.3 0.7 

so3 5.2 21.1 19.3 
P2O5 0.1 - - 

w, n 

^ ^ 

A X^ 

V\ 

2. 

AF    0.43 0.65   1.1      2.1    3.3    4.7    5.8    >9.       TF  ASH 

□Al2°23 

FIG. 1. Fraction oxide plot for Kentucky no. 11 as a func- 
tion of the 50% impactor plate cutoff diameter. The left 
and right bars for each impactor plate correspond to the 
low and high temperature runs, respectively (peak tem- 
peratures 1380 K and 1530 K). 

soluble Na20)/(Si02 + A1203), calculated from coal 
and ash analysis results, hereafter defined, for brev- 
ity, as the Na-Si ratio. Acid soluble, in this context, 
is defined as soluble in ammonium acetate (2 mea- 
surements in Table 1). This ratio ranges from a low 
value of 0.003 for the Kentucky no. 11 bituminous 
coal, through a moderately high value of 0.21 for the 
Beulah lignite, to a very high value of 1.7 for the Loy 
Yang. Additionally, chlorine in the parent Beulah lig- 
nite coal was low and the sodium was presumed to 
be bound primarily to the organic matter, whereas 

in Loy Yang 2301, the chlorine and sodium were 
both high, in equimolar ratios, suggesting sodium 
chloride. The Na-Si ratio (already defined) was 
raised for the Kentucky coal by adding 99 g of so- 
dium acetate trihydrate per kilogram pulverized 
coal, and lowered for the Loy Yang 2301 by adding 
94 g kaolinite (alumino-silicate) per kilogram pul- 
verized coal. 

Results and Discussion 

Effects of Temperature on Distribution ofNa, Si, 
and Al 

Figure 1 shows the size-classified (by impactor 
stage) weight fraction Na, Si, and Al oxide compo- 
sitions for fly-ash sampled from the Kentucky no. 11 
coal, burned to create measured peak temperatures 
of 1380 K (feed rate = 0.5kg/h) and 1530 K (feed 
rate = 2.1kg/h). Silicon dominates the smallest size- 
cut, AF (after-filter), for both feed rates. Iron, which 
is not shown here, for the sake of clarity, is significant 
in the largest size class, >9yum [12], The stacked bar 
on the far right labeled ASH was calculated from the 
ash analysis normalized to the 7 metal oxides (Na, 
K, Si, Al, Ca, Fe, Mg) measured here, and the bar 
labeled TF is the sum of the individual impactor 
stages weighted by the calculated mass (from AA 
measurements and a known solution volume) on 
each stage. Thus, TF is what would be expected if a 
"total filter" were used in place of the impactor, and 
discrepancies between TF and ASH are primarily 
the result of loss of fly ash to the combustor walls 
and difficulty in sampling large particles. In situ par- 
ticle size measurements [13] indicated appreciable 
quantities of Beulah lignite fly ash with dp > 30 /ira. 
Changes in peak temperature from 1380 K to 1530 
K, and therefore the subsequent time/temperature 
history, had little affect on the distribution of Na, Si, 
and Al in the fly ash for Kentucky no. 11 (Fig. 1), 
which has a low Na-Si ratio. 

The Beulah lignite, on the other hand, shows (Fig. 
2) dramatic effects of temperature on the distribu- 
tion of Na, Si, and Al in the fly ash. Here, measured 
peak temperatures were 1400 K (feed = 1.3 kg/h) 
and 1560 K (feed = 2.9 kg/h). Sodium dominates 
the smallest two size classes at the lower tempera- 
ture (left columns), but is less significant in these size 
classes at the higher temperature (right columns). 
This is consistent with observations in bench-scale 
drop tube studies [5] and was interpreted as an in- 
creased reaction rate of sodium with silicates at 
higher temperatures. 

Results in Figs. 1 and 2 can be explained by the 
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lNa20 
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FIG. 2. Fraction oxide plot for Beulah lignite as a func- 
tion of the 50% impactor plate cutoff diameter. The left 
and right bars for each impactor plate correspond to the 
low and high temperature runs, respectively (peak tem- 
peratures 1400 K and 1560 K). 

AF    0.43 0.65   1 

|Na20 
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FIG. 3. Fraction oxide plot for Loy Yang 2301 as a func- 
tion of the 50% impactor plate cutoff diameter. The left 
and right bars for each impactor plate correspond to the 
low and high temperature runs, respectively (peak tem- 
peratures 1530 K and 1610 K). 

presence of a reaction of vaporized sodium with sil- 
icates during pulverized coal combustion. Sodium, 
which vaporizes during the combustion process [15- 
19], can nucleate and form a submicron fume, con- 
dense on existing particles, or react with fly-ash par- 
ticles. This process results in enrichment of the 
submicron fly ash with alkali [5,6,10]. Kentucky no. 
11 contains little sodium and is high in silicates. Any 

vaporized sodium is expected to be efficiently scav- 
enged by silicates during combustion, resulting in 
little enrichment of the submicron fly ash. Figure 1 
shows no measurable sodium enrichment of the sub- 
micron fly ash, suggesting that vaporized sodium has 
indeed been scavenged prior to condensation or nu- 
cleation. Beulah lignite has a higher Na-Si ratio, and 
the quantity of vaporized sodium available no longer 
limits reaction. In this case, temperature has a sig- 
nificant effect on the reaction rate. Capture of so- 
dium at higher temperatures results in less sodium 
in the vapor, which can nucleate and condense in 
the submicron fume. Therefore, enrichment of the 
small particle sizes decreases as temperature in- 
creases. 

At the other extreme, Loy Yang 2301 has a high 
Na-Si ratio and is low in silicates. Figure 3 shows 
fraction oxide plots for this coal burned at low (1530 
K, 2.4 kg/h coal feed) and high (1610 K, 3.8 kg/h 
coal feed) peak temperatures. Here, temperature 
has little affect on the distribution of metals in the 
fly ash. Whereas the lack of available sodium limited 
reaction in Kentucky no. 11, it is the lack of available 
silicon that limited reaction in Loy Yang 2301. 
There, vaporized sodium is expected to enrich the 
submicron fume at all combustion temperatures, as 
observed in Fig. 3. Beulah lignite lies between the 
extremes and, hence, the result is significantly af- 
fected by temperature. 

Size-Segregated CCSEM Analyses 

Nature of the reaction product 
Bulk analyses of sampled fly ash (Figs. 1-3) are 

consistent with a reaction of vaporized sodium with 
silicates present in the coal. However, the nature of 
the reacted species was unclear. CCSEM analysis 
results of fly ash on a particle-by-particle basis are 
also consistent with this interpretation and implicate 
alumino-silicates with a kaolinite-like composition as 
the major reactive silicate. 

CCSEM analysis results of fly ash from high-tem- 
perature combustion (peak measured temperature 
of 1570 K) of Beulah lignite are shown in Fig. 4 for 
impactor stages 1, 3, 5, and 7. CCSEM analysis, 
which is performed on a particle-by-particle basis, 
can supply evidence for the coexistence of atomic 
species within individual particles. Figure 4 shows 
the mole fraction of sodium versus silicon in individ- 
ual particles, where the height of each peak repre- 
sents the number of particles with that composition. 
Approximately 1200 particles were examined for 
each impactor plate. Compositions sum to 100%, 
therefore the upper half of each plot represents al- 
lowable compositions. The distance of a peak (up) 
from a diagonal line drawn from (Na = 0; Si = 100) 
to (Na = 100; Si = 0) is a measure of the mole 
fraction of species other than sodium and silicon. 
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3201 

Plate  5 Plate 7 

FIG. 4. CCSEM results for Beulah lignite (peak temperature 1570 K) fly ash sampled on impactor plates 1, 3, 5, and 7. 

Conversely, a peak lying on this diagonal shows that 
it contains only the two species being plotted. On 
plate 1 (d50 > 9/urn), there is some pure Si02 shown 
at the left-hand corner. There is also a peak on the 
diagonal showing particles containing only Si and 
Na, suggesting the formation of large particles of 
Na20-nSi02, with n = 4. Of those particles con- 
taining both sodium and silicon, most seem to form 
a compound containing equimolar quantities of Si 
and Al (as determined from the analogous Al/Si plots 
not shown here). The quantity of sodium in these 
particles increases from a few percent to a maximum 
of about 33%, yielding a composition of about 33% 
Si, 33% Na, and 33% Al. This suggests a final reac- 
tion product of Na20 • A1203 • 2Si02 (as in nephal- 
ite). This composition is evident in all measured size 
classes. As a result of polishing, compositions of large 
ash particles could be measured anywhere from near 
the particle surface to the true particle center. Thus, 
for similarly surface enriched, large particles on plate 
1, the apparent compositions would indicate a range 

of Na concentrations up to 33%, depending on how 
the particles were sliced. Similar data would be ob- 
tained from a range of reaction extents. CCSEM of 
parent coal samples indicated that mineral matter 
there did not contain significant amounts of sodium 
prior to combustion. Therefore, although sodium re- 
acts with large silica (Si02) particles (presumed to 
be excluded), it appears to react preferentially with 
a kaolinite-like mineral (presumed to be primarily 
included) present initially in the coal. 

CCSEM results are also consistent with conden- 
sation of unreacted sodium in the smallest size 
classes where small composition changes have a 
large relative effect. There are several larger parti- 
cles (plates 1 and 3) that contain Si but no Na. How- 
ever, smaller particles all seem to contain some Na, 
possibly due to physical condensation and reaction 
with silicates as well. The sodium content of individ- 
ual particles approached a maximum of 33% for all 
size classes, again suggesting a reaction product simi- 
lar to Na20 • Al203 • 2Si02. Note that on plate 7, very 



3202 COAL AND CHAR COMBUSTION 

100  si 

FIG. 5. CCSEM results for Loy Yang 2301 with kaolinite 
additive. This diagram is for particles with d50 > 10 /urn. 
The diagram for d50 < 10 //m is similar. 

few small particles have only Na and Si, which is 
possibly due to coalescence or agglomeration of sev- 
eral smaller particles. 

Reaction with extraneous kaolinite 
To test the reaction hypothesis, kaolinite was 

mixed with Loy Yang 2301 as an additive and burned 
at a feed rate of 2.7 kg/h, resulting in a peak tem- 
perature of 1243 K. Approximately 94 g of kaolinite 
was added per kilogram of coal to significantly lower 
Na-Si. Figure 5 shows CCSEM results for particles 
with sizes >10 pm. Similar results were found for 
particle sizes <10 ßm. Here, a ternary diagram is 
appropriate since only three species (Na, Al, and Si) 
dominate the fly ash, and only particles that contain 
greater than 80% of these three species are shown. 
Particle compositions lie primarily on an axis of equi- 
molar concentrations of aluminum and silicon as is 
expected for kaolinite. The sodium composition var- 
ies from low values to a high point of equimolar ra- 
tios of sodium to aluminum to silicon which is con- 
sistent with the formation of Na20 • Al203 • 2Si02. 
The observation that sodium does not exist in higher 
quantities in these particles is highly suggestive of 
reaction rather than condensation alone and is con- 
sistent with the observations for CCSEM of Beulah 
lignite samples. It also shows that addition of extra- 
neous kaolinite can capture sodium and that this is 
a possible strategy for mitigation of detrimental ef- 
fects attributable to vaporized sodium. 

Effect of Chlorine 

Reaction of sodium with silicates is apparent in 
Figs. 4 and 5; however, this mechanism is compli- 
cated by the presence of chlorine. Previous work 
[17,18] using a thermo-gravimetric reactor at 1273 
K suggested the following reaction: 

Al203-2Si02 + 2NaCl 

+ H20 -> Na20 • A1203 • 2Si02 + 2HC11     (1) 

The measured rate was very slow, with a reaction 
time of 0.5 h at 1273 K. Tests conducted by us [13] 
indicated that small NaOH pellets placed in a quartz 
boat vigorously reacted with the boat in a matter of 
seconds at 590 K. Equilibrium calculations show that 
with no sulfur present, sodium vapor exists primarily 
as NaCl and NaOH, with chlorine enhancing the 
amount of NaCl. Other research [20] suggests that 
chlorine inhibits the reaction between sodium vapor 
and kaolinite sorbent by decreasing the NaOH con- 
centration available for reaction. All these results 
suggest that the mechanism of capture in the pres- 
ence of chlorine proceeds as follows: 

2NaCl + 2H20 ?* 2NaOH + 2HC1       (2) 

Al203-2Si02 + 2NaOH -> NaaO 

•Al203-2Si02 + H20     (3) 

This mechanism, in which NaOH is the primary so- 
dium species that reacts with kaolinite, is equivalent 
to equation 1, and is consistent with work by Lindner 
et al. [7-9] who claimed that sodium silicate for- 
mation was significantly higher when sodium acetate 
was used instead of sodium chloride. Reference 20 
suggests that the major effect of sulfur is to raise the 
sodium dewpoint by forming sodium sulfates that 
condense. Thus, sulfur lowers the time available for 
reaction between sodium vapor and kaolinite sub- 
strates, and consequently, the amount of sodium 
reactively scavenged. 

Appreciable chlorine is present in the Loy Yang 
2301 coal, and this probably exacerbated the lack of 
reaction with any alumino-silicates that were pres- 
ent. Both kaolinite and silica, but little chlorine, are 
present in Beulah lignite parent coal [21], and 
CCSEM demonstrated that sodium reacted with 
both, although kaolinite was preferred. 

Composite Data from Eight Coals 

Further evidence for sodium reaction with alu- 
mino-silicates during combustion is given in Fig. 6 
where the fraction of sodium on impactor plate 8 
plus the after-filter (NafgA) is plotted as a function of 
Na-Si, for all 8 coals studied and burned over a range 
of temperatures. Figure 6 shows that this ratio is a 
practical measure of the sodium that can vaporize 
and subsequently condense in the submicron fume, 
and that this quantity can vary over three orders of 
magnitude. Shaded points show additive runs in 
which sodium acetate or kaolinite were added as ap- 
propriate. Scatter in the plot is not surprising and 
can be attributed, in part, to the presence of chlo- 
rine, water vapor, or sulfur, to different experimental 
time/temperature histories, and to ambiguities in the 
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FIG. 6. Fraction of sodium on impactor plate 8 plus the 
after-filter (NafgA) versus the ratio Na-Si, defined as (acid 
soluble Na20)/(Si02 + A1203), in the parent coal. 

use of ammonium acetate-extracted sodium (here 
designated as acid soluble sodium) in determining 
the mode of sodium in coal. A mechanistic model of 
sodium release might be necessary in order to re- 
duce this scatter, but that is outside the scope of this 
work. 

Conclusions 

It was demonstrated under laboratory-scale com- 
bustion conditions that the fraction of sodium in the 
vapor, and the subsequent fraction of sodium in the 
submicron fume, is reduced by the presence of sil- 
icates and high temperatures. This observation was 
consistent with drop tube experiments and was at- 
tributed to reaction of sodium in the vapor with solid 
silicates such as kaolinite during the combustion pro- 
cess. CCSEM analyses on individual particles con- 
firmed that sodium reacted with both included and 
extraneous kaolinite. Alumino-silicates (rather than 
silica alone) are the preferred scavengers during coal 
combustion. Bench-scale experiments and equilib- 
rium calculations suggested a reaction mechanism 
for sodium capture that involved NaOH as the re- 
active sodium species. 
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COMMENTS 

A. E. Jacob Akanetuk, Stanford University, USA. How 
would the fact that, in many cases, the sampling volume 
used in the EDS analysis was significantly less than the 
particles characterized affect the interpretation of the re- 
sults? 

Author's Reply. Typically energy dispersive X-ray spec- 
troscopy yields an approximate composition from a sample 
volume with a about al//m diameter. For larger particles 
this could, in part, explain some of the low sodium con- 
centrations observed in Fig. 5. Although this would have 
consequences in quantifying the CCSEM results, it does 
not impact on our interpretation, which is consistent with 
sodium-aluminosilicate reaction. It is interesting to note 
that results for particles of size <10fim show a very similar 
distribution to that observed in Fig. 5: namely, few particles 
with a zero sodium concentration, and a maximum sodium 
concentration consistent with an equimolar Na, Al and Si 
particle composition. 

P. Monkhouse, University Heidelberg, Germany. I would 
like to add the comment that the vapor phase part of the 
alkali could be measured specifically with the aid of re- 
cently developed methods such as the ELIF—technique 
[1]. In this way we have been able to measure large differ- 
ences in alkali vapor release from hard coals (with high 
silicate silicone) content. Your results would appear to con- 
firm the interpretation of our measurements. 
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tion Institute, Pittsburgh, 1996, pp. 3301-3307. 

Author's Reply. This is an interesting comment. Clearly, 
in-situ measurements of vapor phase sodium would be ex- 
tremely useful, and we are happy that our conclusions are 
corroborated by your work. 
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Nitrogen release has been measured from a suite of Australian, German, and U.S. coals pyrolyzed under 
rapid heating conditions in two bench scale reactors. The first reactor was a single-stage fluidized bed 
reactor; the second was a two-stage reactor in which a fluidized bed was coupled with a tubular reactor. 
The two-stage reactor enabled cracking reactions of the volatiles to be studied in isolation from reactions 
of the char. The results show that the gas-phase N-containing species, HCN and NH3, are formed from 
both brown and bituminous coals. In addition, HNCO is also observed from bituminous coals; HNCO is 
a plausible precursor for NH3 formation. At high temperatures, low-volatile coals give lower yields of HCN 
and NH3 than high-volatile coals. This observation, however, does not imply that tar cracking is the only 
source of HCN and NH3. In fact, the results obtained in the two-stage reactor suggest that a significant 
proportion of the HCN is released from the char and that tar cracking is not a significant source of NH3. 
A major part of the NH3 is produced by interactions of N-containing species with the char. These results, 
together with previous studies of N release, demonstrate that there is no simple relationship between N 
functionality in coals and the composition and rate of release of the nitrogen. 

Introduction 

The formation of NOx from the combustion of coal 
is due predominantly to oxidation of the nitrogen 
contained in the heterocyclic structures of the coal. 
During the initial pyrolytic decomposition, coal N is 
released as volatile N species, such as HCN and 
NH3, as well as nitrogen-containing compounds in 
the tars, and these species are oxidized to NO or 
reduced to N2. The N remaining in the char is sim- 
ilarly converted to NO or N2 by processes that are 
still poorly understood. Improvement in our under- 
standing of the way in which coal N is released and 
the role that N functionality plays in determining the 
composition and relative amounts of volatile and 
char N is necessary in attempts to improve predictive 
techniques for NOx formation. 

Recently, there have been some significant ad- 
vances in our understanding of the chemistry of coal 
nitrogen during pyrolysis and combustion. Firstly, 
the N functionality has been extensively studied us- 
ing X-ray photoelectron spectroscopy (XPS) [1-5] 
and X-ray absorption near edge spectroscopy (XA- 
NES) [6]. Although a consensus has not emerged 

"Current address: Department of Chemical Engineer- 
ing, Monash University, Clayton, 3168, Australia. 

from these studies as to the details of the function- 
ality of nitrogen in coals, it is generally accepted that 
the nitrogen is overwhelmingly present in hetero- 
cyclic structures and that those structures of pyrrolic 
(5-membered) type are more common than those of 
pyridinic (6-member) type. Some of the problems in 
interpretation of the spectra arise from low signal- 
to-noise ratio spectra and from the dependence of 
the results on sample preparation [1]. 

Secondly, the release of nitrogen during the py- 
rolysis of coals has been studied over a very wide 
range of conditions [1,7-10]. Nitrogen is released as 
nitrogen containing species in tar and also as HCN 
and NH3. The relative amounts of HCN and NH3 

vary and appear to depend on, inter alia, reactor 
temperature, type, and material. The formation of 
NH3 has generated considerable debate because 
studies of pyrolytic decomposition of model com- 
pounds such as pyrrole and pyridine [11,12] release 
N as HCN and not as NH3. Bassilakis et al.flO] mea- 
sured N species from the pyrolysis of the same set 
of Argonne premium coal samples in a TG-FTIR 
reactor and in an entrained-flow reactor. The ratios 
of NHg/HCN were much higher in the TG-FTIR 
reactor, which has much lower heating rates than the 
entrained flow reactor. It was postulated that HCN 
is the primary product and that NH3 is formed by 

3205 
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TABLE 1. 
Properties of coal samples used 

Coal name or 
code 

Country of 
origin 

Ash wt%, 
dry 

wt%, daf 

WM« C H N S Ob 

Laubag 
Fortuna 
Coal A 

Germany 
Germany 
Australia 

6.5 
12.9 
2.1 

54.4 
43.2 
53.0 

67.4 
67.3 
67.4 

5.0 
5.4 
4.6 

0.7 
0.8 
0.6 

0.9 
0.6 
0.3 

26.0 
26.0 
27.1 

CoalB Australia 15.6 50.8 77.9 6.3 1.2 0.7 13.9 

CoalC Australia 8.0 33.4 79.8 4.6 2.0 0.3 13.3 

Prosper 
Gottelborn 
Ensdorf 
CoalD 

Germany 
Germany 
Germany 
Australia 

8.3 
7.1 
7.6 
7.8 

34.8 
39.2 
37.9 
40.8 

79.9 
82.3 
82.4 
83.2 

6.0 
5.6 
5.7 
5.7 

1.3 
1.7 
1.8 
1.8 

1.3 
1.0 
0.8 
1.2 

11.5 
9.4 
9.3 
8.2 

CoalE Australia 19.6 22.4 86.5 4.5 1.6 1.6 5.8 

CoalF Australia 13.5 27.8 86.8 4.9 1.6 0.4 6.3 

CoagG Australia 9.0 21.4 87.8 4.5 1.8 0.4 5.5 

CoalH Australia 15.6 17.8 88.4 4.6 1.6 0.6 4.8 

Pocahontas No. 3 USA 7.7 18.5 90.0 4.5 1.1 0.9 3.5 

"volatile matter yield 
6by difference 

intraparticle transformations of the HCN. We have 
also recently found [13] that NH3 can react with 
many types of material commonly used for the 
construction of bench scale reactors at elevated tem- 
peratures (>700°C), complicating the quantification 
of NH3 from the pyrolysis of coal. 

In spite of these advances, significant problems 
remain in predicting the influence of coal N on NOx 

formation over the very wide range of combustion 
conditions employed in coal combustors. There does 
not appear to be any simple relationship between N 
functionality and NOx production, in part because 
the variations in functionality do not appear to be 
great. A NOx predictor index however, has recently 
been developed on the basis of functionality [14]. 
Formation of NOx from coal combustion strongly 
depends on the rate of N release. In addition, the 
effectiveness of some control techniques such as 
staged air combustion depend critically on a rapid 
release rate of the N since this must occur in a fuel- 
rich region where the formation of N2 is favored. 
Nitrogen incorporated in the char, in the tar, and in 
simple gas-phase species will likely have very differ- 
ent fates during subsequent combustion. Since ni- 
trogen can be released from coal either during pri- 
mary pyrolysis or during the further cracking of tars 
and chars, knowledge of the relative contributions of 
these two routes to the overall nitrogen release is 
very important. At present, there is no simple way 
to predict the composition and release rate of the N 
species, although significant advances have been 
made [15]. 

The purpose of the present study was to investi- 

gate the effects of pyrolysis conditions and coal char- 
acteristics on nitrogen distributions and release dur- 
ing coal pyrolysis. Experiments were carried out in 
two bench scale fluidized bed reactors. The config- 
uration of the two-stage reactor allowed the thermal 
cracking of volatiles to take place in isolation from 
that of chars. The effects of coal rank and nitrogen 
functionality have been examined. Based on the ex- 
perimental data, factors influencing the nitrogen dis- 
tribution during coal pyrolysis—for example, nitro- 
gen-containing aromatic ring size, substitution, and 
availability of donatable hydrogen—are discussed. 

Experimental 

Coal Samples 

A suite of Australian, German, and U.S. coals was 
studied, ranging in rank from brown to low-volatile 
bituminous coals. Table 1 gives detailed analyses for 
these coals. 

Coal Pyrolysis 

The particle sizes of the coal samples used for py- 
rolysis experiments were between 75 and 106 fim. 
The coal samples were dried under vacuum at am- 
bient temperature for at least 24 h before pyrolysis 
experiments. Pyrolysis experiments were carried out 
in two bench scale quartz fluidized bed reactors in 
N2. The first reactor is similar to that described by 
Tyler [16]. Coal particles entrained in N2 from a flui- 
dized bed feeder were injected through a N2-cooled 
stainless steel probe into the heated fluidized bed of 
zircon sand (106-150 /im)  and heated at rates 



RELEASE OF N FROM COALS 3207 

500  600  700  800 900 1000 1100 

Temperature (°C) 

FIG. 1. HCN, NH3 and HNCO yields from the pyrolysis 
of Fortuna brown coal (•) and Göttelborn bituminous coal 
(D) in the single-stage reactor as a function of temperature. 

exceeding 104K s~x. This reactor featured a rela- 
tively long (at least 13 cm) freeboard zone heated to 
similar temperature levels as the fluidized bed of zir- 
con sand, where the nascent tars (and chars) are fur- 
ther thermally cracked. This reactor is denoted as 
the single-stage reactor in the present study. Gas res- 
idence times were 0.3-0.5 s. Particle residence times 
varied from as short as the gas residence time to 
much longer times, depending on the tendency of 
the coal to soften and adhere to the bed material. 

The fluid bed reactor is a useful device for inves- 
tigating the detailed composition of the products of 
the initial stages of coal pyrolysis and of the subse- 
quent thermal cracking of the volatiles. These pro- 
cesses are of great importance in the ultimate com- 
bustion of the coal. However, while the heating rate 
is similar to that found in coal combustors, the tem- 
peratures achieved are somewhat less than those 
pertaining to a full-scale furnace. As a consequence, 
the timescale for the processes are relatively longer 
in the fluid bed reactor than they would be in a prac- 
tical system, where conversion of the volatiles may 
be complete in 0.1 s. 

In the second reactor, a fluidized bed reactor es- 
sentially identical to the single-stage reactor was cou- 
pled to an empty second-stage tubular reactor. The 
volatiles (tar plus gases) from the pyrolysis of coal in 
the first stage were transported to the second stage. 
Char particles were removed by particle settling be- 
tween the two stages. The first stage was heated to 
600°C to generate volatiles. The thermal cracking of 
volatiles at this temperature is believed to be mini- 
mal, especially for the release of nitrogen-containing 
species [1]. The second stage was heated separately 

to temperatures of 600-1000°C. The transfer line 
between the two stages was heated electrically to 
minimize the deposition of tars. Additional N2 gas 
was added between the two stages to adjust the res- 
idence time of volatiles in the second stage. These 
residence times depended on temperature and were 
in the range of 0.7-1.0 s. This reactor is denoted as 
the two-stage reactor in the present study. 

Product Characterization 

During a pyrolysis experiment, tar was collected 
with a liquid-nitrogen-cooled trap fitted with a thim- 
ble. The tar sample was recovered by extracting the 
trap with dichloromethane, as described previously 
[1]. The tar samples thus recovered and the char 
samples collected in the thimbles were submitted for 
nitrogen analysis. 

Quantification of HCN, HNCO, and NH3 was car- 
ried out using Fourier transform infrared (FTIR) 
spectrometry. Gas-phase products were collected in 
a multipass FTIR gas cell (7.2 m total path length). 
Spectra were recorded and concentrations of HCN 
and NH3 determined as previously described [1,8]. 
HNCO was identified by its absorbance in the region 
from about 2300 to 2200 cm-1 after the absorbance 
of 13C02 in the region had been subtracted [17]. 
Calibration of HCN and NH3 was carried out by 
diluting respective standard calibration gases with 
N2. The calibration of HNCO was taken from the 
literature [18] by assuming a linear increase in ab- 
sorbance with light pass length and concentration. 

Results 

Figure 1 shows HCN, NH3, and HNCO yields 
from the pyrolysis of a brown coal and a bituminous 
coal in the single-stage fluidized bed reactor. These 
are typical results chosen from the pyrolysis of a suite 
of coals. As previously reported for pyrolysis in a flui- 
dized bed reactor [1], a maximum is observed in the 
NH3 yield at a temperature of about 800°C. This 
decrease has been accounted for [19] by assuming 
that HCN is the primary N-containing product re- 
leased from coals and that NH3 is produced from 
the HCN by hydrogenation reactions within the coal 
particle. The decrease at high temperatures is a con- 
sequence of the reduced time spent by the HCN 
within the particle. However, we have observed re- 
cently [13] that NH3 can be decomposed by quartz, 
zircon sand, and stainless steel at temperatures 
above 700°C. 

Hydrogen cyanide yields from the coals studied 
(ranging from 67 to 90% C, daf basis) were observed 
to increase with increasing temperature, and the rate 
of this increase was very rapid at temperatures above 
900°C. 

Isocyanic acid (HNCO) yields from the pyrolysis 
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FIG. 2. HCN yields from the pyrolysis of coals at 1000°C 
in the one-stage reactor as a function of coal rank. (•), 
Australian coals; (^), German coals; (■), U.S. coal. 
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FIG. 3. Cumulative nitrogen distribution during the py- 
rolysis of Fortuna brown coal in the single-stage reactor as 
a function of temperature. 

of bituminous coals were observed to maximize at 
about 800°C. At temperatures above 800°C, HNCO 
is thermally unstable and will decompose to NCO 
and H. No detectable HNCO yields were observed 
from the pyrolysis of Pocahontas No. 3, alow-volatile 
bituminous coal with carbon content of about 90 wt. 
% daf. Detection of HNCO from the pyrolysis of 
brown coals was more difficult because of the very 
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FIG. 4. Cumulative nitrogen distribution during the py- 
rolysis of Göttelborn bituminous coal in the single-stage 
reactor as a function of temperature. 

large amounts of C02 produced during the pyrolysis 
of these low rank coals; however, it seems that the 
amounts produced were considerably less than those 
produced from the bituminous coals. 

Data in Fig. 1 also suggest that the NH3/HCN 
yield ratio at temperatures <800°C is higher from 
the pyrolysis of the brown coal than from the bitu- 
minous coal. Pyrolysis of other coals in the present 
study largely confirmed this finding. No NH3 was 
detectable in the product gases from the pyrolysis of 
Pocahontas No. 3 coal under the same conditions. 

Figure 2 summarizes the HCN yields at 1000°C 
as a function of coal rank (carbon content). It is clear 
that the nitrogen distribution during coal pyrolysis is 
coal rank dependent. Low-volatile coals gave much 
lower HCN (and NH3) yields than the high-volatile 
coals. 

Figure 3 shows the nitrogen distribution in char, 
tar, and gas phase from the pyrolysis of Fortuna 
brown coal. Because of the observed [13] NH3 de- 
composition reactions on the reactor materials, NH3 

yields at temperatures higher than 800°C were as- 
sumed to be the same as that at 800°C. It is noted 
that even at 1000°C, the majority of coal nitrogen 
(>55%) remained in the chars. The proportion of 
coal nitrogen in char decreased monotonically with 
increasing temperature. Nitrogen in tar comprised 
only a small part of the coal nitrogen. There was a 
significant deficit in the nitrogen balance that 
amounted to some 17%. Possible reasons for this 
deficit are discussed later in this paper. 

Data in Fig. 4 for the Göttelborn bituminous coal 
show similar trends to those in Fig. 3. The caking 
properties of the bituminous coals have resulted in 
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FIG. 5. Comparison of HCN, NH3, and HNCO yields 
from the pyrolysis of an Australian bituminous coal (coal 
D) in the single-stage (•) and two-stage (D) reactors as a 
function of temperature. 

the agglomeration of coal/char particles with the zir- 
con sand during pyrolysis. Only a small portion of 
char was collected in the thimble and the majority 
of char was retained and heated in the bed until the 
termination of the experiment. The time-tempera- 
ture history of this part of char was unknown. Anal- 
ysis of the char collected in the thimble was there- 
fore deemed to be unrepresentative of the whole 
char. Comparison of the data in Figs. 3 and 4 sug- 
gests that the proportion of coal nitrogen in tars in- 
creased considerably from the brown coal to the bi- 
tuminous coal. This finding was further confirmed 
with other coals of similar ranks. 

Data in Figs. 3 and 4 also show that the nitrogen 
in tars would not be enough to account for the in- 
crease in HCN and NH3 yields at higher tempera- 
tures. Even in the case of the bituminous coals (e.g., 
Göttelborn in Fig. 4), the maximum amount of ni- 
trogen in tars accounts for only about 17% of the 
coal nitrogen, whereas nitrogen in HCN and NH3 

at 1000°C is more than 25% of coal nitrogen. Con- 
sidering that the HCN yields still tend to increase 
with temperature beyond 1050°C (the upper limit 
used in the present study), it is fair to conclude that 
part of HCN and NH3 must have come from the 
thermal decomposition of chars. Further experi- 
ments were then carried out in the two-stage reactor 
to confirm and quantify experimentally the contri- 
butions of the thermal decomposition of tars and 
chars to the observed HCN and NH3 yields. 

Figure 5 compares the HCN, NH3, and HNCO 
yields from the pyrolysis of an Australian bituminous 
coal (coal D) in the single-stage and two-stage re- 

actors. The data clearly show that the thermal crack- 
ing of volatiles (mainly tars) alone in the second stage 
did not produce the same amount of HCN as the 
pyrolysis of coal in the single-stage reactor at the 
same temperatures. The production of HCN from 
the thermal decomposition of tar was negligible at 
temperatures lower than 750°C. The difference in 
HCN yield from the pyrolysis in the two reactors 
seems to increase with increasing temperature: 
about 8% more of coal nitrogen was released as 
HCN in the one-stage reactor than in the two-stage 
reactor at 1000°C. It is fair to conclude that char 
thermal decomposition is an important route for 
HCN formation. 

The production of NH3 from the thermal decom- 
position of tars in the second stage was observed to 
be not more than 2.5% of coal nitrogen. In fact, 
there is very little change in the NH3 yield in the 
second stage over that which is produced in the first 
stage. Hence, it appears that the NH3 observed dur- 
ing pyrolysis in the single-stage reactor derives 
mainly from primary coal pyrolysis and secondary 
decomposition of the chars. 

No significant difference in the HNCO yields 
from the pyrolysis experiments in the two reactors 
was observed. This indicated that the majority of 
HNCO was formed from the thermal decomposition 
of tars. 

Discussion 

As discussed in the introduction, the rate and 
overall amounts of coal N released to the gas phase 
are very important in NOx formation. The results in 
Fig. 2 clearly show that the yields of HCN are a 
function of coal rank and decrease significantly for 
coals of higher rank (and of low volatility). At first 
glance, this would seem to be related directly to the 
lower volatile yields from these coals, and, as a con- 
sequence, to imply that thermal cracking reactions 
of the tars are the source of the volatile N species. 
Close consideration of the data presented, however, 
suggests that this picture is too simplistic. 

While it seems clear that tar cracking is an impor- 
tant source of HCN based on the results obtained 
with the two-stage reactor, it is also clear that it is 
not the only source. There is simply insufficient N 
present in the tars to account for the HCN pro- 
duced. In fact, the data in Fig. 5 suggest that thermal 
cracking of tars at temperatures lower than 700°C 
produced negligible amounts of HCN and NH3. The 
production of HCN from tar alone (Fig. 5) became 
significant only at temperatures higher than 800°C. 
This is in agreement with the data shown in Figs. 3 
and 4, where nitrogen distributions in tars remained 
almost unchanged up to this temperature. Experi- 
ments to be reported elsewhere, however, suggested 
that,   as  the  temperature  was  raised  to  900°C, 
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DCM-soluble tar yields decreased to one-fourth or 
one-half of their maxima for Fortuna and Göttel- 
born, respectively. Taken together, these findings 
would appear to indicate that the thermal cracking 
reactions of tars at lower temperatures (e.g., 
<800°C) to gases or soot did not result in the release 
of tar nitrogen and that the nitrogen in tar in fact 
was very stable up to about 850CC. This is probably 
a consequence of the nature of the cracking reac- 
tions at these low temperatures, which tend to de- 
compose the more labile aliphatic groups and do not 
result in decomposition of the aromatic or hetero- 
cyclic structures. Hence, primary coal pyrolysis and/ 
or further decomposition of chars are important 
sources of HCN and NH3 formation, even at rela- 
tively low temperatures (e.g., <800°C). 

If the lower-volatile yield is not solely responsible 
for the decrease in N release as a function of in- 
creasing coal rank (Fig. 2), other factors need to be 
considered. It seems likely that the size (extent of 
condensation of rings) of the nitrogen-containing 
heteroaromatic ring systems is an important factor 
governing the nitrogen release during pyrolysis. It is 
generally agreed that the sizes of aromatic ring sys- 
tems in coal tend to increase with increasing rank. 
It has been shown [20] that aromatic (also including 
heteroaromatic) ring system distributions ultimately 
govern the thermal decomposition of the coal mac- 
romolecular network. The coordination number was 
shown to increase as the size of the aromatic ring 
system increases, making the macromolecular net- 
work more difficult to decompose [20]. Moreover, 
the increases in the size of aromatic or heteroaro- 
matic ring systems would tend to stabilize the ring 
systems. 

The nitrogen in higher rank coals is more likely to 
be in larger heteroaromatic ring systems, making the 
ring systems difficult to be released from the coal 
and also difficult to be ruptured even at high tem- 
peratures (Fig. 2). Even though the nitrogen might 
be in pyrolic form, if the ring system containing the 
nitrogen is large, the ring system would be likely to 
have a high coordination number and therefore dif- 
ficult to be released from the network. The large size 
of the ring system also implies that the ring system 
is stable, possibly making it more difficult to be rup- 
tured than a smaller ring system containing pyridinic 
nitrogen. The HCN and NH3 formed during pyrol- 
ysis at lower temperatures (<700°C) are thought to 
have their origin in the small nitrogen-containing 
ring systems in coal. These smaller ring systems are 
relatively easily ruptured compared to the corre- 
sponding larger ones. 

The data in Fig. 1 showed that the HCN produc- 
tion covered a wide range of temperature, and it 
would be expected that more HCN production is 
likely at temperatures higher than the upper limit in 
the present study. Previous experimental data [2,21] 
have shown that HCN production continued at tem- 

peratures higher than 1200°C until the total release 
of coal nitrogen was observed. The observation that 
the production of gas-phase nitrogen-containing 
species (e.g., HCN) covers an extremely wide range 
of temperature is thought to reflect the fact that the 
nitrogen in coal is distributed in ring systems of a 
wide range of sizes. 

Ammonia formation has created considerable dis- 
cussion in studies of the nitrogen distribution during 
coal pyrolysis. Since nitrogen exists in coal as het- 
eroaromatics, the formation of NH3 requires the hy- 
drogenation of nitrogen. Model compound studies 
[11,12] of the pyrolysis of N-containing aromatics do 
not result in NH3 formation. 

Various mechanisms have been proposed for the 
formation of ammonia. For example, Baumann and 
Möller [7] have suggested gas-phase HCN hydro- 
genation to form NH3. Similarly, it has been sug- 
gested [10,19] that HCN may be hydrogenated on 
the coal/char surface to form NH3. The observation 
of HNCO in the pyrolysis products is also interesting 
in the context of NH3 formation from the pyrolysis 
of coals. Isocyanic acid readily hydrolyzes [18] on 
alumina surfaces to yield NH3 and COa and such 
surface catalyzed reactions within the coal particle 
are possible during coal pyrolysis. The failure to de- 
tect HNCO from brown coals is consistent with this 
mechanism since these coals have much higher 
moisture contents. 

The dependence of ammonia yields on reactor 
types [10,19] and particle sizes [19] supports the 
contention that NH3 is largely a secondary product 
of the decomposition of coals and arises from inter- 
actions of other N-containing precursors with the 
coal surface. Given the weight of the experimental 
evidence supporting this conclusion, it is surprising 
that some attempts [14] have been made to link NH3 

formation with specific functional groups in the coal 
and to derive a predictive NOx formation index 
based on the functional forms of N in coals. Based 
on the results of the present study and of previous 
work, we would contend that nitrogen-containing 
species produced during coal pyrolysis are very re- 
active and interconversion between them is more 
than possible. The extent of this interconversion de- 
pends to a great extent on reactor configuration and 
other experimental parameters, and hence any at- 
tempts to account for the formation of particular 
products from the decomposition of specific func- 
tional groups is highly problematic. 

The deficit in the N balance observed at high tem- 
peratures with the brown coal (Fig. 3) is possibly due 
to the formation of N2 gas. Previous work [22] has 
shown that significant amounts of N2 can be pro- 
duced from Australian brown coals pyrolyzed in a 
thermobalance. 

Conclusions 

1. Nitrogen distributions during coal pyrolysis, es- 
pecially HCN and NH3 yields, were found to 
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change with coal rank, with the low-volatile coals 
giving lower HCN and NH3 yields than the high- 
volatile coals. 

2. Tar cracking and coal nitrogen functionality alone 
were found to be insufficient to predict the nitro- 
gen distribution during pyrolysis. 

3. Primary coal pyrolysis and/or further thermal de- 
composition of chars are major sources of HCN 
formation, even at temperatures lower than about 
800°C. The importance of tar cracking reactions 
for the nitrogen distribution in the gas phase in- 
creases from brown coals to high-volatile bitumi- 
nous coals. 

4. Tar cracking does not appear to be an important 
source for ammonia formation. Hydrolysis of 
HNCO within the coal particle is a plausible 
source for NH3 formation, but reactions of other 
N-containing precursors are probably also in- 
volved. 

5. While the formation mechanisms for HNCO re- 
main uncertain, tar cracking reactions seem 
mainly responsible for the observed HNCO 
yields. 

6. Sizes of the nitrogen-containing heteroaromatic 
ring systems are another important factor govern- 
ing the nitrogen distribution during pyrolysis. Ni- 
trogen in coal is believed to exist in heteroaro- 
matic ring systems of a wide range of sizes 
resulting in the nitrogen release from coal cover- 
ing an extremely wide range of temperatures. 
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FUNDAMENTAL STUDY ON N20 FORMATION/DECOMPOSITION 
CHARACTERISTICS BY MEANS OF LOW-TEMPERATURE PULVERIZED 

COAL COMBUSTION 

ICHIRO NARUSE, YASUYUKI YAMAMOTO, YOSHIFUMIITOH AND KAZUTOMO OHTAKE 

Department of Ecological Engineering, Toyohashi University of Technology 
Tempaku-cho, Toyohashi 441, Japan 

N20 formation/decomposition characteristics and its mechanisms in pulverized coal combustion, espe- 
cially at low temperature, are discussed by using a one-dimensional electrically heated laminar drop furnace 
for various coal types. The behavior of nitrogen compounds along the furnace axis is studied by analyzing 
both the sampled burning particles and combustion gas and by calculating the mass balance of nitrogen. 
Additionally, the effects of the combustion efficiency and the ratio of fixed carbon to volatile matter content 
(fuel ratio) on N20 formation/decomposition characteristics are elucidated experimentally. 

As a result, coals that evolve more HCN than NH3 produce higher N20 concentration. In the down- 
stream region beyond the point where volatile matter combustion is complete, N20 concentration increases 
but NO concentration decreases gradually. Increase of N20 in this region may be caused not only by the 
reactions between NO and carbon in char (NO + char-C -> NCO and NCO + NO -> N20 + CO) but 
also by the direct heterogeneous reaction between nitrogen in char and NO (char-N + NO —» N20). For 
the coals with low fuel ratio, N20 conversion decreases because of high flame temperature surrounding 
the coal particles caused by strong volatile matter combustion. The decomposition reaction of N20 by H 
radicals produced by the oxidation reaction of CO by OH radicals also contributes near the particle surface. 
Thereafter, the combustion atmosphere and temperature surrounding the coal particles affects N20 for- 
mation/decomposition characteristics. The exit N20 concentration increases with decreasing combustion 
efficiency and decreasing fuel ratio. Data from testing nine different types of coal show that the exit N20 
concentration has a good correlation with the combustion efficiency and the fuel ratio. 

Introduction 

Recently, N20 has been identified as one of the 
pollutants contributing to the global greenhouse ef- 
fect and one of the trigger species for the chemical 
destruction of stratospheric ozone layer [1,2]. Most 
N20 is considered to be formed from the agricul- 
tural activities and natural ecological cycles. The ex- 
haust gas released from coal combustors can be seen 
as one of the alternate sources of N20 production. 
In general, the characteristics of N20 formation de- 
pend on the types of combustors and their operating 
conditions, especially the combustion temperature. 

The study on N20 formation/decomposition has 
been reported by using pulverized and bubbling/cir- 
culating fluidized bed coal combustors [3-15]. In 
summarizing the previous results, it was found that 
only low concentrations (<10 ppm) [13-15] of N20 
are released from the high-temperature pulverized 
coal combustors. In the bubbling/circulating fluidi- 
zed bed coal combustion, on the other hand, rela- 
tively higher N20 concentrations are detected (50- 
200 ppm) [13-15]. 

Our previous report [16] studied the characteris- 
tics of N20 formation/decomposition experimentally 
and theoretically under high-temperature pulver- 

ized coal combustion conditions. The experimental 
results show that N20 is formed mainly during the 
initial stage of volatile matter combustion, but that 
it reaches lower concentrations at the exit of the fur- 
nace. The maximum N20 concentration for different 
types of coal depends on particle temperature, in- 
creasing rate of particle temperature, content of vol- 
atile matter, and flame structure formed around coal 
particles. It is elucidated by chemical kinetic analysis 
of the combustion that N20 is produced mainly by 
way of the oxidation reactions of both HCN and 
NH3, but that it is decomposed by H radicals that 
are produced by CO oxidation by OH radicals. In a 
later study [17] at lower combustion temperatures, 
the N20 formation/decomposition characteristics 
have been discussed using data from a lab-scale bub- 
bling fluidized bed coal combustor and from nu- 
merically simulating volatile matter combustion. 
This study finds that N20 concentration increases 
when decreasing the bed temperature and increas- 
ing the excess air ratio, in agreement with other work 
[18,19]. N20 seems to be formed mainly during the 
volatile matter combustion. HCN and NH3, evolved 
as volatile-N species, contribute strongly to N20 for- 
mation. Indeed, HCN contributes more to N20 for- 
mation than does NH3. 

3213 
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FIG. 1. Schematic diagram of electrically heated laminar flow pulverized coal furnace. 

Under bubbling/circulating fluidized bed coal 
combustion conditions, however, there exist many 
kinds of particle-like fluidizing material, desulfur- 
izer, char, ash, raw coal, and so on. Especially the 
desulfurizer and char among these particles are 
known to decompose N20 catalytically. Therefore, it 
seems difficult to discuss in detail the characteristics 
of N20 formation/decomposition by using bubbling/ 
circulating fluidized bed combustors. Additionally, in 
the previous studies, N20 formation/decomposition 
characteristics were discussed only in terms of only 
the change of gas species concentrations. 

In the present paper, the N20 formation/decom- 
position characteristics under the low-temperature 
pulverized coal combustion conditions are studied 
by using an electrically heated one-dimensional lam- 
inar drop furnace. The combustion experiments are 
carried out by burning nine different kinds of coal 
with different fuel ratios (the content ratio of fixed 

carbon to volatile matter) and N contents. This ex- 
perimental situation can prevent the catalytic effect 
on N20 decomposition since only burning coal par- 
ticles exist in the furnace. From analysis of the data 
obtained by sampling the burning particles and the 
combustion gas along the furnace axis, the mass bal- 
ance of nitrogen is calculated. Finally, the significant 
parameters to promote N20 formation are explained 
by the demonstrated changes of gas species concen- 
tration and compositions of burning particles. 

Experimental Apparatus and Procedures 

Figure 1 shows a schematic diagram of electrically 
heated one-dimensional laminar drop furnace, in 
which the heating length is 1.3 m. The reaction tube 
of 41.5-mm-inner diameter made of quartz is used 
to prevent the catalytic decomposition reaction of 
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TABLE 1 
Experimental conditions of combustion 

Coal feed rate 
Air flow rate 
Air ratio 
Heat load 
Furnace temp. 

0.62-0.79 g-min-1 

6.0 X 10-3m3-min- 
1.1-1.2 
320 W 
1073 K 

N20 by the tube wall surface. We also checked ex- 
perimentally that catalytic effects of the reactor wall 
on N20 formation/decomposition was minor under 
this temperature range. The furnace wall tempera- 
ture is controlled by three sets of temperature con- 
trollers with thyristor regulators. Coal particles are 
fed into the tube by using a vibration microfeeder. 
Both combustion gas and burning particles are sam- 
pled by a water-cooled sampling probe at the tip of 
which an inert gas is injected to prevent the addi- 
tional chemical reactions from changing the com- 
position through the sampling tube. After that, the 
particles are separated by a thimble filter. The sam- 
pled gas is introduced directly into several gas ana- 
lyzers. Gas species concentrations of NO, 02, CO, 
and C02 are measured continuously by the respec- 
tive chemiluminescence, paramagnetic and infrared 
analyzers, and HCN, NH3, and N20 concentrations 
are detected by FTD (flame thermionic detector) 
and ECD (electron capture detector) gas chromat- 
ographs, respectively. On the other hand, proximate 
and ultimate analyses of the burning particles are 
carried out by a thermobalance and a C-H-N ana- 
lyzer, respectively. Table 1 summarizes the experi- 
mental conditions in which the furnace temperature 
is fixed at 1073 K. Table 2 shows the properties of 
tested coals. In this table, air ratio refers to the ratio 

of (air/fuel) to that at stoichiometric mixture. All the 
tested coals are sifted to select particles in the di- 
ameter range of 53-105 fim. 

Experimental Results and Discussion 

Formation Characteristics of Nitrogen Compounds 
under Low-Temperature Pulverized Coal 
Combustion Condition 

In this section, the results for TH coal are com- 
pared with those for NL coal as an example, since 
the nitrogen compounds in volatile matter evolved 
from TH coal differ from those from NL coal as 
mentioned later. Figures 2 and 3 show the results of 
(a) the change of gas species concentration in the 
combustion gas, (b) the residual fraction of both vol- 
atile matter and fixed carbon contents in the burning 
particles, and (c) the residual fraction of carbon, hy- 
drogen, and nitrogen contents in the char along the 
furnace axis for TH and NL coals, respectively. 

From Fig. 2a, NH3 concentration becomes much 
higher than HCN, especially just after the injector. 
When NH3 concentration decreases in the ignition 
region, N20 concentration increases at once. As seen 
from Fig. 2b, this increase correlates with a dramatic 
decrease in volatile matter and, hence, is thought to 
be caused by combustion of volatile matter. After 
that, N20 concentration decreases with decreasing 
CO concentration since N20 is decomposed by H 
radicals by way of the following reactions: 

CO + OH ^ C02 + H 

N20 + H->N2 + OH 

In the downstream beyond about 300 mm, NzO 
concentration increases again in accordance with the 

TABLE 2 
Properties of tested coals 

Proximate analysis Ultimate anafy sis 
[mass %, dry] 

Fuel 
ratio 

I mass %, dafj 
Higher heat 

value 
Crucible 

Volatile Fixed swelling 
Coal Rank matter carbon Ash [-] H C N [MJ-kg-i] number 

TH Lignite 44.1 45.4 10.4 1.03 6.14 74.76 1.28 26.0 0 
EN Subbituminous 38.3 49.7 12.0 1.30 5.97 79.78 1.47 27.8 1 
WB Bituminous 32.4 58.2 9.5 1.79 5.38 80.53 1.92 28.9 1 
WW Bituminous 31.2 59.2 9.6 1.90 5.31 81.75 1.85 29.5 1 
DD Bituminous 30.5 63.0 6.5 2.06 4.69 78.29 0.95 29.7 1 
NL Bituminous 28.1 60.3 11.6 2.15 5.02 81.31 1.67 28.0 0 
FD Semianthracite 21.2 67.4 11.4 3.18 4.91 87.39 1.30 29.7 1 

IE Semianthracite 18.9 69.3 11.8 3.66 4.64 87.36 1.64 30.7 1 
MT Semianthracite 11.1 72.0 16.9 6.50 3.98 88.66 2.19 27.5 0 
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FIG. 2. Changes of (a) gas species concentration and temperature, (b) residual fraction of volatile matter and fixed 
carbon contents, and (c) residual fraction of C, H, and N contents along the axis of the furnace (TH coal). 

decrease of NO concentration. As shown in Fig. 2c, 
there appears to be no change in the residual frac- 
tion of nitrogen element contained in the char par- 
ticles in this region. This result suggests that the in- 
crease of N20 concentration may be caused by the 
conversion reactions from NO to NzO, as described 
later. 

For NL coal, on the other hand, only HCN is de- 
tected as the nitrogen constituent from volatile mat- 
ter, as shown in Fig. 3a. This is a major difference 
from what was found with the TH coal. HCN is 

formed rapidly in the ignition region. After that, NO 
and N20 are produced at the same time as the HCN 
concentration plateaus. In the downstream, NaO 
concentration increases with decreasing NO concen- 
tration. The tendency of NL coal there is similar to 
that of TH coal. As shown in Fig. 3c, the mass frac- 
tion of residual nitrogen in char particles is much 
higher than that of TH coal but still decreases during 
the course of combustion. The decreasing rate of 
NO concentration is also faster. This result means 
that the char-N contributes to the N20 formation. 
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FIG. 3. Changes of (a) gas species concentration and temperature, (b) residual fraction of volatile matter and fixed 
carbon contents, and (c) residual fraction of C, H, and N contents along the axis of the furnace (NL coal). 

N20 concentration at the furnace exit attains 450 
ppm, the value of which is about 4.5 times as much 
as that of TH coal. The previously mentioned result 
suggests that N20 is formed easily by way of the 
following reactions related to HCN rather than NH3: 

HCN + O -> NCO + H 

NCO + NO -> N20 + CO 

NH3 + OH -> NH2 + H20 

NH2 + OH -» NH + H20 

NH + NO -» N20 + H 

These reaction schemes agree well with the simu- 
lated results obtained by the simulation of combus- 
tion of volatile matter under the conditions of bub- 
bling fluidized bed coal combustion [17]. 

N20 Formation Mechanisms after Volatile Matter 
Combustion 

De Soete [20], Feng et al. [21], and Illan-Gomez 
et al. [22] studied the N20 formation from char com- 
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FIG. 6. Change in combined NO and twice of N20 con- 
centrations with reaction distance. 

bustion. In their papers, a packed bed reactor of char 
particles was used in the experiments. MochizuM et 
al. [23] and Krammer et al. [24], on the other hand, 
reported the resembled study as previously men- 
tioned by using fluidized bed combustors. The data 
they obtained resulted in both NzO formation and 
N2Ö decomposition by char particles. Only the re- 
sults of produced gas species concentration were dis- 
cussed. 

From this viewpoint, not only the gas species con- 
centration but also the residual fraction of C, H, and 
N elements in the burning particles were analyzed 
in this study. Therefore, the nitrogen mass balance 
can be obtained from both gas- and solid-phase in- 
formation relating to such nitrogen compounds as 
HCN, NH3> NO, N20, and char-N. Figures 4 and 5 
show the nitrogen molar fraction contained in gas 
and solid phases along the furnace axis, correspond- 
ing to Figs. 2 and 3, respectively. In both figures, 
C.R; (i: gas species) indicates the conversion ratio 
from fuel N to species i based on nitrogen atom, and 
C.RNO->N2O shows the conversion ratio from NO to 
N20. As seen in Fig. 4, C.Rj for TH coal, except 
C.RNO and C.RN2o, becomes almost constant in the 
downstream region beyond 500 mm. This result sug- 
gests that the increase of N20 is caused by the 
change of NO (C.RNO-»N2O)- In Fig. 5, on the other 
hand, the increase of N20 is attained by the change 
of NO and the oxidation reaction of char-N. 

Figure 6 shows the total sum of nitrogen element 
in NO and N20 along the furnace axis, based on 
Figs. 4 and 5. In this figure, the value of N20 is 
corrected by doubling the N20 concentration to 
identify both values as the nitrogen element basis. 
This figure indicates that the value of (NO + 2N20) 
becomes almost constant in the downstream beyond 
400 mm for TH coal. Accordingly, it is seen that 
twice the increment of N20 is equal to the decre- 
ment of NO. For NL coal, on the other hand, the 
value of (NO + 2N20) increases gradually in the 
downstream beyond 400 mm. This result suggests 
that both the direct conversion of NO to N20 and 
the reaction of char-N to form N20 proceed simul- 
taneously. 

Summarizing the preceding discussion, N20 after 
volatile matter combustion may be formed in two 
ways: firstly, through heterogeneous and homoge- 
neous reactions as 

NO + char-C -> NCO 

NCO + NO -> N20 + CO 

This reaction scheme is the alternate route to N20. 
Secondly, by direct heterogeneous reaction 
[16,17,25], 

NO + char-N -> N20 

Also noteworthy is the observation that in the riser 
section of a circulating fluidized bed coal combustor, 
the N20 concentration increases along the furnace 
axis but the variation of NO concentration tends to 
be the reverse ofthat of N20. This result is called a 
"trade-off relationship" in N20 and NO. It can be 
well explained by the previously proposed reaction 
scheme. 

Influence of Coal Properties on N20 Formation 

Figure 7 shows the relation between the N20 con- 
version and the combustion efficiency at the furnace 
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exit obtained by burning nine different types of coal. 
The N20 conversion is evaluated as the total fuel 
nitrogen basis. This figure depicts decreasing N20 
conversion with increasing combustion efficiency. 
Rearranging the results of Fig. 7 as a function of fuel 
ratio, Fig. 8 shows that the N20 conversion increases 
with increasing fuel ratio. As a general tendency, the 
higher combustion efficiency is attained by using 
coal of lower fuel ratio. These two figures show that 
this behavior correlates with N20 concentration. 

When coals with high combustibility such as TH 
coal are burned, the combustion atmosphere sur- 
rounding the coal particles exhibits high-tempera- 
ture reducing conditions in which N20 is easily de- 
composed. For coals of low combustibility such as 
MT coal, however, the atmosphere surrounding the 
coal particles corresponds to lower-temperature ox- 
idizing conditions since the evolution of volatile mat- 
ter is limited. Therefore, N20 formation is favored. 
Behaviors of combustion and N20 formation for MT 
coal are similar to those for NL coal. 

Reaction Paths ofN20 Formation/Decomposition 

Figure 9 summarizes the main N20 formation/de- 
composition schemes in coal combustion under the 
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FIG. 9. Reaction schemes of NaO formation/decompo- 
sition. 

low-temperature condition. The sources of N20 are 
divided into volatile-N and char-N. HCN and/or 
NH3 are the main constituents evolved from the ni- 
trogen compounds in volatile matter. N20 is formed 
by the oxidation reaction of HCN and NH3 by way 
of NCO and NH radicals, respectively. After the vol- 
atile matter is almost consumed, N20 is homoge- 
neously produced subsequent to the heterogeneous 
reaction of NO with char-C. Further, the char-N also 
contributes to forming N20 by the heterogeneous 
direct reaction with NO. With respect to the N20 
decomposition, on the other hand, H radicals play 
the important role in homogeneous decomposition 
of N20. Additionally, such particles as char and CaO 
also decompose N20 catalytically as shown else- 
where [26], 

Conclusions 

N20 formation/decomposition characteristics in 
pulverized coal combustion at low temperatures 
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have been studied by using a one-dimensional elec- 
trically heated laminar drop furnace for various types 
of coal. The behavior of nitrogen compounds has 
been determined by the mass balance of nitrogen 
included in both the sampled burning particles and 
combustion gas. 

The experimental results are summarized as fol- 
lows: 

1. Coals that evolve more HCN than NH3 produce 
more N20. 

2. N20 formation in the downstream region beyond 
the volatile matter combustion is caused by not 
only the reaction triggered by the heterogeneous 
reaction of NO and carbon in char (NO + char- 
C -> NCO to lead to NCO + NO -» NaO + 
CO) but also the direct reaction between nitro- 
gen in char and NO (char-N + NO -» N20). 

3. For coals with a low fuel ratio, the N20 conver- 
sion decreases because of high flame temperature 
surrounding the coal particles caused by strong 
volatile matter combustion. Additionally, the H 
radicals produced by the oxidation reaction of CO 
also contribute to decomposing N20 near the 
particle surface. 

4. The exit N20 concentration increases with the 
decrease of combustion efficiency; this is gener- 
ally observed for burning coals with a higher fuel 
ratio. 
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COMMENTS 

Pia Kilpinen, ABO Academi University, Finland. You 
made your experiments at a very low temperature, 1073 K. 
Did you try to analyze also other cyano or cyanid species 
in addition to HCN? What was the method you used for 
NH3 analysis? 

Author's Reply. I did not analyze other cyano or cyanid 
species. Both HCN and NH3 were detected by using a gas 
Chromatograph with a flame thermionic detector. 

A. F Sarofim, MIT, USA. You present an impressively 

complete set of gas phase concentrations. I have a concern, 
however, that in this system you may have radial concen- 
tration distributions which may limit the role of reaction in 
the latter stages. The very fast volatile combustion may be 
due to the consumption of the oxygen in the core. This will 
be followed by a slower rate of reaction as oxygen diffuses 
in from the annulus to the fuel-rich core. Have you inves- 
tigated radial concentration profiles in your reactor? 

Author's Reply. I have not analyzed radial concentration 
profiles in the furnace. About 90% of the combustion gas 
was sampled, yielding mixed concentration values. No CO 
or hydrocarbon were observed in the exhaust in the pres- 
ence of 02, even though NH3 and HCN were observed. 
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A fundamental study of the combustion process of coal-water mixtures has been performed. The surface 
and center temperatures and the weight change of a single droplet under combustion were measured in 
detail, where the water content, properties of coal, initial diameter of droplet, and external heat flux were 
parameters. In the experiments, an infrared intensive laser was used as the external heat source to simulate 
the conditions around the droplets atomized in an actual furnace. 

Based on the data obtained, the reaction rates in the processes of water vaporization, devolatilization, 
and char combustion were formulated. For the devolatilization stage, the activation energy derived by 
assuming a first-order reaction was almost the same as that for the mother coal, but the apparent frequency 
factor was much smaller than that for the mother coal by 1/140-1/50. For the stage of char combustion, 
also, the apparent frequency factor was much smaller. The specific surface area and the micropores in the 
coal particle were much reduced after undergoing processes of water vaporization and devolatilization. It's 
possible that the pore would be masked when the water trapped in the pore was escaping from it with the 
agglomeration of coal particles proceeding. 

According to the data obtained and the combustion model proposed here, computer simulation codes 
for the combustion of a single droplet and for the combustion process in a furnace were written. The 
calculated results for the temperature variation and the concentrations of oxygen and unburned carbon in 
the exhaust gas agreed well with the experimental data obtained using a one-dimensional test furnace. 
This confirms the validity of the combustion model and reaction data. 

Introduction and overall combustion rates using an oven whose 
temperature was programmed to increase to a pre- 

Since the oil crisis in 1978, a great deal of effort determined temperature. However, since the rate of 
has been put into converting the energy source of increase was limited to several tens of degrees per 
power plants from petroleum to coal. In particular, second, the strength of heat flux in a commercial 
the use of CWM (coal-water mixture) is a notable furnace could not be realized by this experimental 
subject of research [1,2], because it has advantages technique. In the other previous studies [4-7], the 
in storage and transportation compared to the direct heat source used was much weaker than under the 
use of coal. actual conditions. Since the reaction rate for a coal 

When a furnace is designed to maintain a high particle is known to depend on the rate of increase 
combustion efficiency, for instance, the duration and final value of the temperature [8,9], the reaction 
during which the CWM droplets sprayed from the of CWM droplets under strongly radiative condi- 
injector stay in the furnace should be determined tions should be investigated. 
appropriately. Consequently, the fundamental com- It is known that when a multiphase droplet such 
bustion data, such as the dependence of external as an oil mixture or an oil-water slurry receives a high 
heat flux, surrounding temperature, and droplet di- heat flux, the flash-boiling atomization occurs easily, 
ameter on the reaction rate of a single droplet should and it is divided into many fragments because of the 
be acquired. difference in the boiling points of oil and water 

Gao et al. [3] measured the variations with time [10,11]. However, knowledge of the flash-boiling at- 
of weight and temperature of a single droplet under omization of CWM droplets when receiving the heat 
combustion and discussed the ignition phenomena flux corresponding to the value for a commercial 

3223 
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furnace (approximately 1 ~ 2 X 106 W/m2 adjacent 
to the injector) seems to be insufficient [12]. 

In the present study, therefore, an intensive laser 
was used as the external heat source, and the tem- 
perature variation, weight change, composition, and 
velocity of the gas spouting from the droplet surface 
under combustion could be measured at the same 
time. On the basis of these data, the combustion 
mechanisms of a single droplet were elucidated, and 
the differences in the reaction rates between a coal 
particle and a CWM droplet discussed. 

Experimental Apparatus and Procedure 

A single droplet of CWM was placed on the co- 
lumnar sample holder, whose top was cut spherically 
to match the various diameters of droplets [2]. The 
droplet could maintain a spherical shape on its sam- 
ple holder because of surface tension. As the exter- 
nal heat source a YAG laser (wavelength: 1.06 ^m) 
with 20-W maximum power was used, and the in- 
tensity and duration could be adjusted to a prede- 
termined level. To enhance the uniformity of distri- 
bution of radiative energy on the droplet surface, the 
laser beam was split into two beams that were car- 
ried through optical fibers and focused on two sides 
of the droplet surface from opposite directions. 

To measure a minute weight change of droplet, a 
sensitive load cell was placed under the sample 
holder. The diameter change of the droplet was mea- 
sured using an Ar-Ne laser (wavelength: 514.5 nm) 
and a high-speed video camera with a narrow-band 
optical filter to pass the laser ray. By using this optical 
method, the shape of only the droplet under com- 
bustion could be caught on photo film without being 
disturbed by the luminous flame [13]. 

The temperatures at the surface and center of the 
droplet were measured using a narrow-band infrared 
radiation thermometer and a 50-^m diameter Pt/ 
PtRh thermocouple, respectively. To investigate the 
combustion process, the gas velocity spouting from 
the droplet surface and the concentration of H20 in 
its stream were measured using laser doppler velo- 
cimetry (LDV) and coherent anti-Stokes-Raman 
Scattering (CARS) techniques. For the theories and 
detailed procedure of these laser diagnostics, refer 
to Refs. 1, 13, and 14. In addition, to distinguish the 
timing of ignition and termination of flaming, the 
luminous flame was detected by a photodiode. 

The experimental parameters and their changing 
ranges were chosen to be the intensity of external 
radiation (0.8-2.3 X 106 W/m2), initial diameter 
(0.5-3 mm), properties of the mother coal (four 
kinds), and water percentage (59.4-65.1 wt. %). The 
properties of CWM used are summarized in Table 
1. The mother coals were bituminous and the swell- 
ing indices ranged from 0 to 2.5. 

Experimental Results and Discussion 

Overall Combustion Process 

The sequence of the combustion phenomena ob- 
served using the Ar-Ne laser and the optical filter is 
shown in Fig. 1. Droplets of oil mixture or oil-water 
slurry are usually divided into many fragments just 
after receiving intensive heat flux because of the dif- 
ferences in boiling points of the liquid components. 
This phenomenon is well-known as microexplosion 
or flash-boiling atomization [10-12]. For a droplet 
of CWM, however, microexplosion was not observed 
regardless of the intensity of external heat flux, and 
the droplet behaved as a single droplet throughout 
the combustion process. Even when the droplet was 
hung from a fine wire, the phenomenon was the 
same. As shown in Fig. 1, it was observed that the 
droplet was shrinking and the numerous coal parti- 
cles were adhering to, or agglomerating with, each 
other after water vaporization. 

It was clarified from much measured data similar 
to Fig. 2 that the combustion process could be di- 
vided into three stages, which are water vaporiza- 
tion, combustion of volatile matter, and combustion 
of char. In the present experiment, the terminal pe- 
riod of the water vaporization stage overlapped 
somewhat with the beginning of the combustion of 
volatile matter; that is, a light blue flame was ob- 
served enveloping the droplet while the center tem- 
perature was still at the boiling point of water [7]. 
Since the overlapping period is very short compared 
with the whole period of water vaporization, the 
combustion process could be defined as consisting 
of three stages. 

Characteristics of Three Combustion Stages 

The characteristic phenomenon and the reaction 
rate in each combustion stage are represented as fol- 
lows. The stage of water vaporization corresponds to 
the period from the start (t = 0) of heating up until 
the time (t = tx) when the center temperature be- 
comes higher than the boiling point of water. The 
weight loss at t = tx agrees with the weight of water 
contained within the initial droplet. Since the dura- 
tion of this stage depended little on the properties 
of the coal but rather on the external heat flux and 
the water content, the rate of weight change could 
be expressed by the following simple equation: 

-dW/dt = (QL - qn)/Lw 

where W, QL, Lw, and qR are the weight of the drop- 
let, the total heat input rate from the laser, the latent 
heat of water vaporization, and the radiation loss 
from the droplet surface to the ambient. The validity 
of this equation was confirmed by substituting the 
experimental data into QL and qR. To estimate the 
term   —dW/dt by calculation alone, the surface 
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TABLE 1 
Coal properties and water content of the coal-water mixtures 

Analysis Items Unit Coal (A) Coal (B) Coal (C) Coal (D) 

Proximate Analysis 
Inherent Moisture 
Fixed Carbon 
Volatile Matter 
Ash 
Calorific Value 
(HHV) 
Total Sulfur 

Ultimate Analysis 
(Dry Basis) 

C 
H 
S 

Combustible 
Incombustible 

O 
N 

Swelling Index 
Grindability 
CWM Coal 
Concentration % 63.6 63.5 59.4 65.1 

% 3.2 5.0 5.8 2.0 
% 51.3 50.9 35.1 57.9 
% 31.2 34.8 43.2 25.4 
% 13.8 9.3 15.9 14.7 

kcal/kg 6980 6910 6080 7010 
103 kj/kg 29.22 28.93 25.46 29.35 

% 0.52 0.74 0.25 0.55 

% 84.2 83.8 78.2 73.8 
% 5.6 5.9 6.3 4.3 

% 0.61 0.72 0.08   
% 0.02 0.14 0.23 — 
% 7.8 8.0 14.0 5.2 
% 1.77 1.56 1.20 1.19 

CSN 2.5 1.0 0 1.5 
HGI 50 57 37 94 

(a) (b) (c) (d) (e) 
FIG. 1. Typical series of combustion processes observed through the optical filter that passed the He-Ne laser ray 

alone; (a) before heating, (b) water vaporization (vaporizing water is reflecting laser ray), (c) combustion of volatile matter, 
(d) combustion of char, (e) after combustion. 

temperature of the droplet, which is indispensable change and the duration of water vaporization cal- 
in determining the value of qR, can be obtained from culated in this procedure agreed well with those ob- 
the equation of thermal conduction within the drop- tained in the experiments. 
let, assuming that the water is contained uniformly The second stage of the combustion of volatile 
in the droplet and is vaporizing gradually from the matter corresponds to the period from t = tx until 
surface toward the center, and that the droplet is t  =  t2 when the luminous flame enveloping the 
divided into two regions of coal and coal-water mix- droplet is extinguished. At the beginning of this 
ture with the boundary of the two regions moving at stage, the nature of the reaction turns exothermic 
a rate corresponding to the progress of vaporization. and the surface temperature increases rapidly. The 
As seen in the next section, the rates of weight time t = tz could be defined by the changes with 
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30 40 

ft ft                                   Timefs] 
Finish Point Finish Point of 
of Drying Volatile Matter Combustion 
(t=ti) (t=t2) 

FIG. 2. Typical results of the measurements during the combustion of a single droplet of coal-water mixture (Coal: 
Coal (A) (d50 = 30 /im), water content: 36.4 wt. %, initial diameter of droplet: 2 mm, external radiation from infrared 

laser: 20 W). 
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FIG. 3. Arrhenius plot assuming the flrst-order reaction 
in the stage of devolatilization. 

time in the gradients of weight change, gas velocity, 
and H20 concentration (Fig. 2). In the following 
process of the combustion of fixed carbon, there 
must be little measurable concentration of H20. The 
phenomenon of devolatilization must be complex, 
but attempts are made to correlate the devolatiliza- 
tion rates with the simple first-order Arrhenius ex- 
pression [8], 

-dW/dt = AD(V - V) exp(-E1/RTs) 

where V, V*, Av, £„, and Ts represent the mass of 
volatiles evolved at time t, the value of V at infinite 
t, the apparent frequency factor, the activation en- 
ergy, and the surface temperature of the coal. It is 
shown in Fig. 3 that the preceding expression seems 
to be a fairly good approximation and that the 
changes of coal properties could be modeled easily 
by changing the values of A and V. 

The value of EJR is approximately 4800-5100 K 
and little dependent on the kinds of coal. The value 
of A„ ranges from 4.8 to 7.6 s"1 and does not have 
a distinct dependence either on the weight ratio of 
volatile matter or on the swelling index of the mother 
coal. It has been reported that the values of Ev cal- 
culated in the same procedure were 4500-5600 K 
for lignite coal and 4000-6500 K for bituminous, 
that the values of Av increased with increase of the 
rate of temperature rise, and that they were 300- 
700 s"1 when its rate was 104°C/s [15-17]. The val- 
ues of Ev obtained in the present study almost agree 
with the previous reports, but the values of Av differ 
from them by 1/140-1/50. Even considering that the 
rate of increase of surface temperature for the CWM 
droplet was smaller than that of the coal particle by 
one order because of the water, the values of Av ob- 
tained experimentally are smaller than expected. 

To interpret the small value of Av, the specific sur- 
face area and the probability curve of pore sizes for 
a droplet that had passed through the devolatiliza- 
tion process were measured [18]. The surface areas 
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FIG. 4. Dependence of the surface temperature on the 
reaction rate in the stage of char combustion. 

measured with the COz absorption method (absorp- 
tion temperature: — 72°C) were 12-20 m2/g and the 
probability curve of pore sizes had a broad distri- 
bution between 210-630 Ä without a distinct peak. 
These parameters depended little on the lands of 
mother coal. The surface area of the char of the 
mother coal devolatilized in nitrogen at 1200°C is 
110 ~ 150 m2/g and the probability curve of pore 
sizes has a peak at 30-50 Ä. Thus, for the CWM 
droplet subject to the processes of water vaporiza- 
tion and devolatilization, the micropores (smaller 
than 200 Ä) were much reduced and the relatively 
large pores remained, with the result a small surface 
area. During these processes, the coal particles in 
the CWM droplet were observed to swell in the early 
stage and shrink and adhere to or agglomerate with 
each other. When the water trapped in the coal par- 
ticle escapes from the internal structure, the micro- 
pores in the coal particle seem to be masked with 
the droplet shrinking. This expectation is supported 
by the small value of the surface area and the re- 
duction of micropores. It is known that for a coal 
with a high swelling index, the reactivity of the de- 
volatilized coal depends largely on the heating rate 
and final temperature [8,9], because the porosity of 
char depends on the rates of devolatilization and the 
shrinkage of the particle after the process of swell- 
ing. For the CWM droplet, the time from the start 
of heat up until the end of devolatilization is longer 
than that for the coal particle, since the water has 
the same effect on swelling as devolatilization. 

During the period of fixed carbon combustion, the 
temperature changes at the surface and center of 
droplet have slowed down and the concentration of 
HzO adjacent to the droplet surface has been re- 
duced to a level equivalent to the moisture in the 

air. In this stage, the exothermic reaction occurs at 
the surface of the droplet, as shown by the luminous 
envelope flame not being detected by the photodi- 
ode (Fig. 2). It is known that for Ts > 1000 K and 
D > 30 /urn, the Damköhler number defined at the 
droplet surface is very small, that is, the diffusion of 
oxidizing agent adjacent to the surface is the domi- 
nant factor in determining the reaction rate of car- 
bon rather than the chemical reaction [18,19]. Since 
the CWM droplet was observed not to microex- 
plode, the mean size of droplets could be expected 
to be more than several tens of microns during most 
of the combustion process. The reaction rate, there- 
fore, can generally be shown in the following ex- 
pression: 

-dW/dt = nD2^ = (7tDz)AdT?/D 

As shown in Fig. 4, when the experimental data 
were rearranged according to the preceding equa- 
tion, the values of A,; and n were approximately 8.4 
X 10~7 and 0.75, and little dependent on the prop- 
erties of the coal. This shows that the apparent re- 
action rate of fixed carbon depends less on the chem- 
ical properties of the coal than on the droplet 
diameter and the percentage of fixed carbon con- 
tained in the mother coal. The value of n almost 
agrees with that for the char, but A^ differs from the 
reported data for the char by 1/5-1/8 [16,17,19]. The 
frequency factor was much reduced because the 
shrinkage and agglomeration occurred after the pro- 
cesses of water vaporization and devolatilization. 
This is supported by the aforementioned measured 
values of the surface area and the probability curve 
of pore sizes. 

Effects of the Droplet Size 

The initial diameter of droplet used here is 5-10 
times larger than that atomized from an injector, and 
the number of coal particles involved in a single 
droplet is estimated to be more than several million 
for the present experiment and more than several 
thousand for an actual injector. These numbers of 
coal particles, however, would be large enough to 
keep inhomogeneity of reaction from occurring in a 
single droplet. 

For the large droplet, as shown in Fig. 2, the sur- 
face temperature was higher than that of the center 
by 300-700°C and 150-220°C in the devolatilization 
and char combustion stages, respectively. In this 
study, the reaction rates were related to the mea- 
sured surface temperature, because the surface and 
center temperatures for the small (10-300 /im) 
droplets atomized from the actual injector are esti- 
mated to be almost the same. Furthermore, the re- 
action rate in the present experiment should be 
dominated by the surface temperature rather than 
the center temperature, since the differences be- 
tween the reaction rates based on the surface and 
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FIG. 5. Comparison of the calculated and measured tem- 
peratures (Coal: (D) (d50 = 30 /im), water content: 34.9 
wt. %, initial diameter of droplet: 2 mm). 

center temperatures are more than 3-15 times. Dur- 
ing the devolatilization process, especially, the en- 
dothermic and exothermic reactions are complicated 
adjacent to the surface, and it is difficult to distin- 
guish the devolatilization from the sequence of sec- 
ondary polymerization [9]. With the drop tube or 
thermogravimetric analyzer that generally have been 
used in experiments on thermal decomposition, the 
temperature of the spot at which the reaction occurs 
could not be obtained, since the temperature of the 
gas stream or the mean temperature of the particle 
is usually controlled. In the present study, however, 
the data could be well correlated with the variations 
of the surface temperature measured directly, and 
the difficulties in the analysis could be removed. 

Numerical Simulation of a Single Droplet 
Combustion 

The energy balance in a single droplet is given in 
the following expression: 

d{CpPs{n<PlWsVdt = (QRS + Qch) - (Qm 

+ Qcv + Qcd + Qct) 

where Qm, Qcv, Qah Qct, QRS, and Qch are the ra- 
diation and natural convection from the droplet sur- 
face to the ambient air, the conduction from the 
droplet surface toward the center of the droplet, the 
conductive heat loss from the surface to the sample 
holder and thermocouple wire, the radiative heat in- 
put from the laser beam, and the heat release of the 
chemical reaction, respectively. These heat fluxes are 
calculated according to the following assumptions. 
The detailed procedures of calculation are referred 
to in previous reports [1,2]. 

1. The process of combustion is divided into three 
stages. 

2. The reaction rates at each stage are given by the 
experimental equations. 

3. The decreased diameter of droplet after water 
vaporization is estimated by assuming the close- 
packed spheres of mother coal particles. 

4. The outer shell, which is a thin section of the 
droplet beneath its surface, is the heat source 
produced by the exothermic combustion reac- 
tion. 

As a typical case, the result for coal (D) is shown 
in Fig. 5, where the calculated and experimental re- 
sults for the surface and center temperatures are 
compared. It is seen that the temperature profile and 
the duration time of the three combustion stages can 
be simulated fairly well. This confirms the validity of 
the combustion model proposed here and the ap- 
plicability of the sequential-steps simulation. A slight 
overshoot in the calculated surface temperature can 
be explained by the fact that the water vaporization 
stage is assumed to change instantaneously to the 
next stage without overlap. 

Numerical Simulation of One-Dimensional Test 
Furnace 

The computer program to simulate the CWM 
combustion in a one-dimensional furnace was writ- 
ten by expanding the simulation of a single droplet. 
The CWM droplets atomized from an injector react 
along the gas stream, whose temperature, composi- 
tion, and velocity are determined from the mass and 

Atomized Droplets 

Air Stream =0 

hw(Tg-Ta) 

4- 
Down  Stream 

-^  X 

I   Q(i-D     q(Tg,  Ts) 

Tg,  Ts 

Q(i + 1) = Q(i-1)qAt 
- hw(Tg-Ta) 

(i-1) (0 (i + 1) 

FIG. 6. Heat balance between the control volumes (calculating cells) in the numerical simulation of a one-dimensional 

furnace. 
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FIG. 7. Comparisons of the calculated and experimental 
results for (a) weight loss, (b) temperatures of droplet sur- 
face and combustion gas, (c) unburned carbon in ash. 

energy balances for calculating cells arranged in the 
%-coordinate direction (Fig. 6). The combustion of 
droplet clouds whose sizes range from 100 to 400 
ßm in diameter were simulated. For the distribution 
of droplet size, the measured value for the atomizer 
was used. In the calculation, the terms for the heat 
loss to the thermocouple and sample holder were 
omitted from the equation of energy balance shown 
in the calculation model for a single droplet. 

The calculated result in Fig. 7a shows that the du- 
rations of the stages of drying, combustion of volatile 
matter, and char combustion can be estimated as 
0.14, 0.17, and 1.1 s for 300-/im diameter, and 0.03, 
0.07, and 0.47 s for 100-fim diameter, respectively. 

These durations change drastically according to the 
difference in droplet size. 

The temperature variations at the droplet surface 
in Fig. 7b show that with the decrease of droplet 
size, the rate of increase of temperature in the first 
stage increases and the maximum surface tempera- 
ture decreases. These are explained by considering 
that with the decrease of droplet size, the tempera- 
ture rises rapidly because of the small heat capacity 
and the radiation loss to the ambient increases be- 
cause the ratio of surface area to the mass of the 
droplet becomes larger. In short, the small droplet 
has a tendency to be easily heated and cooled. The 
gas temperature shown in Fig. 7b agrees fairly well 
with the results of firing tests in a furnace of 0.6-m 
diameter and 4.0-m length. 

In Fig. 7c, the variation of the unburned carbon 
in ash (Wc) with time was calculated. The rate of 
decrease of Wc increases as time proceeds. The dot- 
ted line in Fig. 7c is the calculated result for the 
cloud of droplets atomized from the injector into the 
furnace, and the symbols are the data obtained in 
the firing tests. It is seen that the calculated result 
agrees well with the test data and that the value of 
Wc depends largely on the top size of atomized 
CWM droplet. In the present calculation, the re- 
quired time (td) during which the atomized CWM 
droplets should stay in an actual furnace could be 
estimated roughly as 1.5-1.7 s. 

Concluding Remarks 

The combustion process of a single droplet of coal- 
water mixture has been studied experimentally. An 
intensive heat flux at the level of 106 W/m2 was re- 
alized by using a YAG laser as the external heat 
source. As a result of the present study, the following 
items could be obtained. 

1. For the devolatilization process following water 
vaporization, the activation energy derived by as- 
suming a first-order reaction of decomposition 
remained at the same level as that for the mother 
coal. On the other hand, the apparent frequency 
factor was much smaller than that for the mother 
coal by 1/140-1/50. For the stage of char com- 
bustion, the apparent frequency factor was 
smaller than that for the coal char by 1/4-1/8. The 
surface area and the micropores of the droplet 
subject to the processes of water vaporization and 
devolatilization were much reduced, compared 
with the values for the mother coal. It could be 
presumed that the small pore would be masked 
when the water trapped in the pore was escaping 
from it with the shrinkage and agglomeration of 
the coal particles proceeding. 

2. Based on the reaction data and the combustion 
model proposed here, the combustion of a single 
droplet and the cloud of droplets injected into a 
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one-dimensional furnace were simulated by the 
numerical calculation. The calculated gas tem- 
perature, ratio of unburned carbon, and reaction 
time agreed well with those obtained in the ex- 
periments. 
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FLUIDIZED BED COMBUSTION: ACHIEVEMENTS AND PROBLEMS 

BO LECKNER 
Chalmers University of Technology 
Department of Energy Conversion 

S-412 96 Göteborg, Sweden 

A survey is made of fluidized bed combustion with special emphasis on the behavior of the combustion 
chamber of an atmospheric circulating fluidized bed combustor. The following subjects are briefly touched: 
mixing and combustion of fuel, desulfurization, and formation of nitrogen oxides, especially N20. The 
general conclusion is that there is much work done concerning fluidized bed combustion in the form of 
laboratory studies, but it is uncertain how this information can be translated to the combustion chamber 
processes, principally because the actual processes occurring in a large-scale combustion chamber are not 
sufficiently known. 

Introduction 

The principal advantage of fluidized-bed combus- 
tion (FBC) is its ability to burn various types of solid 
organic fuels including wastes, achieving low emis- 
sions without flue-gas treatment. The first applica- 
tions employed bubbling fluidized bed in stationary 
fluidized bed (SFB) boilers, but problems with ero- 
sion on in-bed cooling tubes turned the mainstream 
of development into circulating fluidized bed (CFB) 
boilers in the mid-1980s. A few pressurized fluidized 
bed combustors (PFBC) have also been built for 
combined power-cycle application. 

Solid organic fuels in sizes up to around 20 mm 
are burned at bed temperatures of about 800-900°C. 
A requirement for low power consumption leads to 
a limitation of the amount of bed material in atmos- 
pheric FBC (typically corresponding to a 5-15 kPa 
pressure drop over the furnace height), whereas 
pressurized beds may contain more bed material. 
This makes atmospheric CFB combustors different 
from chemical process applications of CFB, such as 
fluidized catalytic crackers, which are narrower and 
operated with higher pressure drops. The air sup- 
plied for combustion serves as a fluidization me- 
dium: there is a link between fluidization and com- 
bustion that is expressed by the heat release per 
cross-sectional bed area, <p (MW/m2) 

<p = uH/g ~ 0.7 uP (1) 

Here, g(m3/kg fuel) is the volume of combustion gas 
at 850CC, pressure P (bar), and 20% excess air; u(m/ 
s) is the fluidization velocity; and H(MJ/kg fuel) is 
the fuel heating value. 

FBC boilers are built in sizes from a few MW, 
(thermal power) up to several hundreds of MWf. Eq. 
(1) shows that a high fluidization velocity (and pres- 
sure) is helpful to reduce the cross-section area. This 
is one reason why CFBs, having velocities up to 6 

m/s, are preferred in atmospheric combustors rather 
than SFBs whose velocities are limited to 1-2 m/s. 
Applying Eq. (1) on the Gardanne plant [1], which 
has a fuel power of about 600 MWt, gives a furnace 
cross-section area of 150 mz with (p = 4 MW/m2. 
Despite the high <p, this size is considerable and 
there may be difficulties in the distribution of fuel 
and secondary air over the cross section. (In this par- 
ticular boiler, the lower part, below 11 m, is divided 
into two legs with tapered walls to reduce the bottom 
area and to improve mixing of fuel and air.) 

Height is not critical to the design of large CFB 
boilers (35^0 m is probably an upper limit), but it 
could be so for smaller combustors: particle sepa- 
rator, particle return leg, pressure seal, and heat- 
transfer surfaces have to be accommodated. The 
progress of combustion does not decide the height, 
unless the boiler is very small (10-20 MW,) and for 
highly volatile fuels. 

Most publications related to FBC deal either with 
basic knowledge obtained in small-scale equipment 
or with overall information on boiler behavior, such 
as parameter studies with measurements of external 
quantities. In the first case, there is an uncertainty 
of how to transfer the knowledge to the conditions 
of a combustor; in the second case, the experiences 
published do not reveal details of combustor pro- 
cesses. Because of cost of investigations and the in- 
accessibility of boiler furnaces, there are only a few 
publications describing the in-furnace processes [2- 
5]. Despite this lack of information, the present re- 
view discusses some selected furnace processes, 
principally with relation to atmospheric CFB boilers. 

CFB Fluid Dynamics and Combustion 

General 

Primary air is introduced into the combustor 
through bottom nozzles. The remaining air is in- 
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FIG. 1. Fluidization regimes in a two-dimensional (0.07 X 0.68 m) cold bed without (a, d) and with (b, c, e, f) tubes. 
Particle size 0.79 mm (silica sand). Fluidization velocity minus minimum fluidization velocity (U — Umf) and bed height 
at minimum fluidization velocity Hmf are indicated. From Ref. 9. 

jected as secondary air through nozzles in the walls 
a few meters from the bottom. For practical reasons, 
the fuel is fed from the sidewalk as well. Mixing 
between entering fuel and air flows forms the ma- 
cromixing problem. There is also a local mixing 
problem depending on the behavior of the fluidized 
gas/solids medium. 

Fluid Dynamics 

Fluid dynamics of CFB including combustors 
have been reviewed [4]. Most work published on 
CFB, however, is directed toward other applications 
[6]. The bed consists of lime, sand, and ashes and 
extends from the bottom to the top of the CFB riser. 
Usually a dense (particle volume concentration ac- 
cording to pressure-drop measurements around 
40%) bed covers the bottom. Upward from the bed, 
the particle concentration decays exponentially to 
reach less than 1 percent in the top of the riser. Typ- 
ical data are particle size 100-300 /urn, particle den- 
sity 1600-2600 kg/m3, bottom bed height 0.5 m, and 
fuel concentration 1 percent. 

A characteristic feature of the bottom bed is its 
small height-to-width ratio. Under such circum- 
stances, a dense bed behaves like a bubbling bed 
[7,8], despite a gas velocity that may exceed the sin- 
gle particle terminal velocity. It is difficult, of course, 

to know exactly what happens in a closed furnace, 
but Fig. 1, showing six cases from a two-dimensional 
cold bed, illustrates qualitatively bed behavior under 
different conditions. Figures la through lc show a 
normal bubbling bed at moderate fluidization veloc- 
ities—the bubbles are not seriously affected by the 
tubes inserted into the bed on Figs, lb and lc. Fig- 
ures Id through If show the same bed configurations 
at a high gas velocity. The freely bubbling bed, Fig. 
Id, corresponding to the CFB bottom bed, exhibits 
a large, exploding bubble extending almost all the 
way from the bottom to the top of the bed. In beds 
with tubes, and, especially in the densely packed 
one, Fig. If, the picture is different: small, rapidly 
moving voids are formed—the bed is turbulent. 

In the CFB bottom bed, tubes cannot be inserted 
because of erosion; the bed is freely bubbling. Gas 
bypassing the bed through the bubbles leaves as jets. 
There are no measurements from boilers to confirm 
this description, but it can be inferred from obser- 
vations at lower velocities, which show a considera- 
ble flow of gas through the bubbles forming high- 
velocity jets; a mean jet gas velocity of 6 m/s at a 
fluidization velocity of 0.6 m/s has been registered 
[10]. In the CFB bottom bed, fluidization velocities 
are between 2 and 6 m/s, and high jet velocities 
could be present. 

The bubbling bottom bed ejects bed material into 
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the splash zone, where a super-saturated particle 
suspension forms. This results in back-mixing of bed 
material falling back into the bottom bed. The ex- 
ponential decay of particle concentration observed 
in this zone [11] is similar to that of low-velocity 
bubbling beds [12], which indicates a similarity in 
behavior of the CFB bottom bed and the conven- 
tional bubbling bed. 

Particles are carried with the ascending gas stream 
into the upper zone where they are separated con- 
tinuously at the walls into a descending particle 
stream forming a wall layer a few decimeters thick, 
with flux densities that may reach more than 100 kg/ 
m2s. Because of this separation, the density of the 
particle suspension decreases upward, and the net 
flow of particles attaining the exit is the externally 
recirculating flow, typically 10 kg/m2s, whereas the 
particle separation forms an internally circulating 
flow. The particle concentration in the descending 
wall layers is three times as high as the cross-section 
average [13]. 

Solid Fuel Mixing 

The fuel is fed from feed ports just above the 
dense bed. In a large boiler such as the Gardanne 
plant, there are four fuel feed points [1], one point 
per 20 m2 bottom bed area. In addition, there is a 
fuel flux of small char particles returning with the 
bed material from the particle separators. The fuel 
particles may be carried away instantaneously if they 
are smaller than the single particle terminal velocity 
(<0.5 mm at a gas velocity of 3 m/s), but the larger 
particles fall down into the bed where they spread, 
while drying and devolatilizing, and finally burn. The 
fuel particles will undergo fragmentation [14], and 
fine char particles follow the gas stream upward. 

The spread of fuel particles in the bed and opti- 
mization of the size of the fuel, considering also frag- 
mentation, is an important issue awaiting analysis. 
The limited knowledge about the mixing properties 
of the bottom bed comes from studies on lateral dis- 
persion coefficients D (m2/s) [15,16] in ranges of bed 
size and velocity far below those of a CFB. The larg- 
est values of D given are around 0.02-0.03 m2/s. This 
could be compared with a calculation [17] giving an 
average particle dispersion coefficient of D = 0.01 
m2/s for fuel injection from the bottom in a 20-m2 

bed at a fluidization velocity of 2.4 m/s. Spread of 
material from the top of the dense bed is probably 
more efficient than from the bottom, and particle 
downflow from the walls may also contribute to par- 
ticle dispersion in the CFB case. In the absence of 
any other information, a value of 0.03 m2/s will be 
used to calculate the average dispersion time rd for 
a horizontal distance x, 

This time should be compared with the devolatili- 
zation time 

ad" (3) 

zd = x2/D (2) 

where d (mm) is the initial fuel particle diameter and 
a = 1.6 and n = 1.6 are chosen from Ref. 18. 

According to Eq. (3), a 10-mm particle needs 50 
s to devolatilize. During this time, the particles have 
spread 1.5 m according to Eq. (2). If the spread of 
fuel is not better than this, considerable maldistri- 
bution in the lower parts of the combustor will occur. 
With wet fuels, the situation is improved, since the 
fuel moisture delays volatile evolution [19]. For in- 
stance, the time of devolatilization measured for a 
20-mm wet (40% moisture) wood particle [20] was 
50% longer than that [21] of a corresponding dry 
(6% moisture) particle. In most designs, the lower 
parts of the furnace walls are inclined to reduce the 
bottom bed area to improve mixing and with the side 
effect of keeping the plume created by volatile re- 
lease away from the tube walls. Regardless, consid- 
erable horizontal gas concentration differences may 
exist [3,5]. 

The char burnout time is longer, and particle mix- 
ing is not a limiting factor. Limiting factors are, in- 
stead, elutriation and burnout time of char particles 
carried upward in the furnace with the gas. Com- 
prehensive reviews have been published recently 
concerning transfer processes of fuel particles [19] 
in FBC and combustor modeling [22]. 

Gas Mixing 

The large devolatilizing particles are accommo- 
dated by the bottom bed, but the volatiles do not 
burn in the dense particle suspension [23,24], In the 
temperature range considered, volatiles burn in 
large voids or above the dense bed. Devolatilization 
and movements of the bed result in pockets of un- 
reacted gas moving upward. This is the picture ob- 
tained by zirconia-cell measurements of the excess 
oxygen at different points in a combustor during 
combustion of bituminous coal with different modes 
of air supply but under otherwise similar conditions 
(Fig. 2). In Fig. 2a, the probe records predominantly 
oxidizing conditions in the splash zone (at 0.56 m) 
during "no staging" when all combustion air is added 
as primary air. Conversely, in Fig. 2e, the conditions 
were reducing constantly when the primary zone 
stoichiometry was 0.5. During "normal staging," this 
stoichiometry was 0.7 and the fluctuation between 
oxidizing and reducing states reveals something 
about the flow structure. The lifetimes of the gas 
pockets could be several seconds at an average gas 
velocity of about 3 m/s (below the secondary-air noz- 
zles). In Figs. 2b, 2d, and 2f, 7 m higher and down- 
stream of the secondary-air supply, mixing was still 
not complete, not even within the time resolution of 
the probe (0.1 s at a gas velocity of 6 m/s; to be 
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FIG. 2. Zirconia-cell measurements of oxidizing (low 
value) or reducing (high value) conditions, at bed temper- 
ature 850°C and excess-air ratio 1.2 in a 2.5-m2 and 14-m- 
high CFB combustor burning coal. The diagrams to the 
left are registered on the centerline 0.56 m from the bot- 
tom and those to the right at 7.9 m from the bottom. From 
Ref. 25. 

observable the size of the pockets should exceed 
0.6 m). 

The zirconia-cell measurements do not allow di- 
rect conclusions about the interaction between the 
bottom bed and gas combustion. However, they in- 
dicate a potential mixing problem when gaseous 
combustibles from char and volatiles form pockets 
of unbumed gas moving upward. Assuming a lateral 
gas-mixing time in the transport zone of a CFB by 
analogy with Eq. (2), equal to the gas residence time 
z/u for dispersion over a duct with radius R (m), 

T = fi2/Dgas = z/u 

yields a vertical mixing length z/R = uRIDgas = 0.5 
Pe (z [m] axial distance, u [m/s] gas velocity, Dgas [m

2/ 
s] gas dispersion coefficient). With a typical Peclet 
number, Pe = 500, from a laboratory riser [26], this 
relationship suggests that complete mixing is at- 
tained only at an axial distance of % = 250 R. The 
conclusion is that, with the data used, radial mixing 
is not good. In the example shown in Fig. 2, the 
mixing was not complete after 7 m despite some as- 
sistance by the secondary-air jets. During combus- 
tion of highly volatile fuels (wood) in short (10-15 
m) combustors, high cyclone temperatures are ob- 
served, a sign of insufficient mixing in the combus- 
tor, which is compensated by the cyclone. Other- 
wise, little is known about local mixing conditions in 
combustors. 
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FIG. 3. Comparison of conversion to CaS04 for various 
limestones (numbered 1, 7, 9, and 12), measured in a ther- 
mobalance at 850°C (gas composition 0.3% S02, 4% 02, 
10% C02 [1 bar] or 20% C02 [15 bar], rest N2. Size 200- 
400 fim). From Ref. 27. 

Sulfur Capture 

One of the advantages of FBC is its ability to ab- 
sorb sulfur released during combustion by addition 
of limestone to the bed. Normally, a few times the 
stoichiometric amount of calcium is needed. Excess 
limestone or dolomite is not a problem in itself, since 
this material is usually cheap. However, in many 
countries, the cost for deposition of spent limestone 
is high, and there is a desire to reduce the quantity 
of lime. This situation and an interest in PFBC have 
stimulated a renewed interest for research on sulfur 
capture. 

In an atmospheric FBC, the limestone calcines 

CaC03 = CaO + COa (Rl) 

and since combustors are operated with excess air, 
CaO is sulfated, thereby binding the sulfur released 
from combustion: 

CaO + SO, + VzO, = CaSQ4 (R2) 

In a pressurized combustor, the C02 partial pres- 
sure is too high for calcination in most parts of the 
bed. For thermodynamic reasons, the limestone 
does not calcine and sulfation takes place directly: 

CaC03 + S02 + lA02 = CaS04 + C02     (R3) 
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FIG. 4. Size reduction of various limestones in a labo- 
ratory circulation reactor (Temperature 850°C, 3000 ppm 
S02, 9% 02, 9% C02, rest N2. Fluidization velocity 5 m/s. 
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FIG. 5. S02 emission (or desulfurization efficiency t]s) 
for three cases of air supply at bed temperatures of 850 
and 930°C at a given total excess-air ratio of 1.2. The mea- 
surements were made after changes from the normal stag- 
ing case at 850°C. Negative desulfurization efficiency 
means excess sulfur emission. From Ref. 25. 

For long residence times, this conversion may 
even be more favorable than under atmospheric 
conditions [27,28]. Figure 3 shows tests made in a 
pressurized thermobalance at atmospheric and 
higher pressure. Similar to Fig. 3, a large number of 
limestones has been investigated for sulfation under 
atmospheric  conditions  by different researchers. 

The conclusion is that, just like in Fig. 3, there is a 
great variation in conversion depending on the type 
of limestone. The question is, how important are 
these differences in sulfation properties for sulfur 
capture in a combustor? Two limestones tested in 
the laboratory, a reactive one (conversion 0.37) and 
a low-reactive one (conversion 0.09) were used in 
two (40 and 165 MW() atmospheric CFB boilers 
[29]. The conversions obtained in the boilers were 
0.4-0.45 and slightly lower for the unreactive lime- 
stone. One explanation for the improved conversion 
in the combustor compared to the laboratory results 
is that the particles, originally 0.7 mm in size, break 
into smaller pieces but nevertheless reach long res- 
idence times. Figure 4 [30] shows that after an initial 
size reduction, depending on limestone type, there 
is a slower and similar size reduction during the final 
sulfation phase. In addition to conversion ability, the 
physical properties of the limestone and process pa- 
rameters, such as particle separator efficiency (i.e., 
particle residence time) and fluidization conditions, 
play important roles. Furthermore, the combustion 
conditions may be decisive for sulfur capture. Next, 
the line from the previous section will be followed 
and the effects of combustion will be analyzed. 

Despite overall excess air, a lime particle may be 
exposed to reducing conditions during a certain pe- 
riod of time, for instance in the particle phase of the 
dense bed. Subsequently, it may move into an oxi- 
dizing environment in the bubbles or in jets issuing 
from the dense bed, and it may be transported to 
the more oxidizing environment in the upper part of 
the combustor. One experiment made in a labora- 
tory-scale CFB riser [31] shows how a 0.4-mm ra- 
dioactive tracer particle circulated across the sec- 
ondary air level 10-15 times before it was captured 
by the cyclone. The mean cycle residence time in 
each zone was about 1 s. In a larger combustor, the 
residence times would be larger as a consequence of 
the size, but, in general, little is known about the 
changing conditions experienced by a particle. 

During reducing conditions, the sulfur captured 
by reaction (R2) is released 

CaS04 + CO = CaO + C02 + S02     (R4) 

The influence of reducing zones in a bubbling bed 
was mentioned earlier [32] and further discussed in 
Ref. 33. A model describing sulfur capture as a com- 
petition between oxidizing (R2) and reducing (R4) 
conditions has been formulated [34]. An example of 
the effect of reducing conditions is shown in Fig. 5, 
from the same tests as Fig. 2 [25], When part of the 
air was added as secondary air, under otherwise con- 
stant conditions, the bottom regions of the combus- 
tor became more reducing and sulfur capture dete- 
riorated. For a few hours after a change in air supply, 
the sulfur emitted at a bed temperature of 930°C 
was even greater than the sulfur supplied by the fuel; 
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FIG. 6. Phase diagram for the system: CaO, CaS, S02, 
C02, and CO. From Ref. 34. 

CaO       CaO       CaO       CaO 
CaS04    CaS      CaSO 4     CaS     CaSO 4 

9 11 13 15 
Time (minutes) 

FIG. 7. Example showing temperature, S02, C02, 02, 
and CO versus time under conditions alternating between 
oxidizing and reducing. From Ref. 41. S02 indicates inlet 
S02 concentration. Range of ordinate axis: temperature 
780-880°C; S02 - 150 -> 2000 ppm; C02 9 -> 14%; 02 

0 -> 30%; CO 0 -> 35%. The products formed are indi- 
cated on top of the diagram. 

the sulphur stored in CaS04 was released according 
to reaction (R4). 

The frequencies of change between reducing and 
oxidizing conditions and the rates (kinetic and dif- 
fusion) of the reactions governing sulfur capture in 
a fluidized bed may not be known, but the thermo- 
dynamics of the system CaO, CaS, CaS04, S02, CO, 
C02, and 02 can be represented in a phase diagram 
(Fig. 6), showing Region 1 where oxidizing condi- 
tions prevail and CaS04 is stable, Region 3, which is 

strongly reducing and where CaS is stable, and in- 
termediate Region 2 where CaO is stable. 

Figure 6 provides a qualitative understanding of 
sulfur capture. Sulfur capture takes place in Region 
1. Under reducing conditions, Regions 2 and 3, 
CaS04 is no longer stable and may be reduced to 
CaS or S02 may be released as illustrated by Fig. 5. 
Sulfur can be captured as CaS, but how this takes 
place under interchanging conditions in an FBC is 
not well-known; only a few percent of the sulfur 
bound in the bed was CaS, even in the severe staging 
case of Figs. 2 and 5 [35]. Region 2 is displaced to- 
ward higher S02 concentrations at higher tempera- 
tures—the influence of reducing conditions be- 
comes more important and sulfur capture is 
normally less efficient. This effect is even more ev- 
ident at stringent sulfur capture requirements when 
the S02 concentration is low (the lower part of the 
diagram). For the same reason [36,37], reducing 
conditions have a smaller impact at high total pres- 
sures when the S02 partial pressure is high and fluc- 
tuations in oxygen concentration take place at a 
higher S02 pressure level. Moreover, the problems 
with interchanging oxidizing-reducing conditions 
may be less severe in a PFBC because of smaller 
bubbles [38] and smaller oxygen concentration fluc- 
tuations [39] compared to an atmospheric bubbling 
bed [40]. 

To better understand the processes occurring dur- 
ing alternating conditions, a series of experiments 
were carried out with a few limestone particles 
placed in an electrically heated quartz reactor [41]. 
The reactor was fed with a gas whose composition 
was changed cyclically to give oxidizing or reducing 
conditions. A typical result, with a long period (240 
s) to distinguish clearly the effects, is shown in Fig. 
7. At 9 min, the conditions are oxidizing and CaO 
reacts to form CaS04 (R2). Then conditions are 
changed, and the peak in S02 observed originates 
from reductive decomposition of CaS04 (R4), also 
indicated by the C02 peak. The subsequent drop in 
the S02 concentration is caused by sulfidation: 

CaO + S02 + 3CO = CaS + 3C02     (R5) 

At 11.5 min, the system is shifted again to oxidiz- 
ing conditions, and a high peak in S02 concentration 
is found as a consequence of rapid exothermal (note 
the temperature rise) oxidation of CaS to CaO, 

CaS + 1.502 = CaO + S02 (R6) 

After the S02 peak, sulfation takes place again. As 
the particles gradually become sulfated, the rate of 
sulfur retention decreases and after a number of cy- 
cles the peaks related to CaS (R6) disappear, except 
at high temperatures (950°C). This indicates that the 
exothermal conversion of CaS to CaS04, 

CaS + 202 = CaS04 (R7) 

is important, too. 
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It has been assumed [32] that alternating reduc- 
ing-oxidizing conditions could give a better sulfur 
penetration into the lime particle and thus a better 
limestone utilization. This assumption was not con- 
firmed by Hansen and co-workers [41], and alter- 
nating conditions do not explain the better sulfation 
in the CFB boiler mentioned previously [29] com- 
pared to laboratory test results. 

The large-scale experiences and those in the 
quartz reactor emphasize the connection between 
combustion and desulfurization. The detailed mech- 
anisms, such as period of changes and reaction paths, 
are not well-known, but the overall effects are evi- 
dent: the extent of reducing conditions depends on 
the arrangement of fuel and air supply as well as on 
the mixing in the combustor. The effect on desul- 
furization becomes more important at atmospheric 
pressure, high-temperature, and stringent sulfur-re- 
moval requirements (low SOa partial pressure). 

Desulfurization with lime in a devolatilizer and 
subsequent conversion of char and CaS in a com- 
bustor are deliberate separations of reducing and ox- 
idizing conditions. It is an extreme case compared 
to what takes place in an FBC combustor. Applica- 
tions of this type have been suggested (e.g., Topping 
cycle [42] and Second generation PFBC [43]), and 
studies of limestone conversion under related con- 
ditions have been carried out [27,44,45], 

oxide formation chemistry and bed conditions, but 
the picture is not complete, and the quantitative im- 
portance of these laboratory results for an actual 
combustor remains to be assessed. 

The nitrogen in the char is found principally in 
heterocyclic groups and is released as these rings are 
broken by oxidation. Recently, there has been a dis- 
cussion on the heterogeneous formation of N20, 
which will be related briefly here. 

Several routes have been proposed [60] for for- 
mation of N20 from char. Somewhat rewritten, 
these are 

char-N + char-N + 02 -> N20       (Ml) 

char-N + 02 -> (- NCO) (M2) 

(-NCO) + NO->N20 + (-CO) 

and, if the char is not completely devolatilized, 

char-N + heat -> (R8). (M3) 

A complement to (M3), where reactions take place 
not only on the surface of the char as in (Ml) and 
(M2) but also in the surrounding gas phase, was sug- 
gested [61]: 

char-N + 02 NCO + NO -> N20     (M4) 

Nitrogen Oxides 

The discovery that up to a few hundred ppm of 
N20 are emitted from FBC gave rise to an intense 
research activity documented in a number of reviews 
[46-50]. Consideration of N20 completed the avail- 
able picture of NO formation and destruction. 

The homogeneous formation mechanisms [51,52] 
applied to FBC [53,54] result in a predominant for- 
mation of N20 from HCN 

char-C + NO -» NCO + NO -> N90 

HCN- ->NCO- N.O, (R8) 

whereas the other principal nitrogen-containing vol- 
atile component NH3 tends to form NO 

NH, -> NHj NO, (R9) 

in addition to N2. 
The FBC environment may lead the path of re- 

action away from formation of N20. For instance, in 
reducing zones, a high hydrogen content and low 
heating rate pyrolysis promote formation of NH3 

[55-57]. The presence of active surfaces has similar 
effects: CaO [58,59] and char [59] have been found 
to catalyze the oxidation of HCN to NO. CaO [59] 
may promote formation of NH3 from HCN in the 
presence of H2, and other materials, including some 
ashes [50], may increase the selectivity of NO for- 
mation from NH3. The results quoted illustrate 
some features of the interaction between nitrogen 

Using highly devolatilized char, de Soete [62] 
showed that (Ml) only gave a small (less than 5%) 
conversion to N20. However, if both 02 and NO 
were supplied to the reactor, a higher conversion was 
observed [63]. This corresponds to (M2), which has 
been investigated further by Sarofim and co-workers 
[64,65], They formulated a detailed mechanism that 
allows for formation of both NO and N20. Suzuki 
et al. [66] devolatilized coals at various temperatures 
and found that the formation of N20 was higher for 
chars produced below the combustion temperature 
than for those produced at higher temperatures. 
They attributed this difference to volatiles remaining 
in the char after primary devolatilization—"slow" 
volatiles. This corresponds to a contribution to N20 
formation from (M3). They also changed the gas re- 
action space downstream of their fixed bed and 
found that a longer gas residence time yields a higher 
N20 conversion. This experience was confirmed by 
a similar test [67] that supports the existence of (M3) 
or (M4). Another approach was chosen by Miettinen 
[68], who added 15N-isotope marked NO to a fixed- 
bed reactor burning char and found both 15N14NO 
and 15N15NO in the product gas. This result either 
requires an extension of (M2) to accommodate two 
external NO molecules on the char surface or indi- 
cates the existence of (M4). To prove this, Miettinen 
changed the gas flow rate to the reactor and thus the 
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FIG. 8. Gas concentrations in a 14-m-high and 2.5-m2 cross-section CFB combustor with a bed of silica sand and ashes 
burning <20 mm bituminous coal. Dotted lines indicate ranges of uncertainty in concentration. The measurements are 
made on the combustor centerline, and complications caused by fuel feed and secondary-air injection are not shown. 
Gas concentrations in ppm or % as measured [71]. 

gas residence time. An effect of gas residence time 
was found, but a simultaneous change in the oxygen 
concentration could have influenced the results. By 
adding HCN to a small silica sand FBC, Klein and 
Rotzoll [69] found that the conversion to N20 was 
lower than in an empty reactor; for example, there 
was some influence of the surfaces of the bed. When 
they burned char in the silica sand bed, NaO was 
produced; however, in a similar test with a bed of 
MgO, no NzO was detected—instead the emission 
of NO increased. If N20 is produced in the MgO 
bed, it would have to be reduced to a large extent 
on the surfaces of the MgO. However, MgO also has 
the effect (like CaO) of catalyzing the conversion of 
HCN to NO, which is a likely reason for the increase 
of NO in this case. Hence, reaction seems to have 
taken place in the bed and not only on the surface 
of the char particles; that is, (M3) or (M4) was shown 
to have some significance. 

In response to the hypothesis of slow volatiles. 
Goel et al. [70] carried out a test in their small silica 
sand FBC, burning a bituminous coal. They did not 
find any influence of time of devolatilization and 
concluded from this result and other observations 
that slow volatiles do not play any role; that is, (M2) 
describes N20 formation during char combustion. 

The conclusion from these efforts to determine a 
mechanism for N20 formation from char combus- 
tion is that all mechanisms mentioned may have 
some importance. In view of the different results 

obtained, further work is needed to determine the 
relative importance of the mechanisms. The homo- 
geneous and heterogeneous destruction reactions 
for NO and N20 have been treated extensively and 
data have been compiled and transformed for mod- 
eling [50]. One problem for quantitative modeling is 
that the properties of bed materials and chars differ 
considerably from one material to another. 

If data from laboratory reactors are difficult to in- 
terpret, how understandable are those from com- 
mercial combustors? An example of the progress of 
combustion is given in Fig. 8 [71], showing gas and 
char concentrations measured by suction probe in a 
CFB combustor. The greatest mass of char was 
found in the bottom, but a considerable number of 
millimeter-sized char particles was found in the up- 
per parts of the combustor, although the total mass 
of these particles was small. The NO concentration 
fell rapidly in the bottom region and then more 
slowly in the upper part of the combustor. The NaO 
concentration, on the other hand, rose rapidly in the 
bottom and then continued to rise more slowly. Hy- 
drocarbons, as well as hydrogen, represent the vol- 
atiles predominantly released and burned in the bot- 
tom part. The ammonia concentration behaved 
similarly to that of the volatiles, whereas HCN ap- 
peared to survive to higher levels in the combustor. 

It is tempting to interpret the concentration 
curves of Fig. 8 using fundamental information on 
the behavior of the  nitrogen-containing species. 
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However, the influence of particles on the reaction 
paths is not yet clear. Furthermore, interpretation of 
measured time-average concentrations is difficult, 
especially in the lower part of the bed, which is sub- 
ject to large concentration and gas velocity varia- 
tions; in the upper parts, there are gas pockets with 
different concentrations, which also complicates the 
interpretation. An indication of this irregularity is 
that conventional "slow" gas sampling measures ox- 
ygen and reducing gases simultaneously in all mea- 
surement locations. Finally, the measurements 
themselves are difficult in regions with high particle 
concentrations [72]. 

Despite these difficulties, certain estimates can be 
made. A simple plug flow model was shown [73] to 
represent fairly well the decomposition of N20 in- 
jected in a CFB furnace. The kinetic data used were 
taken from laboratory investigations of the same 
chars and bed material as in the actual furnace [74]. 
Reduction on char was the dominant destruction 
mechanism in the lower part of the combustor, 
whereas thermal decomposition was important in 
the upper part and in the cyclone. Decomposition 
over other bed material (sand and ashes) played a 
minor role. 

Figure 8 shows that the bottom bed is most im- 
portant for NO formation and destruction, whereas 
NzO is formed above the bottom bed and in the 
upper parts of the combustor. Therefore, the N20 
emission is not sensitive to what happens in the bot- 
tom bed [61] but is strongly dependent on the con- 
ditions in the top of the combustor [75]. 

Discussion and Conclusion 

The CFB combustor is a complex device with a 
shallow, dense bed in the bottom and a transition to 
a more disperse particle suspension in the top. The 
combustor processes are influenced greatly by mix- 
ing of fuel and oxygen on different scales: the large- 
scale mixing of the fuel fed into the bed and sec- 
ondary-air penetration, the intermediate-scale 
mixing of combustible gases with oxygen, and, fi- 
nally, a microscale mixing giving rise to dispersion of 
gas and particles. 

There is a lack of knowledge about the relation 
between fluid dynamics and combustion and about 
the significance of these mixing processes in com- 
bustors. Most of the work done in the field has been 
carried out in the laboratory on laboratory-scale 
equipment, and there is a need to confirm the valid- 
ity of the knowledge gained for application to com- 
mercial combustors. This remark also concerns work 
on limestone properties for sulfur capture and the 
increasing fundamental knowledge on the reactions 
related to emissions of nitrogen oxides. In addition, 
there are several important tasks for FBC research 
that could not be covered in this brief survey—for 

instance, agglomeration and sintering when using 
biofuels, combustion of waste fuels, and related pol- 
lutant formation. 
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COMMENTS 

Ivan Milosavljevic, Air Liquide, France. When you did 
the 1/9 scaling, did you scale the bed particle size? Ac- 
cording to what law was the scaling done and what are the 
values for non-scaled and scaled particle size and density? 

model corresponding to 0.31 mm and 2600 kg/m3 in the 
hot bed of the boiler. (Actually we did not manage to fulfil 
completely the density criterion. The model density should 
have been 9725 kg/m3.) 

Author's Reply. The scaling used in the video shown was 
done employing the "simplified scaling laws" described by 
Glicksman et al. [1]. This means that a particle size and 
density of 0.06 mm and 7800 kg/m3 was used in the cold 
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The fate of fixed carbon during fluidized-bed combustion of a bituminous coal and two alternative fuels, 
a refuse-derived fuel (RDF) and a tyre-derived fuel (TDF), was investigated. A simple model was devel- 
oped based on the assumption that fixed carbon present in the bed could be lumped into a coarse particles 
phase and a fine carbon phase. The model is based on a network of paths representing the generation of 
coarse and fine char particles from the parent fuel by primary fragmentation, the fine particle production 
by comminution of coarse char, the combustion of the coarse and of the fine char particles, as well as the 
elutriation of fines. 

Results of computations of carbon conversion were in good agreement with those measured in batchwise 
experiments with each of the three fuels. Conversion of the coal takes place mainly via fuel devolatilization 
to coarse char which further reacts to gaseous products. Conversion of TDF occurs via the generation, 
upon devolatilization, of a multitude of fines which eventually undergo combustion and elutriation. The 
phenomenology associated with RDF fluidized-bed combustion is intermediate between those of coal and 
TDF. The resulting framework for the evaluation of fixed carbon balance helps in identifying key factors 
in the conversion of such widely different fuels. 

Introduction The aim of the present work was the definition of 
T-,    , a    ., .,.,_ .                                  r    .,          ,j       a general framework able to highlight differences 
Fuel nexibmty is one ot the reasons tor the world- s   .   -i   .,..     .   ,L   B  .J.    J^J"    I,   ,.■     v. J- - -          and similarities in the rlmdized-bed combustion be- 

wide commercial success of the fluidized-bed tech- haviors of low- as well as of high-volatile fuels. A 
nology, which is now available for energy production h mathematical model was Sloped to follow 
from conventional fuels as well as from wastes and ^ fate of fixed carbon fed to a fluidized.bed com. 
alternative fuels [1], A recent study [2] confirmed bustor operated at steady state_ The basic assump- 
that design and operation cntena of bubbling and tion was that carbon could be iumped int0 a coarse 

circulating fluidized-bed combustors can be remark- particies pnase and a £ne carbon phase. Experimen- 
ably affected by the occurrence of comminution ta] resuits obtained with three fuels [3, 10, 11] have 
phenomena (primary fragmentation, attrition, and been used as a basis to check the validity of the 
char fragmentations). The existence and the rele- model. The fuels, namely a South African (SA) bi- 
vance of these mechanisms of size reduction, exten- tuminous coal, a refuse-derived fuel (RDF), and a 
sively studied for coals over the last ten years (Ref. tyre-derived fuel (TDF), were selected because they 
3 and references therein, and Refs. 4-6), have been exhibited peculiar comminution patterns that define 
extended to metallurgical and petroleum cokes [7, extreme behaviors. 
8], electrographite [9], refuse-derived fuel [10], eb- 
onite, and tyre-derived fuel [11]. In particular, it has Experimental 
been recently pointed out that the general scenario Proximate and ultimate analyses of fuels tested, all 
of comminution phenomena outlined for coals and aVailable on the market, are reported in Table 1. The 
other low-volatile fuels [3] needs to be reformulated equivalent diameter of feed particles was always 4.1 
when considering waste-derived, high-volatile fuels mm. Bed inert material was silica sand, having a size 
[10,11]. range of 0.3-0.4 mm and a Sauter mean diameter of 

3243 
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TABLE 1 
Characteristics of fuels tested 

FUEL SA COAL RDF TDF 

Proximate analysis (%, as received) 
Moisture 2.3 1.8 1.9 

Volatile Matter 23.0 75.1 63.4 

Ash 14.5 13.5 4.3 

Fixed carbon 60.2 9.6 30.4 

Ultimate analysis (%, diy basis) 
Carbon 67.2 49.4 83.8 

Hydrogen 3.7 6.9 6.9 

Nitrogen 1.2 0.8 0.6 

Sulphur 0.6 0.3 2.0 

Chlorine - 0.5 - 
Ash 14.8 13.7 4.4 

Oxygen 12.5 28.4 2.3 

Low calorific value (kj/kg) 25,400 21,100 36,800 

Fuel particle density (kg/m3) 1,420 1,230 1,070 

Char particle density (kg/m3) 1,130 1,110 1,450 

TABLE 2 
Experimental results of primary fragmentation tests 

Fuel 3f N0JNiu *c dSm (mm) 

SA coal 
RDF 
TDF 

0.14 
0.30 
1.00 

2.9 
1.4 

>1000 

0.99 
0.95 

0 

3.8 
3.8 

0.36 mm. Minimum fluidization velocity of the sand 
was 0.02 m/s at 850°C. 

Experiments were carried out in two laboratory- 
scale, bubbling, fluidized-bed combustors, both 41 
mm i.d., operated batchwise. The first, a basket- 
equipped combustor, was used to investigate frag- 
mentation phenomena; fragmented and unfrag- 
mented particles could be retrieved at any time after 
injection by means of a basket having a mesh of 0.8 
mm and characterized by chemical and sieving anal- 
yses. The second, a two-exit head combustor, was 
used to measure the elutriation rate of carbon fines 
by means of two filters periodically inserted at the 
combustor outlet. 

Whatever the combustor used, experiments were 
carried out by injecting a batch of particles (with a 
corresponding amount of fixed carbon equal to 2 g) 
into a bed of 180 g of silica sand, kept at 850°C and 
fluidized with nitrogen or a nitrogen-oxygen mixture 
at a superficial gas velocity of 0.8 m/s. Details of ap- 
paratus and techniques are given elsewhere [3]. 

Experimental Results 

The parameters that define the relevance of pri- 
mary fragmentation are reported in Table 2 for the 

three fuels tested: the probability of particle break- 
age, S{, the particle multiplication factor, IVout/]Vin, 
the Sauter mean particle diameter of coarse frag- 
ments, dSm, evaluated on mass basis, and the mass 
fraction xc of fixed carbon which is present as coarse 
particles just after devolatilization. 

In the experiments carried out with TDF, no par- 
ticles were collected by the basket (xc = 0). The feed 
particles turned into a multitude of fines, probably 
as a consequence of the fast depletion of the contin- 
uous rubbery matrix. The Sauter mean diameter of 
the generated fragments was about 0.12 mm [11]. 
RDF and South African coal both underwent mod- 
erate primary fragmentation, even though coal par- 
ticles presented values of Sf lower than that of RDF 
and produced a larger number of fragments. 

Figures 1 and 2 show the carbon elutriation rates, 
E, evaluated at different times during batchwise ex- 
periments when the combustor was fluidized by ni- 
trogen or by a nitrogen-oxygen mixture having an 
oxygen content of 1.5%, respectively. According to 
the standard procedure [3], char particles were fed 
to the combustor for tests with RDF and South Af- 
rican coal. Due to the above-described primary frag- 
mentation behavior, experiments with TDF were 
carried out by feeding fresh fuel particles. 

The TDF curve obtained under inert conditions 
(Fig. 1) shows the same shape and higher values for 
the carbon elutriation rate than those relative to ox- 
idizing conditions (Fig. 2). These findings, coupled 
with the absence of coarse char after devolatilization, 
suggest that the key phenomenon in this case was 
the fast and complete degradation of the connecting 
matrix of tyre particles and that the extent to which 
generated fines were burned before escaping the 
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FIG. 1. Carbon elutriation rate as a function of time from 
batchwise experiments under inert conditions. 

combustor was not negligible. On the whole, the 
comminution behavior of TDF particles can be de- 
scribed by the single pattern in Fig. 3A. 

For char from RDF, in spite of the limited amount 
of fines produced by primary fragmentation (xc = 
0.95), fine generation under inert conditions oc- 
curred at a rate more than one order of magnitude 
larger and over a time scale much shorter than for 
SA coal char. The integration of E vs. time curves 
over the first 80 min indicates that all the RDF fed 
into the combustor escaped the bed while only 3% 
of the SA coal char did. The experiments under ox- 
idizing conditions showed, for RDF char particles, 
behavior opposite to that of SA char: carbon elutri- 
ation rates were less than those measured under in- 
ert conditions. This feature might be explained by 
considering that a relevant amount of carbon fines 
burned before leaving the combustor and that a frac- 
tion of devolatilized particles burned during the evo- 
lution of comminution, thereby leaving a reduced 
amount of carbon available for fines generation. On 
the whole, the most likely comminution patterns for 
RDF particles appear those sketched in Fig. 3B. 
Note that RDF directly generates some carbon fines 
upon primary fragmentation as a consequence of the 
incoherence of fresh material and the high content 
of volatile matter. 

The comminution behavior of coals, summarized 
in Fig. 3C, is widely addressed in several studies and 
reviewed by Massimilla and coworkers [3], 
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FIG. 2. Carbon elutriation rate as a function of time from 
batchwise experiments under oxidizing conditions. 

A Systematic Approach to Fixed Carbon 
Balance 

The fate of fixed carbon during the combustion of 
a fuel in a fluidized bed will be analyzed with ref- 
erence to the graph of Fig. 4. Each variable indicates 
a mass flow rate from or to a component block. 
Square-shaped blocks represent the two "phases" in 
which the fixed carbon can be assumed to be present 
in the bed: coarse (block C) and fine (block F) par- 
ticles. The two circle-shaped blocks represent tee 
nodes: the first works as a stream divider, repre- 
senting primary fragmentation of fuel particles, the 
second works as a stream mixer, summing up gase- 
ous products of combustion of "coarse" and "fine" 
fixed carbon. 

The graph in Fig. 4 suggests the following balance 
equations on fixed carbon, present in the bed as 
coarse and fine "phases" under steady-state condi- 
tions: 

Foe = *cFo (1) 

F0F = (1 - xc)F0 (2) 

Foe ~ FCF + FCP (3) 

FOF + FCF = FFF + E (4) 
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Primary fragmentation 
Secondary fragmentation of char particles 
Fragmentation by percolation 
Attrition 
Combustion 
Elutrlation of fines 

FIG. 3. Patterns of series-parallel 
comminution phenomena for TDF 
(A), RDF (B), and coals (C). 

FIG. 4. The graph representing the fate of fixed carbon 
during fluidized-bed combustion. 

Frv — 

- E - FCT 

6WCM 

+ FF 

pdc    (1/fcgc + 6/acMc) 

6WFM c 

(5) 

(6) 

(7) 
pdF    (1/fcgF + &/a¥k.jdp) 

FCF = kCFWc (8) 

E = kelWF (9) 

for which the following definitions are established: 

• F represents mass flow rates from or to a phase, 
according to the direction indicated by the sub- 
scripts (0, feed; C, coarse particles; F, fine parti- 
cles; P, gaseous products). 
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• Wc and WF are the amounts of carbon in the bed 
as coarse and fine particles, respectively. 

• The feed rate of fixed carbon, F0, is obtained for 
each of the three fuels by multiplying the fuel feed 
rate by the fixed carbon content of the fuel, as 
evaluated by the devolatilization experiments in a 
bed fluidized with nitrogen. 

• xc is the fraction of fixed carbon in the fuel, which 
is present in the bed as coarse particles just after 
primary fragmentation. Correspondingly, (1 — xc) 
represents the fraction of fixed carbon that is found 
as fines. 

• dc and dF are the mean diameters of the coarse 
and fine carbon particles. 

• c is the average oxygen concentration present in 
the bed at steady state. 

• k„c and k„F are the mass transfer rate coefficients 
of the coarse and fine particles. They are calculated 
from expressions for the Sherwood number. 

• fcv is a combustion rate constant per unit particle 
volume, while ac and aF are the effectiveness fac- 
tors of the coarse and of the fine particles [2], 

• kCF is a constant expressing the rate, per unit mass 
of coarse carbon, of fines generated by attrition 
and by char particle fragmentations. 

• ke\ is an elutriation constant. 

Quantitative Assessment of Fixed Carbon 
Evolution 

Evaluation of Model Parameters 

Equations 1-9 can be solved once parameters ex- 
pressing the rates of carbon transfer along each path 
outlined in Fig. 4 are known. The procedure to eval- 
uate model parameters is separately discussed in 
here. 

Fraction of fixed carbon as coarse phase 
immediately after primary fragmentation: 

The fraction xc = Foc/F0 of fixed carbon which is 
present as coarse particles after primary fragmenta- 
tion was directly obtained from experimental results 
reported in Table 2. 

Average size and density of coarse and fine carbon 
particles in the bed: 

Following the procedure indicated in Ref. 2, the 
average size of coarse carbon in the bed was ap- 
proximated as 

dc = 0.8 dJ^^-Y" (10) 

where dSm is the average size of coarse fragments 
immediately after primary fragmentation (Table 2), 
and n2 is the secondary fragmentation multiplication 
factor, expressing the average total number of coarse 

fragments generated by secondary fragmentation 
over a particle lifetime. As discussed in Ref. 2, 0.8 
expresses the ratio between the average and the in- 
itial particle diameter according to a shrinking par- 
ticle conversion model. On the basis of previous 
work [3,11], it was assumed that n2 = 1 and n2 = 
4 for SA and RDF, respectively. 

The average sizes of fine particles dF were evalu- 
ated by computer-aided image analysis of carbon 
elutriated during batchwise combustion experi- 
ments. They were dF = 140, 120, and 150 fim for 
SA, TDF, and RDF, respectively. 

Densities of fines generated by comminution were 
assumed equal to those of coarse particles (Table 1). 

Terminal velocities of fine particles, calculated on 
the basis of average particle sizes and densities for 
the three fuels, were close to each other and equal 
to about 0.2 m/s. 

Parameters of the combustion kinetics of coarse 
and fine phases: 

A value of 2 was assumed for the Sherwood num- 
ber. For coarse particles, this value is smaller than 
that predicted by available correlations [12], but is 
suggested by experimental results obtained with dif- 
ferent fuels using the same apparatus and operating 
conditions [8,13,14]. For fine particles, the same 
value was dictated by the considerations that mass 
transfer is dominated by molecular diffusion and 
that carbon fines are smaller than bed solids. The 
latter argument implies that the emulsion phase is 
not likely to represent a restriction to the diffusional 
flow of oxygen toward the burning, fine carbon par- 
ticle. The intrinsic reaction rate constant per unit 
particle volume of SA char was calculated using data 
and the procedure indicated in the Appendix of Ref. 
2. As detailed therein, a micro-macro approach was 
adopted to evaluate the effectiveness factor. Reac- 
tion rate constants and effective intraparticle diffu- 
sivities for the RDF and the TDF chars have been 
evaluated by parallel investigation [15] using a ther- 
mogravimetric technique [16]. The value of kv was 
2.1 X 103, 1.4 X 103, and 1.2 X 105 s"1 for SA, 
RDF, and TDF chars, respectively. Effective diffu- 
sivities were 3.2 X lO-5, 3.0 X lO"5, and 4.5 X 
10 ~8 m2/s in the order. 

Elutriation rate: 
The evaluation of the elutriation rate constant of 

fine particles was based on the analysis of the curve 
in Fig. 1 relative to TDF. Since primary fragmenta- 
tion was completed before the beginning of elutri- 
ated fine collection, E could be considered as the 
elutriation rate after sudden injection of a batch of 
fine particles. The governing equation is 

E =  — 
dWF 

dt 
K,WF (11) 

which, upon integration, yields 
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F„ =0.927 
*-Q »- Fp =0.9 

F„ =0.049 

»-   £ =0.025 

FIG. 5. Balance on fixed carbon for the South African 
coal. 

WF = WF(t = 0)exp[-fce,i] 

or, equivalently, 

E = E(t = 0) exp[-ke]t] 

(12) 

(13) 

A value of ke\ = 0.14 min-1 was obtained by re- 
gression analysis of data points in Fig. 1. 

This procedure could not be applied to char from 
RDF and SA coal. In these cases, rates of carbon 
fines at the reactor outlet resulted from the concur- 
rence of two phenomena: the attrition of coarse par- 
ticles and the subsequent elutriation of the gener- 
ated fines. Model computations were carried out 
with reference to these fuels by assuming the same 
value of the elutriation constant ke\ calculated for 
TDF. This assumption is reinforced by the already- 
noted closeness of terminal velocities of fine parti- 
cles for the three fuels. 

Rate of generation of carbon fines by comminution 
of coarse particles: 

For SA coal, the value of kCF in equation 8 can be 
estimated starting from the value of the attrition con- 
stant fca = 1.3 X 10 ~7 proposed in Ref. 3 for the 
same operating conditions, taking into account that 
E = kJU - Um() Wc/dc = kCF Wc, where (U - 
Um{) is the excess of the gas superficial velocity with 
respect to the minimum for fluidization. 

Due to the absence of coarse particles after de- 
volatilization, kCF is meaningless in the case of fluid- 
ized-bed combustion of TDF. 

The evaluation of kCF for RDF is not straightfor- 
ward. It was based on the time-resolved profile of 
carbon elutriation rates of RDF under inert condi- 
tions (Fig. 1). In the absence of combustion, the rate 
of carbon leaving the combustor is the result of two 
processes in series: comminution of coarse particles 
and elutriation of the generated fines. Both pro- 
cesses occur over comparable time scales for RDF 
and are linearly dependent on the coarse (Wc) and 
on the fine (WF) carbon loadings, respectively (equa- 
tions 8 and 9). Accordingly, the carbon elutriation 
rate of fines can be expressed as 

E = hr—^— wc(t = o) 
ke\ ~ kCF 

.'{exp[-fcCF#] - exp[-kelt]}       (14) 

where the value of the elutriation rate constant is 
fixed (fcei = 0.14 min-1) and the constant kCF can 
be evaluated by fitting equation 14 against data in 
Fig. 1. A value of 1.3 min-1 was calculated following 
this procedure. 

Note that the value of kCF evaluated for RDF ac- 
cording to this procedure is relative to fine genera- 
tion under inert conditions. It is likely that fine gen- 
eration under oxidizing conditions is affected by an 
enhancement due to combustion similar to that ob- 
served and widely discussed in previous studies on 
attrition of coals [3]. In this respect, the value of kCF 

= 1.3 min"1 used in computations should be con- 
sidered the lower bound to possible values of kCF. 
The influence of uncertainties on the value of kCF 

for RDF will be further addressed in discussing 
model results relative to this fuel. 

Model Results 

Input variables assumed in the computations cor- 
respond to operating conditions adopted in the com- 
bustion experiments and reported in the Experi- 
mental section. For convenience, a common 
arbitrary basis regarding the fixed carbon feed rate, 
F0 = 1 g/s, was chosen in all the cases. 

Model results are schematically summarized in 
Figs. 5-7. These represent modifications of Fig. 4 
on account of calculations of carbon transfer rates 
along each path. In particular, the ratio Fp/F0 is, by 
definition, the carbon conversion efficiency r\. Cal- 
culated values of// are 0.975, 0.75, and 0.69 for SA, 
RDF, and TDF, respectively. They turn out to be 
larger than those evaluated from batchwise experi- 
ments (0.88, 0.72, and 0.55, in the order). It is likely 
that fine particles spent much of their lifetime in the 
splashing region or in the disengagement section of 
the freeboard, which during experiments was pur- 
posely kept at a temperature lower than 850°C [3]. 
It is worth noting that the comparison between val- 
ues of r\ relative to steady-state operation of the re- 
actor with values of r\ averaged over batchwise ex- 
periments is legitimate as far as the combustor can 
be considered differential with respect to oxygen 
concentration. 

Figures 5-7 provide a direct indication of paths 
relevant to overall carbon conversion in the various 
cases. Discussion of results will be separately af- 
forded for each of the three fuels. 

SA coal: 
Figure 5 represents the scenario most frequently 

encountered in combustion of coals and of other 
low-volatile fuels: conversion to gaseous products 
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Q *- Fp =0.691     inert size. 

RDF: 

freeboard temperature, fluidization velocity, and bed 

E =0.309 

FIG. 6. Balance on fixed carbon for the Tyre-derived 
fuel. 

F_„=0.068 

*-Q *-  Fp =0.743 

F„ =0.679 

E =0.252 

FIG. 7. Balance on fixed carbon for the refuse-derived 
fuel. 

takes place mainly via devolatilization of the fuel to 
coarse char and further reaction of the latter. Bed 
carbon consists almost entirely of coarse particles. 
As a consequence, combustion kinetics are primarily 
controlled by mass transfer between the bulk of the 
emulsion phase and the particle. It must be noted 
that other phenomena (bubble-emulsion phase gas 
exchange, gas and solid flow patterns in the emulsion 
phase) not considered in this work may play impor- 
tant roles as well. Fine generation accounts for less 
than 10% of the overall fixed carbon balance. 
Though limited, this contribution can significantly 
affect the efficiency and the environmental impact 
of the operation. 

TDF: 
This fuel lies at the opposite limit of the broad 

range of fluidized-bed combustion scenarios: con- 
version occurs essentially through the generation of 
a stream of fines, followed by the parallel competi- 
tive progress of fine particle combustion and elutri- 
ation (Fig. 6). Combustion is primarily controlled by 
the intrinsic kinetics of char oxidation as well as by 
the pore space accessibility expressed by the effec- 
tive intraparticle diffusivity. Elutriation is controlled 
by the hydrodynamics of the bed and by the inter- 
actions of the fines with the bed solids [17]. The 
critical influence on conversion of parameters such 
as the residence time of fines and the intrinsic oxi- 
dation kinetics leads to the expectation that the pro- 
cess be strongly sensitive to variables like bed and 

The scenario exhibited by RDF appears somewhat 
intermediate between those observed for SA coal 
and TDF: though the primary product of devolatil- 
ization is coarse particles (as for SA coal) their strong 
propensity to comminution gives rise to huge gen- 
eration of fines which (as for TDF) appear to be the 
primary source of gaseous products (Fig. 7). Coarse 
char contributes less than 10% to overall carbon con- 
version. It must be noted that this contribution 
would have been even lower if, as already discussed, 
a larger value of fcCF were assumed on account of 
the attrition enhancement due to combustion. On 
the whole, it can be stated that conversion occurs 
mainly through fine carbon combustion, in spite of 
uncertainties as to the precise value of fcCF. As in the 
case of TDF, parameters affecting the intrinsic ki- 
netics of char oxidation, the accessibility of the pore 
space, and the residence time of fines are likely to 
be of great importance. 

Conclusions 

Analysis of comminution phenomena taking place 
during the fluidized-bed combustion of one coal and 
two waste-derived, high-volatile fuels was carried 
out by means of batchwise experiments. Results are 
suggestive of comminution scenarios that differ con- 
siderably from each other, depending on the phys- 
ico-chemical nature of the fuel. Negligible primary 
fragmentation and limited fine generation by attri- 
tion were observed in the fluidized combustion of 
the coal. Moderate primary fragmentation of the 
fuel, followed by huge comminution of the char into 
fines, characterized the conversion of the refuse-de- 
rived fuel. Complete disintegration of fuel particles 
into a stream of fines upon devolatilization, followed 
by fine char oxidation, was observed in the combus- 
tion of the tyre-derived fuel. 

A general framework for the evaluation of the fate 
of fixed carbon during the fluidized-bed combustion 
of these widely different fuels was outlined. Accord- 
ing to the proposed approach, fixed carbon can be 
present in the bed as either coarse or fine elutriable 
particles. A network of series-parallel processes con- 
tributes to the transformation of fixed carbon 
through the different phases toward the final prod- 
ucts, either gaseous products or elutriated carbon. 

Quantitative assessment of fixed carbon balance 
was carried out with reference to each of the three 
fuels investigated. To this end, parameters express- 
ing rates of carbon transfer along each path were 
evaluated either from independent experimentation 
or by working out results of batchwise experiments. 
Computation results help in underlining factors that 
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play key roles in the conversion of each of the fuels 
investigated. In particular, it appears that parameters 
that define the fate of fine carbon particles, namely 
their rate of generation by comminution, their resi- 
dence times in the reactor, and their combustion 
rate, can be of utmost importance in the overall ki- 
netics and efficiency of high-volatile fuel fluidized- 
bed combustion. 
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COMMENTS 

. E. Jacob Akanetuk, Stanford University, USA. The re- 
sults presented support Mitchell and Akanetuk's [1] obser- 
vation that fragmentation during devolatilization is the 
dominant mode of communication. The two studies were 
performed using very different carbon fuels and combus- 
tion environments, yet they yielded the same conclusion. 
Could you comment of how general this observation is? 

primary fragmentation. On the contrary, generation of elu- 
triable carbon fines during RDF and Coal combustion oc- 
curs mainly via comminution of the char. A more extensive 
discussion on the influence of coal properties and combus- 
tor operating conditions on the extent of primary fragmen- 
tation is provided in Ref. 3 (in paper). 

REFERENCE 

1. Mitchell, R. E. and Akanetuk, Twenty-Sixth Symposium 
(International) on Combustion, The Combustion Insti- 
tute, Pittsburgh, 1996, pp. 3137-^3144. 

Author's Reply. With reference to combustion/gasifica- 
tion of carbon fuels in fluidized beds, the conclusion that 
fragmentation during devolatilization (or primary fragmen- 
tation, in the context of the present work) is always the 
dominant mode of comminution cannot be drawn a priori. 
Other comminution processes, like char fragmentation or 
attrition by abrasion, can be equally or even more relevant 
to the generation of elutriable fines. The three fuels con- 
sidered in the present work provide extreme examples of 
this variety of behaviour. Only TDF undergoes significant 

Dr. John Stubington, University of New South Wales, 
Australia. Your overall model provides a nice picture and 
emphasizes the relative importances of the comminution 
processes. However, what is the effect on predicted com- 
bustion efficiencies of your assumption of oxygen concen- 
tration (1.5%), given that we know oxygen concentrations 
in FBC vary over a wide range, from highly-reducing con- 
ditions to as high as perhaps 18% oxygen? 

Author's Reply. The overall fixed carbon combustion 
efficiency is determined, according to the network of Fig. 
1, by the competition between parallel processes of carbon 
fines combustion and elutriation. Therefore, combustion 
efficiency will depend on variables affecting their relative 
rates:   oxygen   concentration   (or   excess   air)   but   also 
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combustion temperature and gas superficial velocity. They three fuels considered in the present work, larger sensitiv- 
are bound to influence combustion efficiency to an extent ity of combustion efficiency on oxygen concentration is an- 
which is larger, the larger the rate of carbon fines genera- ticipated in the case of TDF and RDF in respect to the 
tion by comminution. Accordingly, with reference to the South African coal. 
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PROGRESS OF COMBUSTION IN THE FURNACE OF A CIRCULATING 
FLUIDIZED BED BOILER 

ANDERS LYNGFELT, LARS-ERIK ÄMAND AND BO LECKNER 

Chalmers University of Technology 
Göteborg, Sweden 

Gas concentrations were measured in the combustion chamber of a circulating fluidized bed boiler 
(FBB). Sieved fractions of solid material sampled at different heights were analyzed for combustible matter. 
Together with the bulk density profile obtained from pressure drop measurements, these data were used 
to obtain the distribution of combustible matter in the combustion chamber. 

High concentrations of combustible gases and low concentrations of oxygen were found in the bottom 
part, indicating that the bed material to a large extent is subject to reducing conditions. From the gas 
concentration profile, the degree of combustion/fuel conversion versus boiler height was deduced. This 
procedure, however, involves a major error since measured concentrations give a misrepresentation of the 
concentrations of the gas flow. This is explained by a through flow of gas through bubbles or voids in the 
bottom bed with high velocity and high concentration of oxygen. 

A correction for the bypass flow was attempted, which increases the Oa concentration in the lowest 
position from 2.5 to 11%. This correction compared favorably with the fuel conversion versus height, 
derived from the distribution of solid combustibles (char) in the combustion chamber. 

The results show that the concentrations measured in the bottom part of the combustion chamber do 
not represent the flow and cannot, accordingly, be directly used in mass balances. This misrepresentation 
has consequences for the interpretation of gas measurements in the bottom part of FBBs. 

Introduction 

The purpose of this work is to improve under- 
standing of combustion in circulating fluidized bed 
boilers (FBBs), by measuring local concentrations of 
gas and solid combustibles inside the combustion 
chamber. It is also intended to provide data that can 
serve for comparison with fluidized bed combustion 
modeling. 

Most measurements of gas concentrations in fluid- 
ized bed combustors are from small units, although 
some data are available from larger units [1,2]. The 
fluidization conditions and the solids distribution in 
small units differ from those observed in larger units. 
This is reflected in measured gas concentration pro- 
files [3], which are quite different from those ob- 
tained in the larger unit of the present study. 

This work is part of a broader program involving 
local measurements under different operating con- 
ditions, and the present investigation treats the com- 
bustion of coal at full load and under normal air- 
staging conditions. 

Experimental Description 

The 12-MW circulating FBB used [4] is a com- 
mercial boiler, but it was built for research purposes 
and is equipped for various types of measurements. 
The square cross section of the combustion chamber 

is about 2.5 m2 and the height is 13.5 m with the 
cyclone outlet at about 11 m above the bottom plate. 
The fuel was a bituminous coal with 40% volatiles 
and a particle size less than 20 mm (d50 ~ 10 mm). 
No limestone was added. The bed temperature was 
850 °C, the load 8 MW, the air-to-fuel ratio 1.2, the 
primary-air fraction about 60%, and the dense bot- 
tom bed height about 0.5 m. 

Gas concentrations were recorded by two sets of 
analyzers, one for flue gas sampling and the other 
for measurements inside the combustion chamber 
(CO and C02: infrared; 02: paramagnetic; HC: 
flame ionization). The analyzers were calibrated 
daily and the sets could be switched to double check 
the accuracy. H2 was not measured, but later mea- 
surements under similar conditions with an H2 an- 
alyzer, and also previous measurements with a gas 
chromatograph [5], indicate that H2 is well corre- 
lated to hydrocarbon concentration (HC), which al- 
lows the assumption that H2 = 0.9HC (methane 
equivalents). 

The concentrations of individual hydrocarbons 
were obtained from combining the results of previ- 
ous measurements of individual hydrocarbons with 
a coal of similar type and under similar operating 
conditions [5], with calibration data from the HC 
analyzer for these hydrocarbons. Knowing the com- 
position of hydrocarbons, the stoichiometric oxygen 
consumption for hydrocarbons was determined to be 
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FIG. 1. Measurement positions in the horizontal cross 5 
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FIG. 2. Oxygen. Concentrations measured in cc (+), fc 
(>), and be (<). 

1.77% 02 per % HC measured. (Since HC is mea- 
sured in methane equivalents, that is, approximate 
number of carbon atoms, the constant is reasonably 
insensitive to changes in hydrocarbon composition.) 

The suction probe for gas sampling has a shielded 
filter at the end of a water-cooled lance. The probe 
and the sampling procedure have been described 
previously [5]. A possible error could be the accu- 
mulation and burning of combustible material be- 
tween the filter and the filter shield. Measurements 
were, however, made in the most difficult position 
of the combustion chamber with several probe types, 
and no significant difference was measured between 
them. These performance tests included a probe 
with a horizontal quartz filter close to the tip to pre- 
vent accumulation of solid material. 

The gas concentrations were measured at various 
heights along the centerline of the combustion 
chamber (cc in Fig. 1). Due to large variations over 

0       2       4       6       8      10     12 
Height, m 

FIG. 3. Carbon dioxide. Concentrations measured in cc 
( + ), fc (>), and be (<). 

the cross section, mostly caused by the secondary air, 
measurements were also made along two lines at the 
back and the front wall (be and fc in Fig. 1) and at 
two heights, 3.7 and 9.9 m, in nine positions in the 
horizontal cross section. The nine-position measure- 
ments verified that the three-position measurements 
(fc, cc, and be) gave a reasonable representation of 
the cross-section average and were used to improve 
the accuracy of the data. Thus, the cross-sectional 
averages were obtained from the three-position 
measurements, after a correction derived from the 
nine-position measurement data. Below the second- 
ary air inlets, the values measured in the cc position 
were used as cross-section averages, since there is 
no significant variation in the time-average concen- 
tration over the cross section. 

Results 

Measured 02, CO, C02, and HC concentrations 
are shown in Figs. 2-A versus height above the bot- 
tom plate. An example of gas distribution over the 
cross section is shown in Fig. 5, showing the influ- 
ence of secondary-air injection. Cross-section aver- 
ages versus riser height, derived as described above, 
are presented in Figs. 6-8, including 02 and COa 

concentrations corrected for secondary air. The cor- 
rection below the secondary air inlet at 2.2 m is 

-*-corr        ^Wprim  ~*~ ^secv-*-        /prim/ v-1-/ 

where fprim is fraction of primary air, xm is measured 
concentration of the gas species x, and xsec is gas 
concentration of the secondary air. The corrected 
gas concentrations are needed to obtain a correct 
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FIG. 4. Carbon monoxide and hydrocarbons. Concentra- 
tions measured in cc (+), fc (>), and be (<). 
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FIG. 6. Cross-section average oxygen concentration. 02 

( + ). 02,eq (D), 02,c (X), and 02>eqcorr (0). Negative 
values represent substoichiometric conditions. 

FIG. 5. 02 concentration in the furnace cross section at 
3.7-m height. 

mass balance when used to estimate combustion ver- 
sus boiler height, because concentrations measured 
below the secondary air inlet are compared to stack 
concentrations. (At 2.37 m, which is only 0.17 m 
above the secondary-air inlets, it is assumed that only 
three-fourths of the secondary air has penetrated far 
enough to affect the measurements.) 

In Fig. 8, the combustible gases CO and HC are 
shown together with total combustible gas, CG, ex- 
pressed as oxygen consumption: 

i—■—i—'—r 
4       6       8 
Height, m 

10     12 

FIG. 7. Cross-section average concentration of C02 (X) 
and C02corr (D). 

CG = 0.5(H2 + CO) + 1.77HC (2) 

The total combustible gas, CG, is subtracted from 
02 to give oxygen equivalents, 02 eq, shown in Fig. 
6: 

O '2,eq Oo CG (3) 
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FIG. 8. Cross-section average concentrations of com- 
bustible gases: HC (+), CO (D), and CG (X). 
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FIG. 9. Cumulative combustion/fuel conversion ß versus 
height: ß (D), ßco.2 (0), ßeq ( + ), and /?eq,c02 (X). Note 
that the values in the bottom part of the combustor are too 
high, due to bypass of oxygen-rich gas. 

02>eq is negative below the secondary-air injection 
level, which means that the measured gas as an av- 
erage can be considered to be reducing. 02 eq can 
also be corrected for secondary air according to Eq. 
(1), yielding 02]eqiCorr. In tne splash zone, from 0.5 
to 1.5 m, where a significant reduction of 02 eqcorr 

is expected due to char combustion and volatiles re- 
lease, O 2,eq,corr instead increases (Fig. 6). This be- 

havior, which is discussed below, is explained by a 
bypass of high-velocity oxygen-rich air. 

From the oxygen concentration corrected for sec- 
ondary air, the progress of combustion, ß, versus 
height is derived from the fraction of oxygen con- 
sumption: 

ß = 
09~ - O, 2,corr 

o,ir, - o. (4) 
2,fluegas 

where 02 in is the concentration of oxygen in the gas 
supplied, considering that the primary air is diluted 
with recirculated flue gas. 02>flue„as is the flue gas 
oxygen concentration as measured in the convection 
path, and 02>corr is the measured cross-sectional av- 
erage oxygen concentration, which, below the sec- 
ondary-air inlet, is corrected according to Eq. (1). 
Similarly, a measure of the progress of combustion 
versus height is obtained from the COa and CO mea- 
surements: 

CO, 2,corr 

ßc 

+  2 COcorr  -  CO 2,in 

C02fluegas C02 
(5) 

where C02in is the concentration of C02 in the gas 
supplied. Although ßC02 does not include oxygen 
consumption from H20 formation, the expected 
maximum deviation between ß and ßCOz is small 
(«*1%) based on the difference between volatiles 
and char combustion derived below. 

■A measure of the progress of fuel conversion, that 
is, combustion and gasification, can be obtained by 
including the combustible gases released, 

Aq   = 
o,,„ - o 2,eq,corr 

o. 2,in o (6) 
2,fluegas 

Similarly, /?eq,co2 
is calculated from the carbon- 

containing combustion gases, 

CO. co2 
ueq,C02 CO. 2,fluegas COo 

(7) 

The results are shown in Fig. 9. Here, once again, 
the results are not correct in the bottom part, due 
to bypass of oxygen-rich gas. 

Another measure of the progress of combustion 
can be deduced from fuel distribution versus height. 
First, the normalized, cumulative char mass, /?mass, 
versus height, h, is obtained as 

faharPdh 

Pmassi'1/ (8) 
f 

where </>c]lar is the mass fraction of combustibles 
(mainly char) obtained from analysis of solid samples 
taken at different heights and the local solids con- 
centration p is obtained from the measured pressure 
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FIG. 10. ßeq from Fig. 9 compared to model and char 
data. ßeq (+), /?eqimod (X), jgfue, (O), j8mass (dashed curve), 
and /Sareao2 (dotted curve). 

gradient. If the local char combustion is assumed to 
be proportional to the char surface concentration 
multiplied by the measured 02 concentration, the 
cumulative    and    normalized    char   combustion, 

Ä area-02: is obtained: 

"area-02' (h) = 
f </>charS'gPOtflh 

ÖcbafigPOüdh 

(9) 

where S„ is the outer specific area of the char derived 
from analysis of combustibles of sieved samples 
taken at different heights. To obtain a measure of 
where the conversion, that is, combustion and de- 
volatilization, of the fuel takes place, the following 
assumptions are made: 

• The measured mass distribution of the combusti- 
bles, ySmass, is assumed to give a representation of 
where the devolatilization occurs. (This is based on 
the assumption that the mass of the devolatilizing 
fuel particles has a distribution versus height that 
is similar to that of the char.) 

• ^area02 is assumed to give a reasonable measure of 
where char combustion takes place. 

Thus, the progress of fuel conversion, 
height is obtained by weighing 

Jfuel 

«fuel +   (1   -   v)/?al 

versus 

(10) 

where v is the fractional volatiles content, 0.4. If/?fuei 
is compared to the results from the gas analysis, ßeq^ 
a significant discrepancy in the bottom part is noted 
(Fig. 10). Below, a simple model illustrates how this 

can be explained by through flow of air at high ve- 
locity. 

Correction for Bypass Flow 

A simple model has been formulated to illustrate 
the effect of different gas velocities in the bottom 
part of the combustor. The purpose of the model is 
not to present "correct" results, but rather to high- 
light the lack of knowledge regarding the phenom- 
ena in this region and the need for further investi- 
gation. 

It was previously shown [6] that the bottom bed 
of a circulating FBB operates in the "exploding bub- 
ble" regime. This causes high through flow of gas, 
and a modified two-phase theory can be applied to 
estimate the flow distribution [7]. Both theory and 
pressure-drop measurements indicate a dense bot- 
tom bed with a bubble volume fraction of about 0.3- 
0.4. The visible bubble flow is estimated to account 
for about 29% of the total gas flow. With a minimum 
fluidization velocity being 1% of the superficial ve- 
locity, this leaves a remainder of 70% as through flow 
or bypass flow. This through flow is assumed to be 
made up of bubble chains or channels creating short 
circuits of gas bypassing the bottom bed. 

The distinction between dense phase flow, visible 
bubble flow and through flow is artificial, and these 
flows are obviously more or less mixed. The simple 
model assumes that a part of the flow is not mixed 
at all and the other part is completely mixed: 

• The rapid through flow has the same concentra- 
tions as the fluidizing gas, that is, 02j, — 16%, and 
passes through a time-averaged fraction of the 
cross-section area, </>. 

• The gas concentration of the visible bubble flow is 
equal to that of the gas in the dense phase, 02c;. 

The first assumption probably overestimates 02 con- 
centrations, which may be counterbalanced by an 
underestimate of 02 in the second assumption. 

A local measurement of the oxygen concentration 
spends a fraction of time (<j>) in the rapid through 
flow. The measured time-averaged 02 concentration 
was 02m = 2.5% at 0.26 m in height, and it should 
relate to the concentrations of the two assumed flows 
according to 

o2,m = 4>o2,fc + (i - 4>)o24       (ii) 

By assuming values of 02 j, we obtain various val- 
ues of 4>, according to Eq. (11) (see Table 1). From 
these values, the mean velocity of the gas in the rapid 
flow, ub, can be obtained: 

ufiJ4> (12) 

where u is the superficial velocity in the bottom part 
(3.8 m/s) and/j, is the fraction of through flow (0.7). 
If the rapidly bypassing gas has not reached the bed 
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TABLE 1 
Results from Eqs. (11)-(13) 

o2,rf, % 0 0.5 1 1.5 2 

* 0.16 0.13 0.10 0.07 0.04 
«j,, m/s 17 20 26 38 73 

Onflow. * 11.2 11.3 11.5 11.6 11.8 

temperature, the resulting velocity is lower. At 850 
CC, however, the available pressure drop of 5 kPa, is 
theoretically sufficient to produce a maximum veloc- 
ity of 180 m/s (cf. velocities in Table 1). 

Due to velocity differences, the measured time- 
averaged oxygen concentration is biased toward 
slowly moving gas with low oxygen concentration. 
However, with the above assumptions, the average 
oxygen concentration of the flow can be obtained as 

O 2,flow = fbOij, + U - fb)024 (13) 

From Table 1, it is clear that 02flow is significantly 
higher than the oxygen concentration measured, 
2.5%. Based on Table 1, we assume that 02flow is 
11.3% and that the fraction of flow having a high 
velocity and high oxygen concentration decreases ex- 
ponentially with height above the dense bed. These 
assumptions yield /?eq,mod> which is compared to ße„ 
and /?fuei in Fig. 10. The values used in the model 
are assumptions, but it is believed that the general 
description is justified, and the model agrees reason- 
ably well with /?fue]. 

Discussion 

The gas measurements, if not corrected for the 
bypass flow, indicate that 71% (ß) of the combustion 
and 94% (ßeq) of the fuel conversion take place be- 
low 0.26 m. This is unlikely, considering that only 
27%/24% of solid combustible mass/surface is found 
below this level. However, with the above assump- 
tion of a considerable bypass of air, reasonable agree- 
ment is obtained between data for the progress of 
fuel conversion based on measurements of solids, 

Auel. and SaSeS> ßeq.mod- 
The results illustrate the difficulties in interpreting 

the gas concentration measurements in the bottom 
zone. The measurements show that the bed material 
to a large extent is exposed to reducing conditions, 
which has previously been revealed by zirconia-cell 
oxygen-probe measurements [4]. However, the mea- 
sured concentrations give a poor representation of 
the concentration of the flow due to large velocity 
differences. This aspect is important, not only for the 
understanding of the combustion process, but also 
for the interpretation of other measurements. The 
problem has previously been noted, for example, in 
connection with experiments in stationary fluidized 

beds, where the fraction of dense-phase flow is one 
order of magnitude greater than that of the present 
experiments [8]. For instance, bottom-zone mea- 
surements of high concentrations of the NO/N20 
precursors, such as NH3, HCN, and HNCO, may 
lead to erroneous conclusions if the gas velocity var- 
iations are not accomodated. 

For modeling, it is important to be aware of the 
shifts between oxidizing and reducing conditions. 
The measured concentrations are time averages of 
concentrations that vary significantly, especially in 
the bottom bed, where high concentrations of 02 

may occur part of the time, alternating with low con- 
centrations of 02 and high concentrations of reduc- 
ing species during the remaining time. Apart from 
measurements with oxygen probes [4], at present, 
little is known about these variations. 

The 14 secondary-air ports were carefully rinsed 
during a stop just before the test series. Despite this, 
significant variations in 02 over the cross section oc- 
curred (see Fig. 5), indicating that an even flow dis- 
tribution over the secondary-air ports was not at- 
tained. Most of the variation, however, has 
disappeared at the 9.9-m level. It is believed that this 
type of variation is not uncommon in commercial 
boilers. 

ß and ßCOz differ from each other in the upper 
part of the combustor. Since some combustion takes 
place in the cyclone, ß should be lower than unity. 
There are several possible sources of minor errors 
in sampling, and the fraction of combustion taking 
place in the cyclone cannot confidently be deter- 
mined from small differences in 02 or C02 concen- 
tration as measured in the top of the combustion 
chamber and in the flue gas channel with the sam- 
pling procedures used. (This was not the primary 
purpose of the investigation anyway.) 

Previous measurements with other bituminous 
coals gave concentrations that were very similar to 
the present test series. Furthermore, an additional 
test series was conducted and evaluated, this time 
with limestone addition, with similar results as in the 
present test series. Two minor differences were 
noted: The ß and ßC02 values in the upper part did 
not diverge, and the CO concentration was consid- 
erably lower. The latter observation is associated 
with the catalytic effect of the lime. 

Conclusions and Interpretation 

The interpretation of gas concentrations measured 
by a suction probe in the lower part of the combus- 
tion chamber of a circulating FBB is difficult be- 
cause of a considerable bypass flow. Some important 
conclusions can nevertheless be drawn: 

1. High concentrations of combustibles and low 
concentrations of oxygen are found in the bottom 
part. The equivalent oxygen concentration, that is, 
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oxygen concentration reduced by the oxygen de- 
mand of the combustible gases, is negative in the 
bottom part, indicating substoichiometric condi- 
tions. This result is consistent with zirconia-cell ox- 
ygen-probe measurements [4], 

2. Although the results most probably give a good 
representation of the time-averaged concentration 
in a given position, the measured gas concentrations 
in the bottom part cannot be used in mass balances, 
since they do not represent the concentrations of the 
gas flow. This is explained by much higher velocities 
of gas with high oxygen concentrations, compared 
with gas with low oxygen concentration and high 
concentration of combustible gases. The reason for 
this is a through flow of gas, in the form of bubbles 
or voids in the bottom bed. In relation to the entire 
gas flow in the bottom part of the combustion cham- 
ber, the measurements give too low of an oxygen 
concentration and too high of a concentration of 
combustibles. An attempted correction for the by- 
pass flow compared favorably with data based on the 
distribution of solid combustibles in the combustion 
chamber. 

3. Based on previous knowledge, and consistent 
with the present data, the following image of coal 
combustion in a circulating FBB emerges: The ma- 
jor part of the fuel is burned and gasified in the 
dense bottom bed and in the splash zone above the 
dense bed. Jets of gas bypassing the bottom bed de- 
celerate above the dense bed, where they mix with 
a gas having a high content of combustible gas. The 
mixing of the gases, especially in the bottom part, is 
incomplete, and the measured concentrations are 
averages of periods with oxidizing gas, that is, high 

oxygen concentrations, and periods with reducing 
gas, that is, high concentrations of combustible gas. 
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A conceptual compartmented, fluidized-bed coal gasifler (CFBCG) which separates coal combustion 
from gasification for synthesis gas production was investigated in a small pilot plant in two major stages: 
combustion-only experiments and combustion-gasification experiments. The combustion-only experiments 
showed that volatiles were released and burned in the compartment where coal is fed. Volatiles and char 
combustion were sufficient to maintain the operating temperature of the CFBCG. Solid circulation induced 
by two sets of v-valve/riser arrangements was crucial, and determined heat-transfer between the two beds 
and, thus, controlled the reaction rates. The rate of solid circulation, carbon burning rate, and carbon 
inventory in a bed were indirectly estimated by measuring pressure drop over a bed compartment. Since 
there was no ash withdrawal facility in the pilot plant, ash accumulated during prolonged operation and 
caused ash agglomeration at high temperatures, which further resulted in fluidization and solid circulation 
difficulties. Based on information and experience obtained in the combustion-only experiments, the com- 
bustion-gasification experiments were performed to study energy transfer from combustor to gasifler, and 
quality of the synthesis gas produced. It was found that circulation of hot solids from the combustor was 
sufficient to support endothermic reactions in the gasifler. High-quality synthesis gas with an H2/CO ratio 
of 4 was achieved. N2 contamination of the synthesis gas (12-22%) occurred due to air leakage from the 
riser and in the plenum to the gasifler. While the CFBCG concept has proved to be sound, further 
development is needed to improve the operatibility before practical application. 

Introduction terchanged between the two compartments by two 
sets of v-valve/riser arrangements. Coal particles fed 

Production of synthesis gas from coal is likely to into the combustion compartment burn with air to 
become one of the most important processes world- raise the solid temperature. Hot particles are then 
wide by early next century as coal will progressively transferred into the gasification compartment and 
replace petroleum as feedstock for organic chemi- react with steam to produce high-quality synthesis 
cals, in addition to its role in power generation. In gases (H2 and CO). This paper reports our prelimi- 
synthesis gas production, two chemical reactions are nary experimental investigation into the feasibility of 
involved: the desired reaction between coal and such  a compartmentalized gasifler concept in a 
steam is endothermic, and combustion of coal mat- small-scale test facility. Major results from the ex- 
ter provides heat required for the desired gasifica- periments are presented, and difficulties and prob- 
tion reaction. Since this is a large-volume operation, lems encountered are discussed, 
it is preferred to use only cheap, easily obtainable 
feeds: air, water, and coal. In considering this opera- 
tion, if coal reacts with air and steam at the same Experimental 
time, nitrogen is present in the product gas, which 
is costly to remove If pure oxygen is used, then an E     rimental FaciUt  md Working Principles 
expensive oxygen plant is needed. 

A conceptual compartmented, fluidized-bed coal The CFBCG is schematically shown in Fig. 1 [2]. 
gasifler (CFBCG) has been proposed by Rudolph It has a cross section of 300 X 300 mm2, which is 
[1], in which the fluidized bed is divided into two divided into two chambers by a vertical baffle: the 
compartments running the gasification and combus- smaller chamber (100 X 300 mm2) is for gasifica- 
tion reactions, respectively. The solids are freely in- tion, and the larger one (200 X 300 mm2) for com- 
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FIG. 2. An isometric view of partitioned section of v- 
valve and riser. 

bustion. The height of the reactor is 1.6 m; the bed 
depth during normal operation is about 200 mm. 
The enlarged part at the top is to reduce gas velocity, 
providing an opportunity for elutriated particles to 
fall back to the bed. There are two exits at the top 
of the reactor, for flue gas discharging from the com- 
bustor and for product gas from the gasifier. 

The chambers exchange solids through two v- 
valve/riser sets located at opposite ends of the baffle. 
An isometric view of a partitioned section is given in 

Fig. 2. During operation, one v-valve with a jet of 
gas pumps bed material from the larger compart- 
ment through the riser and into the smaller com- 
partment. The other v-valve pumps material in the 
inverse direction, thus inducing a solid circulation 
between the two compartments. Details of working 
principles of v-valve/riser sets were given elsewhere 
[2,3]. 

Materials 

An Australian bituminous coal was used in the ex- 
periments (particle size < 5.5 mm, specific energy, 
21.18 MJ/kg). Proximate analyses for this coal are: 
fixed carbon, 0.47; volatile matter, 0.25; moisture, 
0.15 on the as-received mass basis. The bed material 
is silica sand (a Geldart B powder, dp = 304 /im, ps 

= 2600 kg/m3, C7mf = 7.05 cm/s), which acts as heat 
carrier in addition to its role in mixing in both beds. 

Experimental Procedures 

Coal particles are introduced into the combustor 
through an under-bed mechanical screw feeder just 
above the distributor. The coal and inert bed mate- 
rials are rapidly mixed in the bed, and volatiles and 
char burn with air, rapidly heating up the solids. 
Some unburned volatiles and fine char particles are 
carried over to the combustor freeboard. Energy ac- 
cumulated in the combustor is carried over to the 
gasifier by circulating solids. The operating temper- 
ature in the combustor is maintained below 900°C. 

Once the hot burning particles and solids are car- 
ried over into the gasifier bed through the riser, they 
react with steam introduced into the gasifier to pro- 
duce synthesis gas (H2 and CO). The operating tem- 
perature in the gasifier bed is maintained by solid 
circulation rate and steam flow rate into the gasifier. 
This is about 20-60°C lower than that in the com- 
bustor, due to endothermic gasification reactions. 

The product gas and flue gas exiting from the re- 
actor pass through a cyclone and a water seal and 
are discharged to atmosphere through a stack. Anal- 
ysis of the main components (H2, CO, CH4, and 
C02) of the gas is conducted with on-line process 
gas analyzers. In the experiments, gas rates to the 
system are set by fluidization conditions desired; and 
coal rate is then determined by stoichiometric con- 
siderations. All the operating parameters, flow rates 
of gases (air, steam, and products), operating tem- 
peratures, pressures and pressure drops, and gas 
analysis are logged by a PC. Details have been given 
elsewhere [3]. 

Results and Discussion 

Combustion-Only Experiments 

In order to understand the operability of the 
CFBCG system as regards coal combustion behavior 
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FIG. 3. A family of graphs for the initial evaluation of 
reactor performance. 

and solid circulation at high temperatures, a series 
of combustion-only experiments were first trialed. In 
the combustion-only experiments, both beds were 
fluidized with air at a superficial velocity of 3 Um{. 
Air jets (50-90 L/min) fed into the v-valve/riser were 
used to move particles from one compartment to the 
other. Coal feed rate was constant at 4.0 kg/h. The 
ratio of actual to stoichiometric oxygen fed to the 
reactor was about 0.5. 

Figure 3 shows typical reactor performance under 
combustion-only experiments through a family of 
graphs depicting the history of an experiment. The 
relationship among solid circulation states in the re- 
actor, changes of both gas compositions (Fig. 3a), 
and operating temperature (Fig. 3b) and pressure 
drops (representing bed depths) across the two beds 
(Fig. 3c) are demonstrated in the following four 
stages. 

Stage 1, A to B 
No solid circulation is introduced. Coal combus- 

tion takes place just like in a conventional fluidized- 
bed combustor. A slight increase of pressure drop 

(Fig. 3c) in the combustor compartment results due 
to coal accumulation in the bed. Freeboard temper- 
atures of Tc3 and Tc4 (Fig. 3b) remain nearly constant 
although the bed temperatures Tcl and Tc2 increase 
with time. The constant temperature profiles in both 
freeboards indicate that there is no volatile combus- 
tion as no oxygen is available. The gas composition 
profiles (Fig. 3a) show that CO concentration in- 
creases slightly, but C02 decreases slightly. Decreas- 
ing C02 formation and increasing CO formation are 
favored as the bed temperature increases. In the gas- 
ifier, the bed depth is nearly constant (Fig. 3c) be- 
cause no coal particles are fed into it. Energy gen- 
erated from combustion reaction of char within the 
gasifier is just enough to maintain the operating tem- 
perature (Tgl and Tg2), though somewhat lower than 
in the combustor. 

Stage 2, B to C 
At 500 s, as marked by B in Fig. 3, air flows to the 

v-valves and risers on the combustor side, so that 
solids are transferred to the gasifier. Other condi- 
tions remain unchanged. Circulation causes burning 
char particles and hot solids to be carried over from 
the combustor to the gasifier. As a result, the bed 
depth, as shown by pressure drop, in the combustor 
decreases. The relative change in the bed depth in 
the combustor is a half of that in the gasifier (Fig. 
3c), because the cross sectional area of gasifier is a 
half of that of the combustor. Although mass of solids 
in the combustor reduces quickly, combustion con- 
ditions are essentially unchanged; the operating tem- 
peratures, as shown in Fig. 3a, continue to increase 
at the same rate as before. 

Several changes occur on the gasifier side, how- 
ever. Burning particles from the combustor are 
transferred to the gasifier and the bed temperatures 
begin to rise rapidly. The freeboard temperature, 
however, increases only slowly, despite the fact that 
additional air is available from the v-valve and riser. 
This is due to the fact that the gasifier freeboard 
contains almost no fine char particles and volatile, 
and therefore, no combustion takes place. 

Stage 3, C to D 
During this stage, the air flow to the v-valve/riser 

on the combustor side stops, but air flow to the gas- 
ifier side starts. In this configuration, solids and 
burning char particles from the gasifier are carried 
over to the combustor. As a result, the bed depth, as 
represented by pressure drop, reduces in the gasifier 
and increases in the combustor. A major difference, 
however, is that extra air to the v-valve and riser now 
enters the combustor freeboard in which there are 
unburned volatile and entrained char particles. The 
volatile burns rapidly along with some fine char, giv- 
ing a temperature jump in the freeboard, as shown 
in Fig. 3b. This temperature jump provides evidence 
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inventory in the combustor. 

of volatile combustion in the freeboard. Figure 3a 
also shows that CO content of the flue gas decreases; 
this is a result of the volatile combustion and avail- 
ability of additional oxygen. 

Stage 4, D to E 
The operating conditions return to the same as in 

the first stage. Consequently, the two beds remain 
at a constant depth (Fig. 3c). The temperatures in 
the reactor increase slowly with time (Fig. 3b). The 
CO concentration increases and C02 concentration 
decreases due to the increasing temperature dis- 
cussed before. 

For a steady operation of the combustion-only ex- 
periments, fluidizing air to both compartments and 
air jets to the v-valve/risers for solid circulation are 
maintained constant, along with a constant coal feed. 
It is observed that CO concentration in the flue gas 
ranges from 3.0 to 4.0%, and C02 concentration 
ranges from 17 to 18.5%. The CO concentration 
does not further increase with increasing tempera- 
ture because CO produced from the C02 reduction 
reaction may be reoxidized in the freeboard. The 
freeboard temperatures of the combustor are always 

10-50°C higher than those in the gasifier freeboard, 
even though operating temperatures in both beds 
are about the same. This is because coal is fed into 
the combustor, allowing volatile combustion to take 
place in the combustor but not in the gasifier which 
contains only char. This provides further evidence of 
volatile combustion in the combustor freeboard. 

Solid Circulation and Control 

A key technique in the CFBCG process is the solid 
circulation induced by the v-valve/riser arrange- 
ments, which determined heat transfer from the 
combustion compartment to the gasification com- 
partment, and thus controls reaction rates in both 
beds. Clearly, the rate of solid circulation depends 
on gas flow rates to the v-valves and risers. Deter- 
mination of the solid circulation rate is difficult. In 
the present study, this was indirectly estimated by 
measuring the pressure drop [2,4] in a compartment 
while only one v-valve/riser set operated, transfer- 
ring solids to the other compartment. Since bed 
pressure drop is proportional to the mass of bed ma- 
terial in the bubbling fluidization regime, the solid 
circulation rate can then be calculated from the pres- 
sure drop-time plot. As shown in Fig. 4 for stage 3 
in the combustion-only experiments, the estimated 
solid circulation rate in this case was 67.8 g/s. 

The char burning rate and carbon inventory in one 
compartment can also be evaluated in a similar way, 
that is, by stopping solid circulation and measuring 
pressure drop as a function of time. Figure 5 shows 
a typical pressure drop-time curve in the combustor 
corresponding to stage 2 in the combustion-only ex- 
periments. The initial slope of this curve, when solid 
circulation stops, gives the carbon burning rate, and 
that the total pressure drop difference, after a con- 
stant pressure drop is attained (all carbon is burned 
out), indicates the carbon inventory. In the combus- 
tion-only experiments, the burning rate in the com- 
bustor was 0.69 g/s, and the carbon inventory was 
275.4 g, equivalent to 2.7-3% of total bed materials. 

It was observed during experiments that solid cir- 
culation can be affected by ash accumulation and 
agglomeration in the beds. In the present design of 
the pilot plant, there is no ash discharging device. 
With prolonged operation, ash accumulates in the 
bed and ash agglomeration occurs at high tempera- 
tures (>850°C for the coal used). Ash agglomeration 
seriously alters fluidization conditions in the bed and 
can actually result in termination of solid circulation 
between the two compartments. 

Ash agglomeration may be indicated by gradually 
lowered temperature readings at the bottom of a bed 
where no combustion occurs due to large ash 
agglomerates sinking to the bed bottom. A typical 
example of this case is shown in Fig. 6. At point A, 
the bed bottom temperature (7\) is only about 
350°C, while the bed top temperature (T2) is above 
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800°C, indicating that coal combustion ceased at the 
bottom due to ash agglomeration. This is clear when 
compared with Fig. 3b where both bottom and top 
temperatures are about the same. If agglomeration 
is not too severe, a sudden high air flow into the bed 
can break the agglomeration deposits. This does not 
work, however, if agglomeration is serious. Clearly, 
a continuous ash withdrawing device and a means to 
control operating temperature below 850°C are nec- 
essary. In a practical application, a cone-shaped dis- 
tributor may be employed so that ash agglomerates 
can sink and be withdrawn from center of the cone. 

Combustion-Gasification Experiments 

The combustion-only experiments provided us 
with confidence in the operability of the system at 
high temperatures. Coal combustion releases suffi- 
cient energy to maintain the operating temperature. 
With proper control of gas flows and bed tempera- 
tures, the solid circulation system can work well. 
Based on this information, combined combustion- 
gasification experiments were performed to study 
the energy transfer from the combustor to the gas- 

aHigh N2 concentration in product gas is due to air 
leakage that occurred in the plenum under the 
distributor into the gasifier. 

bSome carbon conversion results from combustion due 
to the air leakage. 

ifier to support the endothermic reactions, and the 
quality of synthesis gas produced. 

For the combustion-gasification experiments, the 
combustion operation was initially conducted in 
both beds until the desired operating temperature 
was reached. Steam was then blown into the gasifier 
and where it reacted with carbon to produce syn- 
thesis gas. Air, coal, and steam feed rates used in the 
gasification experiments are given in Table 1. Two 
trials of steady-state gasification over periods of 
hours were successful and the main gasification re- 
sults are summarized in Table 2. 

Figure 7 gives profiles of operating temperatures 
in both compartments along the height. The tem- 
perature profiles in the beds (T: and T2) are found 
to be uniform, indicating that good mixing is 
achieved in both beds. It is noteworthy that the op- 
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erating temperatures in the combustor are always 
40-50°C higher than those in gasifier during steady 
operation periods. This is because of the endother- 
mic reactions in the gasifier. 

The compositions of dry product gas under steady 
operation are given in Table 2. A high H2/CO ratio 
is obtained because (1) the low operating tempera- 
ture favors H2 formation in the water-gas shift re- 
action, and (2) the large steam rate pushes the equi- 
librium toward hydrogen formation as well. This is 
in accordance with the literature [5,6]. Rudolph [5] 
reported that gas composition strongly depends on 
temperature, and H2/CO ratio can apparently vary 
from about 1 to 3 as temperature drops from 900 to 
750°C in gasification experiments performed in a 
draft tube fluidized-bed gasifier. The same conclu- 
sion was also reached by Ma [6] based on experi- 
ments with an oxygen-/steam-blowing, pilot-scale, 
fluidized bed coal gasifier. Ma [6] reported that a 
higher steam/carbon ratio and low oxygen/carbon ra- 
tio (leading to a lower operating temperature) favor 
a higher H2/CO ratio in the product. 

The analyses of both product and flue gases are 
also given in Table 2. Nitrogen in the product gas 
accounted for about 12-22%, due to air leakage to 
the gasifier from the riser and in the plenum. How- 
ever, a high H2/CO ratio of 4 is achieved. If N2 is 
eliminated from the product stream, as would be the 
case if the seal below the plenum was not breached, 
the gas would have a synthesis gas quality. The CO 

concentration of around 3% in the flue gas indicates 
that incomplete combustion is not a major problem. 

The relatively small fractional carbon conversion 
(0.065) in the gasifier shows that the rate of gasifi- 
cation was relatively low compared with the com- 
bustion rate, because of low gasification rates at low 
temperatures (~800CC) and short particle residence 
time (2-3 min). This finding is also in accord with 
the literature [7-12]. It suggests that deeper beds 
should be used in order to achieve a greater extent 
of char gasification. 

Again, solid circulation is seen to be an important 
and significant part of the CFBCG process, which 
can effectively and efficiently transfer heat from the 
combustor to the gasifier, thus avoiding nitrogen 
contamination of the synthesis gas. This has consid- 
erable advantages over other means of solid-to-solid 
heat transfer, such as combustion in heat transfer 
tubes immersed in a fluidized-bed gasifier, where 
heat transfer is apparently less efficient and erosion 
of the immersed tubes is also a problem. The present 
study indicates that the solid circulation is easy to 
operate and control. 

The gasification experiment data are limited due 
to the difficulties involved in hot experiments on this 
scale [2], However, they do provide preliminary in- 
formation for the evaluation of the reactor perfor- 
mance at elevated temperatures. 

Conclusions 

The concept of the compartmented, fluidized-bed 
coal gasifier has been experimentally assessed in a 
small pilot-scale plant in two major stages: the com- 
bustion-only experiments and the combustion-gasi- 
fication experiments. The combustion-only experi- 
ments revealed that coal volatiles are released and 
burned in the combustion compartment. Volatiles 
and char combustion is sufficient to maintain the op- 
erating temperature. Solid circulation realised by the 
v-valve/riser arrangements is a crucial part of the 
CFBCG operation, which determines heat transfer 
between the two beds and thus controls reaction 
rates. The solid circulation rate, determined by the 
gas flow rates to the v-valve/riser, can be indirectly 
estimated by the pressure-drop measurements. Car- 
bon inventory and carbon burning in either com- 
partment can also be proximately evaluated by the 
solid circulation control and pressure-drop measure- 
ments. 

The combustion-gasification experiments demon- 
strated that a good quality synthesis gas can be gen- 
erated from the CFBCG by air blowing. The desired 
endothermic gasification of coal is separated from 
the   combustion,   and   solid   circulation   carries 
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sufficient energy from the combustion to support the 
gasification reactions of coal. Contamination of the 
synthesis gas by N2 is also observed, due to air leak- 
age from the riser and in the plenum to the gasifier 
side. The observed carbon conversion due to gasifi- 
cation is low because of the low reaction tempera- 
tures and short particle residence time. 

The present study illustrates that the CFBCG is 
sound. However, further development is needed be- 
fore practical application. The major problems re- 
quiring immediate attention include air leakage to 
the gasifier, ash accumulation and agglomeration, 
and flue and synthesis gases heat recovery. Clearly, 
continuing improvement of the process would illu- 
minate a cheap and efficient technology for synthesis 
gas production from coal. 
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Particles of four coals screened to mean diameters (d0) of 1.5 and 2.5 mm were subjected to rapid 
radiant heating under nitrogen and/or 5% oxygen, and the product particles were collected after some 
seconds. The number distributions of size for the products were compared to the original distributions. 
The 1.5-mm particles suffered limited breakage with some dust and a small amount of dJ2 fragments 
produced. The amount of breakage was independent of volatile matter content, but greater with higher 
vitrinite materials. The behavior was consistent with the predictions of a model based on thermally induced 
stress. The manner of breakage of 2.5-mm particles of a very high VM coal and an anthracite were 
contradictory, with only some particles of the former breaking, but most of the latter. Increasing the 
pressure to 1.0 MPa led to less breakage with the high VM coal, suggesting that pressure from the volatiles 
is contributing to breakage. The degree of fragmentation under 1.0 MPa increased for the anthracite, 
which is consistent with the operation of the thermal stress model. The influence of oxygen on breakage 
in this case is determined by the volatile matter content. 

Introduction of volatiles that will be released in relation to the 
pore volume through which they are able to escape. 

The devolatilization and burnout times of coal par- Coal particles <2.5 mm with a PRN less than 10 
ticles in bubbling fluidized beds have been shown to (e.g., low-rank coals) are postulated to have suffi- 
depend on particle breakage [1,2]. Most of the in- cient flow area for the volatiles to escape without 
vestigations into this effect have been concerned building up destructive pressures, 
with larger particles, and the commonly quoted In the experimental work of Chirone and others 
model of Chirone and coworkers [3] predicts that [3,5,6], some breakage is still found for particles be- 
particle breakage should not occur in particles under low 2.5 mm in size. Of particular interest are the 
about 2.5 mm in size. This results from the assump- results of Dacombe et al. [6] who dropped single 
tion of the model that breakage occurs when the particles of anthracite down a tube furnace. They 
internal pressure gradient due to the flow of volatiles found that the extent of breakage of particles in- 
exceeds the tensile strength of the coal. creased with larger particle sizes and at higher tem- 

The same conclusion about a 2.5-mm maximum peratures. For instance, at 950°C there were about 
size even for coals of high pore resistance number 20 daughter particles on average produced from a 
(PRN), was reached by Dakic et al. who examined 1.0- to 1.7-mm feed particle, with a standard devi- 
breakage experimentally [4]. The PRN is the ratio ation of 4 or 5. For 1.7- to 2.4-mm particles, the 
(volatile matter content)/(equilibrium moisture con- mean increased to about 55, with a much larger 
tent), which should give an indication of the quantity spread of values. 

3269 
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Since much of the feed to a fluidized combustor 
will be less than 2.5 mm in size, it is important to 
gain an understanding of the processes that brings 
about fragmentation. No and Syred have proposed 
that thermal stresses will produce fragmentation in 
particles smaller than 1000/im [7]. They found that 
radial stress is a maximum at the center and falls to 
zero at the surface. Tangential stress is the same as 
radial at the center but changes to compression at 
the surface. Their model predicts that there will be 
a 100% probability of fragmentation of 1-mm par- 
ticles under cyclone firing conditions, based on fail- 
ure in tension at the center of the particles. 

This paper examines the possibility that thermal 
stresses will play an important role in the primary 
fragmentation in particles up to 2.5 mm in size. 
Fragmentation was studied experimentally and a 
thermal stress model developed for conditions ap- 
propriate to combustion in bubbling, fluidized beds. 
Since generation efficiency is favored by pressurized, 
fluidized beds, the effect of increased pressure was 
also considered. 

Experimental 

Four coals covering a range of types from three 
continents were included in the study. They ranged 
from an anthracite to a subbituminous coal of ex- 
tremely high volatile matter (VM) content, whose 
properties are listed in Ref. 8. A petrographic anal- 
ysis was also carried out. The samples were screened 
to give two size fractions with d50 values around 1.2 
and 2.5 mm. Particle sizing of the fractions was per- 
formed by an optical technique that gave equivalent 
diameters based on projected area [4]. 

Samples of the four coals under gas at 1 atm were 
subjected to sudden radiant heating from an enclo- 
sure maintained at a temperature of 850°C in a re- 
actor that has been described elsewhere [9]. Under 
these conditions, the heat fluxes to the particles are 
estimated to be equivalent to those produced if they 
were heated convectively with a heat transfer coef- 
ficient of the order of 150-200 W m"2 K"1, typical 
of fluidized beds. In effect, the net fluxes (convective 
in a fluidized bed and radiative in our reactor) are 
estimated to vary by less than 50% initially, and less 
than 10% at the half-way point. The samples were 
maintained at the elevated temperature for pro- 
longed periods of up to 300 s, and the size and tex- 
ture changes noted at various time intervals [8]. 
Some tests were carried out in an atmosphere of 
pure nitrogen and others in nitrogen containing 5% 
oxygen by volume. 

For our purpose, only the first result was taken, 
that is, at 5 s for the 1.5-mm particles and 20 s for 
the 2.5-mm particles. Heatingwas virtually complete 
at these times and the resulting particles can be re- 
garded as the products of primary fragmentation. 

Each determination involved about 20 particles and 
was repeated 20 times to give a large representative 
sample. The product particles were collected, sized 
by the optical technique, and the distribution re- 
ported on a number basis. 

Two of the coals were tested (2.5-mm particles) at 
0.1 and 1.0 MPa pressure, both in pure nitrogen and 
with 5% oxygen added. 

Thermal Stress Model 

The thermal stress model follows that of No and 
Syred with differences in regard to boundary con- 
ditions. The particles were regarded as homoge- 
neous spheres with physical properties dependent 
on temperature but not on residual volatile content. 
The temperature regime inside the particle was eval- 
uated by a finite difference model for conductive 
heat transfer, with the value for thermal conductivity 
taken from Ref. 7. Heating of the surface was cal- 
culated for radiant flux from a blackbody at 850°C, 
using a view factor of unity and a coal emissivity of 
0.85. The additional heating from natural convection 
was also included. 

The thermal stresses generated are described by 
equations 1 and 2 [11]. In the radial direction, 

2Ea 

and in the tangential directions, 

r3 Jo 
Tr2dr\     (1) 

Ea 

1 - v r3 Jo 
Tr^dr 

2   fR 

+ ATrHr (2) 

The stresses can be evaluated from the calculated 
temperature profiles by integrating equations 1 and 
2 numerically. A simpler, more illuminating ap- 
proach is to fit a power law relation to the temper- 
ature profile at any time and integrate analytically. If 
we find a value of n from T = Ta + (TR — T0)(r/ 
R)n, then equations 1 and 2 give 

2Ea(TR - T„) 
(1 - v)(n + 3) 

2Ea(TR - r„) 

(1 - v)(n + 3) 

2\ (r_ 
U, 

(3) 

(4) 

These express the stresses simply in terms of the 
overall temperature range (TR — T0) and the cur- 
vature of the temperature gradient, as denoted by n. 

The stresses found were compared to those re- 
ported in the literature for failure in bituminous 
coals. Tensile strengths are given as 3^ MPa [10], 
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Size (mm) 

FIG. 1. Particle size distributions by number of initial 
and treated 1.5-mm coal samples. ■. Flambant de Pro- 
vence initial; □, Flambant de Provence treated; ^, La 
Mure initial; A, La Mure treated; •. Rietsprait initial; O, 
Rietspruit treated. 

while compressive stress at failure is much higher, 
at 15 or 20 times the tensile value. Chirone reports 
the standard deviations for failure under tension for 
a number of coals as being about one-third of the 
applied stress at failure [11]. Brown and Hiorns [12] 
note that the strength of 25-mm cubes under com- 
pression is about 40 MPa for anthracites, but falls to 
10 MPa for coals with 20% volatile matter. Under a 
triaxial stress field, great increases in axial fracture 
stress result, probably as fissures close. 

Results and Discussion 

The breakage of all coals at 1.5 mm initial size (d0 

= 1.5) under 5% oxygen in nitrogen was slight, but 
similar in nature. The particle size distributions of 
the initial sample and the products from three of 

them, namely Flambant de Provence, La Mure, and 
Rietspruit, are shown in Fig. 1. The Ulan coal dis- 
tribution, which is omitted, was similar in form to 
that of Flambant de Provence. In all cases, there is 
evidence of swelling in the form of enlarged particles 
(cf. Ref. 8). At the finer end of the distributions, 
there are many particles smaller than 0.1 mm, but 
virtually none between this size and 0.4 mm. Even 
at longer times, this particle range was not repre- 
sented in the distributions. This behavior is consis- 
tent with the findings of Sundback et al. [2] who 
report few secondary fragments below 1 mm. A simi- 
lar observation was made by Chirone et al. [13] in 
the case of Kentucky (K9L) coal for which no pri- 
mary fragments under 1 mm were found. Even in 
the case of the Kentucky (K9H) coal, the amount of 
such particles was only around 4% on a mass basis 
according to the same authors, both coals differing 
only by their swelling indexes. 

The appearance of a lower size limit to breakage 
is understandable because of the thermal stresses 
decrease in smaller particles (see later). Also, as the 
fragments become smaller, they will become more 
homogeneous in terms of both maceral and mineral 
content, so that there will be fewer planes of weak- 
ness. The larger value found by Sundback applies to 
secondary fragmentation, in which the particles will 
have been thermally treated and hence become 
stronger. 

With all the coals, there is a maximum in the frac- 
tional distribution at or slightly below d0, indicating 
that a significant proportion of the particles had not 
fragmented. From the areas under the curves in Fig. 
1, it was estimated that 96% of the number of prod- 
uct particles for Rietspruit coal, 82% of the Ulan, 
and 70% of the Flambant de Provence coals were in 
the original size range, taken to be > 0.8 mm. With 
the La Mure coal, this falls to 68%. These values are 
tabulated in Table 1. 

Except for Rietspruit, there is a second maximum 
or shoulder centered around the dimension dJZ. 
When the number of particles in this region is ag- 
gregated (based on 0.4 < d < 0.8 mm), the percent 
number values shown in Table 1 are found. If it is 

TABLE 1 
Properties and breakage behaviour of 1.5-mm particles 

Rank" %VM % <dJ10 dJ2 d0 

Coal (ASTM class) d.a.f. Vitrinite Est. PRN (%) (%) (%) N/N„ 

Fl. de Pr. SB 63.3 51 5 15 15 70 1.14 
Rietspruit MVB 29.5 26 20 4 0 96 1.00 
Ulan HVBA 36.1 40 20 6 12 82 1.11 
La Mure SA 9.9 84 30 16 16 68 1.15 

aSB, Subbituminous; MVB, medium volatile bituminous; HVBA, high volatile bituminous; SA, semi-anthracite. 



3272 FLUIDIZED BEDS 

40 60 

% Vitrinite 

FIG. 2. Relationship between N/N0 and vitrinite content. 

assumed that an average of 4 major product frag- 
ments is formed during each breakage [2], and the 
contribution of small fragments below 0.1 mm is ne- 
glected, the ratio of the number of major product 
particles to the original number, N/Na, can be cal- 
culated. The results are included in Table 1. All the 
results are slightly over unity, which is typical of val- 
ues reported in the literature for the breakage of 
small particles [11]. The appearance of a large num- 
ber of smaller particles is consistent with the results 
of Dacombe whose counting technique could not 
resolve particle size. 

The fragmentation behavior of the four coals dif- 
fers in extent rather than form, with little difference 

between high- and low-volatile coals. This suggests 
that volatile pressure is not a major determinant. The 
extent of fragmentation should be explainable by 
some other coal property or combination of prop- 
erties. There is no monotonic correlation of N/N0 

with percent carbon content, nor with estimated 
PRN values. The latter is not surprising as the Kelvin 
equation predicts that the equilibrium moisture con- 
tent measures porosity in pores below 0.012 /im in 
size [14], whereas it is claimed by Gavalas [15] that 
volatiles flow occurs in pores around 0.3 fim in size. 

The correlation with vitrinite content is shown in 
Fig. 2, where it can be seen that the higher vitrinite 
coals tend to fragment more. Vitrinites are known to 
be more brittle than other macerals [16] and are dis- 
proportionately represented in the finer sizes of the 
broken feed in coal preparation plants [14]. The ten- 
dency for fissures to form preferentially in vitrinite 
macerals during the first 5 s of heating in these coals 
has already been noted [8], The fissures, which ap- 
pear to be the result of thermal stress, should assist 
in relieving internal volatile pressures in small par- 
ticles. 

Particle size distributions for the two coals tested 
at 2.5 mm under both nitrogen and 5% oxygen at 
one atmosphere (Flambant de Provence and La 
Mure) are given in Fig. 3. The tests were repeated 
on the same two coals at 1.0 MPa, with the results 
also included in Fig. 3. For both coals, the extent of 
breakage is much greater than for the 1.5-mm par- 
ticles (Fig. 1). The smallest fragments are 0.6 mm 
for Flambant de Provence and 0.8 mm for La Mure. 

Size (mm) 

FIG. 3. Particle size distributions by number of initial and treated 2.5-mm coal samples, (a), Flambant de Provence; 
(b), La Mure; ♦, Initial; o, 0.1 MPa, 0% 02; A, 0.1 MPa, 5% 02; ■, 1.0 MPa, 0% 02; A, 1-0 MPa, 5% 02. 
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Tangential 

FIG. 4. Thermal stress distributions at various times in a 
2.5-mm coal sphere heated by radiation at 850°C. 

There is little evidence of swelling in the Flambant 
de Provence sample and none with La Mure, sug- 
gesting that fragmentation occurred before swelling 
could begin. 

The fragmentation behavior of the larger sizes of 
the two coals is contradictory. There is a tendency 
for the high-volatile Flambant de Provence coal to 
split off fragments and retain a high proportion of 
particles in the original size range. On the other 
hand, the anthracitic, low-volatile La Mure coal un- 
dergoes extensive fragmentation, with the product 
size distributions tending to exhibit a self-preserving 
nature. That is, they resemble the form of the orig- 
inal distribution but move to a smaller mean size. 

Only at 1 MPa and zero oxygen do the 2.5-mm 
Flambant de Provence particles behave in a manner 
similar to the 1.5-mm Flambant de Provence parti- 
cles, with a small secondary peak otdJ2 pieces. The 
maxima in the high-pressure La Mure distributions 
are sharp peaks in the vicinity oidJZ, suggesting that 
under the high pressure conditions, most of the par- 
ticles have broken. 

One would expect a greater extent of breakage 
with oxygen present than without, as the rapid com- 
bustion of volatiles would result in higher surface 
temperatures. Both the thermal and volatile-pres- 
sure stresses will be greater at these higher temper- 
atures. This is found to be the case at 0.1 and 1.0 
MPa for the La Mure anthracite, but not for Flam- 
bant de Provence coal. The latter exhibits the op- 
posite effect, especially at 1 atm without oxygen, 
where the size distribution is self-preserving and less 

than 25% of particles remain in the dQ range. The 
difference in behavior with respect to oxygen is 
probably related to the difference in the quantity of 
volatiles released by the two coals. The rapid flow of 
volatiles has been shown to convectively cool the 
outer layers of particles and prevent oxygen from 
reaching the surface, even when combustion is oc- 
curring [17]. This will have the effect of smoothing 
out the thermal stress gradients and decreasing ther- 
mally induced fragmentation. 

An experimental result in support of this hypoth- 
esis has been reported previously [9]. Some of the 
Flambant de Provence particles, pyrolyzed in nitro- 
gen for 60 s to remove volatiles, were reintroduced 
into the reactor for 30 s with 5% oxygen. The modal 
diameter after the pyrolysis step was 1.86 mm, but 
fell to 1.2 mm after the second thermal treatment 
(i.e., with oxygen). The modal diameter after 60 s in 
5% oxygen was 1.62 mm and changed little with 
longer exposure time. Thus, the devolatilized ma- 
terial behaves similarly to low-volatile anthracite. 

Under the elevated pressure, the Flambant de 
Provence coal particles fragment in a similar way 
whether oxygen is present or not. The behavior is 
similar to that at 0.1 MPa under oxygen, but not in 
the absence of oxygen. On the other hand, the La 
Mure coal disintegrates to a greater extent at 1.0 
MPa than at 0.1 MPa. At 1.0 MPa the size distri- 
butions of product are narrow, with very few parti- 
cles of size d0 remaining. 

When applying the thermal stress model, the cal- 
culated temperature profiles inside the particles 
were readily fitted by power law distributions. The 
values of n were larger during initial heating and 
decreased with time, ranging from 3.2 to 1.9 for the 
1.5-mm particles and from 3.5 to 1.8 for the 2.5-mm 
particles. The form and magnitude of the predicted 
thermal stresses was similar for both particle sizes. 
Those predicted inside 2.5-mm coal particles using 
the physical properties E = 6 X 103 MPa~\ a = 
40 X 10"6 K-1, and v = 0.37 [7] are shown in 
Fig. 4. 

The maximum (tensile) stress at the center is 
around 16 MPa, whereas that at the surface is a 
slightly higher (18 MPa) compressive stress. In the 
1.5-mm particles, the maxima are lower at 13 and 15 
Mpa, respectively. The compression is generated in 
the hotter outer layers by the restraining effect of 
the cooler (less expanded) interior. The transition 
from tensile to compressive stress occurs at about rl 
R = 0.7, consistent with the value for n = 2, which 
is yi/2. When n = 2, the numerical values of the 
stresses at the center and surface are equal, but of 
opposite sense. 

The development of thermal stresses with time is 
shown in Fig. 5 for the 2.5-mm particles. The surface 
maximum is reached after about 1 s, while that at 
the center lags by a further second. The local tem- 
peratures marked on Fig. 5 indicate that, in both 



3274 FLUIDIZED BEDS 

Time (s) 

FIG. 5. Development of thermal stress ( ) and tem- 
perature ( ) with time at the center and surface of a 2.5- 
mm coal sphere heated by radiation at 850°C. 

cases, the maxima occur below the temperatures of 
the plastic region («*400°C), where devolatilization 
rates are highest. Thus, thermal stresses dominate at 
these short times and will not be relieved by plastic 
flow. The same conclusion can be drawn for 1.5-mm 
particles. 

There is evidence that the tensile stresses gener- 
ated cause Assuring, especially in vitrinite, thus re- 
lieving the stress at the center of the particle. Near 
the surface, compression is exerted in the exterior 
shell. In this region, there is radial tension coupled 
with tangential compression, which favors delami- 
nation by shearing. The magnitude predicted by the 
model for spheres is below the value at which break- 
age occurs in anthracite as measured by Brown and 
Hiorns [12], but is of the same order for lower-rank 
coals. There will be a distribution of strengths for 
apparently identical particles, with the probability of 
some failing before others. 

The nature of the thermal stress fields predicted 
by the model therefore suggests that failure will oc- 
cur by shear in brittle fracture, with pieces of the 
outer shell breaking away. The stress in the outer 
shell grows more rapidly than at the center (Fig. 5), 
and if outer pieces break off, the stress field at the 
center will relax. Real coal particles are not spherical 
and not isotropic, and irregular shapes will lead to 
stress concentrations. Thus, failure is likely to occur 
locally before the stress levels predicted for a sphere 
are reached. 

According to the volatile-pressure model, an in- 
crease in external pressure should lead to less break- 
age. The total pressure is higher, but the pressure 
gradient in the pores, which generates the breakage 
stresses in the coal, will be less. This is because vol- 
atile transport is predominantly by Poiseuille flow, in 

which pressure drop is a function of velocity, viscos- 
ity, and pore size. A higher system pressure produces 
denser vapor products (and hence lower vapor ve- 
locities) without a corresponding increase in viscos- 
ity. 

This type of behavior is found in the highly volatile 
Flambant de Provence coal, suggesting that volatile 
pressure effects are active during the 20-s period of 
the tests. The heat transfer calculations predict that 
all of the particle will be above 600°C after only 10 
s. Thus, some of the breakage in the larger particles 
will be the result of vapor pressure effects. This is to 
be expected in view of its extremely high volatile 
matter content. 

However, in the case of thermal stress, the system 
pressure is superimposed onto the thermal stress 
system, diminishing tensile but increasing compres- 
sive stresses. If the failure is by thermally induced 
compression, then the behavior of the La Mure coal 
in breaking more under pressure is consistent with 
the model. On this basis, thermal stresses are more 
important in the low-volatile La Mure anthracite 
than in the high-volatile Flambant de provence coal. 
The evidence from these tests suggests that both vol- 
atile pressure and thermal stresses operate within 
2.5-mm particles heated for 20 s, in line with the 
conclusion of Prins et al. [18]. 

For the smaller 1.5-mm particles, thermal stress 
appears to be the major effect, with vitrinite-rich 
coals fragmenting more. The reasons are that all the 
coals behave in a similar manner; VM content is not 
significant and the calculated maximum thermal 
stress in 1.5-mm particles is only 25% less than in 
2.5-mm particles. This is in agreement with Chirone 
et al. and the other VM-driven models which predict 
that fragmentation will not occur in particles below 
2.5 mm. With larger particles of 2.5-mm diameter, 
volatile matter effects are superimposed onto ther- 
mal stress breakage. Elevated pressure leads to in- 
creased breakage in low-volatile coals, but in high- 
volatile coals tends to suppress the fragmentation 
caused by volatile matter release. The presence of 
oxygen increases breakage for low-volatile coal, but 
its effect can be negated by the flow of volatiles from 
high-volatile coals. 

Conclusions 

The manner of breakage of 1.5- to 2.5-mm-size 
coal particles at 850°C has been examined for dif- 
ferent coal types, and the product size distributions 
are found to be influenced by a number of factors. 

1. There is an influence from size. Only a few 1.5- 
mm particles break, probably as a result of thermal 
stress. In fact, both thermal stress and volatile-mat- 
ter pressure should be considered. Due to the fact 
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that all the coals of this size behave the same re- 
gardless of their VM content and that the stress value 
remains important, the effect of VM could be ne- 
glected in this size range. The model of thermal 
stress generation suggests that external shell frag- 
ments are lost during breakage. With 2.5-mm par- 
ticles, most particles fracture. The evolution of vol- 
atiles adds to breakage and may modify thermal 
stress fields. In general, there are no major product 
fragments below 0.4 mm. 

2. There is an influence from maceral content, as 
high-vitrimte coals break more extensively. 

3. There is an influence from volatile matter con- 
tent. Higher system pressures favor increased frag- 
mentation in low-volatile content coals, contrary to 
the volatile-pressure model, but consistent with the 
thermal stress model. However, the reverse applies 
to high-volatile content coals. 

Nomenclature 

E Youngs modulus Pa 
n power law exponent - 
r radial coordinate m 
R particle radius m 
T temperature K 
a coefficient  of volumetric thermal expansion 

K-1 

v Poisson ratio - 
a stress Pa 

Subscripts 

o     at the center 
r      in the radial direction 
R     at the surface 
9, (p in the tangential directions 
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Coal-water slurry (CWS) injection in a fluidized bed leads to formation of three carbon phases: aggre- 
gates (A phase), tiny carbon deposits on individual bed particles (S phase), and carbon fines (F phase). 
The mechanism by which CWS is dispersed in a bubbling fluidized bed is analyzed by considering fun- 
damental aspects and key stages underlying interaction of a CWS spray with hot bed solids. 

A mathematical model has been developed for die formation rates of carbon phases inside the jet zone 
from the fixed carbon injected with CWS. The model, which takes into consideration fluid dynamics, heat, 
and mass transfer of the jetting region, has a predictive character and uses no adjustable parameter. A key 
role is played by the submodel that predicts the rate of CWS deposition on sand particles entrained by 
the jet. Results show that the formation rates of the three carbon phases can be controlled by adjusting 
injection conditions. The mathematical model may complement a code aimed at predicting and controlling 
combustion efficiency of CWS in actual fluidized bed boilers. 

Model predictions are compared with experimental results obtained by Miccio et al. [8]. In spite of the 
complexity of the phenomena, the general trends of the predicted and experimental results as a function 
of injection conditions are the same. The agreement between the model and experimental results is not 
always satisfactory, but it tends to be better under injection conditions leading to generation of finer CWS 
droplets. Reasons for the discrepancies are discussed thoroughly. 

Introduction mental study on interactions between a CWS spray 
and a sand bed [8] provided formation rates of car- 

Coal-water slurries (CWS) are presently consid- bon phases under typical FBC conditions without 
ered as standard fuels in Italy [1]. Since the earliest contemporary combustion. 
development, CWSs have been proposed [2,3] as fu- Massimilla and co-workers  used a submerged 
els for atmospheric and pressurized fluidized bed feeding technique with a horizontal, air-assisted in- 
combustors (FBC). Coal-water pastes (CWP) have jector. A flare-shaped jetting region is formed [9], 
been fueling PFBCs at Tidd (USA) and Vartan (S) and complex interactions occur between the CWS 
since 1990 [4]. Recently, another water-based fossil spray and hot surroundings. The key stage consists 
fuel, Orimulsion, is receiving attention [5]. of drying of CWS droplets of different size while 

During  an  extensive  study on  combustion  of they travel inside the flare and receive heat from the 
CWSs, Massimilla and co-workers showed that car- surroundings. Drying of a CWS droplet inside the 
bon is allocated in the bed during steady-state CWS flare is likely to contribute to F-phase formation. The 
fluidized combustion as three phases [6,7]: an A preceding stage may be interrupted by collision of 
phase, made of carbon aggregates usually larger than the CWS droplet with a hot bed particle entrained 
1 mm that may include bed inert particles; an S by the jet. This case is likely to contribute to S-phase 
phase formed by carbon deposits (<30 /im) on in- formation. This stage may also be interrupted by im- 
dividual bed particles; and an F phase made of free pingement of a CWS droplet against the boundaries 
carbon fines (<400 fim). More recently, an expert- and the front wall of the flare. In this case, residual 
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dN=ridz 

FIG. 1. Jet configuration with reference to entrainment 
of sand particles and settlement of CWS droplets. 

water is suddenly lost in contact with hot bed par- 
ticles. For large CWS droplets, it is likely that carbon 
aggregates are formed, whether or not including bed 
particles. CWS droplets of a diameter equal to or 
smaller than bed particle size may either form a 
small carbon aggregate or bind two bed particles to- 
gether or spot a single bed particle with a carbon 
deposit. (A carbon-spotted particle is a sand particle 
whose surface has been partially and nonuniformly 
covered by carbon fines (<30 fim). 

After discussing fundamental aspects underlying 
the mechanism of CWS interaction with the hot flui- 
dized bed, this paper is aimed at presenting a math- 
ematical model of CWS dispersion and formation of 
carbon phases. The model is intended as a tool for 
predicting the formation rates of carbon phases as a 
function of injector design and operating conditions. 

Mathematical Model 

The Jet Flare Flow Field 

Merry's configuration is adopted for the jet (Fig. 
la) that is considered stationary. The penetration 
length (Lj), gas velocity (it), and gas temperature (Tß 
are predicted using the following relationships: 

+ 4.5 

= 5.25 P0u% 
1 - e)psgds 

0A <pA°* (fr°* 
[10]     (1) 

-*- = <!- £1.5)2 
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-Tb 
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(Tf - Tb) - n-s 

[10]     (2) 

[10]     (3) 

[11]     (4) 

iT„-Tb)   -   -   ™ <5> 
Merry's correlation for Lj refers to atmospheric 

conditions. However, jet penetration and steadiness 
are known to increase with gas density and, hence, 
with operating pressure [9], Eqs. (2) through (5) de- 
rive from an extension of Schlichting and Taylor sim- 
ilarities to a submerged jet in a fluidized bed [9] and 
therefore can be considered valid at pressures higher 
than atmospheric. 

Entrainment of Gas and Solids into Jet Flare 

Interstitial fluid and solid particles are entrained 
into the flare [10]. The gas entrainment rate is not 
treated explicitly because it is already embodied 
within Eq. (3). The following assumptions are con- 
sidered for solids on the basis of investigations car- 
ried out at atmospheric pressure: 

1. The solid entrainment into the jet (see Fig. lb) 
takes place only in the first part of length Zc = 
0.55L,- [12]. 

2. The solid entrainment rate per unit distance over 
the entrainment length is constant: 

dN 

dz 
(6) 

where N(z) is the numerical flow rate of entrained 
sand particles at axial position z (see Fig. lb). 

3. The overall entrainment rate of solids on a vol- 
ume basis (VE) is given by the Vostokov correla- 
tion [13]: 

VK 0.2MO(4/2)2 P<Ao 

%PA 
(7) 

Droplet Size Distribution 

A correlation proposed by Kim and Marshall [14] 
for a pneumatic injector is used. The mass mean 

diameter (dd) and the cumulative distribution of 
CWS droplets (<£>„) are given as follows: 

<L = 249 
„0.41,,0.32 
°1     Pi 

[(«„ - vd(0))2Pol0-57 Ao
03V?'16 

+ 1260 
.2  \0.17 'A.) 

WJ      ASR(Mo - vd(0))0-54 
(8) 
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<W = 
1.15 

1 + 6.67 exp( -2.18^ 

0.150     (9) 

From <Pv(dd), the differential size distribution 4>(dd) 
is derived. 

Drying of a CWS Droplet inside Jet Flare 

According to a review of CWS droplet drying, the 
following general assumptions appear most reason- 
able: 

1. CWS droplets have spherical shape with a fixed 
diameter (dd) during vaporization [15,16]. 

2. Droplets are heated by convection in the flare 
and radiation from hot bed solids. 

3. Vaporization rate is calculated using the differ- 
ence between temperature of streaming gas (TgJ) 
and that of droplet surface (Td) as driving poten- 
tial [17]. 

4. A quasi-steady approximation is feasible. 

Considerations derived for liquid droplets are ex- 
tended to CWS without modifications [15,16], and 
the Spalding approach [15,18] is followed. There- 
fore, the droplet evaporation rate (Ru,d) and equilib- 
rium temperature (Td) are, respectively, 

Rwd 
k„Nu , ft      In 
CpDdd 

1 + 
CppUgeo Id) 

L - Qnä/ndffiuxi. 
(10) 

Td = Ta< 
L 

C„a 

<?rad 
nd^CpuR^j, 

- 1 (11) 

where the mass fraction of water vapor (C&) sur- 
rounding the droplet is calculated under the as- 
sumption that the film is saturated by vapor at the 
surface temperature Td. 

A modified Ranz and Marshall correlation has 
been used for the Nusselt number [19-21], The 
moisture fraction of a CWS droplet after traveling a 
distance x from the nozzle is determined by the wa- 
ter balance 

Xd(x, dd) = Xd(0, dd) 

"f 6   R^dfiX) 
A ty A\dl    (12) 
d-dPd vd(X,dd) 

where Xd(0, dd) is the initial moisture fraction, vd(x, 
dd) the droplet velocity, and X an integrating variable. 

Drying of CWS Covering Sand Particles 

CWS droplets hitting an entrained sand particle 
are assumed to form an even shell covering the outer 
surface. CWS shells receive heat from the surround- 

ings by convection and radiation, as in the case of 
CWS droplets, as well as extra heat stored in the hot 
sand particle. 

For heat transfer beyond the Leidenfrost point be- 
tween the hot sand surface and the CWS shell, a 
correlation by Berenson has been used to determine 
hs [22,23]. To calculate surface temperature, the 
sand particle is considered a lumped body [24], be- 
ing Bi = hsds/ks = 0.0077 < 0.1. As a result, the 
water evaporation rate from CWS shell (-Rwsh) can 
be calculated. 

Settlement of CWS Droplets on Sand Particles 

CWS droplets—particularly the smallest ones— 
collide with entrained sand particles because of their 
different relative velocities. The amount of CWS set- 
tled on a sand particle (md) depends on the time that 
the particle has spent in the flare. Therefore, the 
entrance position, z, of every sand particle must be 
considered (see Fig. lb), and, at any position x > z, 
the sand velocity vs (x, z) is also a function of z. Ac- 
cording to Bodrov and Minaev [25] and Chernyaev 
et al. [26], md is proportional to the particle pro- 
jected area through an impact efficiency rj. 

The mass balance on a sand particle with a grow- 
ing CWS shell takes into account both further dep- 
osition of CWS droplets and moisture evaporation: 

dmss = dmd — Rwsh(x, z)nd%dt (13) 

where mss = ms + msh and d^ are the mass and 
the outer diameter of a CWS-covered sand particle. 

Since for the sand particle, dt = dx/vs(x, z), Eq. 
(13) becomes 

dmsl 

dx 

drnd 

dx 

flwshfr, z)nd 

vs(x, z) 
(14) 

where {dmjdx) is the variation with axial position of 
the CWS mass settled on the sand particle after av- 
eraging over the droplet size range [27]. At any po- 
sition x (see Fig. lb), once the settlement rate of 
CWS droplets (rhd{x)) has been calculated [27], the 
CWS mass flow rate (mcws(x)) and the droplet size 
distribution {4>{dd, x)) may be recalculated by mass 
balances. 

Motion of CWS Droplets and Sand Particles 

Inside the jet, the gas velocity is significantly faster 
than the particle or droplet velocity and hence the 
drag force is several orders of magnitude larger than 
any other force, including gravity [26]. Considering 
a CWS droplet, the equation of motion is [10] 

dvd 

dx 

6CDpf(u - vd)\u - vd\ 
(15) 

fydß-JPd 

where the drag coefficient (CD) is given by Bird et 
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FIG. 2. Relative formation rate of A phase as a function 
of injection conditions («„ and ASR). 

al. [28], The change of a sand particle velocity is 
determined by the momentum balance 

d(mssvs) 

dx dx)      vs(x, z) 
(16) 

where (dl/dx) is the variation with axial position of 
the momentum of settling droplets after averaging 
over the droplet size range [27]. The drag force ex- 
erted by jet gases (Fd) is 

Fd = 2 CDpg(u(x) vs(x, z))\u{x) 

vs(x, z)\ 
ndi 

(17) 

that has covered the outer surface of a sand par- 
ticle since the earliest droplet settlement. 

4. Droplets smaller than dcii that arrive at the end of 
the flare with residual moisture form S phase. 

5. Droplets smaller than ddi that arrive completely 
dry at the end of the flare form F phase. 

Accordingly, the formation rates of the A, S, and 
F phase are 

rdo 
mCA 

Us 
mcws^jlÄ Lj) 

[1 - Xd(Lj, dd)]Xfcddd (18) 

mcs 

rZc rLj  rd, 

JO    i    ilJ 

— d, viii 
4   s     vd(X,dd) vs(X, z) 

<x{» Aj(X) v%X,dd) 

mC\vsW4>(dd, X) [1 - Xd(X, dd)]XfßdddXdz 

Xd(Lj, dd)\Xf<Md 

(19) 

rds 

ilx(Lj) J J 

fdxiLj) 
mCF 

rax 

Mi 
mcws(Lf)4>(dd, ZA) 

[(1 - Xd(Lf, dd)]Xfcddd, (20) 

where d[ and dQ are the minimum and maximum 
diameter of CWS droplets, respectively, andc?xisthe 
diameter of the largest CWS droplet that is com- 
pletely dried at axial position x. The relative forma- 
tion rates are expressed in a nondimensional form: 

RFRj = 
mCi 

inCA + mcs + inCF 

for i = AS, F. 

(21) 

Formation of A, S, and F Phases 

The formation of the three carbon phases is con- 
sidered depending on the size of CWS droplet, the 
occurrence of collision with a sand particle, and the 
ultimate moisture content of a CWS droplet reach- 
ing the end of the flare. Collisions between large 
CWS droplets and sand particles are neglected be- 
cause large droplets are few in numbers and travel 
with a velocity near that of sand particles. Accord- 
ingly, the following assumptions are established: 

1. CWS droplets of a size larger than a limiting di- 
ameter (ddi) are assumed to form A phase. For 
the present work, ddi was chosen equal to the av- 
erage sand size {ds). 

2. All droplets that collide with sand particles are 
assumed to adhere to the particles if they have 
any residual moisture. 

3. S phase carbon resulting after CWS drying and 
devolatilization is assumed to be a uniform shell 

Results and Discussion 

Model Results 

The main variables influencing formation rates of 
carbon phases are the initial velocity of the dispers- 
ing air (u0) and the mass ratio of the dispersing air 
flow rate to the CWS feed rate (ASR = mymcws 

(0)) [8,29]. The influence of those two variables was 
studied by the model, and results of calculations are 
reported in Figs. 2 to 4 in terms of relative formation 
rate of A, S, and F phase, respectively. 

As shown in Figs. 2 and 3, an increase of ua leads 
to a decrease in the formation rate of A phase and 
an increase in that of S phase. The main reason is 
that the distribution of CWS droplets is displaced 
toward small sizes when u0 is raised. Hence, the 
CWS mass mean diameter decreases, and, according 
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FIG. 3. Relative formation rate of S phase as a function 
of injection conditions (u0 and ASR). 
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FIG. 5. Relative settling rate of CWS on entrained sand 
particles as a function of injection conditions. 

FIG. 4. Relative formation rate of F phase as a functio 
of injection conditions (u„ and ASR). 

to Kim and Marshall's [14] correlation, a larger mass 
ratio of small droplets is produced by the injector. 
Moreover, the relative velocities between small 
droplets and sand particles become greater as a re- 
sult of increasing u0. The last two reasons cause the 
quantity of CWS that settles on sand particles, and 
hence the formation rate of S phase, to increase at 
higher u„. This is clearly demonstrated by Fig. 5, 
which presents the relative settling rate (RSR) 

RSR = mrf(L,)/mcws(0) (22) 

as a function of injection conditions. It must be re- 
called that RFRS > RSR because RFRS includes a 
further contribution to formation of S phase at the 
end of the flare by CWS droplets with dd > dx- 

The influence of ASR on the formation rates of 

TABLE 1 
Maximum size at which dispersed CWS is dried up at 

the end of the flare 

«0, m/s 30 

CWS droplet 

70 110 150 

diameter, fim 11 

CWS shell 

23 32 35 

thickness, fim 1.5 2.9 2.5 1.4 
diameter of equivalen t 

sphere, /im 170 210 200 165 

the three phases is also shown in Figs. 2-4. It ap- 
pears that increasing ASR has the same effects as 
raising u0. Thus, increasing ASR causes a decrease 
in RFRA and an increase in RFRS. Again, this result 
is due to the larger mass ratio of small droplets pro- 
duced at higher ASR. As a consequence, the rate of 
CWS settlement on sand particles becomes greater 
(Fig. 5). 

The formation rate of F phase is small, less than 
3%, even under the worst conditions in the range 
investigated in Fig. 4. This result appears to be due 
to the following three reasons: First, only small drop- 
lets could be dried up before arriving at the end of 
the flare. Results of drying calculations are reported 
in Table 1 for both CWS droplets and shells. It turns 
out that droplets of about 20 and 30 ftm are dried 
out at u0 = 56 m/s and u0 = 98 m/s, respectively. 
The second reason is the assumption that CWS 
droplets with very low residual moisture also adhere 
to a sand particle after collision. Finally, according 
to the Kim and Marshall correlation, the injector 
produces a low mass ratio of small droplets. 

A sensitivity analysis has been carried out to check 
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mental results. mental results. 
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FIG. 7. A comparison between predicted and experi- 
mental results. 

TABLE 2 
Comparison between predicted and experimental relative 

formation rates. 

56 m/s 98 m/s 

pred. exp. deviat.      pred. exp. deviat. 

ASR A phase, % 
0.10 85.0 60.6 24.5       75.0 56.0 19.0 
0.16 76.5 58.6 17.9       62.5 45.9 16.6 
0.31 66.0 49.2 16.8      37.5 

S phase, % 
33.7 3.9 

0.10 15.0 27.4 -12.4       25.0 33.8 -8.8 
0.16 23.0 31.7 -8.7       36.0 36.4 -0.4 
0.31 33.0 37.5 -4.5       61.0 

F phase, % 
50.2 10.8 

0.10 ~0 12.0 -12.0         ~0 10.3 -10.3 
0.16 0.5 9.7 -9.2         1.5 17.7 -16.2 
0.31 1.0 13.3 -12.3         1.5 16.2 -14.7 

the influence that parameters or correlations subject 
to uncertainty have on model performance [29]. Ac- 
cordingly, it was found that droplet size distribution 
strongly affects the model performance. Jet penetra- 
tion length has a notable influence on the formation 
rate of F phase and therefore must be known with 
sufficient accuracy. All other parameters have a neg- 
ligible influence. 

Comparison between Predicted and Experimental 
Results 

On the basis of an evaluation study [29], it was 
found that the injector used by Massimilla and co- 
workers generated more fine droplets than those 
predicted by the Kim and Marshall correlation, es- 

pecially under conditions of good atomization. De- 
spite this lack of a more reliable correlation, the 
comparison between model and experimental re- 
sults was carried out by using the Kim and Marshall 
equation without any modification. 

Predicted and experimental relative formation 
rates of A and S phase are reported over a range of 
ASR at u0 = 56, 77, and 98 m/s in Figs. 6, 7, and 8, 
respectively. Experimental results were provided by 
Miccio et al. [8] for a CWS made of 30% water on 
a mass basis. The parent fuel was an Upper Freeport 
bituminous coal having a swelling index of 7.5, a 
mass-mean diameter of about 40 ßm, and a top size 
of about 170 /urn. Experimental and predicted RFRA 

and RFRS have the same trends as a function of in- 
jection conditions. 
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For a first assessment of model results, Table 2 
provides a quantitative evaluation of deviations be- 
tween the predicted and experimental relative for- 
mation rates under exactly the same injection con- 
ditions. A discrepancy is noticed with deviations 
usually larger than 10%. A better assessment is ob- 
tained by plotting an orderly ensemble of results, as 
in Figs. 6-8. A certain deviation between predicted 
and experimental formation of A and S phase always 
exists in Fig. 6-8 and appears more evident at lower 
u0 (56 m/s). Moreover, Fig. 7 gives the comparison 
at u0 = 77 m/s with experimental results from tests 
carried out at different values of excess fluidization 
velocity (U - Umf = 0.11, 0.28, and 0.45 m/s). A 
unique curve is reported in Fig. 7 because the model 
equations are insensitive to (U — Umf). 

The model generally tends to overestimate the for- 
mation rate of A phase and underestimate that of S 
phase. The discrepancy could be ascribed to a num- 
ber of reasons: 

1. The model predicts the relative formation rates 
of carbon phases inside the jet zone. Vigorous ag- 
itation of the bed beyond the jet may act on the 
fate of carbon phases after their formation. In 
particular: 

• Carbon aggregates are subjected to fragmentation 
and attrition. 

• Carbon covering or spotting individual sand par- 
ticles is subjected to attrition by abrasion with 
other bed solids. 

2. The technique setup by Miccio et al. [8] that de- 
termines relative formation rates is affected by 
some experimental errors, as discussed. 

Let us suppose attribution of discrepancy to exper- 
imental results. 

At lower values of ASR and u0, the formation rate 
of aggregates is predominant and their sizes are 
larger. Larger aggregates are more easily subject to 
comminution and vice versa [6,8]. Therefore, the 
amount of carbon lost by aggregates because of com- 
minution is expected to decrease with ASR and u0. 
Consequently, the deviation between predicted and 
experimental RFRA becomes smaller with increasing 
ASR and u0. The comminution of aggregates evi- 
dently reflects on the formation rate of S phase; the 
experimental RFRS exceeds the predicted value at 
low ASR and particularly at u0 = 56 m/s. 

Let us take Table 2 as a basis for discussion in spite 
of the limitation posed by the one-to-one compari- 
son between data. The deviation between the ex- 
perimental and predicted RFRS is larger and nega- 
tive at the lowest value of u0 (56 m/s). However, the 
deviation becomes smaller with increasing ASR. At 
u0 = 98 m/s, the deviation changes from a negative 
to a positive value, that is, the predicted RFRS ex- 
ceeds that from the experiment. These results might 
be interpreted by taking into account comminution 
effects. Because of comminution of carbon aggre- 

gates, some of their carbon transfers to S phase. On 
the other side, a part of S phase carbon transfers to 
fines because of attrition. Thus, there are two op- 
posite factors: the first one causes an increase of S 
phase, whereas the second brings about decreasing 
S phase. The final result is a matter of competition 
between the two factors. At lower values of ASR, the 
formation of A phase is predominant, in particular 
at the lowest value of u0. Under these conditions, 
the carbon transferred to S-phase because of com- 
minution of aggregates exceeds that transferred 
from S phase to carbon fines. This is the case rep- 
resented by Fig. 6 at the lowest value of u0 and by 
the far left parts of Figs. 7 and 8, that is, at lower 
values of ASR. On the other hand, at higher values 
of ASR and u0, RFRS is predominant and aggregate 
sizes are smaller. Under such conditions, the carbon 
transferred to S phase is less than that transferred to 
carbon fines because of S-phase attrition; this is the 
case of the far right parts of Figs. 7 and 8. A positive 
deviation is reported at ASR = 0.31 in Table 2. 

Experimental results reported in Fig. 7 at ASR = 
0.15 allow an illustration of the influence of bed dy- 
namic forces. The agreement between predicted and 
experimental results is better at the lowest value of 
(U — Umf), that is, 0.11 m/s. Under these conditions, 
dynamic forces inside the bed are lower, formation 
of aggregates from CWS droplets is not particularly 
disturbed at the jet-bed interface, and comminution 
outside the jetting region is lower. 

The model predicts smaller values than the ex- 
periment for RFRF (Table 2). First, the Kim and 
Marshall correlation provides a smaller ratio of fine 
droplets than that generated by the CWS injector. 
Second, the experimentally determined RFRF have 
been affected by further generation of carbon fines 
outside the jetting region because of comminution 
of A and S phase. Because in general RFRF are lower 
than both RFRA and RFRS, these effects are heavier 
as relative values. 

Conclusions 

Based on the study carried out, the following 
points are important: 

1. Formation rates of carbon phases may be con- 
trolled properly by adjusting CWS injection con- 
ditions, namely the gas velocity at the outlet noz- 
zle and the mass ratio between the flow rates of 
gas and CWS. Increasing u0 or ASR results in 
decreasing the formation rate of A phase and in- 
creasing that of S phase. 

2. Model calculations have demonstrated that only 
small CWS droplets, with a size up to a certain 
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limit, dry up before reaching jet boundaries. This     d^ 
size becomes larger with increasing velocity of    dx 

dispersing gas. Droplets smaller than 11, 23, 32, 
and 35 /jm become completely dry at velocities     Fj 
of 30, 70, 110, and 150 m/s, respectively. These     g 
small droplets form carbon fines inside the bed if    hj 
they do not collide with an entrained sand parti- 
cle before complete drying. hs 

The mathematical model of formation of carbon 
phases inside the jet zone has the advantages of 
being predictive and using no adjustable param-     I 
eter. A key module is the submodel that predicts     kg 

the rate of CWS deposition on sand particles en-     ks 

trained by the jet. However, the studied phenom-     L 
ena are very complex, especially those occurring    Lj 
at the jet-bed interfaces. Therefore, it is satisfac-     mj 
tory that the general trends of the predicted and     ms/, 
experimental results as a function of injection     mss 

conditions are the same. The agreement tends to 
be better under conditions leading to generation     rhCA 

of finer CWS droplets.                                                mCF 

According to a sensitivity analysis on the influence     rhcs 

of correlations or parameters on model results, 
the droplet size distribution strongly affects the 
model performance. Thus, great care is necessary 
for correlations or measurements of (fridj) to ob- 
tain reliable results. Jet penetration length has the 
greatest influence on the formation rate of F 
phase. 
The mathematical model may fit with a code that 
is aimed at predicting and controlling combustion 
efficiency of CWS in actual fluidized bed boilers. 

aJ 
A, 

external diameter of CWS shell, m 
diameter of the largest CWS droplet that is 

completely dried at position x, m 
drag force, N 
acceleration due to gravity, m/s2 

heat-transfer coefficient between bed and jet 
flare, W/m2 K 

heat-transfer coefficient by convection be- 
tween sand particle and CWS shell, W/m2 

K 
momentum, kg m/s 
thermal conductivity of gas, W/m K 
thermal conductivity of sand, W/m K 
latent heat of vaporization, J/kg 
penetration length of jet, m 
settled CWS mass, kg 
mass of CWS shell, m 
mass of sand particle including its CWS shell, 

kg 
formation rate of the A phase, kg/s 
formation rate of the F phase, kg/s 
formation rate of the S-phase, kg/s 

ifo 

Nomenclature 

constant in Eq. (3) 
cross-sectional area of jet flare, m2 

A0     flow area of the nozzle for dispersing air, m2 

ASR   mass ratio of flow rate of dispersing gas to 
CWS feed rate 

b        radius of jet region, m 
Bi       Biot number hsdjks 

Co,      vapor  concentration  of surrounding gases 
(mass fraction) 

CD     drag coefficient 
Cfc     vapor concentration at droplet surface (mass 

fraction) 
Cpg     constant-pressure specific heat of surrounding 

gas, J/kg K 
Cpv     constant-pressure specific heat of water vapor, 

J/kgK 
dd       droplet diameter, m 
<J        mass mean diameter of CWS droplets, |im 

dji limiting droplet diameter, m Xß, 
di minimum diameter of CWS droplet, m x0 

d0 maximum diameter of CWS droplet, m 
d0 nozzle diameter, m y 
ds diameter of sand particle, m z 

thews mass fl°w rate °f CWS, kg/s 
mass rate of CWS settlement, kg/s 
mass flow rate of atomizing gas, kg/s 
constant in Eq. (6), l/(sm) 
numerical flow rate of sand particles, 1/s 
Nusselt number hdj/kg 
heat transferred by radiation, W 

RFRA relative formation rate of the A phase 
RFRF relative formation rate of the F phase 
RFRS relative formation rate of the S phase 
RSR   mass ratio of all CWS settled on entrained 

sand particles to fed CWS 

m0 

n 
N 
Nu 
<2rad 

Rwd 
^wsh 

t 
Tb 

Td 
Tf 
Tfm 
TJ 
\ 
u 
U 
um 

Umf 

Vd 

VE 

vs 
X 

X, 

evaporating rate from CWS droplet, kg/m2 s 
evaporation rate from CWS shell, kg/m2 s 
time, s 
bed temperature, K 
droplet temperature, K 
temperature of gas inside the jet, K 
temperature of gas on the jet axis, K 
temperature of gas entering the bed, K 
temperature of surrounding gas, K 
gas velocity, m/s 
superficial fluidization velocity, m/s 
gas velocity on jet axis, m/s 
minimum fluidization velocity, m/s 
velocity of dispersing gas at nozzle outlet at 

ambient conditions, m/s 
velocity of a CWS droplet, m/s 
particle entrainment rate (by volume), m3/s 
velocity of sand particle, m/s 
distance from end of CWS nozzle, m 
mass fraction of moisture in a CWS droplet 
mass fraction of fixed carbon in parent fuel 
distance from apex of cone to end of nozzle 

(Fig. 1), m 
radial distance from jet axis, m 
entrainment position of sand particle, m 
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Zc length of entrainment of bed solids, m 
£ bed voidage fraction 
9 half angle of jet 
£, nondimensional radius (= y/b) 
rj target efficiency 
X traveled distance, m 
ßi absolute viscosity of liquid, Pa s 
pd density of a CWS droplet, kg/m3 

Pj- density of gas inside the jet, kg/m3 

p1 liquid density, kg/m3 

p0 density of gas entering the bed, kg/m3 

ps density of sand, kg/m3 

ai surface tension, N/m 
<J> differential  distribution  function  of CWS 

droplets, 1/m 
<PV cumulative   distribution   function   of  CWS 

droplets 
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In order to investigate the effects of temperature and ion-exchanged metals on hrown coal tar compo- 
sition, we have pyrolyzed raw, acid-washed, sodium-exchanged, and calcium-exchanged Yallourn brown 
coal in a fluidized-bed reactor at temperatures of 600-1000°C. Tar yields adhere to the order: acid-washed 
> raw > Na-form > Ca-form-reflecting the cations' ability to bring about a more rigid and compact coal 
structure, which hinders the escape of large tar molecules evolved during coal devolatilization. Analysis of 
the tars by high-pressure liquid chromatography with ultraviolet-visible diode-array detection reveals that 
the tars are composed mainly of aliphatic species at the lowest pyrolysis temperatures. An increase in 
pyrolysis temperature brings about a decrease in the aliphatic components and an increase in the aromatic 
portion of the tar. At low temperatures, the aromatic portion of the tar is composed of a large number of 
mostly substituted aromatic species. The distribution of products narrows, however, as pyrolysis temper- 
ature is raised and dealkylation and decarbonylation reactions take place. Concurrently, the contribution 
from ring-nitrogen-containing aromatics falls, in accordance with their lower relative thermal stability. At 
the highest pyrolysis temperatures, tar composition is dominated by unsubstituted polycyclic aromatic 
hydrocarbons. Compared to temperature, sodium and calcium exhibit only modest effects on tar compo- 
sition—the primary one being the suppression of the yield of aromatics containing ring nitrogen. At the 
lower pyrolysis temperatures, the tars from the Ca-form coal are richer in aliphatic content than the tars 
from the other coals, suggesting that the aliphatic products of devolatilization are less susceptible than the 
aromatic products to the cation-induced hindrance of tar molecule escape during coal pyrolysis. The effects 
of the metals become less pronounced at higher pyrolysis temperatures, however, where thermal factors 
govern the product distribution. 

Introduction fects of temperature or ion-exchanged metals on 
yields of light hydrocarbons [1,9-14], oxygen-con- 

Often associated with the carboxylic and phenolic taming  gases   [13-17],  char  [6,9,10,17],  and tar 
functionalities in brown coals and lignites are metal [1,10,11,13,15,17,18] produced during the pyrolysis 
cations, which can account for a significant portion Qf lignites and brown coals. It is our purpose, in the 
of the inorganic constituents of low-rank coals [1-3]. work reported here, to investigate the influence of 
These ion-exchanged metals are noted for their ef- temperature and ion-exchanged metals on the com- 
fects on particle ignition [4,5] and their contributions position of tars produced from an Australian brown 
to the fouling and corrosion of burner surfaces [4,6] coal, a coal for which metal cations can be reversibly 
during  combustion.   Like  temperature,  however, removed or replaced by acid washing and ion-ex- 
they also affect the pyrolysis process at the initial change techniques [1,19,20]. 
stage of coal combustion-influencing the distribution Previous studies of the effects of temperature on 
of pyrolysis products among the volatile constituents, lignite or brown coal tar composition have involved 
which contain a large portion of the coal's heating elemental analysis [9], Fourier-transform infrared 
value [7], and the char, whose slow rate of burning spectroscopy (FTIR) [21], and nuclear magnetic res- 
is a limiting factor in combustor design [8]. onance  spectroscopy  (NMR)   [22,23].   Efforts  to 

A number of researchers have examined the ef- study the effects of ion-exchanged metals on lignite 
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or brown coal tar composition have so far been lim- 
ited to FTIR analysis [21,24]. In the present study, 
we analyze tar composition by two methods of high- 
pressure liquid chromatography (HPLC) coupled 
with broadband diode-array detection so that the 
Chromatographie signals closely approximate mass 
concentrations [25,26]. The first HPLC technique 
permits us to determine tar composition by com- 
pound class. Distinctions between aromatic and ali- 
phatic content, substituted and unsubstituted aro- 
matics, and aromatics with and without ring nitrogen 
are of relevance with respect to sooting tendency 
[27-29], thermal stability [23,29,30], health effects 
[29,31], and NOx precursor chemistry [32]. The sec- 
ond HPLC technique permits us to identify partic- 
ular polycyclic aromatic hydrocarbons (PAH) con- 
tained in the tars. 

The present work entails the fluidized-bed pyrol- 
ysis of four versions of Yallourn brown coal: raw, 
acid-washed, sodium-exchanged, and calcium-ex- 
changed. In the following, we report tar composition 
as a function of temperature for the four Yallourn 
coals and interpret the results in terms of secondary 
pyrolytic reactions and the effects of ion-exchanged 
metals on coal structure. 

Experimental Equipment and Techniques 

The Yallourn coal of this study is a low-ash (1.1%) 
brown coal of the Latrobe Valley, with elemental 
composition 67.4% C, 4.6% H, 0.6% N, 0.3% S, and 
27.1% O (by difference) on a dry, ash-free basis. It 
yields 53% proximate volatile matter in the Austra- 
lian standard test. The metals composition of the raw 
coal is given by Schäfer and Wornat [33]. The acid- 
washed coal is prepared by contact of the raw coal 
with a 1.3 N HCl solution over mild heat [19,34]. 
The sodium- and calcium-form coals are prepared 
from portions of the acid-washed coal by ion-ex- 
change techniques [19,20]. The coal contains 3.25 
mequiv of carboxyl groups/g daf coal [33]—of which 
0, 5, 40, and 84% are in the carboxylate form for the 
acid-washed, raw, sodium-form, and calcium-form 
coals, respectively [20]. The 40% exchange limit of 
the Na-form coal is a consequence of the necessity 
to avoid extraction of organic components of the 
coal. However, since Na is monovalent and Ca is 
divalent, the number percents of Na and Ca atoms 
in the two cation-form coals are comparable. 

To produce the tars for this study, vacuum-dried 
coal (of particle size 75-106 fim) is pyrolyzed in ni- 
trogen at temperatures of 600-1000°C in a fluidized- 
bed reactor [9,16,21]. Heating rates are approxi- 
mately 104 K/sec [9], and pressure is atmospheric. 
Particle residence times are estimated to be at least 
0.3 s, adequate for full devolatilization [9]. The re- 
actor effluent passes through a liquid-nitrogen- 
cooled glass trap, fitted with a Soxhlet thimble, for 

collection of the char and tar. The tar is recovered 
by Soxhlet extraction with dichloromethane (DCM). 
The mass of DCM-soluble tar collected is then de- 
termined from the volume of the solution and its 
concentration, which is measured by evaporation of 
two small aliquots of the solution, in a modified ver- 
sion of the procedure of Lafleur et al. [35], 

The dichloromethane extracts are analyzed by 
HPLC on a Hewlett-Packard Model 1050 Chromato- 
graph, which consists of a quaternary solvent deliv- 
ery system coupled to an ultraviolet-visible (UV) ab- 
sorption diode-array detector. Samples are injected 
through a 20-^L Rheodyne injection loop, and a mi- 
croswitch on the injector actuates the data system to 
ensure reproducible starting times. Care is taken to 
inject the samples at concentrations that ensure that 
all portions of the chromatograms are within the lin- 
ear detection limits. 

Two HPLC methods are employed. The first, doc- 
umented elsewhere [25,36-38], employs a Jordi-Gel 
polydivinylbenzene column with DCM (1.5 ml/ 
min) as the mobile phase. This method novelly sep- 
arates mixtures into three groups [36]. Substituted 
aromatics (aromatic compounds with at least one of 
the following substituent groups: alkyl, aryl, hy- 
droxyl, carbonyl, carboxyl, etheric, esteric, cyano, or 
nitro) elute before 16.15 min. Unsubstituted aro- 
matics elute between 16.15 and 18.85 min. Only ar- 
omatics with ring nitrogen elute after 18.85 min, but 
some aromatics with nitrogen in 5-membered rings 
elute between 16.15 and 18.85 min. Although this 
HPLC method does not render species-by-species 
resolution of complex mixtures, it is extremely useful 
for the analysis of fuel-derived products, since cali- 
bration [36] of this column with an extensive set of 
reference compounds shows that virtually every type 
of fuel-derived organic species is amenable to anal- 
ysis on this HPLC column. (Calibration standards 
include 172 different organic species spanning a 
broad range of molecular sizes, configurations, po- 
larities, functional groups, ring heteroatoms, etc.) 
The only limitation is one of detection. Since all ar- 
omatic compounds absorb UV light, they are all de- 
tected. Purely aliphatic species, which elute with the 
substituted aromatics, however, are not detected un- 
less they contain one or more UV chromophores, 
such as conjugated double bonds. 

The second HPLC method, detailed elsewhere 
[39,40], utilizes a reverse-phase Vydac 201TP octa- 
decylsilica column with time-programmed mobile 
phases of acetonitrile/water, acetonitrile, and DCM. 
This method resolves individual polycyclic aromatic 
compounds, which are unequivocally identified by 
their UV absorption spectra [40]. 

Both HPLC methods utilize broadband diode-ar- 
ray UV detection so that the Chromatographie signals 
closely approximate mass concentrations [25,26]. As 
previously shown [26], the mass-based response fac- 
tors for polycyclic aromatic compounds vary little 
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Pyrolysis Temperature ('C) 

FIG. 1. Tar yields for Yalloum brown coals pyrolyzed in 
the fluidized-bed reactor. Raw coal, (A); acid-washed coal, 
(D); sodium-exchanged coal, (0); and calcium-exchanged 
coal, (O). 

from compound to compound as long as the UV ab- 
sorbance signal is averaged over the entire wave- 
length range over which the compounds absorb. 
This condition is not fully met in our first HPLC 
method because the use of dichloromethane as a 
mobile phase precludes monitoring within the UV 
range that this solvent strongly absorbs. Conse- 
quently, species with significant UV absorbance be- 
low 236 nm (particularly aromatic species with fewer 
than three rings) will be somewhat underrepre- 
sented in the chromatograms from the first HPLC 
method. Although this limitation does not exist for 
the second HPLC method, volatile species such as 
benzene will still be underrepresented since they 
can be lost in the solvent-exchange procedure pre- 
ceding the reverse-phase analysis [39]. 

Results and Discussion 

Tar Yield 

Figure 1 presents the yield of DCM-soluble tar as 
a function of temperature for the acid-washed, raw, 
sodium-exchanged, and calcium-exchanged Yallourn 
coals. As pyrolysis temperature increases, tar yields 
decrease, marking the well-documented 
[9,11,30,41] conversion of tar to gaseous and solid 
products at high temperatures. The yields for the 
raw coal are in good agreement with the earlier mea- 
surements of Cliff et al. [10]. 

Consistent with the findings of others for low rank 
coals [1,6,14,15,17,21,42,43], Fig. 1 shows that tar 
yields are reduced by the presence of ion-exchanged 
metals. The tar yields adhere to the order: acid- 
washed > raw > Na-form > Ca-form. The effects 
of the metals decrease, however, as temperature in- 
creases and thermal effects begin to dominate. 

A number of studies investigating the effects of 
divalent cations [1,15,17,21,43] attribute the reduc- 
tion in tar yield to the cross-linking effect of divalent 
cations, which link components of the coal structure 
by bridging together pairs of the coal's carboxyl 
groups. Divalent cations in fact do appear to have 
significant effects on the structure of Latrobe Valley 
brown coals. Microscopic examination of Yallourn 
brown coal chars recovered from our reactor reveals 
that the presence of ion-exchanged calcium reduces 
the percentage of particles going through a plastic 
phase during pyrolysis [43]. X-ray diffraction mea- 
surements of Brooks et al. [42] show that after py- 
rolysis of Yallourn coal at 400°C for 1 h, the <i-spac- 
ings are significantly smaller in the char from the 
Mg-exchanged coal (3.74 Ä) than in the char from 
the unexchanged coal (4.03 Ä). Van Bodegom et al. 
[44] observe that solvent penetration is hindered by 
the presence of ion-exchanged calcium in Morwell 
brown coal. 

In addition to the divalent metal effects, however, 
our results show that even the monovalent metal so- 
dium reduces tar yield. The tar yield reducing effects 
of both the divalent and monovalent metals appear 
to be related to two structural features of these coals 
that are determined by proton magnetic resonance 
thermal analysis (PMRTA). Recent PMRTA of our 
acid-washed and ion-exchanged Yallourn brown 
coals [20] shows that under pyrolysis conditions, 
maximum coal fusibility increases in the order: Ca- 
form < Na-form < acid-washed, and that coal ma- 
trix density increases in the order: acid-washed < 
Na-form < Ca-form. (The raw coal could not be 
tested since it contains iron.) Even though sodium 
is monovalent, it still has the ability, perhaps by co- 
ordination with oxygen-containing functionalities, to 
bring about a tightening effect of the coal structure, 
though not to the same degree as calcium. Our re- 
sults thus show that tar yield decreases with increas- 
ing rigidity (decreasing fusibility) and increasing ma- 
trix density (compactness). It is easy to see how the 
cation-induced compaction and rigidity of the Yal- 
lourn coal structure, as indicated by the PMRTA 
data [20], could account for the lower tar yields ob- 
served for the cation-form coals, since large tar mol- 
ecules evolved during devolatilization would en- 
counter greater hindrance to escape from the 
particles. Longer residence times within the coal 
structure would then cause them to be incorporated 
into the char, as the higher char yields and higher 
char H:C ratios of the cation-exchanged coals would 
suggest [1,43]. 

Aromatic Composition: Effects of Temperature 

HPLC analysis of the tar samples collected at dif- 
ferent pyrolysis temperatures enables us to trace the 
compositional changes that accompany the tar con- 
versions depicted in Fig. 1. Concentrating on the 
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FIG. 2. Jordi column HPLC chromatograms (normal- 
ized) of tars from acid-washed Yallourn brown coal pyro- 
lyzed at 600°C, ( ); 800°C, ( ); and 1000°C, 
( ). Regions marked "S," "U," and "N" correspond to 
substituted aromatics, unsubstituted aromatics, and ring- 
nitrogen-containing aromatics, respectively. Chromato- 
grams of 700°C and 900°C tars omitted for clarity. 

"base case" of the acid-washed coal, we first inves- 
tigate the effects of pyrolysis temperature. We then 
examine the effects of the ion-exchanged metals. 

Figure 2 presents the results of applying our first 
HPLC method to the tar samples from the acid- 
washed Yallourn coal pyrolyzed at 600, 800, and 
1000°C in the fluidized-bed reactor. In order to ac- 
centuate compositional differences between sam- 
ples, the three chromatograms in Fig. 2 are normal- 
ized by maximum peak height. In accordance with 
the elution order for this HPLC column, the "S," 
"U,", and "N" labels at the top of Fig. 2 denote the 
portions of the chromatograms representing substi- 
tuted aromatic, unsubstituted aromatic, and ring-ni- 
trogen-containing aromatic species, respectively. As 
Fig. 2 demonstrates, a change in pyrolysis temper- 
ature brings about a huge change in the composition 
of the aromatic components of the tars. At 600CC, 
the substituted species dominate, spanning a very 
broad range of elution volumes, which is indicative 
of a very large number of individual species. Unsub- 
stituted aromatics and aromatics containing ring ni- 
trogen are also present in appreciable amounts. At 
800°C, the chromatogram is shifted to the right and 
is substantially narrower, marking the loss of many 
of the less thermally stable substituted aromatics and 
the shift to more unsubstituted aromatics. There is 
also a substantial depletion of aromatics containing 
ring nitrogen, in accordance with their lower ther- 
mal stability [29] relative to aromatics with only ring 
carbon. The removal of aromatics with substituent 
groups and ring nitrogen continues in the 800- 
1000°C temperature interval such that the 1000°C 
samples chromatogram represents a narrow distri- 

bution of primarily unsubstituted aromatics, still 
with some contributions from substituted aromatics 
but virtually depleted of aromatics with ring nitro- 
gen. 

The temperature/composition trends exhibited in 
Fig. 2 are consistent with earlier results [21] ob- 
tained by Fourier-transform infrared spectroscopy 
(FTIR) analysis of Yallourn brown coal tars. Analysis 
of tars produced at 600°C shows substantial contri- 
butions from hydroxyl, etheric, carbonyl, and alkyl 
functional groups. As temperature is increased to 
800°C and then to 1000°C, FTIR signals from all of 
these substituent groups fall drastically, in accor- 
dance with other studies on low-rank [12,22,23,25] 
and bituminous [22,23,25,30,41,45,46] coals that 
demonstrate dealkylation [12,23,30,41], decarbonyl- 
ation [12,22,30], and de-etherization [30] of aro- 
matic compounds subjected to high pyrolysis tem- 
peratures. Analyses of Yallourn coal tars [30] also 
show that FTIR signals of unsaturated functionali- 
ties such as acetylene and allene substituents rise 
and then fall with increasing pyrolysis temperature, 
similar to the yields of styrene and phenylacetylene 
from another Australian low-rank coal [12]. Aromat- 
ics with unsaturated substituents, therefore, may ac- 
count for some of the substituted aromatics present 
in the Yallourn brown coal tars at the higher pyrolysis 
temperatures. 

Aromatic Composition: Effects of Ion-Exchanged 
Metals 

Although Fig. 1 shows that calcium and sodium 
have marked effects in reducing tar yield from Yal- 
lourn brown coal, Fig. 3 reveals that the ion-ex- 
changed metals have only modest effects on aro- 
matic composition of the tar. Plotted in Fig. 3a,b are 
the normalized HPLC chromatograms of raw, acid- 
washed, sodium-exchanged, and calcium-exchanged 
Yallourn brown coal tars produced at 600°C and 
1000°C, respectively. At both temperatures, the 
chromatograms of the raw and acid-washed tar sam- 
ples are virtually coincident (only 5% of the carboxyl 
groups in the raw coal are in the carboxylate form). 
One feature distinguishes the cation-form coal tar 
chromatograms from those of the other coals at 
600°C, however. At this low temperature, the ratio 
of material eluting after 16.15 min to that eluting 
before 16.15 min is somewhat lower for the sodium- 
form coal tar and lower again for the calcium-form 
coal tar than for the tars of the raw and acid-washed 
coals. We suspect that the production of nitrogen- 
containing aromatics is suppressed in the Na-form 
and Ca-form Yallourn coals since the work of Durie 
and Schäfer [3,47] indicates that some nitrogen in 
Latrobe Valley brown coals can be retained in the 
"pyrolysis residue" (i.e., char) by reaction with cal- 
cium and sodium cations in the coals. A suppression 
of the formation of compounds with nitrogen in 6- 
membered rings would reduce the Chromatographie 
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FIG. 3. Jordi column HPLC chromatograms (normal- 
ized) of tars from Yallourn brown coals pyrolyzed at (a), 
600°C and (b), 1000°C. Raw coal, ( ); acid-washed 
coal, ( ); sodium-exchanged coal, ( ); and calcium- 
exchanged coal, ( ). Regions marked "S," "U", and "N" 
correspond to substituted aromatics, unsubstituted aro- 
matics, and ring-nitrogen-containing aromatics, respec- 
tively. 

signal beyond 18.85 min; a suppression of ones with 
nitrogen in 5-membered rings could reduce the 
Chromatographie signal anywhere past 16.15 min. 
That the effect is greater for calcium than sodium is 
consistent with calcium's divalency. 

Another minor feature, the peak at —15.5 min, 
distinguishes the Ca-form coal tar chromatogram 
from the others at 600°C. This relatively higher UV 
absorbance signal for the Ca-form coal tar sample in 
the "substituted" region of the chromatogram in Fig. 
3a may be due to aliphatic species. FTIR analysis of 
tar samples from Yallourn brown coal [21] and a lig- 
nite [24] shows tars from Ca-exchanged coals to be 
substantially richer in aliphatic components than the 

•*>     10 15 20 

Retention Time (minutes) 

FIG. 4. Jordi column HPLC chromatograms of tars from 
acid-washed Yallourn brown coal pyrolyzed at indicated 
temperatures from 600 to 1000°C. Regions marked, "S," 
"U," and "N" correspond to substituted aromatics, unsub- 
stituted aromatics, and ring-nitrogen-containing aromatics, 
respectively. 

tars from acid-washed coals. Although most aliphatic 
compounds do not absorb in the UV range of our 
detector, those containing conjugated double bonds 
would. (As stated earlier, aliphatic species with UV 
chromophores elute with the substituted aromatics 
on this HPLC column [36]). Alternatively, at low 
temperatures, the Ca-form coal may also produce a 
higher proportion of alkylated or partially hydroge- 
nated aromatic species (both of which elute prior to 
16.15 min) for a reason that is yet unidentified. Re- 
gardless of the causes for these minor distinctions in 
the Ca-form tar sample at 600°C, an increase in py- 
rolysis temperature lessens the effects of the metals 
on aromatic tar composition such that there are no 
longer any appreciable effects at 1000"C, as Fig. 3b 
portrays. 

Aromatic/Aliphatic Composition: Effects of 
Temperature and Ion-Exchanged Metals 

In order to determine the contribution of aliphatic 
species to the Yallourn brown coal tars, it is useful 
to plot the HPLC chromatograms in unnormalized 
form. Figure 4 presents the HPLC chromatograms 
of the five acid-washed Yallourn coal tars, all injected 
at the same total mass concentration. Because for 
aromatics the broadband UV absorbance signal is 
proportional to mass (within the limitations specified 
in the Experimental section), the relative areas of the 
five chromatograms in Fig. 4 closely approximate the 
relative amounts of aromatic material in the five 
samples. As evident in the figure, a rise in pyrolysis 
temperature brings about a monotonic rise in Chro- 
matographie area and thus the proportion of aro- 
matic material in the sample. If we make the as- 
sumption  (based on our own FTIR analyses of 
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FIG. 5. Composition of Yallourn brown coal tar as a func- 
tion of pyrolysis temperature, (a), Acid-washed coal; (b), 
Ca-exchanged coal. Areas represent mass fractions of (A) 
aliphatics, (S) substituted aromatics, (U) unsubstituted ar- 
omatics, and (N) ring-nitrogen-containing aromatics. 

Yallourn brown coal tars [21] and on the NMR re- 
sults of Collin et al. [23]) that the 1000°C tar sample 
contains only aromatic components (and no purely 
aliphatic ones), then we can estimate the aliphatic 
portion of each tar sample in Fig. 4 by taking the 
difference between the Chromatographie area ofthat 
sample and the area of the 1000°C sample. 

The results of that analysis appear in Fig. 5, which 
shows the proportion of each tar sample present as 
aliphatic and aromatic components, as a function of 
temperature, for the acid-washed and calcium-ex- 
changed Yallourn coals. The aromatic portions are 
further broken down into substituted, unsubstituted, 
and ring-nitrogen-containing aromatics. As Fig. 5 re- 
veals, aliphatic components compose the major por- 
tions of the tars at low temperatures but are pref- 
erentially depleted as pyrolysis temperature is raised 
and cracking reactions [11,12] take place. These 
trends, consistent with less quantitative FTIR [21] 
and NMR [23] results, confirm the greater thermal 
stability of the aromatic components, among which 
the unsubstituted species show the greatest thermal 
stability. In fact, similar to earlier results for a bitu- 
minous coal [48], our calculations show a net in- 
crease in the yield of unsubstituted aromatics from 

the Yallourn coal as pyrolysis temperature is in- 
creased, despite the fact that total tar yield de- 
creases. 

Also apparent from Fig. 5 is the fact that aliphatic 
components compose a higher proportion of the Ca- 
form coal's tar samples than those of the acid-washed 
coal (or raw or Na-form coals, for which the results 
are not shown). As stated earlier, this observation is 
consistent with our own FTIR analyses [21] as well 
as others' [24], We interpret this result, along with 
the cation-induced tar reduction portrayed in Fig. 1, 
in the following way: The effect of ion-exchanged 
metals, as determined by PMRTA [20], in making 
the brown coal structure more rigid and compact 
apparently has a greater influence on aromatic prod- 
ucts than aliphatic products in hindering their es- 
cape from the particle during devolatilization. The 
lower susceptibility of these aliphatic compounds to 
impedimence of motion within the coal particle may 
stem partly from the fact that they are mainly 
straight-chain as opposed to more bulky branched- 
chain hydrocarbons [12]. 

Tar Composition at High Temperature 

As shown in Fig. 3b, the 1000°C tars produced 
from the raw, acid-washed, sodium-exchanged, and 
calcium-exchanged Yallourn brown coals are com- 
posed predominantly of unsubstituted aromatics. 
Analysis of these samples by our second HPLC 
method, the reverse-phase technique, reveals the 
identities of many of the constituent species, as il- 
lustrated in Fig. 6 for the calcium-form coal tar pro- 
duced at 1000°C. Figure 6 shows that the high-tem- 
perature Yallourn brown coal tars consist of many 
unsubstituted PAH from two to at least six fused 
rings. Among the products are cato-annelated [49] 
PAH (e.g., anthracene, chrysene, and picene), peri- 
fused [49] PAH (e.g., pyrene, cyclopenta[cd]pyrene, 
benzo[g/w]perylene, and anthanthrene), and PAH 
with fused five-membered rings (e.g., acenaphthy- 
lene, acephenanthrylene, and cyclopenta[fti] 
acephenanthrylene). A detailed treatment of the re- 
sults from the reverse-phase HPLC analysis of these 
brown coal tar samples—including the effects of 
temperature and ion-exchanged metals—will appear 
elsewhere [50]. 

Summary and Conclusions 

Our fluidized-bed pyrolysis experiments with raw, 
acid-washed, sodium-exchanged, and calcium-ex- 
changed Yallourn brown coal show, in accordance 
with previous findings, that carboxyl-associated cat- 
ions reduce tar yields. Recent PMRTA results sug- 
gest that the cation-induced reduction in tar yield is 
due to the cations' ability to bring about a more rigid 
and compact coal structure, which then hinders the 
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FIG. 6. Reverse-phase HPLC chromatogram of calcium- 
exchanged Yallourn brown coal tar produced at 1000°C. The 
rise in baseline at 45 min corresponds to a change in mobile 
phase composition to UV-absorbing dichloromethane. 
Structures of identified PAH are labeled above the corre- 
sponding peaks. Identified species include (from left to 
right): naphthalene, acenaphthylene, 1-methylnaphthalene, 
2-methylnaphthalene, phenanthrene, anthracene, acephen- 
anthrylene, fluoranthene and aceanthrylene (co-eluting), 
pyrene, benzo[c]phenanthrene, cyclopenta[/ii]acephen- 
anthrylene, benzo[a]fluorene, cyclopenta[cd]pyrene, benz- 
[ajanthracene, chrysene, benzo[/]fiuoranthene and benzo- 
[e]pyrene (coeluting), benzo[fo]fluoranthene, benzo[fc] 
fluoranthene, benzo[a]pyrene, benzo[g/ii]perylene, 
indeno[i,2,3-cd]pyrene, benzo[&]chrysene, anthanthrene, 
andpicene. 

escape of large tar molecules evolved during coal 
devolatilization. The effects of the metals on tar yield 
become less apparent at higher pyrolysis tempera- 
tures, however, where tar conversion to secondary 
products prevails. 

Compositional analysis of the tars by HPLC indi- 
cates that they are composed mainly of aliphatic spe- 
cies at the lowest pyrolysis temperatures. An in- 
crease in pyrolysis temperature brings about a 
decrease in the aliphatic tar components, as they un- 
dergo secondary cracking reactions, and a rise in the 
aromatic components. At low temperatures, the ar- 
omatic portion of the tar is composed of a large num- 
ber of mostly substituted aromatic species. The dis- 
tribution of products narrows, however, as pyrolysis 
temperature is raised, and the degree of substitution 
in the aromatics decreases, as dealkylation and de- 
carbonylation reactions take place. Concurrently, the 
contribution from ring-nitrogen-containing aromat- 
ics falls, in accordance with their lower relative ther- 
mal stability. At the highest pyrolysis temperatures, 
tar composition is dominated by unsubstituted PAH, 
including cata-annelated and peri-fused species. 

Although sodium and calcium cations demonstrate 
a marked effect in reducing tar yield, they exhibit 

only modest effects on tar composition. Apparently 
by interacting with coal nitrogen, these cations re- 
duce the yields of ring-nitrogen-containing aromat- 
ics produced during pyrolysis, which could influence 
NOj.-precursor chemistry. At the lower pyrolysis 
temperatures, the tars from the Ca-form coal are 
richer in aliphatic content than the tars from the 
other coals—suggesting that the aliphatic products 
of devolatilization are less susceptible than the aro- 
matic products to the cation-induced hindrance of 
tar molecule escape during coal pyrolysis. The ef- 
fects of cations on tar composition become even less 
pronounced at higher pyrolysis temperatures, where 
thermal factors govern the product distribution. 
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SCATTERING OF THERMAL RADIATION IN THE FREEBOARD OF A 1 MWt 

FLUIDIZED BED COMBUSTOR WITH COAL AND LIMESTONE FEEDING 

M. FILLA AND A. SCALABRIN 

Istituto di Chimica Industriale 
Universita' di Padova 

Padova, Italy 

C. TONFONI 

ENEL-CRT 
Pisa, Italy 

The effect of the scattering of thermal radiation on the emissivity of the particle holdup in the freeboard 
of a 1-MW, fluidized-bed combustor in conjunction with coal, and with coal and limestone feeding is 
compared. The cloud absorption and scattering coefficients and the scattering phase function are those 
obtained by Mie theory on the basis of the physical and chemical characterization of solids samples taken 
at the outlet from the freeboard. The cloud emissivity has been calculated by a discrete ordinate four-flux 
method for cylindrical axisymmetric coordinates using Delta-Eddington approximation of the phase func- 
tion to take into account both the near isotropic scattering by small particles and the pronounced aniso- 
tropic scattering by large particles with respect to thermal wavelengths. 

Large particles make an essential contribution to the absorption thickness of the cloud, whereas their 
contribution to the effective scattering is minor compared to that of small particles, because of the in- 
creasing forward stretching of the phase function with increasing particle size parameter. The scattering 
of thermal radiation lowers the emissivity of the particle cloud to a larger extent in conjunction with 
limestone feeding by the combined effect of the increased albedo due to the low absorption index of 
limestone, and of the increased isotropy of scattering due to the larger proportion of small particles in the 
particle size distribution. The change of absorption thickness of the particle cloud at the outlet from the 
freeboard between the two cases is small, in spite of the near threefold increase of solids concentration 
measured when limestone was added to the coal feed. 

Introduction sulphur to solid discharge in the form of calcium 
sulfate. The predictions are based on the physical 

The relevance of scattering of the particle holdup and chemical characterization of solids samples at 
of combustion products for the purpose of calcula- the exit from the freeboard for the purpose of de- 
tion of the rate of heat transfer to the absorbing walls termination of the radiative properties, and on a dis- 
has been the object of several investigations with ref- crete ordinate flux method [6,8] for the purpose of 
erence to pulverized fuel firing in conventional calculation of the cloud emissivity. 
steam generators [1—4], recently extended also to the 
freeboard of fluidized-bed combustors [5,6]. The 
contribution of the freeboard to the overall heat 
transfer from the 1-MW, fluidized-bed combustor of 
ENEL-CRT is comparable to that of the bed, a not The   1-MW,   fluidized-bed   combustor  of the 

Experimental 

unusual result in the literature [7]. Radiation is the ENEL-CRT Research Establishment of Livorno, 
dominant mechanism, in spite of the lower temper- fully described by De Michele et al. [9], is sketched 
atures with respect to conventional pulverized fuel in Fig. 1. It consists of a 1.27-m(i.d.), 5.08-m-high 
firing, due to the high solids holdup of the combus- cylindrical chamber, enclosed by a tube waterwall 
tion products. The interest in the evaluation of the whose first 2.00 m from the distributor are refractory 
importance of scattering of thermal radiation on the lined. The data relevant to this work were obtained 
emissivity of the particle cloud in the freeboard in during atmospheric operation with coal (case A), and 
conjunction with coal feeding [6,8] is extended here coal and limestone (case B) feeding of a silica-sand 
to the case of coal and limestone feeding to convert bed of particles in the size range 0.3-1.3 mm, with 
atmospheric emission of sulphur dioxide from fuel average diameter dp av = 0.88 mm, and minimum 

3295 
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FIG. 1. Sketch of the 1-MW, fluidized-bed combustor 
and main flow rates: air (ma), coal (mc), limestone (m]), 
combustion products (mg) and entrained solids (ms), cool- 
ing water (m,). 

fluidization velocity Umf = 0.39 m/s. The coal feed 
was in the size range 1-3 mm, and the limestone 
particle size ranged between 0.5 and 2.5 mm. 

Solids samples were collected from the combus- 
tion products leaving the freeboard by two cyclones 
and an isokinetic probe in series. The physical and 
chemical characterization of the samples was carried 
out by Microtrac particle size laser analyzer and a 
scanning electron Microscope, and by thermogravi- 
metric analysis. 

The operating conditions of the combustor in the 
two cases considered are reported in Table 1. 

Radiative Properties of the Particle Cloud 

The absorption and scattering coefficients and the 
phase function of the particle cloud have been ob- 
tained as the following weighted averages [10] of the 
Mie theory single-particle efficiencies and phase 
function: 

K/m,N,A) = f N(dp)Q%s(x,m)nd^4d(dp)     (1) 

p(/i,m,N,X) = j I N(dJQs(x,m)p(p,m,N,2.) 

nd^/4d(dp) 'ks(m,N,X) (2) 

The number probability density of the size distri- 
bution has been supplied to the equations above in 
the gamma function form: 

n(dp) = Ad~n exp (-bd~P) (3) 

such that N(dp) = N0n(dp), where N0 is the number 
concentration of particles in the cloud. The param- 
eters of equation 3 have been determined by non- 
linear regression of the data in Table 2 to obtain the 
sets (A = 42.7, n = 4.21, b = 8.21, p = 2.46), (A 
= 6.25 X 103, n = 4.97, b = 9.59, p = 0.36) for 
case A and B, respectively. 

The cumulative size distributions together with 
the experimental data of Table 2 are shown in Fig. 
2a,b, and the corresponding number probability 
densities in Fig. 3. The clouds of cases A and B have 
been considered as consisting of two and three com- 
ponents with the same size distribution in the pro- 
portions determined by thermogravimetric analysis 
reported in Table 2. The fly-ash content includes the 
carryover of silica sand from comminution of the bed 
particles, this being a small fraction of the fly-ash 
production during the combustion of coal and of 
hardly distinguishable composition. The limestone 
component includes all Ca species (CaC03, CaO, 

TABLE 1 
Operating conditions of the 1-MW, FBC with coal (case A) 

and coal and limestone (case B) feed 

Bed mass 
Bed height at minimum fluidization 
Coal feed rate (HV = 26400 kj/kg) 
Limestone feed rate 
Air flow rate at the distributor 
Air temperature at the distributor 
Bed temperature 
Flue gas temperature at the freeboard exit 
Mass flow rate of solids from the freeboard 

1164 kg 
0.7 m 
lllkg/h 

1264 kg/h 
85°C 
862°C 
413°C 
17.9 kg/h 

800 kg 
0.5 m 
249 kg/h 
66 kg/h 
2005 kg/h 
118°C 
795°C 
480°C 
96.8 kg/h 
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TABLE 2 
Characterization of the dust collected at the outlet of the 1-MW, FBC freeboard 

Case A 

Composition: fly ash (67%) and char (33% 
Size Distribution from Microtrac: 

4.3        5.7        8.0 
16.4     23.7     31.7 

dp Cum) 

Composition: limestone (71%), fly ash 
Size Distribution from Microtrac: 

dp (um)       2.4       3.4       4.9 
%.,„, 3.4       5.2       8.7 

11.2      16.0      23.0      32.5 45.5 64.0 90.5 128 181 256 

38.0      44.7     49.0      56.3 67.7 79.0 90.5 94.3 98.3 100 

Case B 
ash (19%), and char (10%) 

6.9       9.7      13.6      19.2 27.1 38.2 53.7 75.7 107 176 

16.8     22.9      31.7     41.8 53.2 66.5 74.6 87.3 94.1 100 

F(dp) 

100 200     dp(Hm)     300 

200 

FIG. 2. Frequency size distribution by volume of the 
solids samples in case A (a), and case B (b); D, measured; 
 , from equation 3. 

CaS04), since both CaO and CaS04 were small frac- 
tions of the limestone content in the samples. This 
low CaC03 conversion is an anomalous result due to 
the particular runs of the combustor during which 
the solids samples were taken, in that they were set- 
ting up runs of the feeding system. 

The values of the refractive indexes used for the 
three components are those suggested by Mengiic 
and Viskanta [11] for fly ash (mfa = 1.5 - 0.02i), 
Brewster and Kunitomo [12] for char (mc = 1.7 — 
O.lOi), and that calculated in Ref. 8 by Rosseland 
averaging of the spectral data of Ref. 12 for lime- 
stone (mi - 1.55 - 0.005i). 

1 - ",,     Case B 

V I V 

0.5 

0- 

\   w 
Case A 

"7~~—"--T-    r       ' ■  

dp(urn) 10 

FIG. 3. Probability densities of the size distributions by 
number of the solid samples from equation 3. 

The cloud absorption and scattering coefficients 
and albedo, and the forward scattering (/,) and linear 
anisotropy (Au) parameters of the Delta-Eddington 
approximation [13,14] of the phase function 

Pl(ji) = 2fAl - /*) + (1 -fx)(l + Auft) (4) 

are reported in Table 3 in correspondence of X = 1 
jum and X = 10 /um for the both cases A and B. 

Results 

The functional dependence of the spectral emis- 
sivity of the particle cloud on absorption thickness, 
albedo, and phase function, and on the aspect ratio 
of the enclosure can take the form 

after Delta-Eddington approximation of the phase 
function. The dependence on aspect ratio can be 
neglected in the range of practicable bed heights of 
this combustor. 

The results of the calculation by the discrete Or- 
dinate flux method in [6,8] at 1 and 10,um are shown 
in Fig. 4a,b for case A, and in Fig. 5a,b for case B, 
together with those for the reference cases of purely 
absorbing/emitting (co[ = 0) and isotropic scattering 
medium (a>[ Scattering does not reduce the 
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TABLE 3 
Radiative properties of the particle clouds 

Mm"1) Mm-1) fx An 

Case A 

CaseB 

1 fim 
10 fim 

X = 1 fim 
X = 10 fim 

0.47 
0.20 

0.51 
0.23 

0.68 
0.53 

1.65 
1.25 

0.59 
0.73 

0.76 
0.85 

0.81 
0.47 

0.38 
0.59 

EX 

0.5 

L/D=3.5 

(Oi-0.0 ^ 

(0^=0.76 /Vf\3v \-> 
.
.
-
.

 S            '^\ ^\ ^\    N. ^ 

0.01 0.1 ka.xD 10 

UD=3.5 

(Oi-O.O 

FIG. 4. Monochromatic emissivity of the particle cloud 
of case A as a function of absorption thickness and effective 
albedo at X = 1 fim (a), and at X = 10 /im (b), ; of 
the isotropic scattering, •••; and of the purely absorbing/ 
emitting medium, —. 

6i 

0.5 

■ cox'=0.0 x<\ 
L/D=3.5 

Oi-0.70  ^?'\ 

-- coi=0.85 ,C\ \.. 

b) ^\^\^\   \. 

 '—r-rTT,,,{ , KNA\V 
0.01 0.1 1 ka,xD 10 

FlG. 5. Monochromatic emissivity of the particle cloud 
of case B as a function of absorption thickness and effective 
albedo at X = 1 fim (a), and at X = 10 fim (b), ; of 
the isotropic scattering, ■■■; and of the purely absorbing/ 
emitting medium, 

emissivity to an appreciable extent until the absorp- 
tion thickness reaches the order of unity. The re- 
duction then becomes more conspicuous in the up- 
per end of the thermal wavelength interval in case 
A, as shown by the comparison of Fig. 4a and b. The 
key to the interpretation of this behavior is in Table 
3, where the decreasing extinction of larger wave- 
lengths by absorption predicted by Mie theory can 
be observed as well as that by scattering, while the 
albedo of the cloud increases to reach a flat maxi- 
mum. This increase is further amplified in the effec- 

tive albedo by the more isotropic scattering of larger 
wavelengths. The comparison between the two sec- 
tions of Table 3 shows that the scattering coefficient 
and albedo of the cloud increase in case B, consis- 
tently with the low absorption index of limestone, 
and that the isotropy of scattering at X = 1 /im is 
enhanced. As visualized in Fig. 3, limestone contrib- 
utes substantially to the small particle tail of the size 
distribution, so that the emissivities of Fig. 5a,b ex- 
hibit the behavior of a smaller size particle cloud in 
case B with respect to case A. 
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Case A 
L/D = 3.5 

FIG. 6. Total emissivity of the particle clouds at 1000 K 
as a function of the absorption thickness. 

Conclusions 

The addition of limestone to the coal feed in de- 
sulfurizing fluidized-bed combustion affects the ra- 
diative properties of the solids holdup in the free- 
board through the change of both concentration and 
composition. The emissivity of the particle cloud is 
reduced by the combined effect of the higher al- 
bedo, due to the low absorption index of limestone, 
and of the increased isotropy of scattering, due to 
the larger weight of the small particle tail of the size 
distribution. The change of absorption thickness of 
the particle cloud at the outlet from the freeboard 
is small, in spite of the near threefold increase of 
solids concentration measured in conjunction with 
limestone addition to the coal feed. 

The shaded areas in Figs. 4 and 5 indicate that the 
absorption thickness of the cloud within the free- 
board increases with increasing solids concentration 
moving from the freeboard outlet toward the free 
interface of the bed. The lower bounds can be spec- 
ified on the basis of the results of Table 3, since the 
solids samples were taken at the outlet from the free- 
board. The shift of the shaded areas toward higher 
absorption thicknesses in case B may appear below 
expectation for a threefold increase of particle con- 
centration. However, that is not the case, since it is 
the net result of the opposite effects of the changes 
of cloud composition and concentration. This may 
be realized by the consideration that char, the main 
absorbing component of the cloud, is diluted from 
33% in case A to 10% in case B, where most of the 
solids are limestone. The contribution of the 71% 
limestone content of the sample to the cloud ab- 
sorption coefficient is only 18.7% at 10 /im and 
31.2% at 1 fim, the corresponding contributions of 
the 10% char content being 63.5% and 45.7%. 

An estimate of the total emissivity of the particle 
clouds can also be obtained from 

EBldl (6) 

where 96.9% of the total blackbody emissive power 
at 1000 K is encompassed setting XY = 1 jum and A2 

= 15 ßm, by Planck averaging of the spectral em- 
issivities in function of monochromatic absorption 
thickness and effective albedo. The measure by 
which the total emissivities of the particle clouds of 
the composition and size distribution of Table 2 dif- 
fer as the solids volume fraction increases is shown 
in Fig. 6, where the Planck and Rosseland mean ab- 
sorption thickness at 1000 K of the two clouds at the 
outlet from the freeboard are so close ((fcapD)A = 
0.44, (KfiD)A = 0.45; (fca,PD)B = 0.45, (KfiD)B = 
0.47) that they can be represented in the figure by 
an apparently single value. 

Nomenclature 

A\ linear anisotropy phase function parameter 
d„ particle diameter (m) 
D freeboard diameter (m) 
/ forward scattering phase function parameter 
k& absorption coefficient (m_1) 
kJD absorption thickness 
ks scattering coefficient (m_1) 
k's effective scattering coefficient (k's = ks(l — 

y))(m-i) 
L        freeboard height (m) 
m       complex refractive index 
N(cL) number   concentration   probability   density 

(m-3) 
p        scattering phase function 
Qa      particle absorption efficiency 
Qs      particle scattering efficiency 
x        particle size parameter (x = ndJX) 

Greek Symbols 

ö Dirac delta function 
e emissivity 
X wavelength (m) 
fi cosine of the scattering angle 
co albedo (co = kj(ks + ks)) 
co' effective albedo (co = k's/(coa + k's)) 

Other Subscripts 

X        monochromatic 
P        Planck mean 
R       Rosseland mean 
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tion of the gas and solid components of the two-phase mix- 
ture confined by the walls and the size distribution of the 
solids are known. 
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IN SITU ALKALI CONCENTRATION MEASUREMENTS IN A PRESSURIZED, 
FLUIDIZED-BED COAL COMBUSTOR BY EXCIMER LASER INDUCED 
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Franz-Fischer-Weg 61, 45307 Essen, Germany 

Absolute concentrations of total gas-phase sodium and potassium compounds were determined in the 
flue gas of a fluidized bed coal combustor at 10 bar using excimer laser-induced fragmentation fluorescence 
(ELIF). In this in situ and on-line technique, the alkali compound molecules are photodissociated by ArF- 
excimer laser light at 193 nm, whereby excited Na(32P) and K(42P) atoms are formed. Fluorescence from 
these atoms is simultaneously detected in two separate channels at 589 nm and 768 nm, respectively. The 
calibration system and data evaluation procedure to convert measured signals to absolute concentrations 
is described. 

Studies on lignite and hard coal under several different combustion conditions are reported. The mea- 
sured concentrations span a dynamic range of more than three orders of magnitude, with a detection limit 
of <0.2 ppb for Na and K. Large differences between the coals in the release of alkalis were observed. 
For the lignite investigated, potassium-compound concentrations up to 800 ppb and sodium-compound 
concentrations up to 500 ppb were determined, whereas the concentrations for the hard coal were less 
than 10 ppb. These large variations in alkali release reflect the very different structures of the respective 
coals, emphasizing the influence of mineral coal components on release and recapturing of gas-phase alkali 
species. It is also clear that more detailed, systematic studies are needed for a proper understanding of 
alkali release in PFBC. 

Introduction tually to predict the release of alkali compounds 
from solid fuels, systematic measurements for a va- 

The release of alkali species is a factor of consid- riety of combustion conditions, fuels, and getters are 
erable uncertainty in evaluating advanced solid fuel needed. Furthermore, the flue gas contains variable 
conversion systems. New combined cycle schemes quantities of gaseous components, aerosols, and dust 
for electricity generation promise net efficiencies on particles. Depending on temperature, chemical con- 
the order of 50% for pressurized coal-fired power stituents, and dust load, a number of surface and gas- 
plants [1]. However, hot gas cleaning, that is, the phase processes can take place that can influence the 
removal of particulates and detrimental trace gases relative amounts of alkali in different physical forms, 
such as evaporated alkali compounds at suitable gas So far, classical collective sampling techniques 
turbine inlet temperatures, is still a problem to solve [3,4] have been used frequently because of their 
if such efficiencies are to be realized. For the en- common availability but require sampling/analysis 
trance to turbines, corrosion damage caused by alkali times of more than 30 min, in pressurized systems 
compounds is feared even at ppb concentrations [2], often requiring many hours. Transient behavior, for 
requiring a highly sensitive and fast-responding de- example, upon changes of combustion conditions, 
tection technique. These low tolerance limits will cannot be detected in this way, nor can different 
necessitate getter materials (e.g., bauxite) to capture forms of alkali be clearly discriminated, 
alkali vapors. Indeed, some mineral components of A suitable on-line method for detecting gas-phase 
the coals may themselves act as getters (as our pres- alkali concentrations is excimer laser-induced frag- 
ent results suggest) and flue gas alkali concentrations mentation fluorescence (ELIF). The diagnostic po- 
can be strongly influenced by the fuel type and com- tential of ELIF for coal combustion diagnostics was 
bustion conditions. To better understand and even- suggested by Oldenborg et al. [5]. In a previous 

3301 
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FIG. 1. Pressurized, fluidized bed reactor and the ELIF setup. 

investigation [6], we demonstrated the viability of 
ELIF as a fast-responding, in situ, and nonintrusive 
diagnostic method for continuously monitoring alkali 
species in technical combustion devices. Absolute 
sodium concentrations in the flue gas of a fluidized 
bed reactor at DMT were determined at atmos- 
pheric pressure, and a detection limit of —0.2 ppb 
was achieved. Several different coals were investi- 
gated and distinct differences in concentration his- 
tory with reactor conditions and coal type could be 
discerned. The ELIF method was also used recently 
to monitor sodium concentrations in drop flow [7] 
and gasification systems [8], and for sodium and po- 
tassium in an entrained flow reactor [9], In Ref. 7 
only relative concentrations were measured; in the 
other two investigations [8,9], a calibration proce- 
dure allowed absolute concentrations to be deter- 
mined. Additionally, Ref. 8 describes a method for 
distinguishing between NaCl and NaOH by moni- 
toring fluorescence signals at 589 and 818 nm, since 
signals from the latter wavelength can energetically 
only be caused by NaOH. 

Recently, two other on-line methods for monitor- 
ing alkali compounds were developed. In one tech- 
nique, plasma-excited alkali resonance line spectros- 
copy (PEARLS), an N2 plasma is used to dissociate 
the alkali compounds in a sample flow; the resulting 
atoms are detected by combined absorption and 
emission spectroscopy. PEARLS has been used to 

monitor sodium in several pressurized coal combus- 
tors [10]. Another technique is based on surface ad- 
sorption of alkali molecules and aerosols and sub- 
sequent surface ionization of the alkali atoms on a 
heated platinum wire [11]. In contrast to ELIF, 
which is sensitive only to gas-phase molecules, both 
of these techniques may also be sensitive to aerosols 
and small particles. 

In most alkali measurement schemes, a gas sample 
is extracted from the system under investigation. 
Frequently, this gas sample must be filtered to re- 
move particulates. There is uncertainty about the 
fate of the alkali compounds during this procedure, 
since reactions with the probe line material itself, 
deposits thereon, the filter material, or the filter cake 
can take place, especially if the probe line is not at 
process temperature. Therefore, the application of 
ELIF will be particularly advantageous as a truly in 
situ technique, observing in the process gas directly. 

Experimental 

The pressurized fluidized bed reactor used for our 
measurements has a rating of about 100 kW at 10 
bar. It comprises a lower, bubbling fluidized bed 
combustion zone of 1.5 m bed depth and an upper, 
extended freeboard zone (Fig. 1). The residence 
time of the flue gas in the freeboard region is about 
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4.5 s at a fluidizing velocity of 1 m/s in the combus- 
tion section. To compensate for heat loss through the 
wall, the freeboard can be heated electrically. The 
maximum temperature at the surface of the heating 
jacket is 900°C. 

After leaving the reactor, part of the ash is re- 
moved from the flue gas in a cyclone located im- 
mediately in front of the optical access port for the 
alkali measurements. To prevent condensation of al- 
kali compounds between the reactor and the mea- 
surement point, the metallic flue gas duct and cy- 
clone were electrically trace heated. Typical flue gas 
temperatures at the ELIF measurement point were 
~800°C (measured at the cyclone exit). Down- 
stream, the flue gas was cooled in a heat exchanger 
and the remaining dust removed in a bag filter. 

To prevent wall reactions of alkali compounds, the 
inner surface of reactor and flue gas ducts were 
made entirely from steel with no refractory linings 
and so on. High gas velocities in the flue gas duct 
kept particle deposition low. 

To allow operation at 10 bar, the reactor head, flue 
gas pipe, cyclone, and optical access were designed 
using heat-resistant steel. Care was taken to optimize 
the N2 flushing of the windows to minimize dust 
deposition, to ensure that the windows withstand the 
foreseen operating conditions, to minimize heat loss 
by the flanges, to simplify detector adjustment, and 
to retain a compact size. This resulted in an access 
port with different flanges for laser beam and fluo- 
rescence detection, each equipped with high-purity 
quartz (Suprasil) windows encased in steel mount- 
ings. 

Alkali compounds were photolyzed at 193 nm by 
a broadband ArF excimer laser using energy densi- 
ties of several mj/cm2. The laser was operated at a 
repetition rate of 6.4 Hz; data were averaged com- 
putationally over 400 samples (corresponding to 1 
min). The laser energy entering and leaving the 
optical access was monitored constantly and pro- 
vided a measure of the effective beam transmission. 
Fluorescence was detected perpendicular to the la- 
ser beam by two photomultipliers coupled to boxcar 
integrators, using time gates of 40 and 90 ns, re- 
spectively. To suppress undesired radiation due to, 
for example, incandescence, atomic line filters (589 
nm, FWHM = 10 nm for sodium and 768 nm, 
FWHM = 10 nm for potassium) were placed in 
front of the detectors. Exchangeable neutral density 
filters avoided detector saturation at high alkali con- 
centration levels and reduced remaining background 
radiation. To avoid saturation caused by low but con- 
stant irradiation, the photomultiplier for potassium 
was gated (i.e., switched off except for one/« around 
the measurement time). Gating was not necessary 
for the sodium photomultiplier since incandescence 
is much weaker at 589 nm than at 768 nm. 

Calibration Procedure 

For calibration measurements, a quartz cell with 
four optical access ports was set up using the same 
optical conditions and geometry as for the reactor 
measurements. The cell was encased in a tubular 
oven, heatable to 1200°C. NaCl or KCl filled the 
attached reservoir, which was heated separately, so 
that the vapor pressure of the salt could be varied 
independently [12]. To prevent salt condensation, 
the oven was constructed with effective thermal in- 
sulation material and the cell was maintained at least 
50CC hotter than the reservoir. Evacuated quartz 
tubes at the ports served both for thermal insulation 
and minimized absorption of the laser beam in the 
hot oven atmosphere. 

The gas-phase alkali compounds MX were pho- 
todissociated by UV-laser light (193 nm), whereby 
simultaneously excited Na(32P) and K(42P) atoms 
M* are formed: 

hv 
MX^ M* + X 

Fluorescence from M* was detected at 589 nm (so- 
dium) and 768 nm (potassium), respectively. A cali- 
bration factor Qet can be determined using the al- 
kali number densities in the calibration cell obtained 
from thermodynamic data and the following relation 
for the fluorescence signal Sg: 

Sfl  =   Caet -Elaser nMX aabs 9 

where Eiaser is the effective laser energy in the cell, 
nMX is the number density of the alkali salt MX, aabs 

is its UV-absorption cross section for production of 
M*, and q describes the quenching effect 

q = A/(A + Q),Q = 2 nppi 
i 

with A the inverse natural lifetime of the excited al- 
kali atom and Q the quenching rate. The value of Q 
was determined using measured quenching cross 
sections at [13,14], the number densities nt of the 
quenching partners i, and the relative velocities v{ of 
i and M*. The most important quenching partners 
in the flue gas were N2, C02, 02, and H20 with 
typical mole fractions of 0.76, 0.14, 0.05, and 0.04, 
respectively. 

Results and Discussion 

In the measurements presented here, one lignite 
and one hard coal were studied. Both coals were 

. milled to a diameter <2 mm. ELIF measurements 
could begin when stable reactor conditions had been 
reached and the two laser energy monitors Ein and 
£out had been calibrated with a pyroelectric joule- 
meter. The ELIF signals were measured continu- 
ously for 6-7 h. At certain times, the reactor condi- 
tions (e.g., coal feed, air supply, and electrical 
heating powers) were varied. 
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FIG. 3. Sodium and potassium concentration histories for a hard coal and a lignite with a coal feed interruption (T). 

Figures 2 and 3 show representative results for 
experiments under various conditions. Figures 2a 
and 2b show concentration profiles for the hard coal; 
Fig. 2c depicts that of the lignite. In each case, the 
temporal course of potassium and sodium concen- 
trations is shown over the whole day, together with 
the corresponding history of the flue gas tempera- 
ture. The general concentration level for both alkali 
compounds was below 10 ppb for the hard coal but 
in the range of 300-800 ppb for the lignite. The hard 
coal was used as fuel in a total of six independent 
measurements on different days at 10 bar pressure, 
the lignite in five measurements. Although day-to- 
day variations are seen, the alkali concentration lev- 
els were of the same order of magnitude in each 
measurement of the respective series. The major 
reasons for the large difference in measured con- 
centrations for the present lignite and hard coal are 
their very different mineral compositions and the 
way the alkali is distributed between organic and alu- 
minosilicate fractions. Ash analysis shows a very high 
proportion (~30% wt) of aluminosilicates in the 
hard coal, which are known to retain alkali com- 
pounds strongly [15] at the temperatures of FB com- 
bustion. In comparison, the lignite ash contains only 
—3% wt aluminosilicates. In the lignite, the main 
part of the alkali content is present in the organic 
material of the coal, which is easily released at FB 
temperatures. The alkali content in the hard coal, in 
contrast, is bound chiefly in the aluminosilicates. 
Clearly, the quantity of alkali in the coal is not a 
sufficient criterium for determining the amount 
present in the flue gas. 

During a hard coal experiment (Fig. 2a), small 
quantities first of H20 (©), then HC1 (©), then H20 
again (®), were introduced into the reactor to see 
whether extra gas-phase alkali would be released. 
The chlorine content of this coal is ~0.1% and was 

increased by 120% by adding HCI. Despite the ob- 
served fluctuations, the average level of alkali con- 
centration is 40-50% higher during HCl addition. 

In all experiments, the maximum operating bed 
temperature was 920°C. On reducing the FB tem- 
perature by 30-70°C (© in Fig. 2b and © in Fig. 2c) 
or the flow velocity from 1 m/s to 0.75 m/s (© in Fig. 
2b), a decrease in alkali concentration was observed. 
A corresponding increase was seen for an increase 
in bed temperature (® in Fig. 2b). To verify that the 
observed effect was not due to reactions in the free- 
board or flue gas section, the freeboard heating and 
the heating at the measurement point were turned 
off successively for several minutes (©, © in Fig. 2c); 
in these cases, the alkali concentration remained 
constant. 

Interruptions of the coal feed (Figs. 3a and 3b) 
lead to an immediate fall in both temperature and 
alkali concentrations, which returned to their pre- 
vious levels on restoring the original conditions. The 
hard coal exhibits a large drop and a fast recovery of 
the (generally low) alkali concentrations. Taking into 
account the different temporal resolutions of ELIF 
(60 s) and reactor standard gas analysis (15 s), the 
alkali curve follows closely the coal feed (calculated 
from the gas analysis data and the coal's elementary 
analysis). The lignite, however, shows a less pro- 
nounced dip and a slower recovery of the alkali con- 
centrations. Again, the temperature of the flue gas 
duct appears to have no influence. This and the ef- 
fect discussed in the previous paragraph show that, 
for the coals investigated, the most important con- 
tribution to the measured gas-phase alkali levels is 
from processes in the fluidized bed. 

From a survey of all experiments, the following 
general observations can be made: 

• For constant reactor and measurement conditions, 
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alkali concentrations remain stable for considera- 
ble periods; for example, in Fig. 2a, the alkali con- 
centration varies 10-15% from 13-15 h. 

• Potassium and sodium concentrations followed a 
similar course in most experiments. 

• The detection limit of 0.2 ppb for sodium and po- 
tassium can be confirmed even under pressurized 
conditions. 

• The alkali concentrations follow most changes in 
operating conditions immediately. 

The different response to coal feed interruption 
(Figs. 3a and 3b) indicates that capture/release equi- 
libria of alkali in the FB are, for the hard coal of 
minor importance compared to release rates from 
newly introduced coal particles, while they may be 
important for the lignite. This is consistent with sig- 
nificant (and irreversible) recapturing of alkali com- 
pounds by hard coal minerals giving low overall alkali 
levels, and a weaker and reversible process for the 
lignite, leading to higher alkali levels. 

Considering the strong influence of the mineral 
composition of the coal and the apparently weak in- 
fluence of effects in the postcombustion zone with 
the same mineral matter present, particle tempera- 
ture distributions will certainly be of major impor- 
tance for the fate of alkali species. Recent results of 
measurements with the PEARLS technique in a 
pressurized entrained flow reactor at 10 bar [10] 
show a strong dependence on the rate of vaporiza- 
tion of alkali species on particle temperature, as 
measured by FTIR pyrometry. Thus, an important 
future experiment will be to perform simultaneous 
alkali and particle temperature measurements for 
PFBC conditions. 

The present results cannot be compared directly 
with those of the previous work [6] because of dif- 
ferences in the coals (structure and composition) 
and operating conditions used. Not only our expe- 
rience but also results found in the PFBC literature 
show that flue gas alkali concentrations can vary over 
orders of magnitude, depending on a whole variety 
of factors in a complex way that is not yet under- 
stood. A survey of PFBC/G literature shows the fol- 
lowing trends: (a) the effect of FB temperature (also 
found, for example, in Ref. 4); and (b) the effect of 
increasing chlorine content, shown by Lee et al. [3]. 
Other correlations cannot yet be established clearly, 
since there are insufficient data under really com- 
parable conditions (e.g., operation parameters, wall 
surface, particle load, coal structure). The only sure 
way to establish such correlations is to make 
measurements at the same reactor, using comple- 
mentary methods simultaneously, as suggested in the 
Conclusions section. 

Conclusions 

Optical on-line diagnostics have distinct advan- 
tages for industrial combustion devices, since they 

are potentially in situ, nonintrusive, and give usable 
results in less than a minute, so that transient effects 
can be registered. In contrast, standard alkali sam- 
pling methods require considerably longer measure- 
ment times and bear the risk of sample changes oc- 
curring in the sampling lines. 

In the course of several series of measurements, 
we have shown that continuous measurements of al- 
kali concentrations with ELIF are feasible under 
pressurized conditions with high dust load, even 
over a whole day. Sodium and potassium can be de- 
tected separately and simultaneously using two de- 
tector channels. The temporal course of the alkali 
concentrations showed various effects that can be 
ascribed to operational changes or that are charac- 
teristic of the coal used. For the hard coal, concen- 
trations were below 10 ppb, whereas for the lignite, 
maxima of 800 ppm potassium and 500 ppm sodium 
were determined. The sub-ppb detection limits for 
both alkalis were confirmed and a dynamic range 
exceeding three orders of magnitude established. 

Ongoing developments and refinements of the 
ELIF method will allow reliable and detailed inves- 
tigations of alkali release and conversion in pressur- 
ized coal combustors. Furthermore, following recent 
investigations [16], the extension of the ELIF 
method to heavy-metal compounds appears feasible. 
Also, a detailed comparison of ELIF with other al- 
kali diagnostic methods such as PEARLS [10] and 
surface ionization [11] is in preparation. The com- 
plementary features of these methods should allow 
alkali species in different physical forms (gas phase, 
aerosols, particles) to be distinguished and thus per- 
mit insight into the fate of alkali species during and 
after combustion. 
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Experiments were carried out in a CFB test unit to investigate how fuel conversion and pollutant 
formation during coal combustion is affected by air staging. Staging of combustion air, in particular the 
variation of its most important parameters, the primary stoichiometric ratio and the residence time in the 
zone before secondary air addition were of prime importance. 

An anthracite, a bituminous coal, and a lignite were used in the experiments. The exhaust concentrations 
and axial concentration profiles of flue gas constituents were measured. The fuel conversion and pollutant 
formation occur primarily in the oxygen-rich zone directly above the bottom nozzle plate. If the residence 
time in the air-lean operated primary zone is sufficiently long, the main combustion phase will be followed, 
after the consumption of oxygen, by a phase dominated by further devolatilization of the still nonconverted 
fuel proportion, which strongly affects formation and decomposition of pollutants in both the primary and 
secondary zones. 

In the stoichiometric ratio range between 0.7 and 0.9, the efficiency of desulphurization is reduced 
because of the thermodynamic instability of the sulphur capture phases CaS and CaS04. In CFB com- 
bustion, primary stoichiometric ratio and primary residence time can be varied within a large range, in 
contrast to pulverized coal combustion, without significant change in the exhaust NO concentration. The 
reason for this is seen especially in the retardation of the H2/02 mechanism and the residual char com- 
bustion, due to the low combustion temperature. 

The exhaust N20 concentration is largely determined by the homogeneous N20 reduction through H 
radicals and the heterogeneous N20 formation from NO reduction on the surface of residual char. The 
suppression of the heterogeneous N20 formation in the secondary zone is an important key to the reduction 
of the exhaust N20 concentration. 

Introduction Ruhr University,  Bochum. A comprehensive de- 
i ic ^T-,T^ i        scription of this project can be found in Ref. 1. 

Results are presented irom a CFB test unit to ob- 
tain detailed understanding of the influence of air 
staging on pollutant formation—as exists presently . . 
for pulverized fuel firing systems. Moreover, funda- ™ 
mental knowledge must be established on the course 
of combustion and pollutant formation during coal     CFB Test Unit 
combustion in the CFB firing system. The results 
submitted are extracted from a DFG (German Re- The design of the test unit (Fig. 1) corresponds to 
search Society) research project carried out at the     tb-e basic concept of the large-scale plants according 

to the EVT-Ahlström system [2], The combustion 

3309 



3310 FLUIDIZED BEDS 

FIG. 1. CFB test unit at Ruhr University, Bochum. 

chamber, particle seal, and chute are refractory 
lined. The cyclone and the particle return pipe are 
made of heat-resistant steel and provided with an 
external insulation. The bottom nozzle plate is 
equipped with six conventional bubble caps. Coal, 
limestone, and silica sand are supplied gravimetri- 
cally from screw feeders via a joint downcomer di- 
rectly into the chute. Secondary air can be admitted 
to the combustion chamber on five different levels 
(see Fig. 1). The combustion chamber is operated 
autothermally. The cooling of the furnace is effected 
by two single U tubes, one of which is immersed in 
the combustion chamber and the other in the par- 
ticle seal. The required furnace temperature can be 
set by varying the cooling load through changing the 
immersion depth of the U tubes. 

Instrumentation 

To withdraw flue gas from the combustion cham- 
ber, a total of 19 measuring ports that can be closed 
by ball valves are available. Their arrangement is 
shown in Fig. 1. In situ sampling was accomplished 
through a stainless steel probe cooled with com- 

pressed air. At the end of the probe, a heated min- 
iature cyclone ensured that the gas was largely sep- 
arated from the fluidized bed material, which was 
also withdrawn in the process. Via a heated Teflon 
hose, the gas sample then reached the fine dust sep- 
arators and finally the gas analyzers, either in a dried 
(02, C02, CO, S02, NO, N20) or moist condition 
(CxHy, NH3), depending on the monitoring princi- 
ple. Sampling of the flue gas constituents was per- 
formed directly above the cyclone outlet. 

For continuous monitoring of NH3, a device was 
used that operated according to a relatively new 
principle based on microwave absorption (Siemens, 
MIPAN 7 KQ 2106). This gas analyzer working with 
moist flue gas did not show any cross sensitivities 
with regard to the typical constituents of flue gases 
derived from coal combustion. For the determina- 
tion of the N20 concentration, an IR absorption an- 
alyzer (Maihak, UNOR 6 N) was used. This method 
showed minor cross sensitivity to certain hydrocar- 
bons of which the only one worth noting was CH4 

(20 vpm at 504 vpm CH4). 

Setting and Operation of the CFB Test Unit 

Air staging was in operation in the combustion 
chamber for all the tests. One part of the combustion 
air, which is referred to later as primary air, was sup- 
plied via the bottom nozzle plate and the conveying 
air nozzles of the particle seal. The remaining com- 
bustion air, which is later referred to as secondary 
air, was injected via one of the five secondary air 
inlets shown in Fig. 1. Accordingly, the combustion 
chamber zone from the bottom plate up to the po- 
sition of the secondary air injection is called the pri- 
mary zone, whereas the combustion chamber area 
after the injection of secondary air is called the sec- 
ondary zone. For all the tests, the proportion of the 
conveying air to the minimum oxygen requirement 
was roughly 10%. 

The stoichiometric ratio in the primary zone was 
varied, to ensure constant fuel load and constant pri- 
mary gas volume flow by replacing a certain quantity 
of primary air with recirculated flue gas of up to 45% 
of the exhaust gas. As a result, the axial temperature 
profile, the fluidization condition, and the residence 
time in the combustion chamber were similar in all 
tests. 

An anthracite (Ruhr), a bituminous coal (Ruhr), 
and a lignite (Rhineland) were used in the experi- 
ments. The properties of the coals are shown in Ta- 
ble 1. The mass mean particle size was in the range 
of 2-3 mm. The nominal fuel load was 0.1 MW for 
the anthracite and the bituminous coal and 0.075 
MW for the lignite because of its larger specific flue 
gas volume. 

The different settings of the firing system at mean 
furnace temperatures of around 850°C produced 
superficial  gas  velocities  of 1.8-2.6  m/s  in  the 
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TABLE 1 
Coal properties 

Anthracite Bituminous Lignite 

wt.% 
(daf) 

c 91.8 82.6 68.5 
h 3.8 5.3 4.8 
0 1.7 8.8 25.3 
n 1.8 1.9 1.1 
s 0.9 1.4 0.3 
VM 10.0 

wt.% 
36.7 53.9 

(as received) 
w 5.0 7.9 54.8 
a 7.6 9.0 2.0 

NCV 
(MJ/kg) 30.68 27.11 9.70 

cylindrical part of the combustion chamber. The 
mean gas residence time from the nozzle plate to 
the cyclone outlet was between 2.0 and 3.0 s, de- 
pending on the secondary air volume flow and the 
location of the secondary air injection. 

Despite the comparably low superficial gas veloc- 
ities, complete fluid-dynamic similarity to the com- 
mercial-scale plants operated in Germany was ob- 
tained by using a correspondingly fine bed material, 
a silica sand with a mass mean particle-size of 65/im. 
The pollutant exhaust concentrations of the test unit 
reveal a high degree of conformity with those of 
commercial-scale plants in Germany. For desul- 
phurization, a limestone powder with a mass mean 
particle size of 10 fim, which is normally employed 
for desulphurization in scrubbers, was used. 

Results 

Fuel Conversion 

Figure 2 shows the axial concentration profiles of 
flue gas constituents for air-staged combustion of lig- 
nite with a primary stoichiometric ratio of 0.78 at a 
mean furnace temperature of 850°C. Secondary air 
was injected through inlet 3 (see Fig. 1). The rapid 
consumption of oxygen taking place within a few 
tenths of a second and the rapid approximation of 
the C02 concentration to the maximum value show 
that the major part of the fuel is converted in the 
most oxygen-rich zone of the combustion chamber 
directly above the nozzle plate. The main combus- 
tion phase (drying-devolatilization-combustion) in 
the air-lean operated primary zone is followed, after 
the consumption of combustion air oxygen, by a 
phase dominated by further devolatilization of the 

still nonconverted, partially degassed fuel. The tran- 
sition between the two phases is clearly shown by 
the renewed rise in the concentrations of CxHy, CO, 
and NH3. 

Figure 3 shows the axial concentration profiles for 
the combustion of the bituminous coal. Secondary 
air was injected through inlet 4. As with the lignite, 
there is a rapid conversion of fuel directly above the 
nozzle plate and a transition to a devolatilization- 
dominated phase after the consumption of oxygen. 
During the combustion of the low-volatile anthra- 
cite, however, no subsequent devolatilization phase 
occurs (Fig. 4). Figure 5 presents the concentration 
profiles of the combustion process for the highly vol- 
atile bituminous coal with secondary air injected 
through inlet 2. With this arrangement, which cor- 
responds to the air staging in large-scale CFB plants, 
the subsequent devolatilization phase is suppressed 
because of the short residence time in the primary 
zone. The addition of limestone causes a noticeable 
decrease of exhaust CO concentrations, something 
that can be attributed to the catalytic acceleration of 
the CO oxidation from the limestone products [3]. 

S02 Formation and Desulphurization 

Figure 3 shows the SOa concentration profile 
when the bituminous coal is burned without addi- 
tion of limestone. S02 is formed primarily in the 
main combustion zone above the bottom nozzle 
plate. During combustion with the addition of lime- 
stone, the SÖ2 is captured rapidly in the oxygen- and 
CaO-rich main combustion zone (Fig. 5). 

In principle, there are two possibilities of sulphur 
capture by CaO: in oxidizing atmosphere as CaS04 

and in reducing atmosphere as CaS [4]. In the tran- 
sition between globally oxidizing and globally reduc- 
ing regimes, which obviously corresponds to a range 
of the stoichiometric ratio between roughly 0.7 and 
0.9, neither of the two forms of sulphur capture is 
thermodynamically stable. Therefore, little desul- 
phurization is to be expected, as shown in Fig. 6, for 
a mean furnace temperature of 870CC. Since this 
effect is restricted to the substoichiometric-operated 
primary zone, its influence on the exhaust S02 con- 
centration grows with an increasing primary resi- 
dence time. In large-scale CFB plants, with their 
relatively short primary residence times, the de- 
scribed effect is therefore of no real significance (see 
Fig. 6). 

NO Formation and Decomposition 

The NO concentration profiles in all figures pre- 
sented demonstrate that the most important zone of 
NO formation is the oxygen-rich combustion regime 
directly above the bottom nozzle plate. Because of 
the low combustion temperature, fuel nitrogen is the 
only source of NO formation. Whether the reaction 
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FIG. 2. Axial concentration pro- 
files of flue gas constituents from 
bottom nozzle plate to cyclone out- 
let. Lignite: T,n = 850°C; SRp = 
0.78; SR„ = 1.1; Ca/S = 0 (inherent 
lime). 
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FIG. 3. Axial concentration pro- 
files of flue gas constituents from 
bottom nozzle plate to cyclone out- 
let. Bituminous: Tm = 850°C; SRp 
= 0.77; SR0 = 1.1; Ca/S = 0. 
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FIG. 4. Axial concentration pro- 
files of flue gas constituents from 
bottom nozzle plate to cyclone out- 
let. Anthracite: Tm = 850°C; SR,, = 
0.84; SR„ = 1.1; Ca/S = 3.6. 

paths of the homogeneous reactions of the fuel ni- 
trogen tend to form NO rather than reduce it de- 
pends on the concentration of the radicals OH and 
O. High concentrations of these chain propagators, 
which are involved in all important reactions of the 
overall mechanism of the homogeneous fuel nitro- 

gen conversion, promote the formation of NO. If 
OH and O concentrations are low, however, the re- 
action paths leading to a reduction of NO and for- 
mation of N2 are predominant. The absence of these 
chain propagators finally leads to inhibition of the 
homogeneous   conversion   of fuel  nitrogen.  The 
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FIG. 5. Axial concentration pro- 
files of flue gas constituents from 
bottom nozzle plate to cyclone out- 
let. Bituminous: Tm = 840°C; SRp 
= 0.71; SR„ = 1.1; Ca/S = 3. 
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FIG. 6. Exhaust S02 as a function of the primary zone 
stoichiometric ratio at various residence times in the pri- 
mary zone (T„). Filled symbols: exhaust S02; hollow sym- 
bols: mean furnace temperature. Bituminous: T„ = 2.2-3.0 
s; SR„ = 1.1; Ca/S = 3. 

Primary Stoichiometric Ratio (-) 

FIG. 7. Exhaust NO as a function of the primary zone 
stoichiometric ratio at various residence times in the pri- 
mary zone (TJ. Filled symbols: exhaust NO; hollow sym- 
bols: mean furnace temperature. Lignite: r0 = 2.0-2.5 s; 
SR0 = 1.1; Ca/S = 0. 

stagnation of the NO concentration in the primary 
zone after the consumption of the available oxygen, 
as seen in Fig. 3, as well as the simultaneous rise in 
the NH3 concentration, indicate the inhibition of 
fuel nitrogen conversion inhibition. This is caused 
by the paucity of OH and O radicals. 

The rate of formation of the chain propagators is 
strongly dependent on temperature. At the compar- 
atively high combustion temperatures in pulverized 
coal firing systems, concentrations of OH and O rad- 
icals are high, even if only a small amount of molec- 
ular oxygen is present. At the typical CFB combus- 
tion temperature of about 850°C, however, the 
concentrations of these radicals are so low—even at 
higher Oa concentrations—that the tendency toward 
homogeneous NO decomposition is clearly predom- 
inant. This is indicated in Fig. 3 by the drastic de- 
crease of the NO concentration in the secondary 

zone after secondary air injection. The supply of ox- 
ygen again stimulates the formation of OH and O 
radicals. However, the low temperatures ensure that 
the rate of formation and thus concentration remain 
low. Consequently, on the one hand, the formation 
of the radicals of NH3, HCN, and CxHy capable of 
NO reduction is rendered feasible and, on the other, 
their rapid oxidation is prevented. 

Thus, due only to the low combustion tempera- 
ture, NO reduction in CFB combustion is less de- 
pendent on oxygen concentration than in pulverized 
coal combustion. This leads to generally lower ex- 
haust NO concentrations that are, in addition, hardly 
affected by the primary stoichiometric ratio and the 
primary residence time (Fig. 7), factors that are de- 
cisive in pulverized coal combustion with respect to 
primary NO reduction. 

The stagnation of the NO concentration in the 
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FIG. 8. Axial concentration pro- 
files of flue gas constituents from 
bottom nozzle plate to cyclone out- 
let. Bituminous: Tm = 990°C; SR,, 
= 0.71; SR„ = 1.1; Ca/S = 3. 

primary zone after the consumption of oxygen 
shown in Fig. 3 indicates that the catalytic reduction 
of NO on CaO, CaS, and residual char surfaces, 
which according to laboratory tests [3] is especially 
effective in the absence of oxygen, does not contrib- 
ute considerably to the decomposition of NO. On 
the contrary, when limestone was added, an increase 
of the exhaust NO concentration was usually ob- 
served during the experiments. 

The heterogeneous NO reduction on residual char 
surfaces, however, seems to be effective at least in 
an oxidizing atmosphere. This is shown by the de- 
crease of the NO concentration in the secondary 
zone in Figs. 4 and 5. Since no gaseous reducing 
agents are present and the limestone products do not 
catalyze NO decomposition under oxidizing condi- 
tions [3], this decrease in concentration can only be 
correlated with the heterogeneous NO reduction on 
residual char surfaces. 

N20 Formation and Decomposition 

The N20 concentration profile of Fig. 3 shows that 
the N20 formed in the main combustion zone, just 
as with the NO, is not decomposed in the following 
devolatilization-dominated zone. The homogeneous 
N20 reduction by the reaction N20 + H <-> N2 + 
OH, which seems to be the fastest homogeneous 
N20 reduction reaction [5,6], is ineffective because 
the formation of the H radicals in the H2/02 mech- 
anism is largely inhibited by the absence of oxygen. 
The stagnation of the N20 concentration shows that 
not only the homogeneous reduction reactions but 
also the thermal dissociation and the catalytic N20 
decomposition on CaO and-CaS surfaces (which has 
been proven to be highly efficient in laboratory-scale 
experiments [3]) and on residual char surfaces are of 
no significance under the conditions of reaction in 
fluidized bed combustion. 

An increase of the mean combustion temperature 
to 990°C leads to the expected acceleration of the 

homogeneous reduction reactions and of thermal 
dissociation. Figure 8 shows that the initially formed 
N20 is decomposed completely as early as in the 
primary zone. 

Two mechanisms are of decisive importance for 
the formation and decomposition of N20 in the sec- 
ondary zone. The first is the previously mentioned 
homogeneous N20 reduction by H radicals, which 
are formed in sufficient quantities during the com- 
bustion of hydrocarbons in the secondary zone if the 
CxHy concentrations in the exhaust gas of the pri- 
mary zone are correspondingly high. The second one 
is the heterogeneous N20 formation during the 
burnout of residual char that has remained uncon- 
verted in the primary zone. The effect of both mech- 
anisms can be seen by comparing the combustion of 
the low-volatile anthracite and the highly volatile lig- 
nite. 

The increasing NaO concentration in the second- 
ary zone shown in Fig. 4 is typical of the combustion 
of low-volatile coal. As a result of the slow char com- 
bustion coupled with the limited release of volatiles, 
the heterogeneous N20 formation is predominant. 
This leads to high exhaust N20 concentrations. Si- 
multaneous NO decomposition in the absence of po- 
tential gaseous reducing agent points to the mech- 
anism of N20 formation from heterogeneous NO 
reduction on burning residual char surfaces as sug- 
gested by Tullin et al. [7]. 

The situation of lignite combustion is completely 
different (Fig. 2). The strong combustion of hydro- 
carbons in the secondary zone ensures a predomi- 
nance of the homogeneous N20 reduction by H rad- 
icals. This leads to an almost complete 
decomposition of N20 in the secondary zone. In this 
context, it is crucial that the lignite char, because of 
its high reactivity, in contrast to hard coal char, is 
burned up very early in the secondary zone. There- 
fore, no new heterogeneous formation of N20 can 
take place after completion of the hydrocarbon com- 
bustion  and  the  corresponding  depletion  of H 
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radicals. For that reason, the exhaust N20 concen- 
tration with lignite combustion is usually only a few 
parts per million. 

Figure 5 shows that with the bituminous coal, the 
N20 concentration in the secondary zone increases 
at the same time as NO decreases, similar to the low- 
volatile anthracite, if the primary residence time is 
short. The suppression of the devolatilization-dom- 
inated phase in the primary zone and the partial shift 
of the char combustion to the secondary zone, 
caused by the reduction of the primary residence 
time, lead to the predominance of heterogeneous 
N20 formation in the secondary zone. The opposite 
happens in case of an extreme lengthening of the 
primary residence time (Fig. 3). The extensive de- 
volatilization phase after the consumption of oxygen 
causes high CXEL concentrations in the exhaust gas 
of the primary zone. During the combustion of these 
hydrocarbons in the secondary zone, high concen- 
trations of H radicals occur that, as with the lignite, 
cause a predominance of the homogeneous NaO re- 
duction. Because of the short residence time in the 
secondary zone, the further heterogeneous forma- 

tion of N20 is suppressed after completion of the 
hydrocarbon combustion. Therefore, the most effi- 
cient firing step to reduce the exhaust N20 concen- 
tration is an increase of the primary residence time. 
This is shown for the anthracite in Fig. 9. 

Finally, it should be pointed out that, as in the 
primary zone, nothing points to a considerable cat- 
alytic N20 decomposition on CaO surfaces in the 
oxidizing regime of the secondary zone. The exhaust 
N20 concentration is consequently not affected by 
the addition of limestone. The reason seems to be 
the overly short life of active CaO surfaces in the 
fluidized bed as compared to laboratory fixed bed 
tests. 

SR0 

SRp 
T ± m 

Nomenclature 

overall stoichiometric ratio (—) 
stoichiometric ratio in the primary zone (—) 
mean furnace temperature (°C) 
overall gas residence time in the furnace (s) 
gas residence time in the primary zone (s) 
gas residence time in the secondary zone (s) 
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EMISSIONS OF NITROGEN OXIDES FROM CIRCULATING FLUIDIZED-BED 
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An emissions model for a circulating fluidized-bed combustor (CFBC) has been developed. The model 
consists of a one-dimensional fluid dynamics model, an 8-reaction, heterogeneous mechanism, and an 
elaborate, 340-reversible-reactions homogeneous mechanism with 55 species accounting for the light hy- 
drocarbons (Ci and C2) and the nitrogen chemistry. The mechanisms are based on independent kinetic 
measurements made in lab-scale studies. The rate constants have not been adjusted to better fit the 
circulating fluidized-bed experimental measurements. For a given set of input operation and design pa- 
rameters, the model estimates the fluid dynamics parameters as a function of reactor height and calculates 
the species concentration profiles in the reactor. The model predictions for different species provide a 
satisfactory description of experimental observations available in the recent literature. The model also well 
describes the observation that the emissions of NOr are either slightly higher or remain unchanged when 
biomass replaces coal as the fuel even though coal has ten times the bound nitrogen content of thebiomass. 
When coal is fed to the reactor, a significant fraction of the NO formed is destroyed in situ. Destruction 
of NO in the CFBC is not significant for the case of biomass. 

Introduction 

There has been a growing need for understanding 
the formation and destruction mechanisms of nitro- 
gen oxides in fluidized-bed combustors (FBCs). Sys- 
tem modeling studies of circulating FBCs (CFBCs) 
have either used simplified global kinetics for the 
nitrogen chemistry or were aimed mainly at studying 
the fluid flow [1,2]. This study aims at developing an 
emissions model for a CFBC using a fluid dynamic 
model, which, while simple, describes the main fea- 
tures of the flow, and a detailed model for the NOr 

and N20 formation and destruction chemistry. The 
kinetic scheme consists of 340 reversible, homoge- 
neous, elementary reactions involving 35 radical and 
20 stable species, and 8 reactions for the heteroge- 
neous chemistry. The rate constants of different re- 
actions have been taken from independent work 
done under laboratory conditions by different re- 
search groups; no adjustments have been made in 
this work. The chemistry used for the CFBC model 
is actually similar to that used for the bubbling FBC 
model reported elsewhere [3]. The CFBC model, 
however, has completely different fluid dynamics. 
Furthermore, detailed measurements are available 
in the literature [4-6] for an industrial-scale CFBC 

which provides an opportunity to test the predictive 
ability of the model. The model predictions are com- 
pared with recent experimental studies on a 12- 
MWth CFBC to 

1. test the trends for the concentration profiles with 
height of different species, viz., NO,., N20, CO, 
C02, 02, NH3, and HCN, and 

2. explain the effect of fuel variation on NOr and 
N20 emissions as coal is replaced with biomass. 

The following sections provide a brief description 
of the chemistry of NO, N02, and N20 formation 
and destruction, development of the emissions 
model, and the comparison of the model predictions 
with the available experimental data. This is followed 
by a study on the effect of variation in fuel type on 
emissions. 

Model Development 

Homogeneous Chemistry 

The kinetic scheme used in the CFBC model con- 
sists of 340 reversible reactions involving 55 radical 
and stable species. These reactions describe the 
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3318 FLUIDIZED BEDS 

Cyclone - 

Core — 
Annulus — 

Secondary 
Air    ' 

Y   Coal_ 
Feed \ Control 

Valve 

Bubbling/ 
Bed Primary 

Air 

FIG. 1. Schematic of the CFBC model used in this work. 

oxidation chemistry of CrC2 hydrocarbons, HCN, 
and NH3, and the submechanisms describing the in- 
teractions between hydrocarbons and nitrogen-con- 
taining species. The principal route to NaO forma- 
tion is via the oxidation of HCN, whereas NH3 

oxidation leads primarily to the formation of NO and 
N02 [7]. The reactions for the oxidation of HCN, 
NH3, and CO were taken from Ref. 8. The kinetic 
schemes for the hydrocarbon oxidation and hydro- 
carbon-nitrogen interactions were taken from Ref. 
9, and the thermodynamic data from Ref. 10. 

Heterogeneous Chemistry 

Nitrogen, which is bound as a heteroatom in moi- 
eties in coal containing aromatic pyridine and pyr- 
role rings [11], is released by the reaction of oxygen 
with these rings, resulting in an intermediate surface 
species, I, which then either splits to form NO (at a 
rate /ci[I]) or reacts with NO to form N20 (at a rate 
fc2[I][NO]). The fraction of the intermediate that 
goes to NO is ki/(ki + fc2[NO]) and that which goes 
to N20 is fc2[NO]/(/q + &2[NO]). The nitrogen ox- 
ides, in turn, may react with char or CO on char 
while diffusing out of the pores and get reduced to 
form N2. This mechanism on the fate of char nitro- 
gen has been critically tested [12] against an alter- 
native hypothesis of slow HCN release during char 
combustion followed by oxidation in the gas phase 
to form NO and N20 [13,14]. The experiments in- 
dicated that N20 formation via slow devolatilization 
of char is negligible. Further details on the hetero- 
geneous mechanism can be found in Refs. 15 and 
16. Equation 1 represents the diffusion and reaction 
of species I inside the pores of a single char particle. 

a„ m 
Or2 r dr, 

(1) 

where, 2L,- is the pore diffusivity, [i] is the concen- 

tration of species i and Rt is its net rate of formation 
(formation-destruction). The two boundary condi- 
tions required to solve equation 1 consist of a zero 
slope for the concentration profile at the center, and 
the external mass transfer condition at the particle 
surface. Equation 1 is solved simultaneously for 02, 
CO, C02, NO, and N20 using orthogonal colloca- 
tion on finite elements [17]. The heterogeneous ki- 
netic parameters were taken from Ref. 16 for New- 
lands bituminous coal. 

Catalytic destruction of nitrous oxide on fly ash 
recirculated inside the CFBC loop was taken into 
account via the following reaction: N20 —¥ N2 + 
2F02. Although it is known that the catalytic activity 
varies with ash composition, a single rate constant 
was used to account for the destruction reactions 

[18]. 
Since the gas chemistry considered here consists 

of many radical species, surface quenching of radi- 
cals was considered to be an important factor af- 
fecting the ignition of the volatiles. The quenching 
rate, Rqi for radical species i, was assumed to be con- 
trolled by external mass transfer and was calculated 
using Rq!- = fcg[i]buik. where fcg is the external mass 
transfer coefficient. The surface concentration of the 
radicals was assumed to be zero. 

Fluid Dynamics Model 

In order to understand the physical processes gov- 
erning the emissions from FBCs, it is important to 
use a simple model for the fluid dynamics repre- 
senting the major physical features. The CFBC loop 
studied in this paper consists of a riser, a cyclone, 
and a return leg, as shown in Fig. 1. The kinetic 
calculations reported in this paper are performed for 
the riser section of the loop. The model divides the 
riser into a bottom, dense bed consisting of bubbles, 
followed by a transient zone which merges into a 
dilute zone. The transient and dilute zones have a 
dilute core and a solid, rich annulus. The model cal- 
culates the particle velocities, void fraction, pressure 
drop, solid loading, diameter of the core, and gas/ 
solid friction factors as a function of riser height. The 
system may experience pressure losses in the cy- 
clone, the return leg, and the solids flow control de- 
vice. The heights of the dense and dilute zones are 
calculated by assuming a total pressure drop of 15 
kPa across the riser. Details on the fluid dynamic 
equations can be found in Refs. [3,19-21]. 

Mass Balance in the Combustion Chamber and 
Model Numerics 

Any species entering a differential element of 
height dZ will either be destroyed or formed and will 
exit the element at a certain concentration level. The 
homogeneous chemistry will be active in the void 
fraction (e), and the gas/solid reactions will occur in 
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the fractional space (1 — e). The mass balance for 
the iti, gas species over the differential element, 
therefore, yields 

dZ ■^b,e,c, or a 
■ ([<! 

■ A ayRw 

(1 - e) 
Ue i "char 1/ :iRSjCt.] (2) 

where, Q is the mass transfer coefficient, Cchar is the 
concentration of char, U is the velocity and sub- 
scripts b, e, c, and a represent bubble, emulsion, 
core, and annulus, respectively. pc\VM is the char den- 
sity, a,j is the stoichiometric coefficient for the jti, gas 
phase reaction, and ß^ is the stoichiometric coeffi- 
cient for the kth heterogeneous reaction. fig and Rs 

represent the homogeneous and heterogeneous 
rates, respectively. A mass balance for the solid car- 
bon phase over the differential element yields the 
following equation: 

dCr] 

dZ 
"oxid^ char 

A'char^p 
(3) 

where, LL is the particle velocity. There are 55 equa- 
tions of the equation 2 type for 55 different gaseous 
species considered in this model, and one equation 
of equation 3 type for char carbon. These 56 equa- 
tions are coupled, first order, nonhomogeneous, 
nonlinear, ordinary differential equations and are 
solved simultaneously for each species. 

The combustion chamber is divided into N differ- 
ential elements of different widths. Time splitting 
technique was employed and the heterogeneous and 
the homogeneous chemistries were integrated sep- 
arately. This approach is mathematically justified 
since the time scales for the two chemistries and the 
convective flow are very different [22]. The single 
particle model described earlier was used to solve 
the five equations of equation 1 type. Surface con- 
centrations were estimated for the five species, and 
the overall heterogeneous reaction rates based on 
the volume of the char particles were calculated [3]. 
Surface concentrations were required to estimate 
the effectiveness factor for the non-first-order reac- 
tions. A fourth-order Runge-Kutta method was used 
to integrate the heterogeneous chemistry. The gas- 
phase chemistry was integrated using the SENKIN 
software [23]. 

Model Simulations 

The emissions model for a CFBC was tested by 
comparing its prediction of gas-phase species pro- 
files with the measurements made in a 12-MWth 
CFBC [4,5], and also by showing the effect of fuel 

type [6] on emissions. The following simplifying as- 
sumptions were made in the model simulations: 

1. Plug flow for gases and solids 
2. Bubbles free of any solids 
3. Instantaneous devolatilization of fuel at the re- 

actor bottom 
4. Immediate mixing of the volatiles with the feed 

air 
5. Complete penetration and instantaneous mixing 

of secondary air with reactor gases 
6. Volatile content of coal is 40% on an ash-free, dry 

basis 
7. The nitrogen to carbon ratio of char and volatiles 

is the same as that of the parent coal 

The split between the carbonaceous products of 
devolatilization was assumed to form 50% CH4,25% 
C2H4, and 25% CO. These numbers give the con- 
centrations of hydrocarbon species measured exper- 
imentally at the bottom of the reactor. Other species 
formed during devolatilization were H2, H20, NH3, 
and HCN. As per the experimental design, the lime- 
stone feed and fly ash recycle from secondary cy- 
clone were not considered [4,5]. The model calcu- 
lations were performed for the design and operating 
parameters given in Table 1. The initial step of the 
simulations was to determine the primary air and 
coal feed rates on the basis that total thermal power 
generated from the fed coal (volatiles + char) was 
9MW. 

Comparison with the Experimental Data 

Figure 2 shows the model predictions for the NOr 

(NO + N02), N20, HCN, and NH3 axial concen- 
tration profiles. The experimental data represent the 
centerline concentrations and are not averaged over 
the bed cross section. The model predicts the trends 
of the experimental measurements which exhibit a 
rapid increase in the NO* concentration at the bot- 
tom of the bed followed by a continuous decay, 
whereas N20 shows a continuous increase. The 
model-predicted profiles of NO and N20 are shifted 
to lower heights relative to the experiment and level 
off before those observed experimentally. This shift 
is due to the assumption that the volatiles are re- 
leased instantaneously at the bottom of the bed and 
then mix completely with the air. This leads to the 
ignition of the volatiles taking place earlier than ex- 
perimentally observed. Oxidation of NH3 is found to 
form high levels of N02 initially which is subse- 
quently reduced to form NO and N2 via the homo- 
geneous reactions. A significant fraction of NO is 
also generated by char oxidation. Subsequent reac- 
tion of NO with char leads to the formation of N20. 
Since the kinetic parameters for the char oxidation 
vary for different coals, a study was carried out in 
which the heterogeneous kinetic parameters and 
mass transfer coefficients were changed within the 
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TABLE 1 
Conditions in the simulations 

Riser height = 13.5 m 
Secondary air feed point = 2.2 m 
Operating pressure = 1 bar 
Coal feed rate = 1150 kg/h 
Excess air ratio = 1.2 

Coal (bituminous) 

wt.%: C = 79%, N = 1.6% 
NvoU-oal = 40% of total N 
NH3, HCN = 37.5(% Nvol) each 
Rest N2 

Riser c.s. area = 2.9 m2 

Temperature = 850°C 
Primary stoich. ratio = 0.75 
Char recycle = 850 kg/h 
Limestone feed = none 

Biomass (wood chips) 

wt.%: C = 50%, N = 0.14% 
NVoi bio = 80% of total N 
NH3 = 90(% Nvol) 
Rest N, 

bounds of the literature values. The results show a 
better fit to the data, reflecting on the fact that the 
model can be fitted to reproduce the experimental 
observations. This, however, was not the aim of the 
study. Figure 3 shows the profiles of net heteroge- 
neous rates of formation (formation-destruction) of 
NO and N20 in the emulsion + annulus, and the 
net homogeneous rates of NO and NaO formation 
in the bubbles + dilute core. In the solid-rich 
regions (emulsion phase and the dense annulus) of 
the primary zone, the net heterogeneous rates are 
initially positive and then become negative because 
the NO and and N20 are first formed in the pres- 
ence of high 02 levels and are then destroyed via the 
heterogeneous reactions with char or with CO on 
char [24], The NO profile in the bubbles also shows 
a maximum. The concentration of NO in the solid- 
free bubbles decreases due to its diffusion into the 
emulsion where it is heterogeneously destroyed. 
Figure 3 also shows that the net homogeneous for- 
mation rates for NO remains positive throughout the 
primary zone and that the destruction of NO occurs 
mainly via the heterogeneous reactions. One of the 
heterogeneous destruction reactions of NO leads to 
the formation of N20. N20 goes through the same 
fate as NO in the char-rich regions. Its concentration 
profile in the bubble phase and the dilute core, how- 
ever, exhibits a continuous increase. This increase is 
due to its formation from the oxidation of HCN, 
which continuously diffuses from the solid-rich re- 
gion into the gas-rich region. The amount of N20 
generated from the homogeneous reactions com- 
pensates for the decrease in its concentration due to 
the diffusion into the emulsion or the annulus 
regions. In other words, the zone below the second- 
ary air feed point becomes reducing for NO after a 
certain height but remains oxidizing for NaO. 

Figure 4 shows that the profiles of 02, CO, and 
C02 are well described and their trends are in agree- 
ment with those of the experimental data. The 
model predicts earlier oxidation of CO and its profile 

is shifted to lower heights in the bed. Although all 
the volatile species ignite nearly at the same time, in 
practice, incomplete mixing will lead to a delay in 
the oxidation so that the oxidation of all volatile spe- 
cies may not occur completely in the primary zone. 
Also, if the fluidization velocity is high, the char par- 
ticles may be carried over to the secondary oxidation 
zone (after the secondary air feed point). The pri- 
mary zone, therefore, may have excess oxygen avail- 
able. This observation is supported by Fig. 4 which 
shows that the oxygen levels do not drop to zero in 
the bubbles/core below the secondary air feed point. 
Experimental data for 02 and C02 have been plot- 
ted both for the centerline and near the walls. The 
model predictions lie in between the two extremes. 
The model assumes that the secondary air mixes in- 
stantaneously with the gases from the primary zone. 
In practice, however, the mixing will occur over a 
finite height. 

Since the model uses a detailed homogeneous 
mechanism, one can examine how the radical con- 
centrations vary over the riser height and how they 
influence the formation and destruction of NO,, and 
N20. Figure 5 shows the concentration profiles of 
O, OH, H, and H02 as a function of reactor height. 
The concentration profiles of OH, H02, O, and H 
radicals show a peak when there is a sharp decrease 
in the hydrocarbon, NH3, and HCN concentrations, 
signifying that the homogeneous chemistry is active 
here. At this location, a sharp increase in the net 
homogeneous rate of formation of NO and N20 is 
obtained (Fig. 3). The steep decrease in the concen- 
trations after the peak suggests the consumption of 
the hydrocarbons and the rapid consumption of rad- 
icals either by self-recombination in the gas phase or 
by quenching on the particle surface. The consump- 
tion of volatile nitrogen species leads to a peak in 
N02, NO, and N20 profiles in both the solid-rich 
and gas-rich regions. The NO and N20 concentra- 
tions in the char-rich region, however, show a rapid 
decrease due to their heterogeneous reactions over 
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char (Fig. 2). The radical concentrations were neg- 
ligible in the emulsion and the annulus due to the 
surface quenching reactions. The model has shown 
a capability of showing the general trend in the ver- 
tical concentration profiles of gaseous species, with 
the major discrepancies being accounted for by the 
assumptions of instantaneous release and mixing of 
the volatiles at the distributor, and instantaneous 
mixing of the secondary air with the gases from the 
primary zone. The next test is on its ability to sim- 
ulate results on NO,, emissions of substitution of bio- 
mass for coal as a fuel. 

Changing Fuel from Coal to Biomass 

Previous experimental CFBC studies have shown 
that NO,, emissions either remain unchanged or 
even increase somewhat when coal is replaced by 
biomass [6], which was explained qualitatively by the 
effect of fuel variation on the NO,, destruction rates. 
For the present study, the thermal input to the 
CFBC was kept the same irrespective of the fuel 
type. Other conditions for simulations are given in 
Table 1. Figure 6 shows the calculated and observed 
centerline profiles [6] of NO,, and N20 as a function 
of reactor height. The data have been plotted to 
present the trends in the NOj. profiles. The figure 
exhibits that the exit levels of NOx are higher when 
biomass is the fuel. Only a small fraction of NOx 

formed during coal combustion exits the top of the 
riser. However, when biomass is burned, a significant 
amount of NO formed from NH3 oxidation survives 
destruction and is released in an amount comparable 
to that from coal combustion. On the other hand, 
the emissions of N20 are significantly reduced when 
biomass is the fuel. This is due to the near unavail- 
ability of char nitrogen and low levels of HCN for- 
mation during devolatilization. 

Figure 7 presents the profiles of the net homo- 
geneous and heterogeneous rates of formation of 
NO during the combustion of coal and biomass as a 
function of height in the riser. The heterogeneous 
rates remain positive during biomass combustion, 
suggesting that the heterogeneous destruction is not 
an important factor governing the emissions of ni- 
trogen oxides. This means that NO is continuously 
formed when biomass is burned. The heterogeneous 
rates of NO formation, however, become negative as 
oxygen is consumed during coal combustion, mean- 
ing that NO is formed initially from char and volatile 
nitrogen. It is then destroyed in significant amounts 
by the heterogeneous reactions with char. During 
biomass combustion, the concentration of char itself 
is not high enough for the heterogeneous chemistry 
to be of any importance. During coal combustion, 
large amounts of NO and N02 are formed. N02 

formed from NH3 oxidation is either destroyed ho- 
mogeneously to form N2 or is converted to NO. NO 
is then destroyed by heterogeneous reactions which 
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FIG. 2. Comparison of model predictions with the ex- 
perimental data [5] for NO„ N20, HCN, and NH3;  
, bubble and core; , emulsion and annulus; •, NOv, 
N20, NH3, and HCN centerline data. Best fit concentra- 
tion profiles were determined for NO,, and NaO by adjust- 
ing the kinetic parameters of the heterogeneous mecha- 
nism and the mass transfer coefficients, showing that the 
model can fit the data. 

dominate those of formation. It is important to note 
that the nitrogen content may vary with biomass 
type. Depending on the NH3 levels in the volatile 
matter, the NO,, emissions may vary when different 
types of biomass are fed to the reactor. As a result, 
the emissions of NO,, from biomass combustion may 
either compare to or exceed those from coal com- 
bustion. 

Conclusions 

An emissions model based on a detailed kinetic 
scheme and fundamental and independent studies 
has been developed for a circulating fluidized-bed 
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combustor. The model was successfully tested 
against experimental data on both the vertical dis- 
tribution of gas phase constituents in a CFBC riser 
and the effect on NOr emissions of switching fuel 
from coal to biomass. Destruction reactions govern 
the emissions of nitrogen oxides when coal is the 
fuel. The destruction chemistry, however, is not the 
controlling factor when biomass is burned, and the 
emissions of nitrogen oxides are governed primarily 
by the formation reactions. The net result is that the 
exit levels of NOx do not vary much when the fuel 
is changed from coal to biomass. Since only a small 
fraction of the volatile nitrogen is converted to HCN 
when biomass is burned and the resulting char con- 
centration (hence, the amount of char nitrogen) is 
negligible, the levels of nitrous oxide released are 
insignificant. Conversely, when coal is burned, both 
the char and the volatile nitrogen contribute signifi- 
cantly to the N20 emissions. The value of the model 
is that it provides mechanistic insights on which 
pathways dominate the emissions of NOT from 
CFBC, insights that can be used to design optimal 
control strategies for NH3 injection, hydrocarbon in- 
jection, or air staging. 
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portant is inter-phase transport? 

Author's Reply. A detailed set of sensitivity calculations 
will be presented at the 14th FBC conference which will 
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ferent conditions. Parametric studies were carried out ear- 
lier using a "bubbling" fluidized bed model based on de- 
tailed kinetics schemes [1]. 
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THE NO AND N20 FORMATION MECHANISM DURING 
DEVOLATILIZATION AND CHAR COMBUSTION UNDER FLUIDIZED-BED 

CONDITIONS 

FRANZ WINTER, CHRISTIAN WARTHA, GERHARD LÖFFLER AND HERMANN HOFBAUER 

Vienna University of Technology 
Vienna, Austria 

In an exclusively electrically heated, laboratory-scale, fluidized-bed combustor (MM-FBC) made of 
quartz glass, the formation rates of NO, NzO, and HCN are studied by using a high performance FT-IR 
spectrometer in combination with a long-path, low-volume gas cell. The emission characteristics of single, 
spherical fuel particles (5-15 mm in diameter) of bituminous coal, subbituminous coal, and beech wood 
are studied. The bed temperature is varied between 600 and 900°C. The fluidizing velocity is 0.68 m/s and 
the oxygen partial pressure is varied between 0.05 and 21 kPa. The bed material is silica sand with a mean 
diameter of 225 ßm. 

Besides changing combustion conditions and fuel type and diameter, an iodine addition technique is 
applied to study the relative importance of the homogeneous and the heterogeneous chemistry during 
devolatilization and char combustion. Iodine addition suppresses the radical concentrations to equilibrium 
levels and has proven as a very effective method for kinetic measurements. 

With a semitheoretical model, the measurement results are discussed and reaction paths are evaluated. 
The formation characteristics during devolatilization can be explained mainly by the homogeneous HCN 

oxidation and NO and NaO formation. NO and N20 formation during char combustion consists of two 
different paths. NO is mainly heterogeneously formed by char-nitrogen oxidation. But a volatile species, 
which has been identified as HCN, is simultaneously released in low concentrations. This species is ho- 
mogeneously oxidized to NCO which further reacts with the heterogeneously produced NO to form N20. 

Introduction 

To minimize the emission of pollutants, much ef- 
fort has been put into changing the fuel or the op- 
erating conditions of fluidized-bed combustors 
(FBCs) including bed temperature, bed material, air 
staging, and excess air. These results can be found 
in the literature (an overview is given in Ref. 1) but 
not once do they show controversial trends. For fur- 
ther progress, a deep understanding of the principal 
formation and destruction mechanism of the pollut- 
ants, especially NO and N20, is essential. 

NO and N2Ö emissions are dependent on the fuel 
and fuel characteristics, the complex homogeneous 
and heterogeneous formation and destruction paths, 
temperature and residence times, fluid dynamics, 
combustor geometry, heat and mass transfer, and so 
forth [2,3]. Because of these complex interrelations, 
it is necessary to study these processes separately 
and to analyze their relative importance. Accompa- 
nying laboratory-scale experiments are essential for 
the correct interpretation of data from pilot plants 
or industrial boilers. 

This study focuses on the formation of NO and 
N20 during devolatilization and char combustion of 
single fuel particles under FBC conditions. In single 
fuel   particle   experiments,   no   fuel  particle-fuel 

particle interactions exist and the emissions can be 
directly related to the single fuel particle. The tem- 
peratures of the single fuel particles are measured 
by implanting thermocouples and do not have to be 
calculated. Extensive heat and mass transfer studies 
provide a profound basis on Nusselt and Sherwood 
number correlations. A flexible, laboratory-scale 
multimode, fluidized-bed combustor (MM-FBC) is 
used where combustion conditions are well defined 
and can be independently varied. The MM-FBC has 
been optimized to obtain formation rates. 

In the literature, there exists some work investi- 
gating NO and N20 formation of single coal particles 
under FBC conditions [4-7]. But there is no deep 
understanding of the fractional conversion of fuel 
nitrogen to NO and N20 during devolatilization and 
char combustion [8], Especially concerning char 
combustion, different hypotheses are discussed in 
literature [9] explaining NO and N20 formation. 
One hypothesis claims that N20 is strictly hetero- 
geneously formed by the direct oxidation of the fuel 
nitrogen. In other hypotheses, NO is assumed to re- 
act with char-nitrogen. N20 can also be formed ho- 
mogeneously by reaction of a released volatile spe- 
cies (e.g., HCN) with NO. 

The aim of this work is to get a deeper insight into 
NO and N20 formation of different fuels during 

3325 



3326 FLUIDIZED BEDS 

TABLE 1 
Proximate and ultimate analysis of the fuels. Parentheses indicate values after devolatilization. 

Bituminous Subbituminous Beech wood 

coal coal 
as received as received as received 

Proximate analysis (After devol.) (After devol.) (After devol.) 

Heat value (MJ/kg) 32 16 17.5 

Density (kg/m3) 1524 (832) 1250 (600) 670 (150) 

Volatile matter (w-%) 30 32.2 81.7 

Moisture (w-%) 6.0 25.3 5.6 

Ash content (w-%) 2.4 12.3 .0.3 

Fixed carbon (C-fix) (w-%) 61.6 30.2 12.4 

Ultimate analysis (After devol.) Water ash free 

Carbon (w-%) 86.8   (85.65) 68.11 (73.1) 49.76 (87.31) 

Hydrogen (w-%) 4.27 (0.94) 2.84 (1.05) 5.94 (1.63) 

Nitrogen (w-%) 1.48 (1.76) 0.64 (0.9) 0.11 (0.24) 

Sulfur (w-%) 0.5 (0.32) 1.52 (0.73) <0.02 (<0.02) 

Oxygen diff. (w-%) 6.95 (11.3) 26.88 (24.2) 44.17 (10.83) 

devolatilization and char combustion under fluidi- 
zed-bed combustor conditions. The transient NO 
and N20 emission behavior is characterized and its 
dependencies on bed temperature and oxygen con- 
centration are shown. To study the relative impor- 
tance of the radical chemistry during devolatilization 
and char combustion, an iodine addition technique 
has been developed and proven as a very useful in- 
vestigation tool. 

Experimental 

Single, spherical particles are formed from three 
different solid fuels: a bituminous coal, a subbitu- 
minous coal, and beech wood. The fuel particle di- 
ameters are 5, 10, and 15 mm. The proximate and 
the ultimate analyses are given in Table 1. 

The MM-FBC is made of quartz glass to minimize 
the catalytic reactivity of the walls and to allow ob- 
servation inside the combustor. The inner diameter 
of the main quartz tube is 35 mm and the height is 

240 mm (Fig. 1). Ni/CrNi thermocouples are used 
at different positions to control the combustion tem- 
perature. It is exclusively electrically heated by two 
heating shells. The bed temperature is varied be- 
tween 600 and 900°C. The bed material is silica sand 
with a mean diameter of 225 jum. The static bed 
height is about 40 mm. Air/nitrogen mixtures are 
used to vary the oxygen partial pressure of the flui- 
dizing gas between 0.05 and 21 kPa. The superficial 
velocity is 0.68 m/s and controlled by two mass-flow 
controllers. In the case of iodine addition, solid io- 
dine was placed in a flask which was warmed up in 
a water bath. Thus, the iodine sublimated and en- 
riched the fluidizing gas which was lead through the 
flask (Fig. 1). 

To obtain the instantaneous concentrations of var- 
ious gaseous species (C02, CO, CH4, other hydro- 
carbons, NO, N20, HCN, and other species) in the 
flue gas, a high-performance FT-IR spectrometer 
(BIO-RAD, FTS 60A) was used. The spectrometer 
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FIG. 1. The experimental set-up of the multimode, fluidized-bed combustor (MM-FBC): 1,2, inlet of the fluidizing 
gas (air, nitrogen); 3, mass-flow controllers; 4, display for the mass flow; 5, preheating zone; 6, heating shells; 7, ther- 
mocouple; 8, to the chimney; 9, filter; 10, cooler; 11, pump; 12 and 13, gas cell and FT-IR spectrometer; 14 and 15, fuel 
inlet; 16, flask for iodine addition in a water bath. 

is combined with a long-path, low-volume gas cell 
(Foxboro LV7, cell volume = 223 cm3, optical path 
length = 7.25 m). The design of the MM-FBC, the 
operating conditions, the sampling line, the FT-IR 
recording options, and the gas-cell have been opti- 
mized to obtain formation rates (i.e., short residence 
times, high scan rates of 1.2 scans/s at a high 
resolution of 0.5 cm-1). NH3 has not been detected 
in significant amounts by the FT-IR, possibly due to 
adsorption in the sampling line, its low concentra- 
tion, and time dependence. 

The single fuel particles were fed into the MM- 
FBC and their formation rates as well as the oper- 
ating conditions were recorded during devolatiliza- 
tion and char combustion. Additionally, the ignition 
and the extinction of the flame of the volatile matter, 
the phenomenological behavior, fuel particle tem- 
peratures, and the fluid-dynamical behavior have 
been investigated. Mass balances of the fuel carbon 
lead to kinetic data of devolatilization and char com- 
bustion. These results have been reported elsewhere 
[10-12] and were used whenever necessaiy as abasis 
to predict the NO and N20 formation rates. 

Experimental Results 

Bituminous Coal 

Figure 2 shows the typical concentration histories 
of C02 and the nitrogen-containing species NO, 
N20, and HCN during devolatilization and char 
combustion of a single bituminous coal particle with 
an initial diameter of 10 mm at 800°C and an oxygen 
concentration of 10 kPa in the MM-FBC. 

During devolatilization, the rapid increase of all 
species can be clearly seen. The NO concentration 
in the flue gas reaches its maximum of about 190 
ppm ± 10 ppm after the particle has been in the 
combustor about 60 s (after the first third of the 
devolatilization period). The HCN concentration 
also increases rapidly but its maximum is only slightly 
above 20 ppm ± 2 ppm. These two peaks are fol- 
lowed by the increase of N20 to a maximum of about 
20 ppm ± 2 ppm. With decreasing amount of vol- 
atile matter in the fuel particle, the formation rates 
of all species decrease toward their corresponding 
char combustion levels. Integrating the formation 
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FIG. 2. Concentration histories of C02, NO, N20, and 
HCN during devolatilization and char combustion of a 10- 
mm bituminous coal particle at 800°C and 10 kPa oxygen 
partial pressure in the fluidizing gas in the MM-FBC. 

rates over the devolatilization period leads to the 
percentage of conversion of the volatile nitrogen, 
that is, the nitrogen that is released during devola- 
tilization (28 w-% of the fuel nitrogen), to NO (38 
w-%), N20 (8 w-%), and HCN (4 w-%) (refer to 
Table 2). 

During char combustion, all formation rates are at 
low levels compared to the formation rates during 
devolatilization. In the first fifth of char combustion, 
the concentration levels are about 20 ppm ± 2 ppm 
NO, 2 ppm ± 0.5 ppm N20, and 2 ppm ± 0.5 ppm 
HCN and they are steadily decreasing. But the time 
scale of char combustion is longer than the time 
scale of devolatilization (about 10 times) and com- 
pensates to a certain extent the low formation rates. 
Integrating the formation rates over the char com- 
bustion period leads to the percentage of conversion 
of the char nitrogen, that is, the nitrogen that is re- 
leased during char combustion (72 w-% of the fuel 
nitrogen), to NO (16 w-%), N20 (1.5 w-%), and 
HCN (1.4 w-%) (refer to Table 2). The relative im- 
portance of devolatilization and char combustion for 
NO, N20, and HCN formation can be found by 
comparing the amount of fuel nitrogen converted to 
NO, N20, and HCN for devolatilization (14 w-%) 
and char combustion (14 w-%) (Table 2). This re- 
veals that devolatilization and char combustion are 
of nearly equal importance for the formation of these 
species. 

Varying combustion conditions, the above-men- 
tioned percentages of conversion (listed in Table 2) 
will change. Increasing the bed temperature during 
devolatilization from 600 to 900°C increases the con- 

version of volatile nitrogen to NO from 6 to 49 w-% 
(of the volatile nitrogen), whereas HCN decreases 
from 20 to 2 w-%. Conversion to N20 stays at low 
levels between 600 and 700°C (1-2 w-%) but 
reaches a maximum around 800°C (8 w-%) and 
slightly declines toward 7 w-% at 900°C. Increasing 
the oxygen partial pressure in the fluidizing air from 
0.05 to 21 kPa leads, in the beginning, to an increase 
of the conversion to NO from 6 to 38 w-% (around 
10 kPa), then it slightly decreases toward 33 w-%. 
N20 slightly increases from 1 to 9 w-%, whereas 
HCN slightly decreases from 9 to 2 w-%. 

For char combustion, a temperature increase from 
600 to 900°C increases the conversion of the char 
nitrogen to NO from 5 to 26 w-% (of the char nitro- 
gen), whereas the conversion to HCN decreases 
from 7 to 1 w-%. The conversion to N20 stays at low 
levels; a maximum can be found about 800°C (1.5 
w-%). Varying the oxygen partial pressure from 5 to 
21 kPa, the conversion to NO decreases from 31 to 
16 w-% (at 10 kPa) but, at higher oxygen levels, in- 
creases to 24 w-% (at 21 kPa) again. A slight mini- 
mum can also be found at 10 kPa in the case of char- 
nitrogen conversion to N20 (1.5 w-%). The 
conversion to HCN continuously decreases from 4 
to 1 w-% (at 21 kPa). 

An iodine addition technique has been developed 
and proven to be a very successful tool for studying 
the relative importance of the radical chemistry dur- 
ing devolatilization and char combustion of a single 
fuel particle under FBC conditions. Enriching the 
fluidizing gas with iodine vapor (concentration levels 
in the MM-FBC are about 1000 ppm) leads to dra- 
matic changes of the species concentrations but does 
not effect the heterogeneous carbon conversion 
rates; neither changes of the devolatilization time 
nor changes of the char burnout have been found. 
Contrary to the heterogeneous chemistry, the ho- 
mogeneous is effected: flame ignition is inhibited 
and the CO levels increase whereas the C02 levels 
slightly decrease. This characteristic behavior is 
based on the inhibiting effect of iodine. It suppresses 
the radical concentrations to equilibrium levels and 
slows down radical reactions (e.g., the CO-OH oxi- 
dation reaction, compare with Bef. [13]). 

Figure 3 shows the strong effects of iodine addi- 
tion during devolatilization. The NO concentration 
dramatically decreases, N20 completely vanishes, 
whereas the HCN level doubles. 

Figure 4 shows the effects of iodine addition on 
NO, N20, and HCN during char combustion. The 
instantaneous conversion of the fuel nitrogen to NO, 
N20, or HCN is defined as the instantaneous ratio 
of the fuel nitrogen measured as NO, N20, or HCN 
to the released amount of carbon (as C02, CO, CH4, 
and hydrocarbons). Furthermore, this ratio is nor- 
malized by division of the nitrogen to carbon ratio 
of the fuel (N/C, see Table 2). The carbon conver- 
sion of the fuel particle is obtained by measuring the 
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TABLE 2 
The fuel-nitrogen-to-carbon ratio before and after devolatilization (in parentheses). The increase of this ratio after 

devolatilization. The splitting of the fuel nitrogen in volatile and char nitrogen. The nitrogen conversion to NO, N20, 
and HCN during devolatilization on the basis of volatile nitrogen and fuel nitrogen. The summarized fuel-nitrogen 

conversion to NO, N20, and HCN during devolatilization. The same for char combustion. 

Bituminous Subbituminous Beechwood 
coal coal spheres 

(After devol.) (After devol.) (After devol.) 

0.017 (0.021) 0.0094 (0.012) 0.0021 (0.0027) 
24 28 29 
28 26 68 
72 74 32 

38 ± 3 40 + 5 28 ± 3 
11 ± 1 10 + 2 19 ± 3 

8 ± 1 3 + 2 0.7 ± .2 
2 ± .5 1 + .5 0.5 ± .2 
4 ± 1 7 + 2 10 ± 2 
1 ± .5 2 ± .5 7 ± 2 

14 ± 2 13 + 3 26 ± 5 

16 ± 2 18 + 2 31 ± 3 
12 ± 2 13 + 2 10 ± 2 

1.5 ± .5 0.5 + .2 4 ± 2 
1.0 ± .5 0.3 + .2 1.5 ± 1 
1.4 ± .5 3.5 + .5 13 ± 2 
1.0 ± .5 2.5 + .5 4 ± 1 
14 ± 3 16 + 3 15.5 ± 4 

N/C [1] 
N/C - change (%) 
Volatile-N (w-%) 
Char-N (w-%) 

Devolatilization 

NO/vol-N (w-%) 
NO/fuel-N (w-%) 
N20/vol-N (w-%) 
N20/fuel-N (w-%) 
HCN/vol-N (w-%) 
HCN/fuel-N (w-%) 
N to (NO, N20, HCN)/fuel-N (w-%) 

Char combustion 

NO/char-N (w-%) 
NO/fuel-N (w-%) 
NaO/char-N (w-%) 
N20/fuel-N (w-%) 
HCN/char-N (w-%) 
HCN/fuel-N (w-%) 
N to (NO, N20, HCN)/fuel-N (w-%) 

carbon-containing species in the flue gas and by in- 
tegrating them over time. After devolatilization and 
the first stages of char combustion, iodine was added 
to the fluidizing gas. The instantaneous conversion 
to NO only slightly increases whereas the conversion 
to N20 drops to zero. The conversion to HCN sig- 
nificantly increases. 

Comparison to Other Fuels 

To study the influence of the fuel type on the NO, 
N20, and HCN formation characteristics, additional 
measurements with spherical subbituminous and 
beech wood particles (10 mm in diameter) were per- 
formed at the same operating conditions in the MM- 
FBC. Basically, the concentration histories show 
qualitatively the same behavior as presented in 
Fig. 2. 

As explained in the section on bituminous coal, the 
conversion of nitrogen in terms of volatile, char, and 
fuel nitrogen during devolatilization and char com- 
bustion are given in Table 2. Although there exist 

strong differences in the nitrogen content of the fu- 
els (Table 1), many parallels can be found. The split- 
ting of the fuel nitrogen to volatile nitrogen and 
char-nitrogen is the same for the two coals (Table 
2). The retaining nitrogen to carbon ratio after de- 
volatilization increases (about 27%). The nitrogen 
conversions during devolatilization and char com- 
bustion are very similar for the two coals. The higher 
conversion of nitrogen to HCN of the subbitumi- 
nous coal is compensated by the lower conversion to 
N20. This is also valid for the beech wood particles 
during devolatilization. During char combustion, the 
char-nitrogen conversions to NO, N20, and HCN of 
the beech wood are substantially higher than the 
char-nitrogen conversions of the coals. But the sum- 
marized fuel-nitrogen conversion to NO, N20, and 
HCN is nearly the same for all three fuels (about 15 
w-%) due to the different splitting of the fuel nitro- 
gen of the beech wood. 

Varying combustion conditions, the listed nitrogen 
conversions of the fuels will change (compare with 
the section on bituminous coal). But similar to the 
concentration histories, they show the same trends. 
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FIG. 3. Concentration histories of NO, N20, and HCN 
during devolatilization of a 10-mm bituminous coal particle 
at 800°C and 10 kPa oxygen partial pressure in the fluidiz- 
ing gas in the MM-FBC. The arrows indicate the concen- 
tration changes when iodine is added. 
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FIG. 4. Instantaneous conversion to NO, NaO, and HCN 
versus carbon conversion of a 15-mm bituminous coal par- 
ticle, at 750°C and 10 kPa oxygen partial pressure in the 
fluidizing gas in the MM-FBC. Iodine is added after about 
0.45 carbon conversion during char combustion. 

Modeling 

The aim of the modeling work is to understand 
the NO and N20 formation during devolatilization 
and char combustion presented in the experimental 
section. The subject of this semitheoretical approach 
is to use well-known parameters to predict and ex- 
plain the measured species concentrations. 

The following measured parameters have been 
used for input: the combustion conditions of the 
MM-FBC (bed temperature and temperature pro- 
files, flame characteristics, the input oxygen partial 
pressure, superficial gas velocity, bed voidage, mean 
bed particle diameter); the concentration histories 
of oxygen, CO, C02, and hydrocarbons in the flue 
gas; and fuel data (fuel particle diameter, ultimate 
and proximate analysis before and after devolatili- 
zation, particle temperature). 

For comparison of experimental and modeling re- 
sults, the bituminous coal has been used. The model 
calculates the instantaneous concentration profiles 
of NO, N20, HCN, NF£3) and the nitrogen-contain- 
ing radicals (NCO, NH2, NH) by considering ho- 
mogeneous and heterogeneous reactions inside the 
fluidized bed as well as the homogeneous chemistry 
in the freeboard (compare with Refs. 2 and 3). In 
Table 3, the set of the used chemical reactions is 
given. The measured carbon-conversion rates are 
taken as the basis for the calculations. The volatile 
nitrogen is assumed to be released proportional to 
the carbon release during devolatilization as HCN 
and NH3. The HCN/NH3 ratio has been varied as 
an input parameter from 1/1 to 1/0 to study the rel- 
ative importance of these intermediates on NO and 
N20 formation. Best agreements with the measure- 
ments have been found with a HCN/NH3 ratio of 9/ 
1. During char combustion, the char-nitrogen re- 
lease is taken proportional to the carbon conversion 
as NO and HCN. Released from the particles sur- 
face, they are taken as 20 and 4 w-%, respectively. 
The radical concentrations (OH, H02, O, H) are es- 
timated by using the C02 and CO concentration his- 
tories (similar to Ref. 14). This enables the decou- 
pling of the nitrogen chemistry from the 
carbon-oxidation chemistry. Iodine addition de- 
creases the level of the radicals, again estimated by 
using the C02 and CO concentrations. The flame of 
the volatiles is considered in the instantaneous tem- 
perature profile of the combustor. A detailed de- 
scription of the model will be published elsewhere. 

Discussion 

The NO and N20 formation and destruction paths 
(Fig. 5) have been analyzed and evaluated for the 
bituminous coal with the .model under measurement 
conditions. The bold arrows indicate the main re- 
action paths. Typical modeling results are given in 
Fig. 6 as a concentration versus time plot. It can be 
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TABLE 3 
The set of chemical reactions used in the model. Arrows in one direction indicate irreversible reactions, arrows in both 

directions reversible reactions. M indicates a third body 

Number Used reactions Catalyst References 

(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 

(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 

NCO 
NCO 
NH - 
NCO 
NH - 
NH2 

N20 
N20 
N20 
N20 
N20 
HCN 
NH3 

NH2 

NO 
NO 
NH3 

NH3 

+ O -> NO + CO 
+ OH o NO + CO + H 

h O o NO + H 
+ NO o N20 + CO 

h NO o N20 + H 
+ NO -> N2 + H20 
+ H <-> N2 + OH 
+ OHHN, + HO2 

+ O«2N0 
+ O <-> N2 + 02 

+ M^N2 + 0 + M 
+ O <H> NCO + H 

+ O <H> NH2 + OH 
+ O o NH + OH 

t- CO -^ 1/2 N2 + C02 

¥ 2/3 NH3 -> 5/6 N2 + H20 
+ 3/4 02 -» 1/2 N2 + 3/2 H20 
-> 1/2 N, + 3/2 H2 

Bedmat. 
Bedmat. 
Bedmat. 
Bedmat. 

15 
15 
17 
15 
18 
19 
15 
15 
21 
21 
22 
15 
20 
23 
16 
16 
16 
16 

* NO 

NH3 

FlG. 5. The reaction paths of fuel nitrogen to NO and N20. Bold arrows indicate the main reaction paths evaluated 
from the model for bituminous coal. 

seen that iodine addition causes an increase of HCN 
and a decrease of NO and N20 during devolatiliza- 
tion. During char combustion, the NO level is nearly 
unaffected, HCN increases and N20 decreases. 

During devolatilization, the release rates of NO, 
N20, and HCN are very high relative to their release 

rates during char combustion (Fig. 2), correspond- 
ing with the carbon-conversion rates. The conver- 
sion of the fuel nitrogen is based on carbon conver- 
sion. Basically, the concentration levels of NO are 
higher because two nitrogen atoms are necessary to 
form N20. This implies that more reactions and 
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FIG. 6. Modeling results of the concentration histories 
of NO, HCN, and N20 of a bituminous coal particle (10 
mm in diameter, at 800°C, 10 kPa oxygen) during devola- 
tilization and char combustion in the MM-FBC. The ar- 
rows indicate the changes when iodine is added. For better 
presentation, the HCN and NaO concentrations during 
char combustion are multiplied by 100. 

longer residence times are necessary to combine 
these nitrogen atoms. Due to the longer char com- 
bustion period, the lower release rates of NO, N20, 
and HCN are compensated to a certain extent, and 
devolatilization and char combustion are of nearly 
equal importance for the formation of these species. 
This is also somehow valid for beech wood. Although 
the percentage of fuel nitrogen as volatile nitrogen 
is much higher in comparison to the coals, the con- 
version rates to NO and N20 are lower (Table 2). 
The two coals show nearly the same conversion rates 
for volatile nitrogen and char nitrogen. 

NO and NaO formation during devolatilization is 
based on gas-phase chemistry (compare with Ref. 2). 
This can be clearly seen after iodine addition. The 
addition of iodine suppresses the radical reactions 
leading to lower levels of NO and N20 (Fig. 3). 
HCN is the main precursor of NO and N20. This 
can be seen in several figures (Figs. 1-A and 6). The 
N20 peak shortly follows the NO and HCN peaks 
(Figs. 2, 4, and 6). Iodine addition increases HCN 
and decreases NO and N20 (Figs. 3 and 6), implying 
that the oxidation reactions of HCN to NO and N20 
are inhibited (reactions 12, 1, 2, and 4 in Table 3), 
leading to higher concentrations of the precursor. 
The dependencies of bed temperature and oxygen 
partial pressure in the flue gas (described in the ex- 
perimental results) reveal similar trends on the for- 
mation rates. HCN is decreasing with increasing 
temperature and oxygen partial pressure, whereas 
NO and N20 are increasing to a certain extent. The 
modeling results indicate that HCN is the main pre- 

cursor of NO and N20 during devolatilization. The 
very low levels of NO and N20 cannot be completely 
explained by model calculations (Fig. 6). Increasing 
destruction rates due to higher CO concentration 
levels may be the reason. Modeling results of the 
bituminous coal indicate that NH3 is of minor im- 
portance for NO and N20 formation due to its con- 
version via reactions 17 and 18 (Table 3). 

NO and N20 formation during char combustion 
is based on a different mechanism. Again, this can 
be clearly seen in the iodine addition experiments 
(Fig. 4). The effect of iodine addition on the NO 
level is minor. This indicates that NO formation is 
based on a heterogeneous mechanism inside the 
pore structure or at the surface of the fuel because 
heterogeneous chemistry is nearly independent 
from radical concentrations. In contrast to NO, 
HCN steeply increases, whereas N20 steeply de- 
creases. During char combustion, a volatile species 
which has been identified as HCN is released in low 
concentrations. This species is homogeneously oxi- 
dized to NCO which further reacts with the heter- 
ogeneously produced NO to form N20. Inhibiting 
the homogeneous oxidation path of HCN (reactions 
12, 1, 2, and 4 in Table 3) leads to a steep decrease 
of N20 and a steep increase of HCN. The NO con- 
centration level is nearly unaffected. It slightly in- 
creases because the NO destruction reaction with 
NCO (reaction 4 in Table 3) to form N20 is inhib- 
ited. But the N20 level is much lower than the NO 
level. Modeling results support this mechanism (Fig. 
6). Additional evidence can be found when compar- 
ing the two coals during char combustion (Table 2). 
A decrease of the N20 level is compensated with an 
increase of HCN and NO. And varying the bed tem- 
perature and the oxygen partial pressure (described 
in the experimental results) leads to a decrease of 
HCN but in an increase of NO and N20 to a certain 
extent. 

Conclusions 

Devolatilization and char combustion are of nearly 
equal importance for NO and N20 formation for the 
two coals. The higher formation rates during devol- 
atilization are compensated by the shorter time 
scale. In the case of beech wood, devolatilization is 
more important, although the higher percentage of 
fuel nitrogen as volatile nitrogen is compensated to 
a certain extent by lower conversion rates in com- 
parison to the coals. 

The NO concentration levels are higher than the 
N20 concentration levels during devolatilization and 
char combustion due to the formation mechanisms 
and residence times. 

Iodine addition has proven to be a very effective 
method to study the relative importance of homo- 
geneous and heterogeneous chemistry in kinetic ex- 
periments. 
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Iodine addition experiments confirm that NO and 
N20 formation during devolatilization is based on a 
homogeneous mechanism. HCN is the main pre- 
cursor of NO and N20 (compare with [2]). The for- 
mation characteristics can be explained by the ho- 
mogeneous HCN oxidation and NO and N20 
formation reactions (reactions 12, 1, 2, and 4 in Ta- 
ble 3). 

NO and N20 formation during char combustion 
is different. NO is primarily heterogeneously formed 
by char-nitrogen oxidation. But a volatile species, 
which has been identified as HCN, is simultaneously 
released in low concentrations. This species is ho- 
mogeneously oxidized to NCO which further reacts 
with the heterogeneously produced NO to form 
N20. 
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COMMENTS 

A. N. Hayhurst, Cambridge University, UK Your model 
has CO reducing NO to N2. Did you measure the effect of 
iodine on the concentration of CO within the bed? 

Could you give some details of the conditions in the bed; 
in particular were the bubbles fast and what was the cross- 
flow factor? Also did the burning char particle circulate 
around the bed (or, on the other hand, float)? 

Author's Reply. One aim of the NO/N20 model was to 
study different possible effects (especially destruction re- 
actions) which might be of importance for the interpreta- 
tion of the measurements. Iodine addition increases the 
CO level which might reduce NO. 

But the fuel particle is mainly located in the upper part 
of the fluidized bed (ca 0 to 4 cm below the surface) and 
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moves frequently up to the bed's surface and back again 
resulting in low gas—bed material contact times decreasing 
the importance of the heterogeneous destruction reactions. 
Additionally, the catalytic reactivity of pure silica sand is 
rather low compared to bed materials containing char and 
ash. 

CO was not obtained within the bed but shortly after the 
particle as described in the paper. The cross-flow factor has 
not been measured but can be estimated from Kunii and 
Levenspiel [1] and is in the range of 0.5 to 1 depending on 
operating conditions. 
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1. Kunii, D. and Levenspiel, O., Fluidization Engineering, 
Wiley, New York, 1991. 

Bo Leckner, Chalmers University of Technology, Swe- 
den. It has been shown that N20 is formed heterogene- 
ously during char combustion. In your case the iodine 
added is supposed to eliminate the gas phase formation of 
N20 and prevent the conversion of HCN to N20. This 
seems to take place, but heterogeneously formed N20 
seems to disappear too when iodine is added. Does it mean 
that there is no heterogeneous formation on N20 or does 
the iodine influence the surface reaction as well? 

Adel Sarofim and Shakti Goel, MIT, USA. Until seeing 
your results, we were reasonably convinced that the het- 
erogeneous mechanism developed at MIT for NO and N20 
was the valid one, although there are some experiments 
(e.g., [1]) that provide reasonable evidence that homoge- 
neous reactions cannot be ruled out. This paper provides 
interesting data which seem to further support a homoge- 
neous pathway. There seems to be need to examine further 
the differences between what appears to be conflicting ev- 
idence on the relative roles of heterogeneous versus ho- 
mogeneous reactions. Transient release of nitrogen oxides 
on oxygen interruption (e.g., [2,3]) are consistent with the 
role of oxide formation on the surface both for the nitrogen 
oxides and the CO. Have you examined such transients on 
cutting off oxygen, and perhaps also iodine? In your pre- 
sentation you claimed that iodine atoms did not influence 
the surface reactions based on the lack of change of the 
carbon oxidation rate on iodine addition. Iodine may com- 
pete with NO for the nitrogenous surface complexes and 
prevent the formation of N20 without affecting the char 
consumption rate. Examination of the influence of iodine 
on the transient emissions of oxide complexes on turning 
off the oxygen might provide useful insights. 

REFERENCES 

1. Klein and Rotzoll, 6th N.20 Workshop, Turku Finland, 
1994. 

2. Krammer and Sarofim, Combust. Flame 97:118-124 
(1994). 
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Prof. Mikko Hupa, ABO Akademi University, Finland. 
How did you take into account the influence of the iodine 
on the radical levels in your model? 

How can you exclude the direct influence of the added 
iodine on the char nitrogen release chemistry? 

Author's Replies. The concentrations of the OH, H, 
H02, and hydrocarbon radicals depend on the carbon ox- 
idation chemistiy and are not significantly affected by the 
nitrogen chemistry and its radicals. 

The concentrations of the radicals related to carbon ox- 
idation are estimated by the measured concentrations of 
CO and C02 similar to Bulewicz et al., 10th FBC Conf, 
1989. Iodine addition changes the CO and C02 concen- 
tration levels by suppressing the OH and H radicals. Using 
the CO and C02 measurements it allows to us estimate the 
radicals' concentration levels also during iodine addition. 

M. Hupa's second question and the questions of A. Sar- 
ofim and S. Goel and B. Leckner are regarding possible 
effects of iodine with the surface chemistry especially for 
N20 formation during char combustion. 

It has been shown during the presentation and it is 
shortly listed in the paper that the addition of iodine does 
not change the carbon conversion rates during devolatili- 
zation nor during char combustion. Char combustion is a 
strictly heterogeneous process but no effects on iodine ad- 
dition have been found. It is very unlikely that iodine 
changes only the nitrogen-containing surfaces. 

A competing reaction of iodine with NO for possible 
nitrogenous surface complexes and a small contribution of 
heterogeneously formed N20 cannot be completely ex- 
cluded with these measurements. 

But the homogeneous chemistry of iodine is well under- 
stood and the transient behavior of NO, N20 and HCN 
formation during char combustion has been studied by sig- 
nificantly changing the combustion conditions (e.g. tem- 
perature, radical concentrations in the gas-phase, etc.) re- 
vealing strong evidence that N20 is homogeneously 
formed. 

Experiments where the oxygen and the iodine is turned 
off are interesting and will be considered in our future work 
but there exist some possible draw-backs of this method, 
e.g. the time-scale for gas dispersion in the reactor. 
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NITROGEN CHEMISTRY IN FRC WITH LIMESTONE ADDITION 
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A laboratory study of NO and N20 formation from limestone-catalyzed HCN oxidation under fluidized- 
bed combustion (FBC) conditions is reported. The experiments include the influence of NO and 02 on 
HCN oxidation over calcined limestone, formation of CaCN2 by reaction between HCN and calcined 
limestone, and oxidation of CaCN2 and simultaneous HCN oxidation and sulfation of the limestone in the 
presence of NO. For oxidation of HCN over calcined limestone at 02 concentrations of about 5000 ppmv 
or more, NO is formed with a selectivity of 50-60%. At a temperature of 1025 K, the selectivity for N20 
formation exhibits a maximum at an 02 concentration of 1000-2000 ppmv. The presence of NO in the 
inlet gas enhances the formation of N20. The selectivity for NO and N20 decreases and increases, re- 
spectively, with increasing degree of sulfation of the limestone. The results from the present work and 
from the literature are used to discuss how limestone addition influences the nitrogen chemistry in FBC. 
The results indicate that (1) the NO emission decreases for low volatile fuels such as pet coke because NO 
is reduced by CO over the calcined limestone; and (2) for medium- to high-volatile fuels, the NO and 
N20 emission increases and decreases, respectively, because calcined limestone catalyzes the oxidation of 
volatile nitrogen (HCN and NH3) to NO and the decomposition of N20. For large CFBCs, limestone has 
only a small effect on N20. This is partly because a major part of the N20 emitted is formed in the upper 
part of the riser where the solids concentration is low and little N20 is destroyed heterogeneously. 

Introduction 

The importance of coal combustion for production 
of electricity and district heating is increasing 
throughout the world. There is also a trend toward 
increased use of biomass combustion to reduce the 
net emission of C02. Fluidized-bed combustion 
(FBC) has the advantage of fuel flexibility and, in 
Denmark, circulating fluidized-bed (CFB) technol- 
ogy is considered for combustion of mixtures of coal 
and biomass [1], This technology has low emissions 
of NO due to the low combustion temperatures of 
1073-1173 K, but the emissions of N20 from coal 
combustion are high in this temperature range. This 
is of concern because N20 is a greenhouse gas and 
contributes to depletion of the ozone layer. Lime- 
stone is added to FBC for sulfur capture and has 
been reported to influence the emissions of NO and 
N20. The purpose of this paper is to present new 
results on limestone-catalyzed oxidation of HCN, an 
important volatile nitrogen species, and discuss the 
nitrogen chemistry in FBC with limestone addition. 

Experimental 

The oxidation of HCN was carried out in a fixed- 
bed quartz laboratory reactor placed in a three-zone 

oven described elsewhere [2,3]. The reactor was de- 
signed to minimize homogeneous reactions before 
and after the solid catalyst. The conversion of HCN 
in the empty reactor at 1123 K and 5000 ppmv 02 

was about 15% but very little NO and N20 was 
formed. The gas analyzers were IR (CO, C02, NaO), 
UV (NO, S02), and paramagnetic (02) instruments. 
In some experiments, HCN was measured by a gas 
Chromatograph with a flame ionization detector. 

Seven limestones of high purity (50-55 wt. % 
CaO) were tested, but most experiments were per- 
formed with two Danish limestones: Stevns Chalk 
and Faxe Bryozo. Stevns Chalk is a young, porous 
limestone with a high sulfur capture capacity, and 
Faxe Bryozo is a limestone with an intermediate sul- 
fur capture capacity. More information about the 
limestones is given in Refs. 2 and 4. 

Results 

The conversion of HCN and the selectivities for 
formation of NO and N20 were defined as 

X, HCN   — 

molar flow of HCN in molar flow of HCN out 

molar flow of HCN in 

(1) 

3335 
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FIG. 1. Influence of 02 and NO on oxidation of HCN 
over calcined limestone. Temperature, 1025 K; flow rate, 
ca. 1860 Nml/min; limestone, Stevns Chalk; mass of un- 
calcined limestone, 0.25 g; particle diameter, 0.25-0.3 mm; 
inlet concentration, 396-420 ppmv HCN. D, Without NO; 
O, 520 ppmv NO in the inlet. 

molar flow of NO out — molar flow of NO in 

molar flow of HCN in molar flow of HCN out 

(2) 

PN2O 

2 • molar flow of NoO out 

molar flow of HCN in — molar flow of HCN out 

(3) 

300 ppmv 02 to a maximum of 6-8% at 2000 ppmv 
02 and then decreases with increasing Oa concen- 
tration. The HCN conversion with NO present is 
slightly higher than without NO when the 02 con- 
centration is below 1 vol. %. The selectivity for NO 
formation is negative at low 02 concentration and 
lower than without NO in the inlet, indicating that 
NO is reduced by HCN. The N20 selectivity in the 
presence of NO is higher than without NO. Exper- 
iments without NO in the inlet gas were also per- 
formed with Faxe Bryozo at 1015-1167 K and gave 
similar results. The formation of N20 decreased 
with increasing temperature in the range 1025-1175 
K, but the NO formation increased [2]. 

Formation and Oxidation of CaCN2 

In experiments with a high HCN concentration 
surrounding the limestone particles, a residue was 
sometimes deposited on the limestone. During com- 
bustion of this residue, CO, C02, NO, and N20 were 
formed. An experiment was therefore performed in 
which HCN was passed through a bed of calcined 
limestone. A comparison of an IR spectrum of the 
solid product with a reference spectrum showed that 
the residue was CaCN2. 

The oxidation of CaCN2 at 1023 K was investi- 
gated after reacting HCN with calcined Stevns 
Chalk for a given time. When HCN was removed 
from the inlet gas, 02 was added and the solid prod- 
uct burned off. In the first period, CO and C02 were 
the only gaseous products, but during burn-off of the 
solid product, NO and N20 were also formed. The 
integral NO and N20 selectivities from oxidation of 
CaCN2 are shown in Fig. 2 versus the amount of 
CaCN2 initially formed. The selectivities were de- 
fined as mole N in NO or N20 formed per mole N 
oxidized, assuming that two N atoms are oxidized for 
each C atom. The selectivities for NO and N20 are 
20-22% and 20-28%, respectively, independent of 
the amount of CaCN2. The result from a single ex- 
periment with 550 ppmv NO and 1000 ppmv Oa in 
the inlet gas is also shown. The N20 selectivity in- 
creases to 40%, and the NO selectivity (not shown) 
is close to zero. 

Influence of NO and Oz 

Experiments were performed at 1025 K with 
Stevns Chalk to test the influence of 02 and NO on 
HCN oxidation. Figure 1 shows the influence of 02 

with and without 520 ppmv NO in the inlet gas. 
Without NO, the conversion of HCN increases from 
about 70% at 300 ppmv Oz to 100% for Oz concen- 
trations above 1 vol. %. The selectivity for NO for- 
mation increases from 15 to 56% when the 02 con- 
centration increases from 300 ppmv to 3 vol. %. The 
selectivity for N20 formation increases from 2% at 

Sulfation Experiments 

Preliminary results from simultaneous HCN oxi- 
dation and sulfation of six limestones were reported 
in Jensen et al. [5]. The results showed that the cat- 
alytic activity of the limestones decreased by con- 
version of CaO to CaS04. Simultaneously, the selec- 
tivity for NO formation decreased from 50-60% to 
18-23%, and the selectivity for N20 formation in- 
creased from almost zero but was still below 10%. 
The increase in the selectivity for N20 formation 
may be partly due to a lower rate of decomposition 
of   N20   over   sulfated   limestone   compared   to 
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FIG. 2. Selectivities for NO and N20 from combustion 
of the reaction product between HCN and calcined lime- 
stone, CaCN2. Temperature, 1023 K (limestone calcined 
at 1123 K); flow rate, 1783 Nml/min; limestone, Stevns 
Chalk; mass of uncalcined limestone, 0.25 g; particle di- 
ameter, 0.25-0.3 mm; inlet concentrations, 420 ppmv 
HCN, 0.5-1.0 vol. % 02 except for the case with NO in 
the inlet gas where the 02 concentration was 1000 ppmv. 
O, NO; D, N20; 0, N20 with 500 ppmv NO in the inlet. 
The lines are best fit. Dashed line, NO; full line, NaO. 

calcined limestone [6]. Results from simultaneous 
sulfation of Stevns Chalk and HCN oxidation with 
NO in the inlet gas are shown in Fig. 3. The HCN 
conversion decreases with increasing particle size, 
indicating influence of mass transfer limitations. The 
selectivity for NO formation decreases with increas- 
ing degree of sulfation and is lower than without NO 
in the inlet [2]. The N20 selectivity increases with 
increasing degree of sulfation and is 25-28% at com- 
plete sulfation, about 2.5 times higher than without 
NO in the inlet. The NO and N20 selectivities de- 
crease and increase, respectively, with increasing 
particle size. This is probably related to the decreas- 
ing conversion of HCN with increasing particle size, 
and thereby higher HCN concentration in the fixed 
bed. In the presence of a higher HCN concentra- 
tion, more NO is reduced, partly forming N20. If 
S02 was removed from the inlet gas, the limestone 
regained a large part of its catalytic activity, the NO 
selectivity increased, and the N20 selectivity was al- 
most unchanged. It was found that the catalytic ac- 
tivity of the sulfated limestone decreased with in- 
creasing S02 concentration up to about 1000 ppmv 
where it reached an asymptotic level. An influence 
of S02 has not been observed for NH3 oxidation over 
limestone [3]. In the absence of both 02 and S02, 
CaS04 was reductively decomposed to CaS and CaO 
by a fast reaction with HCN, and the formation of 
NO and N20 decreased [2]. 

80 20        40        60 
Degree  of  sulphation  (%) 

FIG. 3. Influence of particle diameter and NO on oxi- 
dation of HCN during simultaneous sulfation. Tempera- 
ture, 1123 K; flow rate, 2000 Nml/min; limestone, Stevns 
Chalk; mass of uncalcined limestone, 0.25 g; inlet concen- 
trations, 290 ppmv HCN, 1450 ppmv S02, 4800 ppmv 02, 
430 ppmv NO. (a), 0.25-0.30 mm; (b), 0.85-1.0 mm; (c), 
1.7-2.0 mm. 

A summary of the NO and N20 selectivities from 
oxidizing HCN over seven different calcined and 
sulphated limestones with about 5000 ppmv 02 is 
shown in Fig. 4. The NO selectivity from HCN ox- 
idation over calcined limestone is high, 50-60%, and 
the N20 selectivity is close to zero. The rate of HCN 
oxidation over sulfated limestone in the presence of 
1450 ppmv S02 is lower than over calcined lime- 
stone, and the NO selectivity is 20-30%. The N20 
selectivity is higher for the sulfated limestone, 5- 
10%, and it increases to 22-28% in the presence of 
430 ppmv NO. The rate of HCN oxidation is faster 
and the NO selectivity is higher over sulfated lime- 
stone in the absence of S02 than in the presence of 
1450 ppmv S02, but the NaO selectivity is not sig- 
nificantly influenced by the S02 concentration. 

Discussion of the Influence of Limestone 
Addition on the Emissions of NO and NaO 

In this section, the influence of limestone addition 
on the nitrogen chemistry in FBC is discussed. Table 
1 lists important effects of limestone addition on the 
nitrogen chemistry.  Besides the effects listed in 
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FIG. 4. Selectivities for NO and N20 when oxidizing 
HCN over calcined and sulfated limestone. Results from 
seven different limestones are included. Temperature, 
1123 K; flow rate, = 1900 Nml/min; mass of uncalcined 
limestone, 0.25 g; particle diameter, 0.25-0.3 mm, 0.85- 
1.0 mm, 1.7-2.0 mm. Inlet concentrations, =300 ppmv 
HCN, =5000 ppmv 02. O, Over calcined limestone; A, 
over sulfated limestone in the presence of 1450 ppmv SOa; 
D, over sulfated limestone without S02 present; 0, over 
sulfated limestone in the presence of 1450 ppmv S02 and 
430 ppmv NO; O, over sulfated limestone in the presence 
of430ppmvNO. 

TABLE 1 
Important effects of limestone addition on the nitrogen 

chemistry in FBC 

Effect Reference 

CaO 

NH3 + 02 -> NO + N2 

CaO 

HCN + 02 -► NO + N2 
CaS04 

HCN + 02 ->   NO + N 
+ N2 

CaO 

HCN + H20 -> NH3 + 
CaO 

CO + 1/2 02 -* C02 
CaO 

N,0 - N2 +   1/2 02 
3aO 

NO + CO -► 1/2 N2 + C 
CaO 

NO + 5/2H2 NH, 

N,0 

N2 

co2 

H,0 

(Rl) 

(R2) 

3 
This   work 

7,8 

(R3) 
This work, 

2 

(R4) 9 

(R5) 10 

(R6) 6 

(R7) 11 

(R8) 5 
Lower S02 concentration in the 
combustion chamber, results in 
higher radical concentrations 10,12 

Table 1 for which experimental evidence is available, 
it has been speculated that HCN can be converted 
to NH3 with CaCN2 as an intermediate [13,14] 
through the net reactions R9-11 

CaO + 2HCN -> CaCN2 + CO + H2     (R9) 

CaCN2 + 3H20 -> CaO (Rio) 

+ C02 + 2NH3 

CaCN2 + H20 + 2H2 + C02 -» CaO     (RH) 

+ 2NH3 + 2CO. 

The influence of limestone addition on emissions of 
NO and N20 from FBC is summarized in Table 2. 
The table gives information on the type of plant, the 
volatile content of the fuel, the NO and NzO emis- 
sions without limestone addition, and the emissions 
with limestone addition relative to the values without 
addition. For batch addition, the reported relative 
values are the maximum effect observed in the tran- 
sient. Table 2 supports the following general conclu- 
sion: limestone addition most often results in a 
higher NO emission and a lower N20 emission. This 
is most pronounced in laboratory or bench-scale 
plants and at high ratios of Ca/S. Furthermore, the 
NO emission is more often influenced by limestone 
addition than is the N20 emission. In principle the 
effect of limestone addition maybe calculated using 
appropriate reactor and kinetic models. However, a 
kinetic model for the reactions in Table 1, including 
the effect of sulfation of the limestone, is not avail- 
able. Instead, the observations in Table 2 are dis- 
cussed qualitatively, based on the reactions in 
Table 1. 

A Decrease in NO Emission 

A decrease in NO emission after the addition of 
limestone has been observed in a bench-scale CFB 
[22] and a full-scale, bubbling, fluidized bed (BFB) 
[25]. Unfortunately, N20 was not measured in these 
investigations. In both cases, the fuel was pet coke 
with a low volatile content of about 10 wt. % (daf). 
As a result, very little volatile nitrogen which could 
be oxidized to NO over limestone is released during 
devolatilization. Consequently, the net effect of 
limestone addition is to catalyze the reduction of 
NO, primarily by reaction with CO (equation R7). 
It has been reported that NO is not reduced by CO 
over calcined limestone if the molar CO/02 ratio is 
below 2 [10]. It has also been reported that reducing 
zones exists in FBCs [25,27]; apparently, the local 
CO/02 ratio is high enough to allow NO reduction 
by CO over calcined limestone to take place. In Refs. 
7 and 26, an increase in the NO emission by lime- 
stone addition was observed during combustion of 
coals with a volatile content similar to that of pet 
coke in laboratory-scale BFB and CFB. Possibly, 
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TABLE 2 
Summary of the influence of limestone addition on NO and N20 emissions from FBC 

Fuel VM 

Effect on NO emission Effect on S20 emission 

No limestone Relative No limestone Relative 

Ref.          Size/type (wt.% daf) Ca/S (ppmv 6% 02) emission" (ppmv 6% 02) emission8 

15     200 MW/CFBC 32.7 _ _ — 6 1.0 

16     165 MW/CFBC 33.0 LSb I: 20, 38 30 1.5, 27 140 0.93, 075 

16     165 MW/CFBC 33.0 LSb II: 20, 36 30 1.3, 18 140 0.96, 086 

17     110 MWe/CFBC - 5.4" 183 1.2 37 1.0 

18     72 MW/CFBC 38.2 - 48 2.2 55 1.0 

19     12 MW/CFBC 39.0 3.0 52 1.4 106 0.94 

12     12 MW/CFBC 39.5 115, 2.1, 43 45 15, 2.7, 62d 164 090, 0.72, 052d 

20     1 MW/CFBC 40.9 3.7 121 1.9 168 0.9 

20     1 MW/CFBC 50.0 2.3 141 2.0 48 1.1 

21     08 MW/CFBC 37.6 1.5 - 1.5 - 0.84 

22     0.15 MW/CFBC 10.6° 2.5-3 270 0.25 - - 
22     015 MW/CFBC 41.2 2-3 127 1.73 - - 
23     Lab/CFBC 25.7 LSb bed 61 5.2 265 0.29 

7       Lab/CFBC 13.9 Batch 88 1.83 150 0.81 

7       Lab/CFBC 30.1 Batch 83 1.54 178 0.78 

7       Lab/CFBC 50.0 Batch 67 1.91 194 0.63 

24     Lab/BFBC 44.2 4, 8, LSb bed - 145, 2.0, 286 - 071, 0.41, 007 

25     16 MW/BFBC 10e 1.5 - 0.2-04 - - 
26     Lab/BFBC 14.6 Batch 347 1.76 86 0.91 

26     Lab/BFBC 30.7 Batch 367 1.95 71 0.83 

26     Lab/BFBC 44.6 Batch 347 1.94 57 0.75 

ilThe relative emission is defined as (emission with limestone addition)/(emission without limestone addition). 
bLS, limestone. 
cEstimated. 
dSteady state was not achieved. 
ePet coke. 

more volatile nitrogen is released from the coals, de- 
spite their low volatile content, and catalytically ox- 
idized to NO, as per equations Rl and R2 in Table 
1. Another possibility is that mixing of fuel and 02 

is better in the laboratory combustors than in the 
larger bench- and full-scale combustors such that the 
local CO/02 ratio is low in laboratory combustors 
and no NO reduction takes place. 

An Increase in NO Emission and a Decrease in 
N20 Emission 

In most investigations, an increase in the NO 
emission and a decrease in the N20 emission by 
limestone addition has been observed during com- 
bustion of coals with a medium to high volatile con- 
tent [7,12,16,21,23,24,26], This effect has been ex- 
plained by catalytic oxidation of NH3 to NO 
(equation Rl) and decomposition of NzO (equation 
R6). This mechanism does not include an influence 
of limestone on the formation of N20. An additional 
mechanism was proposed in Refs. 5 and 7. Without 

limestone addition, a large part of the HCN is oxi- 
dized homogeneously with a low selectivity for NO 
formation and a high selectivity for N20 formation 
[28]. When limestone is added, HCN is oxidized cat- 
alytically by equation R2, with a high selectivity for 
NO formation and a low selectivity for NaO forma- 
tion at 02 concentrations above about 5000 ppmv. 
Another mechanism is based on catalytic conversion 
of HCN to NH3, either by direct hydrolysis or 
through equations R9-11 [13,14]. This will result in 
a lower N20 emission because NH3 is oxidized both 
homogeneously [28] and catalytically by equation 
Rl, with a low selectivity for N20 formation [3]. 
However, the rate of HCN hydrolysis to NH3 (equa- 
tion R4) is much slower than the rate of HCN oxi- 
dation (equation R2), and Shimizu et al. [9] con- 
cluded that equation R4 is of minor importance. The 
mechanism of equations R9-11, based on formation 
of CaCN2, is probably not important either because 
CaCN2 is formed mainly in the absence of or at low 
concentrations of 02, and despite the presence of 
reducing zones, the lowest local average 02 concen- 
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FIG. 5. NO and N20 selectivity from homogeneous ox- 
idation of HCN in a plug flow reactor, calculated with a 
chemical kinetic model [31]. Pressure, 1 bar; inlet concen- 
trations, 4 vol. % 02, 10 vol. % C02, 4 vol. % H20, 300 
ppmv HCN, 400 ppmv NO. O, 1073 K; D, 1123 K; 0, 
1173 K. Dashed lines, NO; full lines, N20. 

tration is probably not below 1 vol. % [29]. If 
formed, CaCN2 is not likely to react in equations 
RIO and Rll, but rather to be oxidized with signifi- 
cant N20 formation as the result (Fig. 2). Further- 
more, the limestone particles will be partly sulfated, 
and in the absence of 02, HCN will react with 
CaS04 instead of forming CaCN2. 

It has been shown [10,12] that the lower S02 con- 
centration in the combustion chamber caused by 
limestone addition influences the radical concentra- 
tions, probably owing to less radical recombination. 
This may result in a higher NO emission and a 
slightly lower N20 emission [12]. Finally, the cata- 
lytic oxidation of CO (equation R5) may result in a 
lower CO concentration in the combustion chamber 
although this has not been verified yet. It was sug- 
gested [10] that the lower CO concentration results 
in less NO reduction over char surfaces. However, 
the CO concentration in the pores of char particles 
is very high, and the lower CO concentration in the 
bulk gas is not expected to influence NO reduction 
over char significantly. An effect of a lower CO con- 
centration is more likely caused by less reduction of 
NO over bed material. 

The conclusion is that the most probable reactions 
leading to an increase in the NO emission and a de- 
crease in the N20 emission are Rl, R2, and R6. In 
these three reactions, the catalyst is CaO and the 
amount of free CaO surfaces in the bed is determin- 
ing for the effect of limestone addition on the NO 
and N20 emission, as shown in Refs. 7, 12, 23, 24, 
and 26. 

An Increase in NO Emission and No or Little 
Influence on NzO Emission 

This is observed mainly in large-scale CFBCs 
[15,17-20] burning medium- to high-volatile coals. 
The concentration profile of NO in CFBC without 
limestone addition [29] shows that the formation of 
NO takes place mainly in the bottom part, and NO 
is reduced along the riser. On the other hand, the 
N20 concentration profile indicates that N20 is 
formed along the riser [29]. Calculations by Johns- 
son et al. [30] for a 12-MW CFBC indicate that more 
than 50% of the N20 emitted is formed above the 
secondary air inlet. The solids concentration in the 
dense bed in the bottom is about 1000 kg/m3, de- 
creasing to 10-20 kg/m3 above the secondary air in- 
let. Since NO is formed mainly in the bottom region 
where the concentration of limestone is high, the 
NO formation will increase due to reactions Rl and 
R2 when limestone is added. For N20, several 
points should be made. In the bottom of the riser, 
the concentrations of combustibles, CO, H2, and hy- 
drocarbons are several percent [29]. The homoge- 
neous oxidation of HCN in the presence of 300 
ppmv NO and combustibles, simulated by CO, was 
investigated using a chemical kinetic model [31] and 
a plug flow code. The results in Fig. 5 show that the 
maximum selectivity for N20 formation from HCN 
oxidation is above 60% at low temperatures and low 
CO concentrations, but at 2 vol. % CO, the N20 
selectivity in the homogeneous oxidation of HCN at 
1123 K is only about 20%. This is of the same order 
of magnitude as for the heterogeneous oxidation of 
HCN over sulfated limestone in the presence of NO. 
Furthermore, the decomposition of N20 over char 
and bed material is already fast in the bottom with- 
out limestone addition [30]. Consequently, lime- 
stone addition may not change the net formation of 
N20 in the bottom part. The results in Fig. 5 show 
that an increase in temperature has the same effect 
as limestone addition. This indicates that the effect 
of limestone addition decreases with increasing tem- 
perature. 

It is not known if HCN oxidation plays a role in 
formation of NO and N20 in the upper part of the 
riser because the concentration is very low [29], The 
low concentration of HCN is the net result of for- 
mation and destruction, and the formation rate may 
be high if the destruction rate is high, too. In the 
upper part of the riser, the concentration of solids 
and combustibles is low. Therefore, the heteroge- 
neous reactions are less important than in the bot- 
tom, and HCN is partly oxidized homogeneously, as 
before limestone addition. Furthermore, the mean 
diameter of the particles in the riser is lower than in 
the bottom, and the degree of sulfation of is ex- 
pected to be higher. The N20 decomposition (equa- 
tion R6) may thus not be important because the rate 
decreases with increasing degree of sulfation of the 
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limestone particles. If HCN is oxidized over sulfated 
limestone, significant amounts of N20 are produced, 
enhanced by the higher NO concentration during 
limestone addition (Fig. 4). Whether HCN is oxi- 
dized over sulfated limestone or calcined limestone 
in the riser depends on the type of limestone and 
the Ca/S ratio. Limestone particles with a low sulfur 
capture capacity are typically less porous and exhibit 
pore plugging, making the CaO inside the shell of 
CaS04 inaccessible. Thus, the influence of limestone 
addition on the N20 emission is expected to be 
smaller for limestones with a low sulfur capture ca- 
pacity at a given Ca/S ratio, and this is confirmed by 
full-scale experiments [16]. Furthermore, if HCN 
does play a minor role in the upper part of the riser, 
and N20 is formed mainly from char combustion, 
enhanced by the higher NO concentration [32], a 
minor influence of limestone addition on NzO is also 
expected. Finally, Jensen et al. [5] showed that het- 
erogeneous oxidation of HCN over char has similar 
NO and N20 selectivities as over calcined limestone. 
In the cases with no influence of limestone on N20, 
it is possible that HCN is already oxidized by the 
heterogeneous path over char. 

Conclusions 

The following conclusions can be drawn from the 
present study: 

1. With an inlet concentration of 400 ppmv HCN, 
significant amounts of N20 are formed during 
HCN oxidation over calcined limestone at 1025 
K in the presence of 500 ppmv NO and 1000- 
2000 ppmv 02. The N20 selectivity decreases 
with increasing 02 concentration and tempera- 
ture, but the NO selectivity shows the opposite 
trends and is 50-60% for 02 concentrations 
above 5000 ppmv at 1123 K. 

2. Parallel to the catalytic oxidation of HCN, a gas- 
solid reaction between HCN and CaO can take 
place, forming CaCN2. The selectivities for NO 
and N20 from oxidation of CaCN2 under the 
present experimental conditions are 20-22% and 
20-28%, respectively. The presence of NO in the 
gas enhances N20 formation. 

3. Sulfation of the limestone results in a lower cat- 
alytic activity for oxidizing HCN, a lower NO se- 
lectivity, and a higher N20 selectivity. The cata- 
lytic activity of the sulfated limestone decreases 
with increasing S02 concentration to an asymp- 
totic level. The N20 selectivity from oxidizing 
HCN over sulfated limestone increased from 
about 10% to 22-28% in the presence of 430 
ppmv NO. 

4. For low-volatile fuels such as pet coke, limestone 
addition may result in a decrease in the NO emis- 
sion. The explanation may be that calcined lime- 
stone catalyzes the reduction of NO by CO. For 

coals with a medium to high volatile content, two 
cases were identified: case 1, an increase in NO 
emission and a decrease in N20 emission; case 2, 
an increase in NO emission and no effect on N20 
emission. 

5. Case 1: This case was explained by the combined 
effect of limestone-catalyzed oxidation of HCN 
and NH3 to NO and decomposition of N20. A 
mechanism proposed in the literature based on 
catalytic conversion of HCN to NH3 with CaCN2 

as an intermediate was considered unlikely. 
6. Case 2: This case was preferentially observed for 

large CFBCs where a significant part of the NzO 
emitted is formed in the upper part of the riser. 
The relative importance of HCN and char oxi- 
dation is not clear, but HCN may be oxidized ho- 
mogeneously or over sulfated limestone in the 
riser with a significant N20 selectivity. N20 for- 
mation from char combustion in the riser is en- 
hanced by the higher NO concentration. These 
effects may balance a possible increased rate of 
N20 decomposition over the limestone. 

Acknowledgments 

This work is part of the research program CHEC (Com- 
bustion and Harmful Emission Control) funded by the 
Danish Technical Research Council, Elsam (the Jutland- 
Funen Electricity Consortium), Elkraft (the Zealand Elec- 
tricity Consortium), and the Danish and Nordic Energy 
Research Program. 

REFERENCES 

1. Rasmussen, I. and Clausen, J. C, in Proceedings of the 
13th International Conference on Fluidized-Bed Com- 
bustion (K.J. Heinschel, Ed.), ASME, New York, 
1995, pp. 557-563. 

2. Jensen, A., "Nitrogen Chemistry in Fluidized Bed 
Combustion of Coal," Ph.D. Thesis, Department of 
Chemical Engineering, The Technical University of 
Denmark, Lyngby, 1996. 

3. Lin, W., Johnsson, J. E., Dam-Johansen, K., and van 
den Bleek, C. M., Fuel 73:1202-1208 (1994). 

4. Dam-Johansen, K. and 0stergaard, K., Chem. Eng. 
Sei. 46:827-837 (1991). 

5. Jensen, A., Johnsson, J. E., and Dam-Johansen, K., in 
Proceedings of the 12th International Conference on 
Fluidized-Bed Combustion, (L. Rubow and G. Com- 
monwealth, Eds.), ASME, New York, 1993, pp. 447- 
454. 

6. Shimizu, T. and Inagaki, M., Energy Fuels 7:648-654 
(1993). 

7. Shimizu, T, Tachiyama, Y., Fujita, D., Kumazawa, K., 
Wakayama, O., Ishizu, K., Kobayashi, S., Shikada, S., 
and Inagaki, M., Energy Fuels 6:753-757 (1992). 

8. de Soete, G. G. and Nastoll, W., Catalytic Nitrogen 
Chemistry on CaO and CaCOs at Fluidized-Bed Tern- 



3342 FLUIDIZED BEDS 

perature  Conditions,  Institut Francais du Petrole, 
Rueil-Malmaison, Ref. 39362, 1991. 

9. Shimizu, T., Ishizu, K., Kobayashi, S., Kimura, S., Shi- 
mizu, T., and Inagaki, M., Energy Fuels 7:645-647 
(1993). 

10. Dam-Johansen, K., Ämand, L. -E., and Leckner, B., 
Fuel 72:565-571 (1993). 

11. Tsujimura, M., Furusawa, T., and Kunii, D.,/. Chem. 
Eng. Jpn 16:132-136 (1983). 

12. Ämand, L. -E., Leckner, B., and Dam-Johansen, K., 
Fuel 72:557-564 (1993). 

13. Gavin, D. G., Powis, J., Laughlin, K., and McCaffrey, 
D. J. A., in Proceedings from the International Confer- 
ence on Coal Science, (K. H. Michaelian, Ed.), 1993, 
pp. 561-564. 

14. Leppälahti, J. and Kurkela, E., Fuel 70:491-497 
(1991). 

15. Bonn, B., Pelz, G„ and Baumann, H., Fuel 74:165-171 
(1995). 

16. Leckner, B., Karlsson, M., Mjörnell, M., and Hagman, 
U.J. Inst. Energy 65:122-130 (1992). 

17. Brown, R. A. and Muzio, L., in Proceedings of the llth 
International Conference on Fluidized-Bed Combus- 
tion, (E. J. Anthony, Ed.), ASME, New York, 1991, pp. 
719-724. 

18. Boemer, A., Braun, A., and Renz, U., in Proceedings 
of the 12th International Conference on Fluidized-Bed 
Combustion, (L. Rubow and G. Commonwealth, 
Eds.), ASME, New York, 1993, pp. 585-598. 

19. Lyngfelt, A. and Leckner, B„ Fuel 72:1553-1561 
(1993). 

20. Collings, M. E. and Mann, M. D., Energy Fuels 
8:1083-1094 (1994). 

21. Hiltunen, M., Kilpinen, P., Hupa, M., and Lee, Y. Y, 
in Proceedings of the llth International Conference on 
Fluidized-Bed Combustion, (E. J. Anthony, Ed.), 
ASME, New York, 1991, pp. 687-694. 

22. Zhao, J., Grace, J. R., Lim, J. L., Brereton, C. M. H., 
and Legros, R., Fuel 73:1650-1657 (1994). 

23. Moritomi, H., Suzuki, Y., Kido, N., and Ogisu, Y., in 
Circulating Fluidized-Bed Technology III, (P. Basu, M. 
Horio, and M. Hasatani, Eds.), Pergamon Press, Ox- 
ford, 1991, pp. 399^104. 

24. Gavin, D. G. and Dorrington, M. A., Fuel 72:381-388 
(1993). 

25. Lyngfelt, A. and Leckner, B., Chem. Eng. ]. 40:59-69 
(1989). 

26. Shimizu, X, Tachiyama, Y, Kuroda, A., and Inagaki, 
M., Fuel 71:841-844 (1992). 

27. Lyngfelt, A., Bergqvist, K., Johnson, F., Ämand, L. - 
E., and Leckner, B., in Gas Cleaning at High Temper- 
atures, (R. Clift and J. P. K. Seville, Eds.), Blackie Ac- 
ademic & Professional, Glasgow, 1993, pp. 470-491. 

28. Hulgaard, T. and Dam-Johansen, K., AIChE }. 
39:1342-1354 (1993). 

29. Ämand, L. -E. "Nitrous Oxide Emission from Circu- 
lating Fluidized Bed Combustion," Ph.D. Thesis, De- 
partment of Energy Conversion, Chalmers University 
of Technology, Göteborg, 1994. 

30. Johnsson, J. E., Ämand, L. -E., Dam-Johansen, K., and 
Leckner, B., 10:970-979 (1996) Energy Fuels. 

31. Glarborg, P. and Miller, J. A., Combust. Flame 99:475- 
483 (1994). 

32. Miettinen, H., Paulsson, M., and Strömberg, D., En- 
ergy Fuels 9:10-19 (1995). 



Twenty-Sixth Symposium (International) on Combustion/The Combustion Institute, 1996/pp. 3343-3354 

SCALING CHARACTERISTICS OF AERODYNAMICS, HEAT TRANSFER, AND 
POLLUTANT EMISSIONS IN INDUSTRIAL FLAMES 
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The Netherlands 

A review of the knowledge required for successful scaling of small-scale flames into industrial ones has 
been carried out from die point of view of fluid flow, heat transfer, and pollutant emissions. Constant 
velocity and constant residence time scaling criteria have been scrutinized for their applicability in engi- 
neering of gaseous, spray-oil, and pulverized coal flames. It has been demonstrated that both have limi- 
tations and, in particular when applying to two-phase combustion, there appear to be considerable diffi- 
culties in scaling of the interactions between the gaseous and solid (liquid) phases. 

Specific considerations are given to scaling natural gas flames spanning the thermal input range of 7 kW 
to 14 MW. A methodology derived for scaling of the emission data with heat extraction has been used to 
quantify the spread in the NOx correlation of R0kke et al. [60]. It has been concluded that to make the 
derived correlations applicable to industrial situations, the important effects of flue gas entrainment through 
the external (in-furnace) recirculation zone has to be included. In addition to the radiant fraction, another 
scaling parameter accounting for the radiation losses from the postflame region is needed. Rapidly devel- 
oping new combustion technologies require scaling considerations on (1) flame-flame interactions and 
(2) steady and transient combustion of small quantities of fuel gas and air both injected into hot combustion 
products. 

Introduction 

In the process leading to improved burner de- 
signs, small- or semiindustrial-scale experiments play 
an important role in reducing overall development 
cost, increasing turnaround of burner concept vali- 
dation tests, and providing detailed diagnostics to 
guide the burner concept evaluation. Results ob- 
tained on small-scale burners can be extrapolated to 
the full industrial-scale when scaling rules are used 
to account for the differences in thermal input 
range. At present, these scaling rules are not com- 
pletely understood. A typical scenario often encoun- 
tered is that a low NOx burner, when installed in a 
furnace different from that on which it was originally 
tested, has produced unacceptable NOx emissions. 
This is predominantly due to unforeseen alterations 
to either in-fumace fluid flow or heat transfer. 

Objectives 

The understanding of combustion chemistry in- 
cluding mechanisms of pollutant formation and de- 
struction is the key factor in successful design of in- 
dustrial-scale equipment. The knowledge of 
chemistry has increased substantially over the last 
two decades with respect to gaseous fuel combustion 
[1-4], pollutants [5,6], soot formation and destruc- 
tion [7], reburning [8], SOx formation and capture 

[9], and coal combustion [10]. On the basis of this 
knowledge, combustion engineers select design cri- 
teria appropriate for the particular process, among 
them stoichiometry, temperature regime, and resi- 
dence time. Practical implementation of these cri- 
teria can be accomplished only by proper use of fluid 
mechanics, appropriate design of burner/furnace ge- 
ometry, and control of heat transfer. While the first 
two control the mixing processes at both the micro- 
and macrolevels, and ultimately the local in-flame 
stoichiometries and residence time, the heat-trans- 
fer characteristics affect the overall temperature 
level. This paper reviews existing knowledge on how 
the design criteria and subsequent flame character- 
istics including emissions are altered while changing 
the burner thermal input (scale). 

For the sake of clarity, the following arbitrary def- 
inition of scales, based on the thermal input, is in- 
troduced: laboratory-scale flames <300 kW(; 300 
kW( < semiindustrial-scale flames <4 MW,; full in- 
dustrial-scale flames >4 MW,. 

Industrial Practices 

Most combustion equipment manufacturers carry 
out the burner development work using semiindus- 
trial-scale furnaces for testing prototype burners. 
Figure 1 shows a staged mixing burner, exemplifying 
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FIG. 1. Staged mixing burner for pulverized coal [1], (1) 
pulverized fuel with transport air; (2) secondary (swirled) 
combustion air; (3) tertiary air; (4) "bleeding" air; (5) total 
air supply. 

primary zone stolchlomelry 

FIG. 2. Performance predictions for a new generation of 
staged mixing (SM) burners [12]. 

a family of low-NOx externally air staged burners 
that were very popular in the mid eighties [11]. One 
of the main design parameters of the burner is the 
primary zone stoichiometry. Figure 2 shows the de- 
pendence of the NOx emissions on this parameter 
for a 2.5-MW; version of the burner tested in the 
IFRF furnace No. 1, and emissions from a680-MWe 

boiler equipped with these burners of 68-MW, ther- 
mal input [12]. The single burner tests were carried 
out under conditions of 0.1-MW/m3 furnace firing 
density and 0.6-MW/m3 flame firing density. The es- 
timated residence times in the furnace and in the 
fuel-rich zone of the 2.5-MW, flame were 6 s and 40 
ms, respectively. The 68-MW, burner was scaled ge- 
ometrically from the 2.5-MW, version, using the 
constant velocity principle, with some extra modifi- 
cations to ensure that the primary zone stoichiom- 

etry of the full-scale burner corresponds to that of 
the prototype. For the full-scale burner, the resi- 
dence time in the fuel-rich part of the flame is es- 
timated to be 200 ms, while the residence time in 
the boiler is in the range of 1-3.5 s, depending on 
the positioning of the burner in the boiler. The boiler 
emission data collected under various operating con- 
ditions show substantially lower values (Fig. 2), 
which is attributed to the increased residence time 
in the fuel-rich part of the flame. Intensive testing 
of the staged mixing burner at the scale of 2.5 MW, 
with and without overfired air has produced a new 
generation of the burner and its anticipated boiler 
performance [12], shown in Fig. 2. The previously 
established relationship between the single flame 
tests at 2.5-MW, scale and the 640-MWe boiler emis- 
sions serve as a scaling methodology for the new de- 
signs. 

The three basic questions formulated by the com- 
bustion equipment manufacturers are 

1. What is the minimum thermal input for the pro- 
totype combustion tests? 

2. What scaling laws should be used on the proto- 
type test results? 

3. What would be the performance, of both the pro- 
totype and the final design, in furnaces/boilers of 
different shape and thermal characteristics? 

Scaling Considerations 

Scaling of combustion systems involves consider- 
ations on fluid flow, combustion, and heat transfer 
in the close vicinity of the burner and in the furnace. 
Theoretical considerations on scaling of combustion 
systems can be found in Spalding [13] and Beer and 
Chigier [14] who listed a large number of dimen- 
sionless groups derived using the fundamental dif- 
ferential equations for momentum, energy, and mass 
balance. Damköhler [15] was perhaps the first to for- 
mulate five dimensionless ratios for scaling chemical 
reactors. From the fluid dynamics perspective, scal- 
ing diffusion flames requires both kinematic and dy- 
namic similarities to be maintained. 

The main practical consequences of the theoreti- 
cal analysis, based on the dimensionless groups [13- 
14], is that scaling of diffusion flames in enclosures 
by adhering strictly to the theoretical requirements 
is impossible. Maintaining even only the main di- 
mensional group constant (e.g., Reynolds, Froude, 
and Damköhler numbers) leads to conflicting re- 
quirements. That is why in practice only a few of the 
scaling rules are obeyed, leading to so-called partial 
modeling or scaling [13], Several methodologies of 
partial scaling were scrutinized by Beer and Chigier 
[14], Salvi and Payne [16], Lawn et al. [17], and more 
recently Smart et al. [18-20]. The two most fre- 
quently applied criteria for industrial flame scaling 
are the constant velocity and constant residence time 
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approaches (the constant Reynolds number criterion 
is seldom used since for industrial flames the Reyn- 
olds number typically exceeds 10s). 

Constant Velocity Scaling 

The basic formula for the burner thermal input 
(Q) is as follows: 

Q = Kp0UM (1) 

where p0, U0, and D0 relate to the inlet fluid density 
(typically combustion air density), characteristic 
burner (combustion air) velocity, and burner char- 
acteristic diameter (burner throat diameter); K 
stands for a proportionality constant. When a burner 
is scaled to a different thermal input using the con- 
stant velocity criterion (U0 = const), the character- 
istic burner diameter can be evaluated easily 

D0 a QO-5 (2) 

and so, if the geometrical similarity of the burner is 
maintained, the other burner dimensions can be cal- 
culated. 

Constant Residence-Time Scaling 

The principle of this scaling criteria is to maintain 
DQ/U0 ratio constant while changing the burner ther- 
mal input. The ratio represents the inertial timescale 
of the flow, often called the convective timescale. At 
high enough.Reynolds numbers, all time measures 
in the flow, except those associated with the (final) 
molecular dissipation processes, are proportional to 
DQ/U0. It has been demonstrated that for simple 
burners, the DQ/U0 ratio represents the flame resi- 
dence time. Recalling Eq. (1) and invoking die re- 
quirement of maintaining DJUQ constant results in 
the relationship 

DoK<?° (3) 

In practice, burner manufacturers seldom use this 
approach since it leads to very low windbox pressure 
for small-scale burners and excessive pressures for 
full-scale burners [17]. 

Scale Effect on Mixing 

Since pollutant formation and destruction rates 
are affected strongly by both macro- and micromix- 
ing, it is imperative to examine how the mixing char- 
acteristics vary while changing the burner scale 
(thermal input). Using the constant residence time 
scaling principle, the (large) macromixing timescale 
DQ/UQ is automatically kept unaltered. Sadakata and 
Hirose [21] have argued that in the case of an iso- 
tropic turbulence, even the micromixing timescale is 
constant for the constant residence time principle. 
Smart   et   al.    [18,19],   using   the   approach   of 

Hawthorne et al. [22], have postulated that, to the 
first order of accuracy, the fractional degree of ma- 
cromixing, Xf, at any point downstream of the burner 
exit is proportional to the normalized distance x/D0, 
where x stands for the distance from the burner exit. 
The corollary of this relationship is that "the flames 
of any scale, or flames of identical scale but scaled 
down using different scaling criteria should show 
identical degrees of reaction at identical values of xl 
D0 if all the combustion and pollutant formation re- 
actions are everywhere (in the flame) fast compared 
to the micro mixing rate" [18]. 

Fluid Flow Pattern of Single Flames of 
Gaseous Fuels 

Simulating full industrial-scale flames in either se- 
miindustrial-scale or laboratory-scale experiments 
with one of the previously mentioned criteria makes 
sense only if the overall flow pattern is preserved. 
Scaling of the overall flow pattern of turbulent jet 
flames is applied routinely in the industry [23]. In 
most industrial applications, the Reynolds number is 
sufficiently large and so is the Froude number (with 
the exception of some low-velocity burners). Main- 
taining these two numbers at high enough levels is 
usually sufficient. However, care must be taken in 
scaling jets in furnaces to account for the entrain- 
ment of (recirculated) combustion products. Here, 
the Thring and Newby [24] criterion invokes the re- 
quirement of constant confinement expressed as fur- 
nace-to-burner-diameter ratio (the necessary scaling 
formulae can be found in Beer [23]). For swirl sta- 
bilized flames, an extra requirement of maintaining 
both the type of inlet vortex and the inlet swirl num- 
ber is needed [25-27]. 

Fluid mechanics of natural gas burners using a 
central natural gas nozzle with small holes and swirl- 
ing or nonswirling annular combustion air was stud- 
ied by Flicker and Leuckel [28], Salvi and Payne 
[16] and more recently in the Scaling 400 project 
[29-36]. Salvi and Payne [16], varied the fuel-to-air- 
momentum ratio in the range of 0.3-0.5 and the con- 
finement (furnace over burner throat diameter) in 
the range of 8-13.4 for flames of 0.58 and 2.31 MW, 
thermal input. The Scaling 400 study has spanned 
the thermal input range of 30 kW, to 12 MW,. The 
experiments positioned along the line of thought 
(Fig. 3) indicate the constant velocity scaling prin- 
ciple with identical furnace confinement (6.1). The 
burners (Fig. 4) had identical fuel-to-air-momentum 
ratio of 0.3 (to achieve the same momentum and 
velocity ratios, the size of the fuel jets was manipu- 
lated). In the 300-kW, BERL experiments [32] and 
the 1.3-MW, British Gas tests [36], the confinement 
was 12.5 and 3.3, respectively. The primary conclu- 
sions of all these studies are that, to achieve the flow 
pattern similarity, 
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THE LINE OF THOUGHT 

INDICATING THE APPLIED 

SCALING APPROACH 

FIG. 3. Scaling 400 studies [29]; experiments along the 
line of thought indicate constant velocity (and simulta- 
neously constant momentum) burner scaling while main- 
taining both confinement and thermal similarity; the ex- 
periments off the line of thought indicate variations in 
confinement and thermal similarity. 

-^9 natural gas 

^ flue gas 

L   *        swirling 
1 v' combustion air 

FIG. 4. Scaling 400 natural gas burner [29], 

particle trajectories 

FIG. 5. Trajectories of coal particles in the aerodynami- 
cally air-staged burner [15]. 

The fuel-to-air-momentum ratio must be main- 
tained. 
The geometrical burner similarity should be main- 
tained (small departures are acceptable). 
The effect of the confinement is secondaiy for con- 
finements larger than 3. 

• The laboratory-scale burners, with the burner 
characteristic diameter smaller than 5 cm, should 
decrease the inlet swirl by 20-30%. 

Fluid mechanics of a central natural gas jet behind 
a circular bluff body is perhaps even more complex 
than that of swirl-stabilized flames described earlier. 
Although industrial interest in solving the problem 
certainly exists, so far most of the work has been 
done in small laboratory-scale (7-15 kW) flames 
[37,38]. Chen et al. [39] have identified the vortex 
strength and fuel-jet momentum flux as flame length 
scaling parameters. It would be informative to scale 
the small laboratory burner of Schefer et al. [37] to 
thermal inputs of 0.5 MW, or perhaps even 1.5 MW, 
using these scaling criteria. The conventional con- 
stant momentum ratio approach (combined with ge- 
ometrical similarity), when applied to scaling this 
burner, has resulted in significantly dissimilar flames 
of 1.5-MW, thermal input [40], 

Fluid Flow Pattern of Single Flames of Oil and 
Pulverized Coal 

Achieving the correct fuel stream momentum with 
respect to air momentum, while scaling flames of 
heavy fuel oil, is much more difficult. That is mainly 
because oil atomizer design produces a certain drop- 
let size distribution that does not allow for an easy 
adjustment of the spray momentum. An excellent 
example of the effect of droplet size distribution on 
ignition pattern of industrial heavy fuel oil burner 
can be found in Lawn et al. [17]. Although there is 
a wealth of literature on oil atomization [41^2], lit- 
tle has been done on the development of the meth- 
odology for tailoring the spray properties to the 
burner fluid dynamics while scaling burners. This is 
clearly a gray area of industrial atomization. The ex- 
perimental philosophy of Yule and Bolado [43], who 
used a parametric atomizer allowing for deconvolu- 
tion of the effects of initial momentum, velocity, and 
droplet size distribution on spray laboratory-scale 
flames, should be applied to deriving the required 
scaling laws for industrial atomizers. 

One of the possible methods of NOx reduction 
with pulverized coal firing through swirl stabilized 
burners, is based on promoting penetration of the 
coal jet into the swirl-induced internal recirculation 
zone (IRZ) [44,45]. The degree of NOx reduction is 
strongly dependent on the success in promoting coal 
devolatilization inside the depleted oxygen zone of 
the IRZ. The burner designer manipulates the in- 
teraction between the solid and gaseous phases pro- 
moting trajectories three and four, as shown in Fig. 
5. The simplest method of accomplishing this is by 
insertion of the fuel-injector inside the burner quarl. 
Smart and Morgan [20] have examined how the 
flame characteristic, including NOx emissions, vary 
with   the   insertion   distance   for   both   constant 
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FIG. 6. Furnace-enclosed flame entraining recirculated 
combustion products. 

residence time and constant velocity versions of the 
aerodynamically air-staged burner. Thus, one of the 
main scaling parameters for such burner design is 
the penetration distance of coal particles. In labo- 
ratory-scale experiments, the degree of penetration 
(penetration distance divided by the length of the 
IRZ) is substantially longer than in semiindustrial- 
scale experiments. This feature is certainly visible 
when comparing the 150-kW, flames of both Abbas 
et al. [46] and Costa et al. [47] with the 2.5-MW, 
flames of Smart et al. [18-20] (although different 
burners were used). This disparity can be overcome 
if the coal is pulverized finer for the small-scale ex- 
periments or even micronized if the thermal input 
is lower than 50 kW,. For standard particle size dis- 
tribution, small flames cannot practically be stabi- 
lized without a supporting fuel [48]. 

Heat Transfer 

In the flame zone, where intensive combustion 
takes place, the rate of combustion determines the 
(peak) temperatures, which are altered by the flame 
stretch and radiation. In the postflame zone, where 
the release of chemical enthalpy has largely ceased, 
the rate with which the combustion product's tem- 
perature decreases is determined (mainly) by radi- 
ation and convection losses. 

In the mid seventies and eighties, scaling of radi- 
ative characteristics of laminar and turbulent free 
flames was a subject of intensive research. Simple 
and useful correlations were derived for buoyancy- 
dominated turbulent [49] and laminar flames 
[50,51]. Radiation losses affect the NOx emissions, 
and a single scaling parameter—radiant fraction—is 
used in scaling free jet flames. The work of Buriko 
and Kuznetsov [52], Turns and Myhr [53], Faeth et 
al. [54], and Delichatsios et al. [55,56] have provided 
quantification to this effect for several fuels of dif- 
ferent sooting tendencies. For flames in furnaces 
with heat sinks present, the primary thermal simi- 
larity criterion is to achieve identical furnace exit 
temperatures in the small- and large-scale experi- 
ments. Since the heat losses increase with decreasing 
the flame (combustor) size, this requires manipula- 

tions to the furnace wall temperature and position- 
ing of the heat sinks. Theoretically, the radiant frac- 
tion similarity parameter, developed originally for 
free flames, can be expanded further to account for 
the radiation exchange with walls and heat sinks. 

However, in industrial furnaces where combustion 
products are recirculated from the postname zone 
back to the flame roots (by momentum-driven recir- 
culation zones), an additional radiation scaling pa- 
rameter is needed. This parameter should account 
for the energy extracted from the postflame zone, 
altering the temperature of the combustion prod- 
ucts. This will be demonstrated using a system con- 
sisting of a single flame positioned in a furnace 
equipped with a heat sink (Fig. 6). The energy bal- 
ance for the flame reads 

Hin + mep(Tout - T0) a + Hlbs = Hrad 

+ mcv(Tf - r„)U + a)     (4) 

where Hin, Habs, and Hrad stand for burner thermal 
input, radiant energy absorbed by the flame, and ra- 
diant energy emitted by the flame, respectively. Tf, 
Tout, and T0 are flame temperature, furnace exit tem- 
perature, and reference temperature, respectively, 
while c„ is the mean specific heat at constant pres- 
sure. The parameter a is defined as a ratio of the 
entrained fluid to the inlet flow rate (in). The pre- 
ceding equation can be rearranged easily into a di- 
mensionless form: 

1 + a- 
Tnut        1n 

X + (1 a) ^ If     (5) 

where X and Taf are the radiant fraction and adia- 
batic flame temperature, respectively. Eq. (5) can be 
combined with the overall energy balance for the 
whole furnace, 

HJI - X - Y) = mcJT0, (6) 

with Y being the fraction of the total thermal input 
extracted in the postflame zone by radiation and con- 
vection. Combining Eqs. (5) and (6) gives a relation- 
ship for estimating the flame temperature, Tf, 

1 - X - -ILI 
1 + a 

(7) 

Eq. (7) is a very useful expression for analyzing the 
effect of heat transfer (radiation) on the flame tem- 
perature and NOx emissions. It shows that for free 
flames (a = 0), the radiant fraction can be used as 
a single scaling parameter, which for nonsooting gas- 
eous flames is in the range of 0.03-0.1. For sooty 
flames, the range increases to 0.1-0.2, while in the 
extreme case of buoyancy-controlled propane 
flames/it can be as high as 0.24 (see Ref. 49). In 
industrial applications, the term aY/(l + a) is im- 
portant, since Y can be as high as 0.5-0.6, while the 
entrainment parameter a can take values up to 2. 
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TABLE 1 
Scaling characteristics of Flames 1 and 2 (Ref. 57). 

Parameter 
Flame 1 

refractory lined furnace 
Flame 2 

water-cooled furnace 

Thermal input 
Furnace exit temperature (°C) 
NOx (ppm, 3% 02) 
X (radiant fraction) 
Heat extraction (X + Y) 
Y 
ail(\ + a) 

316 
1113 

49 
0.03 
0.325 
0.295 
0.164 

312 
935 
34 

0.033 
0.49 
0.457 
0.196 

Table 1 illustrates the point further, showing char- 
acteristics of flames issued from the same burner 
into furnaces configured either out of refractory 
lined segments or out of water-cooled panels. The 
dominant effect of the second term is clearly dem- 
onstrated. The earlier simple analysis can be further 
expanded to relate the Y parameter to the heat sink 
temperature and its positioning with the respect to 
the flame. It is possible that further refining of the 
energy analysis to thin layers (shear layers) where 
NO is formed may lead to powerful scaling laws. 

Emission data of the Scaling 400 flames are shown 
in Figs. 7a and 7b, with the latter applicable to scal- 
ing NOx emissions of gas-fired furnaces with the 
overall heat extraction (X + Y). In Fig. 7b, the emis- 
sion data obtained under conditions of maintaining 
the burner-to-furnace-diameter ratio (the line of 
thought experiments of Fig. 3) have been plotted 
using solid symbols, while the open symbols refer to 
the 300-kW BERL experiments where the furnace 
is oversized. Although this type of information is cer- 
tainly industrially valuable, there is a need to refine 
this information further to deconvolute the effects 
of X, Y, and a. Furthermore, systematic studies on 
the effect of altering the heat-extraction profile (re- 
positioning of the heat sink with respect to the flame) 
are needed. 

Scaling of Nitric Oxide Emissions of Single 
Hydrocarbon Flames 

The emission data for nominal (design) load 
flames of the Scaling 400 flames are plotted in Fig. 
7a as a function of thermal input (Q05 scale is used 
since the burners were scaled using a constant ve- 
locity principle; Q stands for burner thermal input) 
and flame residence time (linear scale). The baseline 
points (marked 1-5) correspond to ambient com- 
bustion air temperature and 50% heat extraction. 
Figure 7b allows rescaling of the emission data to 
other furnace thermal conditions (see earlier sec- 
tion). The accuracy of the NOx emission data and 
the thermal input values is better than 5%, while the 

residence time estimates are likely to be within 
± 10%. The emissions of the small-scale flames (30 
kW and 300 kW) are substantially lower than the 
semiindustrial- and industrial-scale flames. 

R0kke et al. [60] have studied nitric oxide emis- 
sions from buoyancy-dominated hydrocarbon tur- 
bulent jet flames. Their measurements, comprising 
methane, propane, and natural gas flames, were sup- 
ported with a flamelet model that identified separate 
oxygen-consumption and fuel-consumption zones. 
The study has resulted in a simple scaling correlation 

^&Mo~44F^6~ll^: 
d0 d°o6 (8) 

where p0 is fuel density, u0 is fuel exit velocity, and 
d0 stands for the fuel (hole) exit diameter. In the 
preceding equation, EINOl. is the emission index, and 
Fr is the Froude number. The correlation and its 
comparison with numerous emission data are shown 
in Fig. 8, which is practically a replica of Fig. 4 of 
Ref. 60. It is remarkable that such a correlation is 
valid over the Froude number range up to 106 ap- 
proaching momentum-dominated conditions. It is 
fair to say that the derived correlation features a rel- 
atively wide deviation from the measured data for 
any particular value of Froude number. It will be 
shown later that further improvements can be made 
if one accounts for radiation losses of the flames. 

It is instructive to examine how the emission data 
of the Scaling 400 study on confined flames of rel- 
atively insignificant radiant fraction (X) and the over- 
all heat extraction (X + Y) of the order of 0.4-0.7 
conform to the correlation of R0kke et al. [60]. To 
this end, Fig. 9 is produced, containing emissions of 
the nominal Scaling 400 flames (marked with num- 
bers 1-5), as well as a number of turndown condi- 
tions. The Froude number is calculated using the 
fuel gas velocity at the single gas hole and the hole 
diameter (Fig. 4). The natural gas flame data of Al- 
Fawaz et al. [67] have also been included. Figure 9, 
which shows how to scale the emissions with the heat 
extraction, contains emission data for natural gas 
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FIG. 7. (a) NOx emissions of (Scaling 400) natural gas 
flames. Closed symbols, baseline (high NOx) flames with 
50% heat extraction; open symbols, baseline (high NOx) 
flames with 50% heat extraction; preheated combustion air: 
(1) 30 kW; natural gas: CH4 93.0%, C2H6 <3%, C3H8 

<1%. (2) 300 kW; natural gas: CH4 93.0%, C2H6 <3%, 
C3H8 <1%. (3) 1.3 MW; natural gas: CH4 90.0%, C2H6 

3.6%, C3H8 0.7%. (4) 4 MW; natural gas: CH4 90.0%, C2H6 

3.6%, C3H8 0.7%. (5) 12 MW; natural gas: CH4 90.1%, 
C2H6 5.5%, C3H8 1.0%. (b) NOx emission of (Scaling 400) 
natural gas flames—effect of overall heat extraction; solid 
symbols [58], open symbols [32,57]. 

flames spanning the thermal input range of 30 kW 
to 14 MW. These data come from the semiindustrial 
Scaling 400 burners operated with fuel velocity in 
the range of 40-170 m/s and combustion air velocity 
in the range of 9-38 m/s. Thus, the correlation has 
been derived from the flame data of air-to-fuel-gas- 
velocity ratio up to 0.225 (see also Tomeczek et al. 
[68]). Certainly the correlation is encouraging, and 

101       102       103       10'       105       106       107 

Froude   number 

FIG. 8. Correlation of the emission index according to 
Eq. (8) [60]. X, C3H8 Buriko and Kuznetsov [52]; □ C3H8 

Takagi et al. [61], o, C3H8 Turns and Lovett [62]; 0 C3HS 

Turns and Myhr [53], +, C3H8 R0kke et al. [63]; A C3H8, 
R0kke et al. [60]. +, CH4 R0kke et al. [60]; V CH4 Turns 
and Myhr [53], X, CH4 Chen and Driscoll [64]; A C2H4 

Turns and Myhr [53]. ▼, H2 Chen and Driscoll [64]; • H2 

Lavoie and Schlader [65]. ■, H2 Bilger and Beck [66]. 

105 106 107 

Froude number 

FIG. 9. Verification of Eq. (8) using Scaling 400 flame 
data. ■, 1,2,3,4,5; baseline flames, see Fig. 7; V, turndown 
flames of 300 kW experiments [35]; A, turndown flames of 
1.3 MW experiments [34]; +, turndown flames of 4 MW 
experiments [33]; 0, turndown flames of 12 MW experi- 
ments [30]; X, natural gas flames (burner A) of Al-Fawaz 
et al. [67]; o, natural gas flames (burner B) of Al-Fawaz et 
al. [67]; , correlation of R0kke et al. [60]. 
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FIG. 10. Scaling of pulverized coal flames. Solid symbols, 
high-NOx flames; open symbols, low-NOx (staged) flames. 
Aerodynamicalty air-staged burner. »,0-hvBb Göttelborn 
coal, 1.8% N, 36.2% volatiles [69]; A-hvBb Göttelborn 
coal, 1.43% N, 39% volatiles [70]; ■□-mvB Coal Valley 
coal, 0.85% N, 32% volatiles [18,71]; ♦-hvBb Göttelborn 
coal, 1.3% N, 37% volatiles [72]. Externally air-staged 
burner. A-hvBb Göttelborn coal, fine coal particles [73]; 
Y-lwBb Göttelborn coal, coarse coal particles [73]; A- 
hvBb Göttelborn coal, fine and coarse coal particles [73]. 

further work on deconvoluting the heat-transfer 
(losses) effects and jet entrainment effects should 
follow. It is expected that the effect of preheating 
the combustion air can also be incorporated. 

Scaling of Nitric Oxide Emissions of Pulverized 
Coal Flames 

Figure 10 shows a summary of experiments on 
pulverized coal flame scaling. The graph contains 
emission data of both the aerodynamically air-staged 
burner and the externally air-staged burner. Most of 
the emission data are from burners scaled using the 
constant velocity principle; only two cases are shown 
where the constant residence time scaling approach 
is used. A substantial amount of work is needed to 
derive appropriate correlations for scaling these 
emission data. 

Scaling Correlations Needed for the 
Immersing New Technologies 

The preceding sections have highlighted difficul- 
ties in relating small-scale experiments to industrial 

O     O     O     O 

well-stirred furnace 

<? 

O 

~s—o   o   o  
FIG. 11. Advanced fuel direct injection (FDI) system for 

low-NOx combustion of natural gas with substantial fuel 
savings [79]. The arrows indicate descrete injections of nat- 
ural gas and combustion air. 

applications. Most of our knowledge on flame scaling 
is relevant to standard high-NOx flames. Relevant 
information is scarce on low-NOx designs. Further- 
more, the existing knowledge applies to single flames 
only, while for most of industrial applications, rows 
of burners are common. Little is known about 
flame-flame interactions and related scaling rela- 
tions. 

New technologies for achieving ultralow NOx 

emissions with natural gas firing are based on en- 
training flue gas into the fuel jet before combustion. 
Examples are the internal flue gas recirculation 
burner of John Zink Co. [74], Callidus Technologies 
[75], StAR II burner [76], or Eclipse/Altex prototype 
burner [77]. Today, many furnaces are equipped 
with heat-recovery systems allowing for preheating 
of combustion air and substantial fuel savings. Fur- 
ther progress in heat recovery and materials will cer- 
tainly allow for operating furnaces with the combus- 
tion air temperature close to the furnace exit 
temperature. This opens up a completely new tech- 
nological opportunity of designing the future fur- 
naces as well-stirred reactors [78,79] with perhaps 
discrete injections of fuel gas and combustion air 
(Fig. 11). Before ignition takes place, both the fuel 
gas and combustion air streams entrain the in-fur- 
nace recirculating gases, which just promotes the 
self-induced flue gas recirculation effects. The final 
result is likely to be an extremely (energy) efficient 
system with low-NOx emissions [80]. 

While engineering work has already been pro- 
gressing toward development of such systems, the 
fundamental combustion community so far has done 
very little to provide the adequate scientific insight. 
The scaling relations related to steady and transient 
combustion of small quantities of fuel gas and air 
both injected into (hot) combustion products are 
needed. Fundamentals of natural gas combustion in- 
cluding nitrogen oxides and carbon monoxide for- 
mation and destruction mechanisms in combustion 
products containing oxygen are required [81]. 
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Conclusions 

A review of the knowledge required for scaling of 
small-scale flames into industrial ones has been car- 
ried out from the point of view of fluid flow, heat 
transfer, and pollutant emissions. Constant velocity 
and constant residence time scaling criteria have 
been scrutinized for their applicability in engineer- 
ing of gaseous, spray-oil, and pulverized coal flames. 
It has been demonstrated that both have limitations 
and in particular when applying to two-phase com- 
bustion, there appear considerable difficulties in 
scaling of the interactions between the gaseous and 
solid (liquid) phases. 

Correlations derived by R0kke et al. [60] for scal- 
ing of NOx emissions of buoyancy-controlled hydro- 
carbon flames have been scrutinized against emis- 
sion data of natural gas flames generated within the 
Scaling 400 project, spanning the thermal input 
range of 30kW( to 12 MW,. When the velocity at the 
single hole in the natural gas injector of the Scaling 
400 burner was used to calculate the correlation pa- 
rameters used by R0kke et al. [60], the flame data 
became related. A methodology developed within 
the Scaling 400 study to scale the emission data with 
heat extraction has been used to quantify the spread 
in the NOx-emission correlation of R0kke et al. [60]. 
To make the correlation applicable to industrial sit- 
uations, the important effects of flue gas entrain- 
ment through the external (in-furnace) recirculation 
zone has to be included. In addition to the radiant 
fraction, an additional scaling parameter accounting 
for the radiation losses from the postflame region is 
needed. 

While there is some understanding of how to scale 
standard (high-NOx) flames, there is limited knowl- 
edge on scaling of low-NOx designs. There is an ur- 
gent need to improve the understanding of flame- 
flame interactions and to derive corresponding scal- 
ing correlations with respect to heat transfer, fluid 
mechanics, and pollutant emissions. The rapidly de- 
veloping technologies of NOx reduction in high-tem- 
perature processes using significant air preheat re- 
quires the support of the combustion community. 
The scaling relations related to steady and transient 
combustion of small quantities of fuel gas and air 
both injected into (hot) combustion products are re- 
quired. 
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COMMENTS 

Loo T. Yap, The BOC Group Technical Center, USA. 
Earlier we have proposed [2] the use of NO-emissions scal- 
ing relationships derived for simple turbulent diffusion 
flames [1] for more complex (industrial) burners undercer- 
tain circumstances. We substantiated this with experimen- 
tal and computational studies of two geometrical burners 
differing by a factor of 4 (67 kW and 266 kW). It is re- 
warding to see from your work that the application of these 
scaling relationships may guide rationalization of emission 
trends for burners over a much larger scale than we have 
examined. 

Your extension of these scaling relationships for heat 
losses using experimental results for natural gas, however, 
is questionable. Deriving the original correlation, many as- 
sumptions including fuel (propane!), flamelet existence, 
flamelet structure, turbulence-chemistry interaction, 
flame-volume, characteristic scalar-dissipation rates, global 

NO-formation rates, and flame-temperature behavior were 
made [1], Despite uncertainties, an NO-scaling relation- 
ship was derived to leading order. It is not clear whether 
the characteristic temperature (and thus heat loss) is the 
leading factor explaining the scatter of NO data. 

The indiscriminate reduction of the correlation coeffi- 
cients using complex experimental burner data with heat 
losses, as proposed in your paper, does not lend insight into 
this issue. A re-derivation of the correlation with a heat- 
loss term could have. 
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Author's Reply. As it has been indicated in the paper, it 
is remarkable that the NO-emissions scaling relationship 
(Fig. 8) is valid over the Frounde number range up to 106 

approaching momentum-dominated conditions. At the 
same time it is fair to say, that the derived correlation fea- 
tures a relatively wide deviation from the measured data 
for any value of Froude number. As long as the wide spread 
is there, this leading order relationship is just an academical 
formula practically inapplicable in engineering practices. 
For various burner designs, combustion engineers are re- 
quired to give guarantees on NO emissions for any partic- 
ular application (furnace). Therefore, this leading order re- 
lationship has to be first of all derived again for different 
fuels separately. Furthermore, the important effects of 
burner/furnace confinement (including the external recir- 
culation zone effects), and of different thermal conditions, 
have to be deconvoluted [1]. 

In Fig. 9 the Scaling 400 data on natural gas flames are 
plotted. Since in all these experiments the natural gases 
fired were of relatively similar composition (see paper), the 
correlation 14.5Fra6 corresponding to 50% heat extraction 
fits well the experimental data. However, as shown in Fig. 
7b the NO emissions are strongly altered by the heat ex- 
traction, even when the fluid dynamics together with the 
characteristic scalar-dissipation rates remain unaltered. 
Fig. 9 is to show that alterations to furnace thermal con- 
ditions cause a relatively large shift of this leading order 
correlation. To my understanding Fig. 9 provides a consid- 
erable insight, since it demonstrates that the heat losses 
(heat extraction) cannot be neglected, as it has been pre- 
viously claimed. However, I do not claim that these ad hoc 
introduced parallel lines plotted in Fig. 9, constitute the 
fundamentally correct way of accounting for the heat 
losses. I absolutely agree with your statement that a "re- 
derivation of the correlation with a heat loss term" is re- 
quired. 

[1] My comments on the paper of Al-Fawaz, A. D. et al. 
Twenty-Fifth Symposium (International) on Combustion, 
The Combustion Institute, Pittsburgh, 1994, p. 1034. 
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STUDIES OF HELMHOLTZ RESONANCE IN A SWIRL 
RURNER/FURNACE SYSTEM 

D. FROUD, A. BEALE, T. O'DOHERTY AND N. SYRED 

Cardiff School of Engineering P.O. Box 917 
Cardiff CF2 1XH 

Wales, UK 

This paper describes and analyzes the combustion-excited Heimholte resonance in a swirl burner/furnace 
system. Preliminary work showed the importance of variables such as air/fuel ratio, mode of fuel entry, 
and length of exhaust pipe attached to the exit of the furnace. Conditions were chosen (50% axial, 50% 
premixed natural gas and air, 600-mm-long exit pipe, air/fuel ratio = 1.53) that gave a clean, near sinusoidal 
pressure signal at the furnace exit. This signal was used as a trigger to enable phase-averaged axial and 
tangential velocities as well as temperatures to be taken throughout the furnace and into the exit pipe. The 
results show that a lifted flame core region exists over all of the oscillation cycle. Combustion excitation 
via the Rayleigh criteria comes via a periodic combustion wave of annular form located next to the furnace 
wall. The minimum pressure of the resonance causes a large inflow into the furnace with well-known swirl- 
type flow patterns, which extinguishes the annular wall flame. The central flame core boundary is located 
in a low-velocity region between the forward and reverse flow regions. Conversely, the peak resonant 
pressure virtually stops the inflow into the furnace from the burner and allows the annular wall flame to 
propagate backward into the furnace. Complex coherent structures in the tangential radial direction are 
formed close to the junction of the swirl burner and the furnace. The influence of the precessing vortex 
core (PVC) in the swirl burner exhaust in setting up the resonance seems to be small; however, it does 
appear to further excite the resonance to higher amplitudes when its frequency is close to that of the 
Heimholte oscillation. 

Introduction 

As has been reported by many workers, swirl flows 
are widely used to stabilize high-intensity flames 
with a wide variety of fuels [1,2]. This paper is con- 
cerned with instabilities occurring in a common type 
of configuration where a swirl burner fires into a fur- 
nace; the configuration used here is based on a unit 
for the efficient combustion of low-calorific-value 
gases; however, geometrically analogous configura- 
tions are used in many process heaters and certain 
gas turbine combustors [1]. It has been shown pre- 
viously that considerable excitation of resonances in 
swirl burner systems can occur via acoustic coupling 
with simple straight exhaust tubes [3], Maximum 
resonant amplitude occurred when the predicted 
quarter wave oscillator frequency matched that of a 
well-known coherent structure occurring in swirling 
flows, the precessing vortex core (PVC) [1,3,4]. No 
detailed analysis of the underlying coupling mecha- 
nisms has been made to date. This paper is con- 
cerned with Helmholtz excitation of swirl burner/ 
furnace systems, combustion excitation via the Ray- 
leigh criteria, and any interactions/excitations that 
can occur with the PVC phenomenon. 

Results presented here have been obtained pri- 
marily from a 100-kW scale model of a larger 2-MW 

system [4,5] to facilitate configuration changes. A 
particular case is chosen that gives a sharp, near si- 
nusoidal, high-amplitude pressure wave in the ex- 
haust pipe, and detailed phase-averaged velocity and 
fluctuating temperature measurements have been 
made throughout much of the unit where access for 
instrumentation can be gained. 

Apparatus 

This has been described elsewhere [4,5] and, in 
summary, consists of a simple design of swirl burner 
with two tangential inlets and a geometrical swirl 
number (S) of 1.5, Fig. 1. The 100-kW system used 
employs a simple unlined steel casing for the furnace 
to allow for simplicity of access. Natural gas was used 
as fuel, 50% introduced axially on the centerline and 
50% premixed through the two tangential inlets. The 
exhaust nozzle was extended backward into the swirl 
chamber so that the flow had to pass radially through 
a small annular gap to prevent flashback. Oscillation 
frequencies and amplitudes were measured by wa- 
ter-cooled pressure transducers attached to the exit 
pipe of the furnace. Temperatures were measured 
by computer-compensated, small-diameter (—30 
ftm), coated thermocouples inserted into the flow at 
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Exit pipe 

Variable length pipe 
attached to exit 

of furnace 

gas inlet 

FIG. 1. Schematic of the 100-kW swirl burner. 

appropriate points. A DANTEC LDA system was 
used in which the velocity measurements (or tem- 
peratures) could be overlaid and phase locked via a 
reference signal from the pressure transducer or 
thermocouple. The technique is derived directly 
from that used to characterize flows inside recipro- 
cating engines [4]. All temperature measurements 
by thermocouple were compensated for radiative 
and convective losses. 

Initial work [8] started by consideration of the ef- 
fect of simply adding fixed sections of outlet pipe to 

the exhaust of the swirl burner/furnace system and 
investigating the resulting occurrence of resonance 
for a wide range of mixture ratios and modes of fuel 
entry. The effects so realized have been found to 
correspond to natural phenomena occurring in prac- 
tical large-scale systems. This was then followed by 
detailed investigations of one particular resonant 
condition. 

Results 

Three modes of fuel injection into the swirl cham- 
ber were investigated: axial, tangential, and mixed 
50% axial/premixed [8]. Highest amplitudes of os- 
cillation were found with axial fuel entry and 50% 
axial premixed. A typical result, which has subse- 
quently been analyzed in more detail, is shown in 
Fig. 2. For a constant fuel flow rate, the air flow rate 
is varied such that a range of mixture ratios is cov- 
ered from fuel rich (<p = 0.7) to excess air (<p = 2.2). 
The frequency and relative amplitude for both the 
first and second harmonics are recorded, along with 
the following frequencies: 

• The PVC frequency obtained from isothermal 
conditions in the swirl burner/furnace conditions; 
as is well-known, this is a near linear function of 
flowrate [1,4,5], 

• The Helmholtz resonant frequency calculated by 
assuming the gases in the furnace volume act as 
the capacitance, and the flow oscillates in the neck 
of the exhaust. An average combustion tempera- 
ture is assumed for the furnace with the methods 
described in Ref. 6 used for frequency calcula- 
tions. A quarter wave organ pipe frequency has 
been similarly calculated [8] but is not reported 
here because its level does not correspond to mea- 
sured frequencies. 

Fig. 2 shows many interesting features: 

• A high-amplitude, low-frequency resonance oc- 
curs for air-fuel ratios in the range of 1.2-1.75, the 
frequency of which is close to that of the predicted 
Helmholtz oscillation (40 Hz). 
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• A second resonance of much reduced amplitude 
over the air-fuel ratio range between 1.2 and 1.75 
with a frequency (130/140 Hz) some three times 
higher than that of the first resonance. The fre- 
quency varies quasi-linearly with air-fuel ratio for 
1.2 < q> < 1.75 and hence air flow rate as the 
natural gas flow rate is held constant. This appears 
to be a PVC structure induced by vortex break- 
down in the exit of the furnace and is independent 
of the PVC formed in the exit of the swirl burner 
firing into the furnace [8]. 

Similar results have been achieved with axial fuel 
entry alone, different fuel flow rates, and variable 
furnace exit pipe lengths. Longer exit pipe lengths 
give sharper resonant peaks and much higher am- 
plitudes of oscillation [8]. 

For all cases, combustion was not completed until 
the gases had entered the final pipe section attached 
to the furnace, as indicated by the high surface tem- 
peratures in this region. Combustion was always vir- 
tually 100% complete by the end of this pipe section. 
As will be shown later, the occurrence of the reso- 
nance causes considerable changes in flow structure 
to that normally measured under nonresonant con- 
ditions. 

Because phase-averaging techniques were to be 
applied to characterize oscillatory velocity and tem- 
perature fields in the system, care was taken to 
choose a condition in which the most regular wave 
forms were found; this occurred with the conditions 
of Fig. 2. An air flow rate of 1600 L/min was chosen 
together with the stated natural gas flow rate of 110 
L/min. A water-cooled pressure transducer was in- 
stalled just above the outlet of the furnace to give a 
reference signal for the phase-averaging work; the 
characteristic frequency was 41 Hz. Fluctuating 
temperatures could only be measured in the furnace 
section (not in the attached pipe) because of the high 
velocities, pressure pulsations, and flow reversals. 
Phase-averaged tangential and axial velocities could 
be obtained in this section. 

Phase-Averaged Temperature and 
Velocity Fields 

Correlation experiments with two probes soon 
confirmed that the resonances in the furnace were, 
as expected, Helmholtz in nature, driving oscillations 
in the axial direction, at least in the wall region. 
Phase-averaged temperature fields obtained at four 
sections in the furnace/exhaust are shown in Figs. 
3a, 4a, 5a, and 6a and correspond to phase shifts of 
0°, 90°, 180°, and 270°. The 0° point corresponds to 
the point on the pressure wave when the signal gra- 
dient is at its maxima, and thus peak pressures in the 
exhaust correspond to the 90° results. Correspond- 
ing phase-averaged axial and tangential velocity 
fields are shown in Figs. 3b, 4b, 5b, 6b, 3c, 4c, 5c, 

and 6c. Detailed results are available in Ref. 8 for 
both velocities and temperatures over the range 0° 
to 360° in increments of 15°. The figures are ar- 
ranged such that for each phase angle, the corre- 
sponding temperature, axial, and tangential velocity 
are together. The clearest description of the pro- 
cesses occurring in the iurnace is obtained by ex- 
amining the axial velocity contours. 

At 0° phase angle, Fig. 3b, it is clear that flow is 
entering the furnace in a conical sheet surrounding 
a central large reverse flow/recireulation zone. Evi- 
dence of a corner eddy can be seen for r/Ra > 0.8 
at the bottom of the figure where the swirl burner 
fires into the furnace. Tangential velocities are high 
throughout the chamber (Fig. 3c), typical Rankine 
distribution [1], Near the swirl burner exit, near the 
centerline, a region of negative tangential velocity 
exists for 0 < r/Rt, < 0.2 and can only be caused by 
the presence of large coherent structures such as the 
PVC phenomena [1,4]. Because phase averaging was 
carried out at the frequency of the Helmholtz oscil- 
lation, it was not possible to resolve the higher fre- 
quency rotational velocity field associated with the 
PVC. This type of flow field is typical of many that 
have been reported previously [1]. The flame, as in- 
dicated by the temperature measurements, is un- 
usual in that it is lifted and centrally located, forming 
a flame core (Fig. 3a). Comparison with Fig. 3b, the 
axial velocity field, indicates that this flame is stabi- 
lized in the low-velocity region between the forward 
and reverse flow regions and is fed by fuel from the 
axial inlet. Most of the fuel from the premixing ap- 
pears to bypass the burning zone, carried in the high 
axial velocity regions. At this stage, the central flame 
located around the reverse flow zone feeds heat and 
active chemical species into the outer high-velocity 
region that receives premixed fuel and air via the 
tangential inlets; flow velocities and flame stretch are 
too high to allow ignition/flame propagation into this 
outer zone. 

At a phase angle of 90°, considerable changes in 
the flow structure have occurred. The temperature 
field, Fig. 4a, shows that ignition has occurred in a 
thin annular zone near the wall at the end of the 
furnace because of flame propagation back from the 
exhaust tube fitted to the furnace. Maximum tem- 
peratures are of the order of 1050°C both in the 
central flame core region and in the wall zone. The 
central flame core region remains in virtually the 
same position with small changes in radius. The axial 
velocity field, Fig. 4b, shows that the cyclic pressure 
buildup in the furnace caused by the resonance has 
drastically reduced the flow into the furnace from 
the swirl burner, almost eliminating the strong re- 
verse flow zone shown in Fig. 3b at 0° phase angle. 
The corner eddy region at the bottom has enlarged 
considerably, while the resonance also induces weak 
reverse flow (and hence combustion, Fig. 4a) in the 
wall region further up the furnace. Other areas of 
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FIG. 5. Phase-averaged measurements taken at phase angle 180°. 
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FIG. 6. Phase-averaged measurements taken at phase angle 270°. 
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reverse flow are also induced in the main body re- 
gion of the furnace. Additionally, the tangential ve- 
locity field has weakened (Fig. 4c), in the central 
region and especially in the wall region. Vortex core 
precession is still evident on the centerline of the 
burner, to about one swirl burner exit diameter into 
the furnace, where a region of negative tangential 
velocity can be seen. 

The effect continues at a phase angle of 180°, 
where the forward axial velocities have been further 
reduced (Fig. 5b). Reverse flow extends virtually 
along all of the wall region and over much of the 
central region of the furnace. Evidence of the return 
of a central reverse flow zone can be seen in the exit 
of the swirl burner, albeit in an annular form. The 
central flame core region, Fig. 5a, has now extended 
further down toward the swirl burner exit and wid- 
ened near the top of the furnace, reflecting lower 
axial velocities. The outer annular flame next to the 
wall now extends nearly to the base of the furnace. 
Other results for different phase angles indicate that 
this annular flame extends to more than 50% of the 
furnace length for phase angles in the range 135° < 
q> < 225° [8]. For this phase angle, in the top and 
central sections of the furnace, the two flame regions 
have virtually joined together, while maximum tem- 
perature levels remain at about 1000°C. Clearly, this 
is the process that excites the resonance via the Ray- 
leigh criteria [7] by adding heat close to the pressure 
peak, tp = 90°. The tangential velocity field, Fig. 5c, 
shows that intense swirl only remains in the top 60- 
70% of the furnace; at the exit of the swirl burner, 
maximum tangential velocities are only 25% of those 
at the end of the furnace. This reflects the severe 
restriction on the flow through the swirl burner 
caused by the pressure wave. In the center, there is 
still evidence of vortex core precession as shown by 
the negative tangential velocities. In the region 0.6 
> r/R„ > 0.7, and extending to about 0.5 R0 down- 
stream, a region of high negative tangential velocities 
also develops, again indicative of a large coherent 
structure. Detailed examination of other results 
showed this phenomenon occurred over a phase an- 
gle range of 150-270°, indicating that the phenom- 
ena takes some time to decay after its generation. 
No combustion appears to occur in this region (Fig. 
5c). In the furnace exhaust, a small region of nega- 
tive tangential velocity develops near the centerline, 
indicating vortex core precession. 

At a phase angle of 270°, the outer wall combus- 
tion region has almost disappeared (Fig. 6a), just a 
trace appearing at the top of the furnace; the flame 
core has moved slightly downstream but is otherwise 
unchanged. Under the influence of the negative 
pressure induced by the resonance, the axial flow 
rapidly reestablishes itself in the furnace chamber 
(Fig. 6b) as does the central reverse flow zone; con- 
versely, the region of reverse flow at the wall has 
moved upward to the furnace exit. The tangential 

velocity field, Fig. 6c, shows two main regions, one 
of residual swirl in the top half of the furnace and a 
bottom region developing in the lower 25% of the 
furnace. Negative tangential velocities have nearly 
disappeared in the swirl burner exit, indicating the 
elimination of vortex core precession; however, some 
occurs at the top of the furnace as with the 180° 
phase angle case, Fig. 6c. It is probable that this is 
the low amplitude PVC frequency ( — 140 Hz) picked 
up by the pressure transducer located just past the 
end of the furnace. 

From Refs. 10 and 11, it is clear that the process 
is dominated by the system characteristic fill, mixing, 
and chemical kinetic times. The fill time is ~7 ms 
(obtained from dimensions and axial velocities, Figs. 
6b and 3b) in the outer region close to the furnace 
wall. Total ignition-delay time appears to be of the 
order of 5 ms from comparison of Figs. 3a, 3b, 4a, 
and 4b and, as expected, is mainly dominated by mix- 
ing processes as the chemical ignition-delay time is 
only likely to be of the order ~1 to 1.5 ms [10]. 
There is a clear difference between this work and 
that of Refs. 10 and 11 in that the point of maximum 
energy release appears to occur at a phase angle of 
about 135°, some 45° after the peak pressure {<p = 
90°), as opposed to some 25-45° before. This may 
be accounted for in the technique used to describe 
the heat-release rate, that is, temperature as op- 
posed to OH* chemiluminescence. 

With no exhaust tube attached to the furnace, the 
Helmholtz oscillation virtually disappears and the 
flame structure changes to that described in Refs. 1 
and 5, that is, an annular flame front anchored in 
and upstream of the exit of the swirl burner and 
surrounding a central reverse flow zone, with final 
burnout occurring well before the furnace exit. This 
contrasts with the very different combustion condi- 
tions described under resonant conditions. 

Discussion 

Helmholtz excitation of the swirl burner/furnace 
system is causing some unusual phenomena to occur. 
The regular pressure pulsations cause the flow into 
the furnace via the swirl burner to be interrupted 
regularly and virtually stopped, so that there are par- 
allels with the operation of pulse combustors as de- 
scribed in Refs. 10 and 11. A clear difference is the 
occurrence of a central flame core throughout the 
cycle. Excitation via the Rayleigh criteria and com- 
bustion occurs from ignition and the intermittent 
combustion process in the annular wall flame occur- 
ring over a phase angle of 90°. Ignition in this region 
appears to occur via flame propagation from the exit 
pipe region, recirculation of heat and active chemical 
species from the central flame core, and velocity de- 
gradation/reversal in the wall region of the furnace, 
which  allows  the  flame  to  propagate  backward 
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through the fresh mixture toward the swirl burner. 
High levels of tangential velocity are recorded 
throughout the oscillation cycle at the top 60-70% 
of the furnace; in the lower part, complex coherent 
structures occur when the forward axial velocities 
are eliminated and little gas flows into the furnace, 
as indicated by the negative tangential velocities re- 
corded. In the region where the swirl burner fires 
directly into the furnace, the lifted flame means that 
the entering flow is dominated by the isothermal 
swirling flow field. Reference to Fig. 2 indicates that 
the corresponding isothermal PVC frequency is of 
the order of 80 Hz for mean flow conditions. Be- 
cause the flow rate into the burner varies consider- 
ably, in accord with the Helmholtz resonance, the 
PVC frequency will vary over the cycle from virtually 
0 Hz (phase angle 180°) to probably more than 100 
Hz (phase angle 0°). Thus, there may be a further 
coupling/excitation mechanism from the PVC. Ref. 
8 shows that the highest amplitudes of the resonance 
are recorded for conditions where the Helmholtz 
frequency was close to the isothermal PVC fre- 
quency. Further resolution of these structures re- 
quires either flow visualization studies or more so- 
phisticated phase-averaged measurements at 
different frequencies matching those of the PVC, 
including the measurement of radial velocities. 

Conclusions 

This paper has studied the driving of a Helmholtz 
resonance in a swirl burner/furnace system of prac- 
tical design via natural gas combustion and excitation 
via the Rayleigh criteria. The Helmholtz resonance 
has been shown to be the dominant resonance over 
a wide range of mixture ratios, producing amplitudes 
nearly an order of magnitude higher than the second 
resonance, a PVC phenomenon. Parallels exist be- 
tween this system and some pulse combustors in that 
some of the combustion process occurs in phase with 
the peak system pressure, although a major differ- 
ence is that a lifted flame core exists on the central 
axis of the furnace throughout the oscillation cycle. 
The resonance causes a flow cycle into the furnace 
to develop in which the pressure minimum helps to 
suck a large mass of air and fuel into the furnace via 
the swirl burner, causing transient flow patterns in 
the furnace very similar to those recorded by other 
workers not using phase-averaging techniques (i.e., 
a central reverse flow zone and forward flow in an 
annular sheet). However, this flow pattern decays 
rapidly as the pressure wave builds up and ignition/ 

combustion occurs in the outer annular wall layer. 
Eventually, a condition is reached where entry of air 
and fuel from the swirl burner into the furnace is 
virtually arrested and the annular wall flame extends 
to nearly the base of the furnace. Characteristic fill 
and ignition-delay times have been identified quali- 
tatively. Extremely complex flow patterns develop in 
the base of the furnace over a phase angle range of 
90° with evidence for the existence of large coherent 
structures. A PVC was detected in the exhaust con- 
traction from the furnace to the final exit pipe, which 
did not appear to play a significant role in the gen- 
eration of the resonance. A PVC also exists in the 
exit region of the swirl burner firing into the furnace. 
Because the flames were normally lifted from this 
region, this PVC frequency will be close to that for 
isothermal conditions. Evidence exists that coupling 
of this PVC frequency with that of the Helmholtz 
resonance can lead to substantial increase in the 
overall oscillation amplitude. 

Nomenclature 

D0      diameter of the furnace, mm 
PVC   processing vortex core 
r radius, mm 
Re       exit radius of swirl burner, mm 
R0      radius of furnace attached to swirl burner, mm 
S        geometric swirl number of burner (1.5) 
T        temperature, °C 
u        phase-averaged axial velocity, m/s 
w       phase-averaged tangential velocity, m/s 
X axial distance downstream from the exit of the 

swirl burner firing into the furnace, mm 
4> phase angle relating the position on the pres- 

sure wave generated by the Helmholtz res- 
onance, degrees; the 0° phase angle position 
corresponds to the position of maximum 
positive pressure gradient 
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This paper reports partial results of an investigation into the use of pulse combustors to provide the 
heat required for the pyrolysis of organic wastes, such as black liquor, in fluidized beds. This process is 
economical only if the pyrolysis products, which are low in heat content but high in hydrogen concentration, 
can be used to fire the pulse combustor. This lead to a study of the effect of low heat content fuels with 
high hydrogen content on the operation of pulse combustors, the results of which are reported here. The 
performance of the pulse combustor was monitored by measuring sound pressure levels, heat release 
oscillations, frequencies of pulsations and the phase angle by which the heat release oscillations lead those 
of pressure. Sound pressure levels were found to be largely insensitive to heat content in fuels consisting 
only of methane and inert diluents. However, if the fuel contains hydrogen, the amplitude of the pulsations 
decreases as the heat content in the fuel is increased. This occurs because addition of hydrogen to the fuel 
accelerates the heat release during the cycle. In order to determine whether this early heat release is due 
to changes in the fluid mechanics, i.e., the mixing of reactants and ignition source in the combustor, or to 
the different kinetics of the combustion processes without and with hydrogen, a series of experiments was 
devised in which the composition of the fuel could be varied without changing the fluid mechanics in the 
pulse combustor. These tests clearly showed that the earlier heat release in the cycle, responsible for lower 
sound pressure levels in the pulse combustor, is caused by the faster burning rate of hydrogen. 

Introduction 

Pyrolysis for the treatment of organic wastes has 
been gaining increasing interest over recent years. 
One such application is the pyrolysis of black liquor, 
a byproduct of papermaking. Pyrolysis is an endo- 
thermic process. The heat of reaction is provided 
either by partial combustion of the waste or by heat 
transfer from an external combustion process. The 
pyrolysis of black liquor presents a particular chal- 
lenge because it must occur at temperatures be- 
tween 1000 and 1350 K. Below 1000 K the organics 
in the liquor are not completely pyrolized, while 
above 1350 K the salts in the liquor begin to form a 
smelt. In a recently proposed system [1], black liquor 
is pyrolized in a fluidized bed to which heat is added 
through a series of pulse combustor tail pipes sub- 
merged in the bed material. This system appears 
promising because of the relatively high heat trans- 
fer in pulse combustors [2] and in fluidized beds. 
Other advantages of pulse combustors are discussed 
elsewhere [3]. The above described process is, how- 
ever, economically viable only if a part of the pyrol- 
ysis products can be used to fire the pulse combus- 
tors. 

The performance of pulse combustors has been 
shown to depend critically upon the chemical com- 

position of the fuel [4,5]. However, additional diffi- 
culties in the operation of pulse combustors with py- 
rolysis products may be caused by the low heat 
content of these fuels, typically 12 MJ/m3 compared 
to 40 MJ/m3 for natural gas. It is the goal of this 
study to investigate the effect of low heat content 
and relatively high hydrogen content of this fuel on 
the performance of pulse combustors. 

Background 

When a pulsed combustor operates at its limit cy- 
cle, the acoustic driving of the pulsations by the os- 
cillatory combustion process exactly balances the 
acoustic losses due to flapper valves, acoustic radia- 
tion, and viscous effects. According to Rayleigh s cri- 
terion, driving occurs when the pressure and heat 
release fluctuations are in phase. Quantitatively, this 
balance between driving and damping at the limit 
cycle can be expressed as 

Jv JT 
P'(x, t)Q'(x, t)dtdV 

u?« x, t)dtdV     (1) 

where P' and Q' are the instantaneous pressure and 
heat release rates and Lt the instantaneous sum of 
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FIG. 1. Schematic of the pulse combustor; a, fuel supply; b, air inlet; c, fuel solenoid valve; d, fuel decoupler; e, air 
flapper valve; f, fuel flapper valve; g, mixing chamber; h, spark plug; i, combustion chamber; j, tail pipe, k, decoupler; 1, 
vent pipe; m, exhaust. Cut away: 1, air valve; 2, front plate; 3, flapper; 4, back plate; 5, mixing chamber; 6, fuel valve; 7, 
back plate; 8, flapper; 9, front plate; 10, fuel orifice. 

all losses. V is the volume of the combustor and T is 
the period of oscillation. Alternatively equation 1 can 
be written as 

P-Q-cos(<j>) = L (2) 

where P and Q are the pressure and heat release 
amplitudes, (/> is the phase angle between them, and 
L is the sum of all losses during the cycle. Thus, if 
<f> is less than 90°, the heat addition process will drive 
the pressure oscillations, otherwise it will damp. A 
less well known second part of Rayleigh s criterion 
states that the frequency of pulsations increases if 
the heat release oscillations lead those in pressure 
and vice versa [6], 

Combustion processes are never spontaneous. 
Keller et al. [7] have identified three distinct pro- 
cesses in pulsed combustion that contribute to the 
total ignition delay time: (1) T ies, the time re- 
quired for air and fuel to mix, (2) Tmixing, the time 
required for the incoming reactants to mix with the 
ignition source in the form of "hot products" re- 
maining from the previous cycle, and (3) T^^^, the 
post mixing chemical ignition time. The total ignition 
delay time, Tignition, is then given by 

= /(*, 1 ^kinetic/ (3) 

The processes inside the combustor are complex. It 
is, therefore, not possible to entirely decouple the 
above three "characteristic" times. But in general, 
an increase in any of these times will result in an 
increase in overall ignition delay times. Since the 
heat release generally leads the pressure fluctua- 

tions, a longer ignition delay time results in a smaller 
phase angle. Three physical factors affect the igni- 
tion delay time in a given combustor, the reactant 
flow rates which affect the mixing, and the temper- 
ature and fuel composition, which determine the 
chemical time. 

Experimental Setup 

A Helmholtz-type, nonpremixed, valved, pulsed 
combustor was chosen for this study since its opera- 
tion has been extensively investigated at the Labo- 
ratory for Pulse Combustion Processing at Georgia 
Tech [8,9]. However, the reported results are appli- 
cable to many other types of pulse combustors 
whose operation is governed by similar physical prin- 
ciples. 

The test combustor consists of a mixing chamber, 
a combustion chamber, a tail pipe, a decoupler, and 
a vent pipe (see Fig. 1). This figure also shows a cut- 
away view of the valve assembly and mixing chamber 
as an insert. Fuel and air enter sequentially at about 
200 mm of water column and atmospheric pressure, 
respectively, through a pair of flapper valves, radially 
into the combustor. Ignition is achieved by activating 
the spark plug while sequentially introducing air and 
fuel. The ensuing combustion and expansion pro- 
cesses increase the pressure inside the combustor, 
which closes the flapper valves and expels hot com- 
bustion products through the tailpipe. Once the 
combustion process nears completion, the chamber 
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pressure starts to decrease. When the chamber pres- 
sure drops below the fuel line pressure, the fuel 
valve reopens, allowing fresh charges of fuel to enter 
the combustor. These mix with the air left from the 
previous cycle and are reignited by remaining pock- 
ets of burning gas, without the use of the spark plug. 
A little later during the cycle, the combustor pres- 
sure drops below atmospheric and the air valve re- 
opens to admit a fresh charge of air. The rate of 
combustion now increases dramatically, causing the 
pressure in the combustor to rise and to close the 
valves. This results in a periodic process that can 
continue indefinitely without the use of a sparkplug. 
The fuel air ratio is varied by adjusting the air flapper 
valve while the fuel valve remains fixed. 

The effect of heat content and composition of the 
fuel upon pulse combustor performance was quan- 
tified by determining acoustic pressures and heat re- 
lease rates in the pulse combustor. The amplitudes 
and frequencies of the pulsations were measured us- 
ing a water-cooled piezoelectric transducer mounted 
on the wall of the combustion chamber. Global re- 
action, and, therefore, heat release rates were ob- 
tained by measuring C-C radiation through a quartz 
window in the upstream end of the pulse combustor 
using a photomultiplier fitted with the appropriate 
optical narrow-bandpass filter. Heat release and 
acoustic pressure signals were acquired using a com- 
puter-based data acquisition system running Lab- 
view. Fast Fourier Transforms (FFT) were per- 
formed on the raw data to obtain auto and cross 
spectra and, therefore, the phase angle between the 
pressure and heat release signals. Driving, as defined 
below, was calculated by integrating the product of 
the instantaneous pressure and heat release over one 
cycle using Simpsons rule [10]. Air and differentfuel 
mixtures were measured upstream of the respective 
valves using calibrated flow meters, which were sep- 
arated from the pulse combustor by decouplers. 

Results and Discussion 

The following three series of tests were carried out 
in order to be able to separate the effects of low heat 
content from those of the chemical make up of the 
fuel: 

1. Burning methane diluted with carbon dioxide 
and helium to vary the heat content, keeping 
methane flow rate and fuel density constant 

2. Burning methane-hydrogen mixtures diluted 
with carbon dioxide and helium to vary the heat 
content, keeping methane and hydrogen flow 
rates and fuel density constant 

3. Burning various mixtures of methane and hydro- 
gen diluted with carbon dioxide and helium; 
keeping power, fuel heat content, total fuel flow 
rate, and fuel density constant 

Effect of Fuel Heat Content on Combustor 
Performance 

The effects of heat content in the fuel upon the 
operation of the pulse combustor were studied. Two 
series of tests were carried out, one with a constant 
flow rate of methane of 2.35 X 10-4 m3/s, the other 
with constant flow rates of methane at 1.9 X 10~4 

m3/s and hydrogen at 1.48 X 10 ~4 m3/s. This cor- 
responds to a total power input of 8.793 kW for both 
fuels. In the case of the methane-hydrogen mixture, 
80% of the energy available in the fuel is supplied 
by the former. In both cases, various amounts of car- 
bon dioxide and helium were added to the combus- 
tibles to reduce the heat content of the fuel. How- 
ever, the proportions of diluents were carefully 
chosen to maintain flows of constant density, 0.6 kg/ 
m3 for pure methane and 0.45 kg/m3 for the meth- 
ane-hydrogen mixture. Air flow rates were also kept 
constant at 6.84 X 10~3 m3/s for the former and 5.5 
X 10 ~3 m3/s for the latter. This means that the fuel- 
air ratios were maintained constant, although the 
fuel flow rates had to change when the heat contents 
of each of the fuels were varied. The heat content 
of the mixtures was varied from below that of pure 
methane (40 MJ/m3) to that typical for black liquor 
pyrolysis products (12 MJ/m3). 

Figure 2 shows the variations of amplitude of the 
heat release and pressure fluctuations, their fre- 
quency, and the phase angle between them for 
methane and methane-hydrogen fuels. The pulse 
combustor operates well for both fuel types down to 
heat contents of 10-12 MJ/m3. Operation with fuels 
of lower heat content requires a high fuel supply 
pressure, which no longer allows the flapper valve to 
close. As a result, the fuel enters the combustor 
throughout the cycle and the pulsations become very 
weak. The highest achievable heat content is higher 
for methane than for the methane-hydrogen mixture 
since hydrogen has a lower calorific value than meth- 
ane. 

There are some clear differences in the behavior 
of the pulse combustor when fired with the two fu- 
els. For methane fuels, the sound pressure level and 
frequency of operation show very slight increases 
with heat content, especially for lower-calorific-value 
fuels. However, if 20% (by heating value) of the 
methane is replaced by an equivalent amount of hy- 
drogen, the sound pressure level decreases with in- 
creasing heat content, while the pulse frequency first 
increases and then levels off, see Fig. 2a, b. 

The explanation for this behavior can be found in 
the trends of phase angle and heat release fluctua- 
tions as a function of heat content in the fuel. The 
left-hand side of equation 2 represent the driving of 
the pressure pulsations by the heat release fluctua- 
tions. When this driving is balanced by the acoustic 
losses, represented by the right-hand side of the 
equation, the pulse combustor operates in its limit 
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FIG. 2. (a), Dependence of sound pressure level on heat content of the fuel for (■) methane, and (□) methane-hydrogen- 
based fuels, (b), Dependence of frequency on heat content of the fuel for (■) methane, and (□) methane-hydrogen-based 
fuels, (c), Dependence of phase angle on heat content of the fuel for (■) methane, and (□) methane-hydrogen-based 
fuels, (d), Dependence of heat release amplitudes on heat content of the fuel for (■) methane, and (□) methane-hydrogen- 
based fuels. 

cycle. If the magnitude of the heat release oscilla- 
tions is increased, the driving process becomes 
stronger, causing an increase in acoustic pressure 
amplitudes. At the same time, the acoustic losses in- 
crease with increasing acoustic pressure amplitudes 
until the system operates in a new limit cycle with 
higher sound pressure level. On the other hand, if 
the phase angle, by which the fluctuations in heat 
release lead those in pressure, increases, the driving 
becomes weaker and the combustor operates at a 
lower sound pressure level. The experimental results 
presented in Fig. 2c, d show that the phase angle 
and heat release fluctuations increase with heat con- 
tent for both types of fuel. This results in the com- 
peting effects discussed above. A careful inspection 
of Fig. 2c, d is necessary to determine which of these 
will dominate and under what circumstances. 

The amplitudes of the heat release fluctuations in- 
crease at approximately the same rate for both types 
of fuels. However, the phase angle between heat re- 
lease and pressure fluctuations at a given heat con- 
tent are significantly larger for the hydrogen-con- 

taining fuels than for those with only methane. As a 
result, the driving force and, therefore, the pulsation 
amplitudes are smaller for hydrogen-containing fu- 
els than for methane fuels with equal heat content. 

According to Rayleigh's criterion, the larger phase 
angle for hydrogen-containing fuels is also respon- 
sible for the higher frequencies observed for these 
fuels. However, changes in temperature in the pulse 
combustor caused by the variation in air flow rate 
affect the speed of sound, and can therefore also lead 
to slight changes in the resonance frequency. 

It is clear from the above discussion that the rel- 
ative timing of the heat release with respect to the 
pressure cycle is critical for the operation of the 
pulse combustor. Since the oscillations in heat re- 
lease lead those in pressure, a larger phase angle in 
Fig. 2c means an earlier heat release during the cy- 
cle. Thus, combustion occurs later in the cycle when 
the heat content in the fuel is reduced for both types 
of fuel. This may be due to less efficient mixing be- 
tween the reactants and with the ignition sources 
caused  by  the  presence   of large  quantities  of 
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FIG. 3. Dependence of sound pressure level (■), and 
pulsation frequency (□), on hydrogen content (by percent 
of heat supplied) in the fuel. 

diluents, or to longer postmixing chemical ignition 
delay times caused by lower temperatures in the 
combustor. Furthermore, the fuel containing hydro- 
gen ignites earlier during the cycle than the methane 
fuel because of the difference in combustion chem- 
istry between methane and hydrogen, or the in- 
creased mixing, in the case of hydrogen fuels, be- 
cause the lower heat content of hydrogen requires 
higher fuel flow rates for a given heat requirement. 
This, in turn, may lead to higher levels of turbulence, 
and thus more efficient mixing. 

Separating the Effects of Chemistry from Those of 
Fluid Mechanics 

In order to fully understand the above results, it 
must be possible to separate the effects of fluid me- 
chanics from those of the chemistry. During previ- 
ous investigations [4] of the effect of hydrogen in the 
fuel on the operation of pulse combustors, hydrogen 
was either added to or replaced parts of the methane 
flow. During all these tests, the flow rates as well as 
the composition of the fuel were changed. In the 
tests described below, judicious choices of diluents 
assured that fluid flow conditions remained constant 
even diough the fuel composition was varied. 

Different proportions of methane and hydrogen 
were mixed with carbon dioxide and helium to pro- 
duce fuels of constant heat input per unit time (14.7 
kW) and per unit volume of fuel (17.93 MJ/m3), con- 
stant volume flow rate (8.17 X 10~4 m3/s), constant 
density (0.45 kg/m3) and, therefore, constant mass 
flow rate. In addition, the heat capacity of the fuel 
changed by less than 10%. The diffusivity of the fuel 
mixtures could not be kept constant. However, in the 

10 20 30 40 50 

Percentage   of   Energy   from   Hydrogen 

FlG. 4. Dependence of phase angle (■), and acoustic 
driving (□), on hydrogen content (by percent of heat sup- 
plied) in the fuel. 

highly turbulent environment in the pulse combus- 
tor [11], turbulent mixing rather than diffusion dom- 
inates the transport processes. As a result, the fluid, 
mechanically controlled mixing remains essentially 
constant when the fuel composition is changed as 
long as the air flow rate remains constant. Any ob- 
served changes must, therefore, be entirely due to 
differences in chemical delay times for the different 
fuels. 

Figure 3 shows the dependence of sound pressure 
level and frequency of pulsations upon hydrogen 
content in the fuel for an air flow rate of 6.3 X 10~3 

m3/s, similar to the air flow rates used in the above 
tests. The percentages of hydrogen in these figures 
refer to the fraction of total heat content of the fuel 
derived from hydrogen for the particular mixture. 
Clearly, the sound pressure level decreases while the 
frequency of pulsations increases as the hydrogen 
content in the fuel increases. The reason for this can 
be seen in Fig. 4. The phase angle by which the heat 
release leads pressure fluctuations increases with hy- 
drogen content in the fuel, which causes the fre- 
quency of pulsation to rise. Also shown in Fig. 4 is 
the acoustic driving integrated over one cycle for 
various fuel compositions. It significantly decreases 
with increasing hydrogen content, primarily due to 
the increase in phase angle shown in Fig. 4. This 
results in the significant decrease in sound amplitude 
presented dn Fig. 3. Comparing these results with 
those in Fig. 2 strongly suggests that the reduction 
in sound pressure level and frequency of pulsations 
observed in Fig. 2 are, indeed, primarily due to 
changes in.combustion chemistry once hydrogen is 
introduced. 

One additional observation of interest should be 
mentioned at this time. Table 1 shows the range of 
equivalence ratios over which pulsating operation 
could be sustained. Clearly, the addition of hydrogen 



3368 POROUS MEDIA, FIXED-BED COMBUSTION, AND FURNACES 

TABLE 1 
Rich limits of operation of the pulse combustor firing 

fuels of different hydrogen contents (by percent of heat 
supplied) in the fuel 

Percentage of 
hydrogen 

Equivalence ratio at 
the rich limit 

0 
10 
20 
30 
40 

0.899 
1.002 
1.017 
1.085 
1.135 

extends the rich limit of operation of the pulse com- 
bustor significantly. It has previously been shown 
[11] that fuel, which is supplied through a pressur- 
ized line, enters the pulse combustor much earlier 
in the cycle than fresh air. Furthermore, it was de- 
termined that the duration of the cycle is insufficient 
to permit complete combustion unless the fuel can 
burn immediately after entry, with air left over from 
the previous cycle. Thus, the combustor reaches a 
rich limit of operation near stoichiometric fuel and 
air flow rates when little air remains for the next 
cycle. During previous tests, this limit could be ex- 
tended only if the duration of the cycle was extended 
by changing combustor geometry or by injecting the 
reactants earlier in the cycle by increasing their sup- 
ply pressure. In the tests being reported here, this 
limit could be significantly extended by accelerating 
the combustion process through the addition of hy- 
drogen to methane. 

Conclusions 

In summary, it was determined that changes in 
heat content do not have a marked effect on the 
sound pressure level in the pulse combustor as long 
as the only combustible in the fuel is methane. How- 
ever, hydrogen in the fuel advances the timing of the 
heat release during the cycle. In agreement with 
Rayleigh's criterion, this leads to reduced driving, 
and thus lower amplitudes and increased frequency 
in the combustor. Hydrogen in the fuel also causes 
the decibel level in the combustor to decrease with 
increase in heat content. Tests in which the fluid 

mechanics in the combustor was kept constant while 
the composition of the fuel was changed have indi- 
cated that the changes in combustion chemistry 
rather than mixing rates are responsible for these 
observations. Finally, it was determined that while 
the addition of hydrogen to the methane fuel re- 
duces the amplitude of the pulsations, the increase 
in combustion rate significantly extends the rich limit 
of operation of the pulse combustor by accelerating 
the combustion process. 
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STRUCTURES OF MULTIPLE COMBUSTION WAVES FORMED UNDER 
FILTRATION OF LEAN HYDROGEN-AIR MIXTURES IN A PACKED BED 
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Combustion of lean hydrogen-air mixtures under filtration in an inert porous medium is studied exper- 
imentally. With the low hydrogen concentration (3-6%), superadiabatic wave propagation as a localized, 
stable temperature zone is observed with the combustion temperature reaching 800°C, which is much in 
excess of the adiabatic reaction temperature (300-500°C). The superadiabatic temperature rise due to 
effective heat regeneration in the system of "porous body-filtrating gas," results in complete combustion 
of even very lean reacting mixtures. It is found that with increasing hydrogen concentration, the localized 
waves become thermodiffusionally unstable, forming multidimensional cellular structures. Depending on 
experimental parameters, mainly the hydrogen concentration, two types of cellular structures are observed: 
three-dimensional spatial and planar. The cellular structures are characterized by partial combustion of 
hydrogen. This results in the formation of double wave structures, with the cellular structure followed by 
a stable or decaying superadiabatic wave. The formation of cellular structures is interpreted based on 
thermodiffusive instability of pore-level-driven combustion. A computational model incorporating detailed 
hydrogen-oxygen chemistry is used to analyze kinetic profiles over experimental temperature distributions. 

Introduction 

The use of hydrogen as a clean fuel offers signifi- 
cant environmental benefits, resulting in important 
CO and COa emissions reduction. However, for con- 
ventional combustion systems, remaining NOx emis- 
sions could be as high as in fossil fuel combustion. 
Pollution-free combustion is associated with 
hydrogen-lean flames, characterized by reduced 
temperatures and, hence, low thermal NOx forma- 
tion. Application of such a system is restricted by the 
ability to provide stable hydrogen flames over wide 
concentration limits. 

The thermodiffusive instability, peculiar to low hy- 
drogen concentration mixtures, is a widely observed 
phenomenon, resulting in unburned hydrogen emis- 
sions. This is the case of upward-propagating flames 
in tubes, when the lowest limit is close to 4% of 
hydrogen concentration, and cellular structures are 
formed [1]. Similar structures were studied in un- 
constrained and burner-stabilized hydrogen-air 
flames (e.g., Patnaik et al. [2,3]). For burner-stabi- 
lized flames it was found that the heat losses to the 
burner are the primary factor and that gravity plays 
only a secondary role in determining their structure 
and stability [3], Comprehensive reviews of heat re- 
circulation burners and lean hydrogen combustion 
are given in Refs. 4, 5. 

The filtration combustion of air fuel mixtures with 
extensive heat exchange between the gas and the 
porous media is one of the possible ways to provide 

conditions for suppression of cellular instabilities. A 
low degree of thermal nonequilibrium between the 
solid and the gaseous phases corresponds to the low- 
velocity regime of filtration gas combustion, accord- 
ing to classification given by Babkin [6], As was 
shown in earlier work [6-8], the combustion tem- 
peratures in low-velocity combustion waves propa- 
gating in the direction of gas filtration, can be sig- 
nificantly increased beyond the normal adiabatic 
temperatures due to internal heat regeneration in 
the porous bed system, leading to the ability to burn 
ultra-low heat content mixtures. 

Superadiabatic or excess enthalpy flame temper- 
atures occur whenever the heat is recirculated from 
hot products or the combustion zone to the un- 
burned reactants, e.g., in so called heat recirculating 
burners [9]. Superadiabatic combustion in porous 
media is an internally organized process where the 
solid phase serves as an intermediate for heat accu- 
mulation and regeneration. General properties of fil- 
tration combustion waves, including thermal struc- 
ture, mechanism, direction, and velocities of 
propagation were under experimental and theoreti- 
cal consideration in the work of Babkin et al. [8], 
Zhdanok et al. [7], and others. Few studies, however, 
were devoted to the problems of stability and chem- 
ical structure of the waves. 

Theoretical and experimental consideration of gas 
flow instability of low-velocity combustion waves was 
given by Vainshtein [10] and Minaev et al. [11]. It 
was shown, that the wave propagated in the direction 

3369 



3370 POROUS MEDIA, FIXED-BED COMBUSTION, AND FURNACES 

of filtration is hydrodynamically unstable if the re- 
actor diameter exceeds a critical value. The instabil- 
ity was observed experimentally [11] as the deviation 
of the wave front from the plane normal to the gas 
flow direction. 

It is widely recognized (e.g., see Takeno [12]) that 
extensive longitudinal heat transfer, high velocity of 
gas filtration, and strong nonstoichiometric compo- 
sitions are associated with low combustion temper- 
atures and wide zones of chemical reactions in the 
filtration gas combustion. This could lead to the pe- 
culiarities of combustion kinetic, resulting in incom- 
plete, partial, and/or unstable combustion. 

Existing models of thermal and kinetic flame 
structure in the porous media are based mainly on 
local volume-averaged treatment and well-mixed 
pore approximations. However, these approxima- 
tions are no longer valid when the reaction front 
thickness approaches the pore diameter. Overall 
flame parameters, including kinetics, are to be 
greatly influenced by strong temperature and con- 
centration gradients along the pore size. This im- 
portant issue was addressed by Kaviany [13]. 

In the present work, the structures of combustion 
waves formed under filtration of hydrogen-lean 
mixtures with air are experimentally studied. Con- 
tinuous superadiabatic or excess enthalpy waves, 
along with nonuniform cellular structures, were ob- 
served, depending on hydrogen concentration, flow 
characteristics, and parameters of the packed bed. A 
kinetic model was incorporated in order to analyze 
reaction-front structures and species distribution in 
the superadiabatic waves. The cellular flame struc- 
tures are discussed in the frame of diffusion thermal 
instability of pore-size level combustion. 

Experimental Apparatus 

The experimental facility, designed to measure 
and characterized the combustion waves in a porous 
body under gas filtration are described in detail in 
our earlier study [7]. A combustion wave propagates 
in a vertical, 76-mm-diameter quartz tube, filled 
with a randomly packed bed of alumina particles. 
The heat insulation could be applied on either or 
both of the internal and external diameters of the 
combustion tube. To initiate the combustion wave 
an ignitor is located in the region where the gas flow 
enters the porous bed. 

In the current experiments, the 5.6-mm and 3-mm 
solid alumina spheres were used as a packed bed 
material having a porosity of approximately 40%. 
The inner surface of the combustion tube was cov- 
ered with a 3-mm layer of Kaowool insulation. Me- 
tered lean air H2 mixtures, prepared by a gas supply 
system, were filtrated through the combustion tube 
at atmospheric pressure with flow rates from 3 to 12 
m3/h. High purity (99.995%) hydrogen was used. 

Experiments were performed with the velocity of 
gas filtration in the range of 0.5-2 m/s. The hydrogen 
concentration was varied from 1 to 15% by volume. 
These experimental conditions correspond to a 
strong interphase heat exchange, permitting a one- 
temperature approximation model for the gas and 
solid. 

The temperature distribution along the axis of the 
combustion tube was measured by an array of S-type 
thermocouples. Each fine gage thermocouple (130- 
jum wire diameter) was mounted in a 1.6-mm-di- 
ameter two-hole ceramic insulator, so that the 
junction remained completely covered. This pro- 
vides temperature measurements very close to the 
solid phase temperatures. The latter was verified by 
inserting control thermocouples with the junctions 
mounted directly inside alumina pellets. Analog sig- 
nals were digitized by National Instruments AT- 
MIO-16 board. The real-time graphic presentation 
of temperature distribution and data storage was car- 
ried out by an IBM PC. 

The combustion waves were initiated in a similar 
way for all the experiments conducted. Initially, the 
narrow zone of the ceramic bed was preheated by a 
gas combustion heater. Second, the standing wave 
of methane-air mixture combustion was initiated and 
maintained inside this zone during a fixed time in- 
terval. After formation of the initial thermal zone, 
the lean hydrogen-air mixture was filtrated through 
the porous bed. 

Experimental Results 

Consider the regimes of wave propagation ob- 
served with increasing hydrogen content in sets of 
experiments with the 5.6-mm alumina-packed bed 
and a constant filtration velocity of 1.3 m/s. Repre- 
sentative temperature profiles are presented in 
Fig. 1. 

Under filtration of the reaction mixture through 
the high-temperature zone, the exothermic reaction 
of hydrogen oxidation occurs. However, in the limit 
of low hydrogen concentrations, the heat dissipation 
is not compensated by heat release and extinction of 
the combustion wave is observed (Fig. la). 

As the hydrogen concentration is increased to over 
4%, the heat release is sufficient to balance the en- 
ergy loss, and a self-sustained superadiabatic wave 
(Fig. lb) propagates in the porous bed. The energy, 
released in the reaction zone, is recovered by the 
porous body and then transferred to the unburned 
mixture entering the wave. Due to this heat recov- 
ery, the H2-air mixture is preheated; this, coupled 
with the adiabatic temperature rise of the mixture 
(zfTJ, results in a significantly higher maximum 
combustion temperature rise (JTC) in the wave. In 
a transparent quartz tube, the combustion wave is 
observed  as   a  highly  luminescent  zone,   slowly 
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FIG. 1. Measured temperature profiles of combustion 
waves formed in the 5.6-mm packed bed with sequential 
increase of hydrogen concentration for a filtration velocity 
1.3 m/s. (a) Decaying thermal wave, [H2] = 2.5%; (b) sta- 
ble superadiabatic combustion wave, [H2] = 6.0%; (c) 
combustion wave with spatial cellular structure, [H2] = 
6.8%; (d) two-dimensional cellular structure, [H2] = 9.0%. 
Numbers show propagation time in seconds. 

traveling in the direction of the gas flow. The axial 
size of the wave is close to the tube diameter with 
the sharp front toward the filtering gas and a gradual 
front downstream. 

The superadiabatic wave is stable with increase of 
hydrogen concentration only up to a certain limit 
(^6%). Then, an instability occurs, first resulting in 
formation of hot spots on the upstream side of the 
combustion front. These spots could separate from 
the wave, but exist only in the short preheated zone 
preceding the wave. 

Further increase of hydrogen concentration re- 
sults in the formation of a cellular structure, filling 
the entire tube volume upstream of the propagating 
wave. The structure is visually observed as an array 
of localized hot spots irregularly positioned inside 

FIG. 2. Spatial cellular structure filling the tube behind 
the superadiabatic combustion wave, experimental condi- 
tions as in Fig. lc. 

the porous bed (Fig. 2). Locations of the spots are 
fixed inside the bed and are often repeatable with 
the same experimental conditions. The luminous in- 
tensity of spots changes with time, and could be de- 
scribe as twinkling. A momentary shut-off of the hy- 
drogen supply will result in extinguishment of the 
hot spots, with the thermal wave remaining stable. 
Although the temperature in the cells is high, the 
average temperature profile (Fig. lc) is changed only 
slightly. It is characterized by a slow increase of av- 
erage temperature along the tube length before the 
wave, resulting from partial combustion of hydrogen 
in the cell structure. Reduction of hydrogen concen- 
tration in the cell structure leads to decay of ampli- 
tude of the superadiabatic wave and finally to its ex- 
tinction. Thus, the cell structure, initiated by the 
traveling superadiabatic wave, is served further as an 
extinguisher of the primary wave. 

The number of the cells grows with an increase of 
the hydrogen concentration. New cells are formed, 
with the old becoming brighter. However, when the 
hydrogen content was increased over 7%, the estab- 
lished cellular structure began to collapse. Cells 
moved upstream, localizing near the end of the ce- 
ramic body.  As  a  result,  a well-developed two- 
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FIG. 3. Double wave formed by the planar cellular struc- 
ture and a traveling superadiabatic wave, experimental con- 
ditions as in Fig. 4. 

15     2025     30     35     40     +5     50 
Axial length,  cm 

FIG. 4. Measured temperature profile of the double 
combustion wave structure formed in the 5.6-mm packed 
bed with a filtration velocity 1.7 m/s, [H2] = 9.5%. Number 
corresponds to propagation time in seconds. 

dimensional structure was formed in the plane par- 
allel to the upstream end of the packed bed. The 
high density of cells in the localized area led to the 
formation of a standing thermal wave. The temper- 
ature profile (Fig. 2d) shows that the temperature in 
the wave could be as high as 700°C. 

The planar cellular structure was stable over the 
region of hydrogen concentrations. In some cases, 
the unburned hydrogen concentrations could be suf- 
ficiently high to support the superadiabatic wave, 
and a double wave structure was observed (Fig. 3). 

1.0 1.5 2.Ö 2.5 
Filtration velocity,  m/s 

FIG. 5. Stability diagram for combustion of hydrogen- 
lean air mixtures under filtration in the 5.6-mm solid alu- 
mina packed bed. The point shows the experimental sta- 
bility limits. The curves show the results of theoretical 
estimations: (1) corresponds to extinction limit (eq. 2), (2) 
refers to thermodiffusive stability limit (eq. 5), (3) and (4) 
correspond to the stability limits of the planar wave (eq. 

7). 

It consists of a standing planar cellular wave and su- 
peradiabatic wave slowly propagating upstream. The 
measured temperature profile for the double wave 
is represented in Fig. 4. 

With the increase in hydrogen concentration to 
over 11%, the combustion zone traveled upstream 
and left the packed bed. 

The described wave structures were observed with 
a wide range of experimental parameters. The sta- 
bility diagram for 5.6-mm alumina spheres in the 
packed bed is presented in Fig. 5 as a function of 
filtration velocity and hydrogen concentration. The 
diagram contains areas of existence of the three 
structures observed: a stable superadiabatic wave, a 
spatial cellular structure with a decaying superadi- 
abatic wave, and a planar cellular with a decaying or 
stable superadiabatic wave. Corresponding to Fig. 5, 
the main parameter governing the transition be- 
tween the structures is the hydrogen content, while 
the filtration velocity is of secondary influence. 

Discussion 

The properties of the superadiabatic wave in the 
region of stable propagation are well predicted by 
theoretical considerations [6-8], based on an integral 
volume-averaged treatment of the porous media. If 
the radial heat losses are neglected and the one-tem- 
perature approximation is assumed valid, the param- 
eters of the wave are related by the following simple 
equation resulting from an energy balance 
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FIG. 6. Species profiles integrated over the experimental 
temperature profile for 5.6-mm alumina-packed bed and 
filtration velocity 1.3 m/s. 

u/vt (ATa/ATc) (1) 

The integral balance can be extended to the case 
of lateral heat losses [5] 

u/vt = 1 - [(.AT,/ATcf - 4ßls/((cp)gv)T2     (2) 

where ß is the effective coefficient for heat exchange 
with surroundings. 

The combustion temperature, Tc, used as a param- 
eter in equations 1 and 2, is defined mainly by the 
chemical composition of the mixture. It grows only 
slightly with the increase of filtration velocity and 
adiabatic heat content because of the strong reaction 
rate temperature dependence. Variations of Tc 

within 15% are observed in the experiments con- 
ducted with 5.6-mm alumina-packed bed. A linear 
approximation of Tc obtained by fit of experimental 
data is used for the theoretical estimations below. 

The experimental extinction limit is well described 
by equation 2 (Fig. 5, curve 1), with the assumption 
u/vt —> 1. It means that the wave propagation is pos- 
sible only when the adiabatic temperature and, 
hence, heating exceed the heat losses, and the ex- 
pression under the square root in equation 2 remains 
positive: 

ATa > 2(AF ATA(cp)gv) (3) 

The combustion temperature can be derived from 
integral propagation models [8], assuming a one-step 
chemical reaction with Arrhenius temperature de- 
pendence. However, the detailed understanding of 
combustion zone parameters requires modeling with 
full chemical kinetic. 

In the one-temperature approximation, the kinetic 
equations can be integrated separately over the ex- 
perimental temperature profile. This method was 
employed in the current study to analyze the reac- 
tion mechanism of lean hydrogen-air mixture com- 

bustion in the superadiabatic wave. The premixed 
hydrogen combustion is modeled employing the 
Sandia Chemkin-II [14] and premixed flame [11] 
codes, and by using the hydrogen chemistry re- 
ported in Ref. 16. Uniform radial distributions of 
temperature and velocity along with constant flow 
rate and isobaric conditions were assumed. 

The flame structure is presented in Fig. 6 in terms 
of the profiles of the fuel (H2) and radical species 
(H, O, and OH), and the experimental temperature 
profile. Overall, combustion is stable even though 
the radical concentrations are small (e.g., the peak 
OH level in Fig. 6 is 36 ppm). The low radical con- 
centrations are due both to the low temperatures 
and ultra-lean conditions that require large diluent 
levels. Ordinarily, under these conditions, the rate of 
the critical chain terminating reaction H + 02 + 
M —» H02 + M dominates that of the chain branch- 
ing step H + 02 —> O + OH. However, the reaction 
zone broadening and recycling of thermal energy 
from the postcombustion region into the preheat re- 
gion (through exchange of gas-phase heat with that 
in the porous media) ensure that sufficient chain 
branching occurs for stable flames to be established. 
Using the imposed temperature profiles, the calcu- 
lations indicate that a peak heat release rate as high 
as 5.5 • 107 W/m3 is possible in the reaction zone. For 
the calculations performed, the reaction zone thick- 
ness appears to be close to 1 cm, approaching the 
diameter of the packed bed particles with increase 
of hydrogen concentration. 

Although the small thickness is not necessary to 
lead to two-dimensional instability of combustion 
front, it may serve as a secondary mechanism for 
development and stabilization of instabilities with 
wavelengths close to the porous diameter. At this 
point, the continuous media approximation is no 
longer valid and the pore-level combustion mecha- 
nism must be considered. For further analysis, we 
should refer to details of flow structure inside the 
packed bed. 

The particle-based Reynolds number Re = (vd/v) 
was varied from 100 to 1000 in these experiments, 
corresponding to irregular flow conditions with high 
vorticity and enhanced mixing inside the bed. The 
complex flow pattern inside the bed is divided into 
high velocity streams and wake zones. Characterized 
by low frequency of heat and mass exchange, well- 
mixed wake zones are the main structures capable 
of supporting combustion inside the pore, serving as 
flame holders. Location of combustion front inside 
the wake zone will result in an increase of viscosity, 
providing further conditions for extension and sta- 
bilization of zone. 

Thermodiffusive stability of the combustion spot 
formed inside the porous bed can be explained by 
the following simplified analysis. Consider the spot 
as a viscous formation with an intensive heat and 
mass   exchange   in   highly  unsteady  surrounding 
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streams. For formation and stability of the spot, the 
enthalpy flux from the spot should be smaller than 
enthalpy flux due to diffusion of fresh mixture. For 
die flows considered, the modified Reynolds analo- 
gies are valid [17], resulting in the following relation 
for heat and mass transfer between the combustion 
spot and the surrounding zone: 

SfPr2/3  =   Sf   Sc2/3 (4) 

Equation 4 gives the relation between the convec- 
tion heat transfer coefficient h and the mass transfer 
coefficient hm in the form: 

Pr^McpU) = Sc2/3(/i» (5) 

The combustion spot is stable in the lean hydro- 
gen-air mixture if the enthalpy flux from the com- 
bustion zone, proportional to h ATC, is smaller than 
enthalpy flux due to diffusion of hydrogen to the 
spot. The latter is proportional to mass flux hm [H2], 
multiplied by combustion enthalpy AHC. 

Introducing the Lewis number (Le = Pr/Sc), the 
criterion for development of the instability is given 
by: 

(ATJATjLe* (6) 

Equation 6 is represented in Fig. 5 (Le273 = 2) 
and is in good agreement with the experimental sta- 
bility limit of a continuous superadiabatic wave. 

Unlike the typical gaseous premixed flames, the 
ratio ATJATC for filtration combustion is varied 
from ATJATC < 1, for superadiabatic waves, to ATJ 
ATC > 1, for waves propagating upward with the 
flow. According to the criterion of equation 6, 
mixtures characterized by Le = 1 (air mixtures with 
methane, acetylene) are always stable. Moreover, the 
combustion of mixtures with Le > 1 are stable up to 
the critical adiabatic temperature of the mixture, 
given by ATA ~ (Le~2/3 ATC). For the case ATJATC 

> 1, the instability is suppressed by reverse front 
propagation. 

Equation 6 is also useful for understanding some 
integral properties of cellular structures. First, with 
an increase of hydrogen concentration, spots were 
observed only in the narrow region preceding the 
superadiabatic wave; the required ATC was reduced 
due to high temperatures. In the well-developed 
spatial structure, the linear rise of average temper- 
ature compensates the reduction of z(Ta due to par- 
tial combustion of hydrogen. 

The irregular packed bed is characterized by a dis- 
tribution of properties, and more locations become 
available for formation of spots with the increase of 
AT.V When a high density of the spots was reached, 
they began to interfere with each other, and the spa- 
tial cellular structure collapsed to a planar one. Es- 
tablishment of the planar cellular structure was fol- 
lowed by the formation of a standing thermal wave. 
The gas mixture entering the bed was initially pre- 

heated by the narrow porous zone preceding the 
nonuniform combustion structure. From this view- 
point, the temperature distribution is analogous to 
the distribution in burner-stabilized flames [2]. High 
gas temperature in the combustion zone provides 
the conditions for a high concentration of spots, but 
the combustion is not complete. Note, that formal 
integration of the kinetic equations over the exper- 
imental temperature profile will result only in partial 
combustion of hydrogen. 

Equations 1 and 2 permit the numerical descrip- 
tion of the existence limits of the planar structure 
(Fig. 5, curves 3,4). According to equation 1, the 
flame will move upstream and leave the packed bed 
if the hydrogen concentration is sufficiently large, 
such that 

[H2] > (cp). ATJ{AHcn) a> 
This estimate is in good agreement with the exper- 
imental limit (Fig. 5, curve 4). 

Equation 7 can also be applied to describe the 
critical hydrogen concentration for the transfer be- 
tween a spatial cellular structure and a planar one 
(Fig. 5, curve 3). Actually, this transfer occurs when 
the hydrogen concentration and adiabatic tempera- 
ture are not yet sufficient to move all of the com- 
bustion zone upstream, but are already sufficient to 
pull the relatively cold and weak spatial cellular 
structure upstream. Using equation 7 in this case, 
the combustion temperature ATC should be taken as 
an average temperature in a spatial cellular zone, and 
the adiabatic temperature corresponding to the por- 
tion of hydrogen burned in this zone. The best 
agreement with the experimental threshold requires 
Tj = 0.4, which means that about 40% of the hydro- 
gen was burned in the cellular structure zone. 

Conclusions 

Combustion of lean hydrogen-air mixtures in an 
inert porous media was studied experimentally. Uni- 
form superadiabatic and nonuniform cellular flame 
structures were observed for downstream-propagat- 
ing waves, including double waves composed of both 
types of structures. The results are as follows: 

1. Superadiabatic wave propagation as a localized, 
stable temperature zone is observed for the lean- 
est mixtures burned. Hydrogen combustion is 
stable even for very lean mixtures with only 3% 
fuel. Due to the self-recuperation of the system, 
the temperature reached is much in excess (up to 
three times) of the adiabatic reaction tempera- 
ture for unheated reactants; the superadiabatic 
waves are characterized by complete combustion 
and general properties similar to ones observed 
for other gaseous air-fuel mixtures reacting in an 
inert bed. The properties of superadiabatic waves 
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are well described by the integral volume-aver- 
aged treatment of combustion in porous media. 

2. A computational model, incorporating detailed 
hydrogen-oxygen chemistry was used to analyze 
kinetic profiles over experimental temperature 
distributions. For calculations performed, reac- 
tion zone thickness appears to be close to 1 cm; 
this increases and approaches the diameter of the 
packed bed particles as the hydrogen concentra- 
tion is increased. At this point, the continuous 
media approximation is no longer valid and a 
pore-level combustion mechanism is to be con- 
sidered. 

3. It was found that the superadiabatic wave be- 
comes unstable with an increase of hydrogen con- 
centration to 5-6%, forming multidimensional 
cellular structures. Two types of cellular struc- 
tures were observed: three-dimensional and pla- 
nar. According to experimental results, the tran- 
sitions between the wave propagation regimes are 
controlled mainly by the hydrogen concentration, 
while the filtration velocity is of secondary influ- 
ence. Cellular structures are characterized by 
partial combustion of hydrogen and permit sus- 
tained double-front flames for hydrogen concen- 
tration in the range from 8-10%. 

4. The cell formation is analyzed as a thermodiffu- 
sive instability of pore-level-driven combustion. 
The criterion of instability is found as a relation 
between adiabatic temperature, combustion tem- 
perature, and Lewis number of the mixture. The 
predicted stability region is consistent with the 
above experimental limits. 

Nomenclature 

d particle diameter 
(cp) thermal capacities 
AHC enthalpy of hydrogen combustion 
[H2] concentration of hydrogen 
h convection heat transfer coefficient 
hm convection mass transfer coefficient 
Le Lewis number 
Pr Prandtl number 
Re Reynolds number 
Sc Schmidt number 
Sh Sherwood number 
St Stanton number 
zfTa adiabatic temperature rise ATa = [H2] ÄÜ.J 

Mg 
ATC combustion temperature rise 
v gas mixture velocity 
vt thermal wave velocity vt = v (cp)^(cp)s 

u combustion wave propagation velocity 

Greek Symbols 

ß        effective coefficient for heat exchange with 
the surroundings 

As       effective thermal conductivity of the porous 
media 

v        kinematic viscosity 
t]        degree of combustion 

Subscripts 

a adiabatic 
c combustion 
g,s gas, solid 
t thermal 
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SUPERADIABATIC COMBUSTION WAVE IN A DILUTED METHANE-AIR 
MIXTURE UNDER FILTRATION IN A PACKED BED 
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The self-sustaining combustion wave, occurring when a methane-air mixture is filtered through a porous 
media, is examined theoretically in this paper. Such processes are characterized by an intense thermal 
interaction between the gas and the porous material. Due to the interfacial heat transfer, the solid phase 
is able to redistribute heat absorbed from reaction products to the unburned mixture. In the case of 
combustion waves cocurrent with the filtration flow, this results in peak temperatures exceeding the adi- 
abatic one for the air-methane mixture. Theoretical treatment is conducted within a two-temperature 
model in which external heat losses are taken into account. The ignition temperature as the main parameter 
used in analytical solutions is determined for experimental conditions typical for methane-air mixtures 
burning under filtration in a packed bed. Analytical expressions predicting the combustion wave velocity 
and temperature distributions in the wave are derived. The results obtained are confirmed by numerical 
calculations and compared with related experimental data. 

Introduction 

In modern industrial processes dealing with or- 
ganic fuels, heat-recuperation technologies are 
widely applied. These also play an important role in 
pollution control when mixtures with low calorific 
contents must be used. The great variety of possible 
configurations of such systems was extensively re- 
viewed by Weinberg on the basis of the concept of 
excess enthalpy burning [1,2]. Another kind of sys- 
tem involves filtration combustion burners, where 
reactive gas mixtures flow through an initially pre- 
heated, inert, porous media resulting in self-sustain- 
ing combustion wave. 

This approach has already proven to be efficient 
when used, for example, for the burning of organic 
pollutants in the exhaust air from automobile man- 
ufacturing factories [3], and as a successful applica- 
tion for the methanol-steam and the autothermic 
methane-steam reforming processes [4]. The most 
striking feature of such applications is the stable 
burning of organic mixtures with extremely low heat 
contents and a theoretical temperature rise across 
the flame as low as approximately 20 K (which is well 
below the normal flammability limits) [5]. This be- 
comes possible because the energy released in the 
gas-phase   combustion   reaction   is    recirculated 

through the inert solid phase to the unburned mix- 
ture. Thus superadiabatic (i.e., exceeding the normal 
adiabatic) combustion temperatures can be attained. 

As shown in Ref. 6, which is devoted to the theo- 
retical treatment of the phenomena, the processes 
are characterized by an intense interfacial heat ex- 
change between the gas and solid phases; this is in- 
trinsic to the so-called low velocity regime (LVR), 
according to the classification given in Ref. 7. In re- 
cent work [8,9], lean methane-air combustion waves 
cocurrent with the filtration flow were experimen- 
tally observed and some important relations for the 
governing parameters of the processes were eluci- 
dated. It was shown in these studies that the maxi- 
mum temperature attained in the waves is defined 
only by an adiabatic temperature of a gas mixture 
and a "matching condition" between the combustion 
wave speed and that for the thermal wave propaga- 
tion in the porous media: 

Tmax  _ 
-* * a 

AT, ad 

(1 - ujut) 
(1) 

Thus, it becomes evident that accurate prediction 
of the combustion wave velocity uw is crucial for ob- 
taining desired temperature distributions or com- 
bustion  velocity  regimes   in  numerous  practical 
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applications. Such an analytical prediction, consid- 
ering the heterogeneity of the gas and solid temper- 
ature profiles in a porous media and the heat losses 
from the system to surroundings, has not been ad- 
dressed in the pertinent literature. However, limit- 
ing cases are discussed in Ref. 6,10-12. The main 
objective of the present paper is to provide an ade- 
quate analytical prediction for the combustion wave 
velocity uw defined by the governing filtration pro- 
cess parameters. 

Analytical Model 

The one-dimensional model chosen is a wave 
moving at a constant speed in an inert porous bed 
[9]. An air-fuel mixture flows through a porous me- 
dia that has an externally heated, narrow zone of 
high temperature sufficient to initiate the combus- 
tion reaction. The reaction front width is assumed to 
be small in comparison with that of the preheat zone. 
The thermal conductivity of the porous media is con- 
sidered to be large relative to that of the gas mixture. 
Other assumptions are that the energy exchange be- 
tween the solid and the gas is proportional to the 
local temperature difference and the heat loss from 
the system occurs only through the porous media. 
The chemical kinetics is described by a one-step ir- 
reversible reaction: 

+ 7.524N2 + 847kJ/mol 

with the reaction rate described by a first-order Ar- 
rhenius rate expression. 

The set of equations describing the combustion 
waves in inert porous media, neglecting diffusion 
and thermal conductivity of the gas phase, has the 
form [13]: 

(cp\ 
8Tg 

dt «gMg 
8TS 

dx 

-a(Tg - T.) + QpW     (2) 

(cp\df- 
dx      dx 

+ a(Tg - T.) - ß(Ts - T0)     (3) 

dA          dA 
— + «„— = -W 
dt          s dx 

(4) 

W = AKe-E/RTs (5) 

,     ,  32adpsTl 
K - V + 9(1 _ e) 

(6) 

where T„, Ts are the solid and gas temperatures; 
(cp)s, (cp)g, their heat capacities; u„ the gas velocity; 
a the interfacial heat exchange coefficient; ß the ef- 

fective coefficient for heat losses from the system; 
T0 the ambient temperature; Q the heat content of 
the reactive mixture; A the dimensionless concen- 
tration of fuel; £ the porosity, and A, the effective 
thermal conductivity of the porous media, which in- 
cludes the influence of radiation, assuming an opti- 
cally thick region around the high-temperature zone 
in the bed [14,15], 

For a fully developed combustion wave propagat- 
ing with a constant velocity, Eqs. (2) and (3) can be 
rewritten in a system of coordinates moving with the 
reaction zone, <J = x — uwt. Noting that uw <C Mg, 
these equations have the dimensionless form 

dz 
-(T- 

d9        d29 
T   -   0    ~ 

ßz 

(7) 

(8) 

where dimensionless variables and parameters are 

(cp)eMg 

(cp)g  +   {cp)s 

T To 
T ■ 

AT„, 

AT ■ = T 

Q 

ja 
(cplu 

X,a 

((cp)gMg)2 (9) 

In this paper, the reaction zone is assumed to be 
small in comparison with the preheat zone. The tem- 
perature of the gas can be considered to jump from 
Tg( - 0) to Tg( + 0), such that 

Tg( + 0) - Tg(-0) = AT* (10) 

at the point where the temperature of the solid is 
equal to the ignition temperature, Tsi. Hence, the 
reaction term in the Arrhenius expression can be re- 
placed by an energy-release delta function [10]. This 
eliminates the need for the rate expression and di- 
vides the system into prereaction and postreaction 
zones. 

The boundary conditions for Eqs. (7) and (8) are 

T = 0 = 0, f -> ±oo 

0( + O) = 1    0(-O) = 1 

ö'(-0) = 0'( + O)    T( + 0)-T(-0)     (11) 

_   Mad 

ATs,i 

To treat the system of Eqs. (7) and (8) with bound- 
ary conditions from Eq. (11), one need to find the 
solutions of the corresponding characteristic poly- 
nomial: 
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ok3 + (a + u)k2 + (u-l--)fc-- = 0 
\ a) a 

(12) 

It can be shown that Eq. (12) must have two neg- 
ative roots, ki and k2, and one positive root, k3, to 
define the finite solutions of the system of Eqs. (7) 
and (8) with the boundary conditions from Eq. (11). 
Thus, the gas-phase and solid-phase temperature 
profiles are described by the following expressions: 

(13) PH 

and 

T = ( -uk3 ~ akl + ( 1 + -1) «M     (14) 

for the domain where C < 0 along with 

fc2 - &i h 
ii^ (15) 

and 

T = t*—b. (-ukl - akf + 1 + £) e^ 
k2 - ki \ a) 

k3 - h 
k2 - fcj 

-ak\ — uko + 1 + ß 
2 T j. -i— i e 

ot 

fee (16) 

for the region where £ > 0. 
The solutions of Eq. (10), satisfying the boundary 

condition for the dimensionless gas temperature at 
the point ( = 0, have the form 

*.-,= 

hi 

3\        a 

5|1 
a 

3 ll1 + a 

,    ß    ,    Mad u + - + —r 
a      Al, 

1/,       «      , --1+-+h 
2 \        a 

aah 

(17) 

(18) 

It should be noted that substituting Eq. (17) for 
k3 in Eq. (12) defines the dimensionless combustion 
wave velocity, u, as an implicit function of the gov- 
erning filtration process parameters 

Mad ß 
ATsi a 

It is also of interest that, for the limiting case when 
a —> oo, Eqs. (12) and (17) give the velocity depen- 
dence obtained using the one-temperature approx- 
imation [7]: 

u = 1 - JTadY  _  MV' 
AT,, 

(19) 

To obtain the analytical prediction for the dimen- 
sionless combustion wave velocity« from Eqs. (12) 
and (17), two parameters, the ignition temperature 
Tsi and the effective coefficient for heat exchange 
with surrounding ß, must be defined. The former 
may be estimated by considerating the temperature 
evolution of a gas element moving through the 
heated porous media in a self-sustaining combustion 
wave. Assuming a moderate heat exchange coeffi- 
cient a, during the temperature evolution, there is 
a moment when the rate of heat release in the gas 
phase exceeds the rate of heat supply from the solid 
phase via the interfacial heat exchange mechanism. 
Following this point, the temperature increase for 
the gas element may be treated as a thermal explo- 
sion. Thus, one can directly apply the corresponding 
theory to determine the self-ignition threshold con- 
dition with the correction for fuel consumption and, 
consequently, obtain the induction time Tind for the 
reaction [16]: 

_ _1 (2n2R2 TfÄ1 

Tind " K \ AT^d E2 I 
(20) 

On the other hand, assuming that the reaction 
(fuel consumption) is almost completed in the dis- 
tance of the order of the pore size (for a packed bed 
filled with spheres this is the diameter d of the 
spheres), we have Tin(j = d/ugpore, where Mg>p0re = 

uje is a temperature-dependent averaged gas veloc- 
ity in a pore. Finally, we can derive an approximation 
for the ignition temperature Tsi in the following im- 
plicit form: 

VeE/RTSJ - 1 
■)7/3 2n2 E5 ) 

• de T0K 
(21) 

(E/RTs>j)
7'J V at* a." I        Mg)0 

The effective coefficient for heat exchange with 
the surroundings ß can be estimated assuming that 
the radiation losses play a dominant role. For a cy- 
lindrical geometry of the packed bed composed of a 
tube (with an internal diameter D) filled with solid 
spheres, this gives 

ß 
4(TT4     S ^u ± s,maxG 

D(T, To) 
(22) 

where e' is an emissivity of the solid spheres and e" 
is a transmissivity factor for the tube material. 

Numerical Solutions 

To support and to test the analytical solutions ob- 
tained according to Eqs. (12) and (17), a computa- 
tional procedure was performed using a full set of 
the basic Eqs. (2) through (4). These were calculated 
using the finite difference method. In the numerical 
calculation, the flame position is not specified be- 
forehand but is decided as a result of the total energy 
balance in the combustion system. The boundary 
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FIG. 1. Temperature profiles of a fully developed com- 
bustion wave (two-temperature analytical solution) in the 
case <P = 0.17, u„ = 0.43 m/s. 

conditions for the computational procedure were set 
as follows: 

T   = T 1g       ±s T0   A = 1 (23) 

at the entrance, where the unbumed mixture is flow- 
ing into the system, and 

dTg/ftt dTJdx = 0 (24) 

at the exit. To simulate the initiation of a combustion 
reaction, a high-temperature profile approximately 
1200 K at the maximum and few centimeters in 
length was set in the solid phase as an initial condi- 
tion. The calculation procedure was performed until 
a constant combustion wave velocity was obtained. 

The size of the computational domain and all the 
values of the parameters used were chosen as close 
as possible to the conditions of the related experi- 
ments reported in Refs. 8 and 9. In these studies, a 
rather simple experimental facility was designed to 
measure the temperature- time history of lean meth- 
ane-air combustion waves, cocurrent with filtration 
flow, propagating in a packed bed column of inert 
porous alumina. The test apparatus was a vertical 
quartz glass tube with internal diameter D = 76 mm 
and test section 1.3 m in length. The test section was 
filled with a randomly packed bed of solid alumina 
spheres (diameter d = 5.6 mm). The experimental 
apparatus included thermocouple temperature sen- 
sors and an electrical heater capable of initiating a 
combustion zone within the bed. 

To simulate these experimental conditions, the 
layer formed by the solid alumina spheres was char- 
acterized as follows: e = 0.4, cs = 1.3 kJ/(kgK), ps 

= 2.5 X 103 kg/n 1.3 W/(mK). The heat 
transfer coefficient, a, was estimated from the heat 
transfer around a sphere with a diameter d = 5.6 
mm, which yielded (according to Ref. 17) a values 
in the range 6 X 104 to 8 X 104 W/(m3K), depend- 
ing on the superficial filtration velocity ug 0 — 0.28 

to 0.43 m/s (T0 = 300 K) for a methane-air mixture 
at the entrance in the packed bed. The equivalence 
ratios <P for the mixture were varied from 0.17 to 
0.5. Values of the frequency factor and the activation 
energy were chosen, according to Ref. 5, to be equal 
to K = 2.6 X 108 s"1 and E = 130 kj/mol, respec- 
tively. 

Discussion 

The analytical and numerical procedures de- 
scribed were applied to a number of experimental 
conditions revealing qualitatively similar results. 
Typical temperature profiles in gas and solid phases 
obtained from analytical solutions of Eqs. (12) and 
(17) for the experimental settings when «g = 0.43 
m/s and 0 = 0.17 are shown in the Fig. 1. Here, 
the values of ignition temperature Tsj and effective 
coefficient for heat exchange with the surroundings 
ß were ATsi = 850 K and ß = 103 W/(m3K), re- 
spectively. These were obtained from Eqs. (21) and 
(22) with an emissivity e' = 0.45 for solid alumina 
[14] and transmissivity factor e" = 0.38 for quartz 
glass [14]. It is interesting to note that the value of 
the ignition temperature, ATsi, is almost indepen- 
dent of the equivalence ratio <£> in the region tested, 
0.17 £ 0 £ 0.5, and rests within the temperature 
interval 850-950 K. 

The corresponding numerical solution for the 
same experimental settings (and, accordingly, pa- 
rameters used) is demonstrated in Fig. 2. Here one 
can see the propagation of a stable self-sustaining 
combustion wave with velocity uw = 1.7 X 10"4 m/ 
s. The temperature profiles are gradually approach- 
ing the fully developed state described by the ana- 
lytical temperature distributions shown in Fig. 1. 
Further, as can be seen from the methane concen- 
tration distribution in the combustion wave in Fig. 
2, (thin solid line), the small reaction zone assump- 
tion made previously is quite reasonable. Finally, it 
must be noted that the regimes under consideration 
now are essentially superadiabatic (i.e., maximum 
temperature in the wave exceeds the adiabatic one, 
which is marked by an arrow in Figs. 1 and 2). 

All results obtained from analytical considerations 
and numerical calculations together with the corre- 
sponding experimental data [8,9] are presented in 
Fig. 3. As can be seen, there is good agreement be- 
tween that predicted by Eqs. (12) and (17) and the 
experimental results. 

Conclusions 

Theoretical analysis of superadiabatic combustion 
wave propagation processes resulted in simple for- 
mulas for the combustion wave velocity and the tem- 
perature distribution in both gas and solid phases. A 
two-temperature analytical approximation and 
numerical solution of the problem were used to de- 
scribe available experimental data. The influence of 
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FIG. 2. Propagation of a stable, 
self-sustaining combustion wave in 
porous media (numerical calcula- 
tions; time intervals 5 min between 
adjacent peaks) in the case 0 = 
0.17, ug = 0.43 m/s, uw = 1.7 X 
10~4 m/s. 
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FIG. 3. Comparison of prediction of« = utJut, dimen- 
sionless wave speed, from two-temperature analytical the- 
ory, Eqs. (12) and (17), and results of numerical calcula- 
tions with experimental data [8,9], Solid line shows 
predictions from one-temperature approximation, Eq. (19) 
[9]. 

external heat losses was taken into account. One of 
the most important theory parameters, ignition tem- 
perature, was estimated using the theory of thermal 
explosion. Quantitative agreement of theoretical and 
experimental results demonstrates the possibility of 
using the developed approach for analysis of the 
combustion wave in porous media for technical ap- 
plications. 

Nomenclature 

A concentration of fuel, dimensionless 
a dimensionless Xsa/((cp)„u„)2 

(cp) heat capacities, J/(m3K) 

activation energy, J/mol 
frequency factor, s_1 

heat of reaction, J/kg 
gas constant, J/(molK) 
temperature, K 
adiabatic temperature rise, 

ATad = A0Q/(cp)   K 
diameter of the solid alumina spheres, m 
internal diameter of a tube, m 
gas mixture velocity, m/s 
thermal wave velocity, 

ut = «g(cp)g/((cp)g + (op)s), m/s 
dimensionless velocity u = ujut 

spatial distance, m 

Greek Symbols 

a 

ß 

s 
a 

e' 
e" 
0 

interfacial heat-exchange coefficient, 
W/(m3K) 

effective coefficient for heat exchange 
with surroundings, W/(m3K) 

effective thermal conductivity of the 
porous media (including radiation), 
W/(mK) 

porosity, dimensionless 
Stephans constant, W/(m2K4) 
emissivity, dimensionless 
transmissivity factor, dimensionless 
equivalence ratio, dimensionless 
induction time, s 
dimensionless solid temperature, 

e = (T, - r0)/(Tv - r0) 
dimensionless gas temperature, 

z = (Tg - T0)/(TSJ - T0) 
spatial distance in moving coordinates, 

£, = x — uwt,m 
dimensionless distance £ = a£/(cp)„u„, m 
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Subscripts 

ft« gas, solid 
i 
0 

ignition 
ambient 

w wave 
max maximum temperature value 
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MODELING OF PREMIXED GAS COMBUSTION IN POROUS MEDIA 
COMPOSED OF COARSE-SIZED PARTICLES: ID DESCRIPTION WITH 

DISCRETE SOLID PHASE 

O. S. RABINOVICH, A. V. FEFELOV AND N. V. PAVLYUKEVICH 

A. V Luikov Heat and Mass Transfer Institute 
Academy of Sciences of Belarus 

15 P. Brovka Str., Minsk 220072, Belarus 

A one-dimensional non-steady-state model of gas combustion in a porous medium, treated as a discrete 
structure, is proposed. Each element of this regular periodic structure consists of the three elements: a 
solid particle, a gas flow zone, and a gas stagnation zone. Combustion occurs in the flow zones; the solid 
particles and stagnation zones are chemically inert. Numerical simulation of the opposing waves of pre- 
mixed methane-air combustion in the discrete-modeled porous medium reveals the pulsating nature of 
the process. The maximal temperature and burning rate in the combustion front as well as the velocity of 
its propagation are low in the regions of the gas flow zone, which are adjacent to the particles, and increase 
in the neighborhood of the stagnation zone. At the size of elementary cells greater than some critical value 
<4i' (approximately 3 mm), the flame breaks into the high velocity regime of propagation in the neigh- 
borhood of the stagnation zone; the amplitude of pulsation of the combustion characteristics is increased 
considerably in this period. After crossing the threshold value dQ}, the high frequency oscillation (~ 100 Hz) 
of the position of combustion front and its temperature were found in a region of the flow zone adjacent 
to the stagnation zone. When the diameter of particles becomes greater than the second critical value 
dl§, the flame propagates in the high velocity regime over all the regions of the flow zone; the amplitude 
of pulsation of combustion characteristics is reduced. The discrete model of gas combustion in a porous 
medium, composed of coarse-sized particles, leads to a qualitatively new result when the process under 
consideration is sensitive to high-temperature reactions in the gas phase, and the final composition of the 
gas mixture is of main practical interest. 

Introduction 

Investigations on gas combustion in porous media, 
the so called filtration gas combustion (FGC) have 
intensified during the last 10-15 years because of a 
number of specific features of the phenomenon that 
are important from the viewpoint of practical appli- 
cations in power engineering, air purification and 
conditioning, and in flame-hazard prevention tech- 
nique. Filtration gas combustion provides the advan- 
tages of lowering NOx and CO emission [1,2], at- 
taining superadiabatic combustion temperatures 
[3,4]. 

The basic results on premixed gas combustion in 
inert porous media were published in a series of pa- 
pers by Babltin and coauthors [4-9]. Various steady- 
state combustion regimes determined by different 
physical mechanisms of chemical reaction transfer 
were studied. 

Another branch of gas combustion in porous me- 
dia, when a porous matrix influences the chemical 
kinetics of the process, is represented by catalytic 
combustion (see reviews in Refs. 10-11). 

In all cases, the size of solid structural elements 
constituting the porous medium is one of the most 

important parameters determining the characteris- 
tics of combustion. When moving from small-sized 
to coarse-sized particles, the intensity of heat ex- 
change between the gas and solid phases decreases. 
For the size of the structural elements of a porous 
medium exceeding the critical value dcr, transition 
from the low-velocity regimes (LVR) of combustion 
front propagation (with the velocity u ~ 10~4 m/s) 
to the high-velocity regimes (HVR, u ~ 1 m/s) is 
observed [6]. In the work by Shaulov [12], a wide 
range of experimental data on the limits of the high- 
velocity flame propagation regime in tubes and 
packed beds was analyzed. 

The conventional theoretical description of gas 
combustion in porous media is based on the model 
of two mutually penetrating continua [8]. As first 
emphasized by Shahroui and Kaviany [13], contin- 
uum models are not adequate for many practical 
cases: the thickness of the preheating and reaction 
zones is often of the same order of magnitude (or 
even smaller) as the size of elements of a porous 
structure (i.e., the size of the solid particles in the 
case of a packed bed). Hence, the volume-averaged 
equations of the continuous model cannot be de- 
rived consistently from the pointwise conservation 

3383 
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FIG. 1. Sketch of the model of a porous medium with 
discrete periodic structure. 

equations for the two phases. As an example, for 
LVR of gas combustion in a porous medium (flame 
velocity« <** 1.5 • 10~4 m/s and thermal difiusivity of 
the porous medium a *** 3 • 10~7 m2/s), the estimate 
of the characteristic length of the thermal zone in 
the combustion wave is Ltherm «* alu «* 2-10 ~3 m. 
It is obvious that a porous medium with a particle 
size larger than 10 ~3 m should be treated not as 
continuum but as a discrete structure to adequately 
describe combustion propagation in it. 

In Ref. 13, the direct, two-dimensional pore-level 
model of premixed gas combustion was suggested 
and examined for a specific porous system with high 
porosity (0.8-0.9) and relatively small pore size 
(1-10-3 m). In fact, only steady-state combustion 
regimes were considered in this work when the gas 
flow rate was adjusted to achieve a situation with a 
standing combustion front. Neither low-velocity re- 
gimes nor transition to the high-velocity regimes was 
studied. 

In the present work, a one-dimensional unsteady- 
state model of gas combustion in a porous medium, 
treated as a discrete structure, is suggested. This par- 
tially heuristic model reflects the main features of 
gas combustion front propagation in a porous me- 
dium with discrete structure and allows high-perfor- 
mance numerical simulation of the phenomenon for 
various combinations of the fuel concentration, gas 
flow rate, and the size of solid elements. 

Description of the Model 

The treatment of a porous medium as a discrete 
system is based on an experimentally proved concept 
of the existence of different hydrodynamic flow pat- 
terns in a porous medium under the conditions of 
gas blowing through it (Matros [14]). Two types of 
hydrodynamic zones in pores are observed, namely 
flow zones with jet-like gas flows and stagnation 
zones (i.e., gas interlayers between solid particles) 
where gas flow is absent. The total porosity of a po- 
rous medium £ is a sum of the flow zone porosity ei 
and stagnation zone porosity e2: s = Ey + fi2. In the 

■proposed model, the porous medium is regarded as 
a regular periodic structure composed of elementary 
cells, each of them consisting of a solid particle, a 
gas flow zone, and a gas stagnation zone (Fig. 1). The 
size of each zone of the porous structure is indicated 
in the same figure (the size of the elementary cell, 
L, is equal to the diameter of a real solid particle, 
dp). The gas flow zones of all the elementary cells 
form the general continuous flow zone. 

Relative values of the flow and stagnation zones 
were found experimentally in Ref. 14. As shown, the 
ratio s2/e depends mainly on the linear velocity of 
gas flow in a pore and on the gas viscosity, and is 
almost independent of the particle size. For air flow, 
e2/e -> 0.3, when Darcy velocity < 0.5 m/s. The ratio 
s2/s = 0.3 was used in our simulation, so that, at the 
total porosity £ = 0.4 which is common for packed 
beds, the porosity of the flow and stagnation zones 
was selected to be sx = 0.28 and e2 = 0.12, respec- 
tively. 

The one-dimensional approach used in the pres- 
ent work assumes that the main heat and mass trans- 
fer processes occur along the direction of gas flow 
and combustion front propagation. The opposing 
combustion waves (i.e., countercurrent ones with re- 
spect to the direction of gas flow) were considered. 
Gas combustion occurs only in the flow zone. Solid 
particles and stagnation zones are suggested to be 
chemically inert. Such a treatment of the stagnation 
zone is the simplest approach and can be justified as 
follows: 

1. In the case of LVR (in the sense of the averaged 
velocity of the combustion front), the total 
amount of a gaseous fuel stored in the stagnation 
zones is negligible from the energy viewpoint as 
compared to the amount of the fuel delivered by 
the gas flow through the flow zone. 

2. In the case of HVR, the propagation of a com- 
bustion front through the flow zone is weakly in- 
fluenced by its environment. 

The flow zone exchanges heat with neighboring 
solid particles and stagnation zones. The intensity of 
this heat transfer is determined by the conventional 
Nu-criterion correlation. In the solid particles and 
stagnation zones, only conductive heat transfer oc- 
curs. The effect of radiation heat transfer can be ig- 
nored when a low solid surface emissivity is pro- 
posed, as was done in Ref. 13. 

Governing Equations 

The energy, mass, and concentration conservation 
equations, as well as the state and kinetic equations 
for the flow zone are as follows: 
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Cg/)gatrg = dx(lgdxTg) - cgpgvdxTg 

dt(pK0 

+ &g(Ts -Tg) + QWPgC (1) 

8x(pgDdx0 - dx(pgvO -p£N (2) 

dtpg + dx(pg v) = 0 (3) 

pg = PM/RTg (4) 

W = k exp( - -EIRTg) (5) 

Then the energy equations for the solid particle 
and stagnation zone can be written as follows: 

cspsdtTs = dx(kßxTs) + &s(Tg - Ts] (6) 

<Vg,sArst = dx(kgstdxTst) + &st(Tg - Tst)     (7) 

The gas density in the stagnant zone is determined 
by a state equation similar to equation 4. 

In the initial state of the process modeled, all the 
zones have the temperature of the incoming (cold) 
gas T0, except for the right side of the porous sample 
ix = LE), where the ignition temperature Tign is sus- 
tained; in the flow zone, the initial concentration of 
the gaseous fuel (Co) and the gas velocity (u0) are 
equal to the relevant values at the gas entrance into 
the porous layer: 

t = 0: TS = TS = Tst = T0, C 

v = % (0 < x < LE) 

T2  =   rs  =   Ti£n (*  =  LE) 

Co 

ign ^ ^El (8) 

The set of the boundary conditions is presented 
below (after ignition, the adiabatic condition is de- 
veloped at the boundary x = LE): 

* = 0:  Tg = Ts = T0, C = Co, v = v0 

x = LE: Tg = Ts = T0 (t < tign) 

0 (9) dxTg = dxTs = 0 (t > tign), dl 

The temperature profiles in a solid particle and in 
an adjacent stagnation zone should be matched in 
the temperature and heat flux quantities. 

Heat and Mass Transfer Characteristics 

The internal heat transfer coefficients a„ and as, 
determining the heat transfer between the flow zone 
and a solid particle, are defined as follows: 

aS„   1 — £i . aS„ 

SlL
3   1 - fi' (1 - s)L3 (10) 

The specific heat transfer coefficient a (related to 
the surface of a real particle) is calculated by the 
criterion formula [15]: 

a = AgNu/L, 

Re = EiVpgL/p., 

where Nu = 2 + l.lRe0£Pr 

Pr = pcg/lg 

In the case of heat transfer between the flow and 
stagnation zones, the coefficient a is determined by 
the Nu = 2, as for the stationary gas layer in the 
stagnation zone. 

The gas specific viscosity, heat conductivity, and 
diffusion coefficient are calculated using Suther- 
land's formulas [16]: 

n = P-0Ti,2/(Tg + c„),     xg = x0
rqy(Tg + c,) 

D = D0T
3/2(Tg + CD) 

The heat conductivity of a solid particle is consid- 
ered to be constant. 

Solution Method and Testing 

The system of unsteady-state equations 1-7 was 
solved numerically by the implicit finite-difference 
scheme with iterations at every time step. Equations 
6 and 7 were integrated by the through factorization 
method. The discrete nature of a porous medium is 
embodied in the step-function changes of the 
thermo-physical characteristics and internal heat 
transfer coefficients at the boundary between a solid 
particle and a stagnation zone. The time step as well 
as the nonuniform space grid were adapted to the 
rate of combustion front propagation and to the 
space variation of temperature and fields by a special 
procedure. The results of numerical simulation were 
tested with regard to choosing the space and time 
steps of integration. 

Results and Discussion 
The results of numerical simulation with the use 

of the proposed "discrete" model were compared 
with analogous results for the conventional two- 
phase continuous model. The corresponding contin- 
uous model was fitted to the discrete one in such a 
way that the averaged values of all the parameters in 
the two models were equal. The effective density 
and conductivity of the condensed phase in the con- 
tinuous model were defined as 

Ä = ArU - «V(l - «i), 

k XgXs(l e^/UgU - e) + XSE2) 

Combustion of a stoichiometric methane-air mix- 
ture (a volume fraction of methane is 0.095) was con- 
sidered. As Ref. in 13, the kinetic constant, activation 
energy, and heat of the one-step overall reaction 
were selected so that the calculated combustion 
temperature and the normal adiabatic flame velocity 
for the given gas mixture (in a plain medium) were 
equal to their experimental values: k = 2.62 • 108 1/ 
s, E = 130 KJ/mol, Q = 4.387 • 107 J/kg at zfTad = 
2008 K, and «norm = 0.38 m/s. Other parameters of 
the gas mixture were related to air. Parameters of 
the porous system correspond to a typical packed 
bed with the density of solid particles ps = 1200 kg/ 
m3, the specific heat capacity cs = 1000 J/(kg • K), 
and the heat conductivity 2, = 0.22 W/(m-K). 
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FIG. 2. Oscillations of the combustion front position, (a) and (c), and the maximum gas temperature, (b) and (d), in 
the discrete model; dp = 5 mm, v0 = 0.1 m/s. Vertical lines show the amplitude of the oscillations in the regions where 
oscillations occur; dotted lines indicate boundaries of solid particles; (c) and (d) represent the high-frequency sweep of 
the oscillations in the region shown by the arrows. 

Nonflow System 

First, consider the case when gas flow is absent. 
In this case, only high-velocity regimes may occur 
[4]. It is of interest to compare the calculated value 
of the critical size of an elementary cell, for which 
gas combustion in the nonfiowing systems becomes 
possible, with the experimental data. Using the prin- 
ciple of equivalent heat losses, Shaulov [12] obtained 
the following relation between the critical diameter 
of a tube (<ij.r) and the critical diameter of solid par- 
ticles (dCI): d\.r = 0.36 dcr. Based on the experimen- 
tal value of the critical diameter for tubes (^3 mm), 
the critical diameter of the solid particle can be es- 
timated as ^8.3 mm. Our numerical simulation 
leads to a similar value for the continual and discrete 
models, dcr «* 8 mm. 

Oscillatory Regimes of Flame Propagation at Low 
Gas Flow Rates 

It must be emphasized that the present investi- 
gation is actually the first numerical simulation of 
FGC that takes into account the unsteady-state heat 
and mass transfer in the gas phase both for the dis- 
crete model and the continuous model. 

One of the basic results obtained in the present 

work is the oscillatory instability of the combustion 
front propagation in both models. The instability is 
brought about by the slackening of the thermal in- 
teraction between the gas and solid phases when the 
particle diameter increases. The instability develops 
on the background of a rather wide preheating zone 
in the solid phase, as it occurs at a low gas flow rate. 

The oscillation mechanism involves the following 
stages: (1) After the shift of the combustion front 
from its position, corresponding to the steady-state 
solution, to the side of the heated porous matrix, the 
flame starts to move in the opposite (to the gas flow) 
direction due to the heat conduction mechanism in 
the gas phase; (2) the combustion front accelerates 
and propagates at a higher velocity and temperature 
than those for the steady-state solution, so that the 
flame slips past the stationary position and moves 
until extinction occurs in the region where the po- 
rous matrix has a low temperature and where intense 
combustion is impossible; (3) after flame suppres- 
sion, reignition occurs when the combustible gas 
mixture fills the previously heated channel of the 
flow zone. 

In the acceleration period, the combustion front 
attains the velocity corresponding to HVR and a 
temperature close to or exceeding the adiabatic one. 

For the gas flow rate v0 = 0.1 m/s, the oscillations 
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FIG. 3. Effect of the diameter of a solid particle, dp, on 
the limits of pulsation (or oscillations) of the combustion 
wave temperature; 1, 2, the maximal and minimal values 
of Tgmm in the discrete model; 3, Ts mM; symbols relate to 
the continuous model: A, the value of Tgmss with no oscil- 
lations; ©, the maximum value of T&max in oscillations; 
*, the minimal value of T„ max in oscillations; +, Ts max. 

FIG. 4. Effect of the diameter of a solid particle, dp on 
the mean combustion front velocity «; the curves 1, 2, 3, 
4, and 5 show « for the discrete model at the gas flow rate 
v0 = 0, 0.1, 0.2, 0.3, and 0.4 m/s, respectively; the symbols 
indicate « calculated by the continuous model. 

manifest themselves starting from the particle di- 
ameter «»3.5 mm and last until the transition to the 
common high-velocity regime at dp > dCI ** 8.5 mm. 
When the heat transfer between the flow and stag- 
nation zones is ignored, the range of the particle di- 
ameters where the oscillations occur becomes much 
narrower. The oscillation frequency is of the order 
of 10-100 Hz and is determined by the time of con- 
vective filling of the preheating zone by the com- 
bustible gas mixture and by the induction time of 
ignition. When dp tends to dCI, the temperature of 
the heated condensed phase (in the wake of the 
combustion wave) decreases and the space ampli- 
tude of oscillations becomes so large that it exceeds 
the real length of the modeled porous sample. 

These oscillations bear a resemblance to the pres- 
sure oscillations of similar frequency, which were ob- 
served in the experiments by Babkin on premixed 
gas combustion in closed vessels [6,7]. 

Peculiarities ofFGC in the Discrete Model 

Propagation of the opposing combustion wave in 
the discrete-modeled porous medium reveals its pul- 
sating nature. The maximal temperature and burn- 
ing rate in the combustion front and the velocity of 
its propagation are low in the regions of the gas flow 
zone adjacent to the particles, and increase in the 
neighborhood of the stagnation zone. 

For small elementary cells (L £ 2 mm), the pul- 
sation is also small because of intense heat exchange 
between the solid and gas phases. The amplitude of 
pulsation of the maximum gas temperature does not 
exceed 200 K, and the order of magnitude of the 
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combustion front velocity remains that correspond- 
ing to LVR. 

When the size of the elementary cells becomes 
larger than some critical value, d$ (approximately 
3.0-3.5 mm), the flame breaks into the high velocity 
regime of propagation in the neighborhood of the 
stagnation zone. After reaching the next cold parti- 
cle, the combustion front begins to move again with 
a low velocity. The maximum gas temperature rises 
greatly in the period of flame acceleration, and the 
temperature attains values close to the temperature 
of adiabatic gas combustion. Such a regime of com- 
bustion can be characterized as a mixed regime 
(MR). The mean front velocity for this regime is 
close to the analogous value for the continuous 
model because the front acceleration is changed by 
its strong retardation in the vicinity of cold particle 
upstream in the gas flow. 

In the case of the low gas flow rate (v0 = 0.1m/ 
s), the pulsations are superimposed on the high-fre- 
quency oscillation of the combustion front (Fig. 2). 
The periods of oscillatory propagation of the com- 
bustion front change to its translational movement 
after its mid-point passes the neighborhood of the 
stagnation zone. 

When L becomes greater than the second critical 
value, d@\ the flame propagates in HVR over all the 
regions of the flow zone. The interaction between 
the solid and gas phases becomes weaker and the 
amplitude of temperature and velocity pulsations de- 
creases. The value of d!§ depends on the gas flow 
rate and increases with increasing gas flow velocity. 

Figure 3 exhibits the dependence of the limits of 
temperature pulsations in the combustion front on 
the variation of the cell size at different values of the 
gas flow rate. Increasing the gas flow rate leads to 
decreasing pulsation amplitude because the com- 
bustion temperature tends to the adiabatic value. 
The mean velocities of combustion front propaga- 
tion are represented in Fig. 4. As would be expected, 
the transition to the fully developed HVR of the op- 
posing combustion wave becomes impossible when 
the Darcy velocity of the gas exceeds the velocity of 
normal adiabatic flame propagation in a plain gas 
medium (as occurs at t)0 = 0.4 m/s). 

Conclusions 

The proposed unsteady-state model of premixed 
gas combustion in a porous medium with discrete 
structure provides such essential details of the pro- 
cess as a pulsation of physico-chemical parameters 
in the combustion front, its space oscillations, tran- 
sition (under increasing particle size) from full LVR 
to the mixed regimes (MR) with the high front ve- 
locity in the vicinity of the stagnation zone, and then 
to the HVR throughout the whole porous sample. 

Though the space pulsation of the combustion in 

real disordered porous systems should be masked, 
the temperature pulsations and oscillations must re- 
veal themselves in the neighborhood of each solid 
particle. Whereas the mean velocities of the com- 
bustion front are similar for the discrete and contin- 
uous models, there are the regions of the combus- 
tion parameters where the effects associated with 
discreteness of a porous structure may essentially in- 
fluence the concentrations of final products and be 
of great importance from the viewpoint of environ- 
mentally clean combustion. 

Nomenclature 

c specific heat capacity 
D diffusion coefficient 
d particle diameter 
E activation energy 
k kinetic constant 
L size of an elementary cell 
LE length of a porous sample 
M molecular mass 
Nu Nusselt number 
P pressure 
R universal gas constant 
S surface area 

Q reaction heat 
T local temperature 
t time 
u flame velocity 
V gas velocity 
W reaction rate 
X space coordinate 
dt, dx partial derivatives with respect to t and x 

Greek Symbols 

a internal heat transfer coefficient 
e porosity 
X heat conductivity 
ß viscosity 
P density 
Z concentration 

Subscripts 

st 
s 
ign 
0 

stagnation zone 
solid phase 
ignition 
initial conditions 
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