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A new approach to adaptive CFAR detection and reduced-rank space-time adaptive processing is introduced. A general methodology is developed for the design and analysis of reduced-rank detectors with known and unknown covariance. The detection and false alarm probabilities are explicitly calculated and a cross-spectral metric is introduced for rank reduction. This metric is demonstrated to result in a low-rank detector which outperforms the principal components technique. The cross-spectral metric provides subspace dimensionality robustness and allows for the dimension of the detector to be reduced beneath the dimension of the noise subspace eigenstructure without significant performance loss.
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1 Introduction

This report is concerned with optimal space-time adaptive processing (STAP) in environments which cannot support fully-adaptive processing due to either size, weight, and power restrictions or sample support limitations. Typical sensor platforms which exhibit such restrictions include those that operate in airborne, space-segment, and undersea environments. The primary difficulty in STAP is that the dimension of the adaptive weight vector, which equals the product of the number of antenna elements and the number of Doppler bins, becomes large. Both the required sample support for STAP detection and the computational complexity of the algorithms, which update this weight vector, increase in proportion to the dimension of the weight vector. When the data from auxillary range gates are used for interference and clutter estimates, the required large sample support necessitates the use of range gates which are relatively far from the range gate of interest. These distant range gates may not preserve the homogeneity of the clutter and may not provide good estimates of the interference near the range gate of interest, thereby resulting in degraded performance.

Thus, real-time STAP implementations need a lower rank processor to be realizable from a computational viewpoint. A dilemma is encountered when the optimal steady-state solution requires a larger number of weights than the platform can support. In this report a general methodology is developed which reduces the dimensionality of the weight vector for target detection without adversely affecting the steady-state solution.

The optimal weight vector for adaptive signal detection takes the form of a linearly constrained Wiener filter [1, 2, 3, 4, 5, 6, 7], where the constraint is in angle and Doppler. It is noted that this linear constraint is not the same as the popular minimum-variance, distortionless-response
(MVDR) constraint for wideband arrays [8]. At first glance the form of the constrained Wiener filter for STAP and target detection does not provide much insight to the rank-reduction problem. As a consequence there is no clear methodology for finding the conditions needed to optimize a partially adaptive STAP system.

The most effective previously proposed reduced-rank solutions to the STAP problem require an eigendecomposition of the array covariance matrix or its estimate [9, 10, 11, 12, 13, 14, 15]. These methods are based on the principal component approximation of a covariance matrix [16, 17]. One goal of approximating the covariance matrix with a low-rank estimate is to simplify the weight update algorithm. Notably, the weight vector obtained by reducing the rank of the covariance matrix through the use of the principal components technique has full dimension [12, 13, 14, 15]. Finally, the principal component approach requires that the dimension of the noise subspace eigenstructure be known precisely. This dimension corresponds to the true rank of the interference-plus-clutter covariance matrix. Since this rank is never known a priori, it must be estimated. The penalty for underestimating the rank of this total noise contribution can be great; the detection performance degrades rapidly as the rank of the detector is decreased below the dimension of the noise subspace eigenstructure.

In this report a new method is introduced to achieve a reduced-rank array processor using what is called a cross-spectral metric. This metric was introduced recently for narrowband MVDR processors and least squares adaptive filters [18, 19]. For these cases the cross-spectral metric is shown to provide an upper-bound on the minimum mean-square error performance obtainable by all other eigen-based techniques. In this report the use of the cross-spectral metric is extended to STAP for target detection. It is shown that this metric also maximizes the output signal-to-interference plus noise ratio (SINR) [6, 20], thereby optimizing the weight vector for signal detection
under the joint Gaussian assumption [3].

The optimal processor is partitioned by means of a unitary operator which results in a structure called the generalized sidelobe canceller (GSC) [2, 21]. The GSC processor results in both a lower dimensional weight vector and an unconstrained optimal filter. The GSC is the canonical processor for signal detection, and it is by means of this sidelobe canceller interpretation that the process of rank reduction is motivated. Since the cross-spectral metric results in the analytical optimization of the SINR as a function of the weight vector dimension, a reduced-rank weight vector is obtained which best preserves the steady-state performance.

The optimal processor for detection under the joint Gaussian assumption is interpreted as consisting of two systems in cascade, as depicted in Figure 1. The first system is a noise field estimator which utilizes the constrained Wiener filter. This estimation system produces the best estimate of the test cell with which the presence or absence of a target is to be determined. The second system consists of a hypothesis testing mechanism which implements the detection criterion. The input to the optimal processor is the observed radar return, and the output is a decision $D_i$ with respect to target presence ($D_i = 1$) or absence ($D_i = 0$). With this interpretation of the optimal detector, the process of partial adaptivity belongs within the first system, and results in reduced-rank estimation.
The space-time adaptive processing framework is developed in Sect. 2. In Sect. 3 the detection criterion termed an AMF CFAR test is reviewed with a known covariance in terms of the standard direct-form detector. The equivalent full-rank GSC detector is derived in Sect. 4. The GSC form processor is utilized next in Sect. 5 to derive a new reduced-rank GSC AMF CFAR detector which uses the cross-spectral metric. Here it is demonstrated that the cross-spectral metric maximizes the output SINR as a function of the rank of the processor. The statistics of the reduced-rank AMF CFAR test with known and unknown covariance are derived in Sect. 6. An example of the performance of partially adaptive STAP for target detection is presented in Sect. 7, and the conclusions are provided in Sect. 8.
2 Space-Time Adaptive Processing

Radar returns are collected in a coherent processing interval (CPI), which may be represented as the 3-D data cube shown in Figure 2. The data is then processed at one range of interest, which corresponds to a slice of the CPI data cube. This slice is a $J \times K$ space-time snapshot, denoted by $X$. This space-time snapshot can be expressed also as the matrix

$$X = \begin{bmatrix}
  x_{0,0} & x_{0,1} & \cdots & x_{0,K-1} \\
  x_{1,0} & x_{1,1} & \cdots & x_{1,K-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{J-1,0} & x_{J-1,1} & \cdots & x_{J-1,K-1}
\end{bmatrix}, \quad (1)$$

where the individual elements $x_{j,k}$ correspond to the data from the $j$-th pulse repetition interval (PRI) and the $k$-th sensor element [3, 22].

The 2-D space-time data structure consists of element space information and PRI space-Doppler information. If a target is present in the range gate of interest, then the return $X$ is composed of components due to the target, the interference sources or jammers, clutter, and white noise:

$$X = X_t + X_i + X_c + X_w. \quad (2)$$

If no target is present, then the snapshot consists only of interference, clutter and white noise. The white noise in the space-time snapshot is the thermal noise present at the sensor elements, which
is both spatially and temporally white. Each of the other components of the radar return are now addressed.

The target is assumed to approximate a point target, present in only one range gate. The $J \times K$ space-time snapshot corresponding to the target is then given by

$$X_t = \alpha_t b(\omega_t) a^H(\theta_t),$$  \hfill (3)

where $a(\theta_t)$ is the $K \times 1$ spatial steering vector in the direction provided by the target spatial frequency $\theta_t$, $b(\omega_t)$ is the $J \times 1$ temporal steering vector at the target Doppler frequency $\omega_t$, and $\alpha_t$ is the amplitude of the target. The target data is then stacked column-wise to form the $KJ \times 1$ target vector

$$x_t = \alpha_t b(\omega_t) \otimes a(\theta_t),$$  \hfill (4)

where $(\cdot) \otimes (\cdot)$ represents the Kronecker tensor product operator.

The interference environment consists of several sources which are assumed temporally to be white (barrage jammers spread over all Doppler frequencies at a particular azimuth). The $J \times K$ space-time snapshot corresponding to the jammers is given by

$$X_i = \alpha_i A^H(\theta_i),$$  \hfill (5)

where $\alpha_i$ is the $J \times I$ matrix of jammer amplitudes for the $J$ PRI's of each of the $I$ interference sources and $A(\theta_i)$ is the $K \times I$ matrix whose $i$-th row is the spatial steering vector for the $i$-th interference source with spatial frequency $\theta_i$. The interference data is stacked column-wise to form the $KJ \times 1$ interference vector $x_i$.

The clutter returns are assumed to come from all areas within a common range gate in a direction towards which the antenna is directed. Consider returns from a circular ring about the
platform. If each spot within a clutter ring is a point-like reflector, its space-time snapshot takes the form,

$$X_{cp} = \alpha_{cp} b(\omega_{cp})a^H(\vartheta_{cp}),$$  \hfill (6)

where $\vartheta_{cp}$ and $\omega_{cp}$ are the spatial and Doppler frequencies of the clutter return from the $p$-th patch, and $\alpha_{cp}$ is the power from the $p$-th clutter patch. If the clutter is assumed to be locally stationary, it has a velocity relative to the radar platform which is determined by the azimuth angle between the array and the clutter patch. Finally, if the clutter returns are assumed to come from this clutter ring which is divided into a large number $D$ of evenly spaced sectors and summed, the total return from the clutter has the form,

$$X_c = \sum_{\phi_{cp}=1}^{D} \alpha_{cp} b(\beta \vartheta_{cp})a^H(\vartheta_{cp}),$$  \hfill (7)

where $\beta$ is the constant of linearity between the spatial and Doppler frequencies. The spatial frequency is given by

$$\vartheta_{cp} = \frac{d}{\lambda_o} \cos \theta_c \sin \phi_{cp},$$  \hfill (8)

where $d$, $\lambda_o$, and $\theta_c$ being the element spacing, wavelength, and fixed elevation angle, respectively. The clutter data is then stacked column-wise to form the $KJ \times 1$ vector $x_c$.

The total input noise vector $n$ is given by

$$n = x_i + x_c + x_w.$$  \hfill (9)

The input noise covariance matrix is then defined to be

$$R = E[nn^H].$$  \hfill (10)
3 The AMF CFAR Test with Known Covariance

Radar detection is a binary hypothesis problem, where hypothesis \( H_1 \) corresponds to target presence and hypothesis \( H_0 \) corresponds to target absence. Each of the components of the space-time snapshot vector \( \mathbf{x} \) are assumed to be independent, complex, multivariate Gaussian. This snapshot, for each of the two hypothesis, is of the form,

\[
\begin{align*}
H_0 : & \quad \mathbf{x} = \mathbf{n}, \\
H_1 : & \quad \mathbf{x} = \mathbf{x}_t + \mathbf{n}.
\end{align*}
\]  

(11)

The \( KJ \times 1 \)-dimensional space-time steering vector \( \mathbf{v}(\theta_t, \omega_t) \) is defined as follows:

\[
\mathbf{v}(\theta_t, \omega_t) = \mathbf{b}(\omega_t) \otimes \mathbf{a}(\theta_t),
\]

(12)

where \( \mathbf{b}(\omega_t) \) and \( \mathbf{a}(\theta_t) \) are introduced in (3). For convenience in the analysis to follow, the normalized steering vector in the space-time look-direction is defined to be

\[
\mathbf{s} = \frac{\mathbf{v}(\theta_t, \omega_t)}{\sqrt{\mathbf{v}^H(\theta_t, \omega_t)\mathbf{v}(\theta_t, \omega_t)}}.
\]

(13)

The normalized target gain \( \alpha \) is then given by

\[
\alpha = \alpha_t \sqrt{\mathbf{v}^H(\theta_t, \omega_t)\mathbf{v}(\theta_t, \omega_t)},
\]

(14)

where the original target gain \( \alpha_t \) is introduced in (3). The two hypothesis in (11) may now be written in the form

\[
\begin{align*}
H_0 : & \quad \mathbf{x} = \mathbf{n}, \\
H_1 : & \quad \mathbf{x} = \alpha \mathbf{s} + \mathbf{n},
\end{align*}
\]

(15)

where \( \alpha = |\alpha| e^{j\phi} \) is a complex gain whose random phase \( \phi \) is uniformly distributed between 0 and 2\( \pi \). The random vector \( \mathbf{x} \), when conditioned on \( \phi \), is Gaussian under both hypotheses. The conditional probability densities of \( \mathbf{x} \) are

\[
\begin{align*}
\mathbf{x} | H_1, \phi (\mathbf{x}) = & \frac{1}{\pi^{KJ} || \mathbf{R} ||} e^{-(\mathbf{x} - \alpha \mathbf{s})^H \mathbf{R}^{-1} (\mathbf{x} - \alpha \mathbf{s})}, \\
\mathbf{x} | H_0, \phi (\mathbf{x}) = & \frac{1}{\pi^{KJ} || \mathbf{R} ||} e^{-\mathbf{x}^H \mathbf{R}^{-1} \mathbf{x}}.
\end{align*}
\]

(16)
where \(|(\cdot)||\) is the determinant operator. The likelihood ratio test then takes the form,

\[
\Lambda = \frac{f_{\|H_1\|}(x)}{f_{\|H_0\|}(x)} = \frac{\frac{1}{2\pi} \int_0^{2\pi} f_{\|H_1\|,\alpha}(x) d\phi}{\frac{1}{2\pi} \int_0^{2\pi} f_{\|H_0\|,\alpha}(x) d\phi} H_1 > \eta, \tag{17}
\]

where \(\eta\) is some threshold. Using the densities in (16), the test in (17) becomes

\[
\Lambda = I_0 \left(2|\alpha| s^H R^{-1} x \right) e^{-|\alpha|^2 s^H R^{-1} s} H_1 > H_0 \eta, \tag{18}
\]

where \(I_0(\cdot)\) is the modified Bessel function of the first kind. The noise covariance matrix \(R\) is nonnegative definite and the modified Bessel function is monotonically increasing in its argument. Therefore, the test in (18) reduces to

\[
\Lambda_1 = \left| s^H R^{-1} x \right|^2 > \frac{H_1}{H_0} \eta_1, \tag{19}
\]

where the new threshold \(\eta_1\) is related to the previous threshold \(\eta\) as follows:

\[
\eta_1 = \left[ \frac{I_0^{-1} \left( \eta e^{ln |2s^H R^{-1} s|} \right)}{2|\alpha|} \right]^2. \tag{20}
\]

The test in (19) was the STAP detection criterion, developed in the well known papers by Brennan and Reed [3] and Reed, Mallett and Brennan (RMB) [4]. The RMB test takes the form of a matched filter for incoherent detection and is a Bayes optimal test which is maximally invariant with respect to the group of phase shifts. However, as noted by Kelly [23], no predetermined threshold can be set to achieve a specified false alarm probability since the detector is designed to operate in an unknown interference environment.

The RMB test in (19) can be modified to have a constant false alarm rate (CFAR) property via a normalization by the output power. This new test, derived independently in [24] and [25], is termed an adaptive matched filter (AMF). The AMF CFAR test takes the form,

\[
\Lambda_2 = \frac{\left| s^H R^{-1} x \right|^2}{s^H R^{-1} s} > \frac{H_1}{H_0} \eta_2, \tag{21}
\]
and is an optimum group invariant hypothesis test with respect to the change-of-scale and the initial target phase groups. The probability of detection for the AMF CFAR test $\Lambda_2$ is given by [24]

$$P_D = \sum_{n=0}^{\infty} \left( \frac{\xi^n e^{-\xi}}{n!} \right) Q(n + 1, \eta_2),$$

(22)

where $\xi$ is the output signal-to-interference plus noise ratio, $Q(\cdot)$ is the incomplete gamma function, and the threshold $\eta_2$ is found from the false alarm probability:

$$P_{FA} = Q(1, \eta_2) = e^{-\eta_2}.$$  

(23)

The RMB and AMF CFAR tests may be interpreted as functions of an optimal weight vector $w_{\text{SINR}}$ [4], which is obtained by an unconstrained optimization of the SINR as follows:

$$w_{\text{SINR}} = k R^{-1} s,$$

(24)

where $k$ is some arbitrary complex constant. The constrained optimization implemented by the sidelobe canceller form, which is introduced in the next section, fixes the value of $k$ to provide a normalization by the output power. The weight vector in (24) is now considered using a constrained optimization for target detection under the joint Gaussian assumption. The optimal constrained weight vector for maximizing the output SINR, while maintaining a normalized response in the target spatio-Doppler look-direction, was originally given in [2] as follows:

$$w_{\text{SINR}} = \frac{R^{-1} s}{s^H R^{-1} s}.$$ 

(25)

The output $y$ formed by applying this latter weight vector to the primary data is

$$y = w_{\text{SINR}}^H x = \frac{s^H R^{-1} x}{s^H R^{-1} s},$$

(26)

and the resulting output SINR is

$$\xi = \frac{|\alpha|^2}{P} = \frac{|\alpha|^2}{w_{\text{SINR}}^H R w_{\text{SINR}}} = |\alpha|^2 s^H R^{-1} s,$$

(27)
where $|\alpha|^2$ is the output power due to the target signal under hypothesis $H_1$ and

$$P = \frac{1}{s^H R^{-1} s}$$

is the output noise power of the processor. The weight vector in (25) is the result of a constrained optimization in which a beam is placed in that spatial and Doppler look-direction which is given by the steering vector $s$. This direct-form processor is depicted in Figure 3.

The RMB test in (19) may now be expressed in the form

$$\Lambda_1 = (s^H R^{-1} s)^2 |y|^2 = \frac{|y|^2}{P} \overset{H_1}{\underset{H_0}{\gtrless}} \eta_1,$$

which demonstrates that the RMB detector compares a threshold $\eta_1$ with the ratio of the output power to the square of the noise output power. The normalized AMF test in (21) may similarly be written in the form,

$$\Lambda_2 = (s^H R^{-1} s)^2 |y|^2 = \frac{|y|^2}{P} \overset{H_1}{\underset{H_0}{\gtrless}} \eta_2,$$

where the threshold $\eta_2$ is now compared with the ratio of the output power to the noise output power.
An equivalent new AMF CFAR detector is now developed which is characterized by a sidelobe canceller form. This sidelobe canceller form is used next to reduce the dimension of the weight vector $w_{SINR}$, which maximizes the output SINR and the probability of detection under the joint Gaussian assumption. The goal of this data reduction step is to obtain a reduced-dimensional test criterion which yields decisions which correspond with the full-dimensional AMF CFAR test in (21).
4 The GSC Form Processor

The direct-form STAP processor described in Sect. 3 is now transformed into the generalized sidelobe canceller (GSC) form. The GSC processor results in an unconstrained weight vector and reformulates the STAP detector structure into the form of a standard Wiener filter. This GSC form of the detector provides a deeper insight to the rank-reduction problem than appears to be possible otherwise.

Consider now using a unitary $KJ \times KJ$ matrix operator $T$ to transform the data prior to adaptive detection. The unitary nature of this matrix conserves power, so that the resulting output SINR is seen to be identical to the original direct-form detection processor. The structure of this operator is partitioned as follows:

$$ T = \begin{bmatrix} s^H \\ B \end{bmatrix}, $$

where the $KJ \times 1$-dimensional conventional space-time beamformer $s$ is defined in (13) and $B$ is the full-row rank $N \times KJ$ signal blocking matrix which maps $x$ onto the null-space of $s$, where $N = (KJ - 1)$. Hence,

$$ Bs = 0, $$

so that the matrix $B$ effectively blocks any signal coming from the spatio-Doppler look-direction. Any full row-rank matrix $B$ that satisfies (32) and results in an invertible $T$ is a valid signal blocking matrix. The Gram-Schmidt algorithm may be applied then to this matrix to generate an orthonormal $B$ and a unitary $T$. Two algorithms for directly finding an orthonormal $B$, using the singular value decomposition (SVD) and the QR decomposition, respectively, are described in Appendix A.

The transformation of the radar return $x$ by the operator $T$ in (31) yields a vector $\tilde{x}$ which has
the form
\[
\tilde{x} = Tx = \begin{bmatrix} s^Hx \\ Bx \end{bmatrix} = \begin{bmatrix} d \\ b \end{bmatrix},
\]
(33)
where the scalar-valued beamformed output is denoted by \(d\). Here also the \(N\)-dimensional vector \(b\) is termed the noise subspace data vector. It is seen now that the transformed data vector \(\tilde{x}\) has an associated covariance matrix \(R_{\tilde{x}}\) which takes the form:
\[
R_{\tilde{x}} = TRTH = \begin{bmatrix} \sigma_d^2 & r_{bd}^H \\ r_{bd} & R_b \end{bmatrix}.
\]
(34)
The \(N \times N\) noise subspace covariance matrix \(R_b\) is expressed by
\[
R_b = E[bb^H] = BRB^H.
\]
(35)
The \(N \times 1\) cross-correlation vector between the noise subspace data vector and the beamformer output is given by
\[
r_{bd} = E[bd^*] = BRs,
\]
(36)
where \(\ast\) represents the complex conjugate operator. The scalar \(\sigma_d^2\) in (34) is computed to be
\[
\sigma_d^2 = s^HRs,
\]
(37)
and represents the variance of the conventional beamformer output.

Next let \(T\) operate on the steering vector \(s\). This operation yields the unit transformed, steering vector \(e_1\), given by
\[
e_1 = Ts = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}.
\]
(38)
Then the optimal weight vector in these transformed coordinates is given by
\[
w_{gsc} = R_{\tilde{x}}^{-1}e_1 = \frac{R_{\tilde{x}}^{-1}e_1}{c_1^HR_{\tilde{x}}e_1} = \begin{bmatrix} 1 \\ -w \end{bmatrix},
\]
(39)
Figure 4: The full-rank GSC processor.

where $R_x$ is the covariance matrix in (34). The partitioning of the matrix operator $T$ leads naturally to the form of the GSC array processor depicted in Figure 4 [2, 7, 21]. This processor results in a fixed weight of unity for the upper branch and an adaptive weight vector $w$ of dimension $N = KJ - 1$ in the lower branch. The vector $w$ in (39) is provided by the Wiener solution corresponding to the filter depicted in Figure 4:

$$w = R_b^{-1} r_{bd},$$

(40)

where $R_b$ and $r_{bd}$ are computed in (35) and (36), respectively. The GSC form processor implements the $KJ$-dimensional weight vector in (39) using the partitioning defined in (33). The steady-state performance of the GSC and the direct-form processor are identical, but the adaptive weight vector $w$ in the GSC is of a lower dimension. Hence, the computational requirements for updating this weight vector are reduced and the GSC form therefore can be considered canonical.
The output of the arrays, utilizing the weight vectors described in (25) and (39), are identical and, using (33) and (39), may be expressed as follows:

\[ y = w_{SINR}^H x = w_{gs}^H \bar{x} = \left( s^H - w^H B \right) x. \]  

The output noise power is found by a substitution of (40) into (41) and the evaluation of the mean-square value of \( y \) using (28) as follows:

\[ P = \frac{1}{s^H R_{-1} s} = \sigma_d^2 - r_{bd}^H R_{b}^{-1} r_{bd}. \]  

The definitions of the filters \( s \) and \( B \) imply that the output SINR may be written by (27) in a more illuminating form as follows:

\[ \xi = \frac{|a|^2}{\sigma_d^2 - r_{bd}^H R_{b}^{-1} r_{bd}}. \]  

The observation data covariance matrix \( R_b \) is expressed now in terms of its eigenvectors and eigenvalues as follows:

\[ R_b = U L U^H, \]  

where \( U \) is a unitary \( N \times N \) matrix composed of the eigenvectors \( \{ \lambda_i \}_{i=1}^N \) and \( L \) is the diagonal matrix of associated eigenvalues \( \{ \lambda_i \}_{i=1}^N \). The noise process \( b \), defined implicitly in (33) is transformed to a principal coordinate process \( p \) as follows:

\[ p = U^H b. \]  

A normal component covariance matrix \( R_p \), cross-correlation vector \( r_{pd} \), and Wiener filter \( w_N \) are defined now as follows:

\[ R_p = E[pp^H] = U^H R_b U = L, \]  

\[ r_{pd} = E[pd^*] = U^H r_{bd}, \]  

\[ w_N = R_p^{-1} r_{pd} = U^H w. \]
Figure 5: The full-rank GSC processor in principal coordinates.

The GSC in these normal coordinates, depicted in Figure 5, is equivalent to the GSC in Figure 4 in terms of its steady-state characteristics. The array output of the GSC in normal coordinates is given by

$$y = (s^H - w_N^H U^H B)x = (s^H - w^H B)x.$$  \hspace{1cm} (49)

Note that the output noise power,

$$P = \sigma_d^2 - r_{pd}^H R_p^{-1} r_{pd} = \sigma_d^2 - r_{bd}^H R_b^{-1} r_{bd},$$  \hspace{1cm} (50)

and that the SINR,

$$\xi = \frac{|\alpha|^2}{\sigma_d^2 - r_{pd}^H R_p^{-1} r_{pd}} = \frac{|\alpha|^2}{\sigma_d^2 - r_{bd}^H R_b^{-1} r_{bd}},$$  \hspace{1cm} (51)

are conserved by any unitary transformation, including that realized by the operator $U$.  \hspace{1cm}
5 Partially Adaptive STAP and the Cross-Spectral Metric

We now derive the cross-spectral metric for optimal subspace selection and rank reduction in partially adaptive STAP. The problem of reducing the degrees of freedom for an array processor involves selecting a subset or some combination of the elements to be adaptively weighted. For notational purposes, let the space spanned by the columns of the fully adaptive array covariance matrix be denoted by $\mathcal{C}^N$, implying that the observation covariance matrices $\mathbf{R}_b$ and $\mathbf{R}_p$ are of dimension $N \times N$ and the vectors $\mathbf{r}_{bd}$, $\mathbf{r}_{pd}$, $\mathbf{w}$, and $\mathbf{w}_N$ are $N \times 1$-dimensional vectors. The partially adaptive GSC shown in Figure 6 utilizes an $N \times M$ transformation operator $\mathbf{U}$, in place of $\mathbf{U}$ in Figure 5, to form the $M$-dimensional reduced-rank observation data vector,

$$z = \mathbf{U}^H \mathbf{b},$$

(52)

where $M < N$. The associated $M \times M$ reduced-rank covariance matrix is given by

$$\mathbf{R}_z = \mathbf{U}^H \mathbf{R}_b \mathbf{U} = \Lambda_M,$$

(53)

where $\Lambda_M$ is the diagonal matrix composed of the $M$ eigenvalues corresponding to the eigenvectors to be selected which form $\mathbf{U}$. The cross-correlation between the process $z$ and the desired signal $d$ is given by

$$\mathbf{r}_{zd} = \mathbb{E}[zd^*] = \mathbf{U}^H \mathbf{r}_{bd}.$$  

(54)

The data vector $z$ is then processed by the reduced-rank weight vector $\mathbf{w}_M$, which is of dimension $M \times 1$. From Wiener filter theory this weight vector is expressed finally by

$$\mathbf{w}_M = \mathbf{R}_z^{-1} \mathbf{r}_{zd} = \Lambda_M^{-1} \mathbf{U}^H \mathbf{r}_{bd}.$$  

(55)

The most popular technique for subspace selection is based on the principal components method [9, 11, 12, 13, 14]. This method determines the singular value decomposition of the $N \times N$-
dimensional covariance matrix $R_b$ and selects the $M$ largest eigenvectors (those corresponding to the largest eigenvalues) to form the $M$-dimensional eigen-subspace $\Psi \subset \mathcal{C}^N$ in which the adaptive processor operates. However, this technique does not directly consider the maximum output SINR performance measure to maximize the probability of detection, which is a function of not only the space spanned by the noise covariance matrix $R_b$ but also of the cross-correlation between the desired signal $d$ and the noise process $b$.

The derivation in [18] is now used to reduce the rank of the Wiener filter in a manner which maximizes the output SINR. To accomplish this a rank reducing $N \times M$ transformation matrix $U$, which is composed of some $M$ columns from $U$, needs to be selected (see Figure 6). The operator $U$ is constrained therefore to be a subset of $M$ of the $N$ possible eigenvectors of $R_b$. This particular constraint allows a direct comparison with the principal component technique, which chooses the rank reducing transform to be composed of those $M$ eigenvectors which correspond to the largest $M$ eigenvalues. Thus, the particular problem at hand is to choose the subspace spanned by a set of $M$ eigenvectors out of the $N$ available such that the resulting $M$-dimensional Wiener filter yields the largest output SINR out of all $\binom{N}{M}$ possible combinations of eigenvectors. The subspace spanned by the columns of the optimal reduced-rank covariance matrix which achieves this maximization of the output SINR as a function of filter rank is denoted by $\Omega \subset \mathcal{C}^N$.

Now denote the reduced-rank processor output by $y_r$. This is illustrated in Figure 6. A study of Figures 5 and 6 suggest that the reduced-rank processor output may be expressed by the relation,

$$y_r = \begin{bmatrix} 1, & w_N^H U^H - w_M^H U^H \end{bmatrix} \begin{bmatrix} y \\ b \end{bmatrix}. \quad (56)$$

Denote the weight error vector between the full-rank weight vector and its reduced-rank version by

$$\varepsilon = U w_N - U w_M. \quad (57)$$
By (50) the output noise power for the reduced-rank processor is now computed in this notation to be

\[ P_r = \sigma_d^2 - r_{pd}^H R_p^{-1} r_{pd} + e^H R_\delta \epsilon \geq P, \]  

(58)

and the reduced-rank SINR is expressed as

\[ \xi_r = \frac{|\alpha|^2}{\sigma_d^2 - r_{pd}^H R_p^{-1} r_{pd} + e^H R_\delta \epsilon} \leq \xi. \]  

(59)

Note that the target signal power is not affected by rank reduction; the rank reduction is only a function of the noise field estimation. A comparison of (50) with (58) or (51) with (59), shows that it is desirable to choose the rank reducing operator \( \mathbf{U} \) in a manner that minimizes the additional mean-square error incurred by the rank reduction. Define the \( N \times M \) subspace index matrix \( \mathbf{J} \), given by

\[ \mathbf{J} = \mathbf{U}^H \mathbf{U}. \]  

(60)

This matrix is composed of \( N \) orthonormal unit vectors and \( N-M \) null vectors in an order which
corresponds with the selection of the $M$ columns of $U$ that were retained to form the rank reducing operator $U$. Now, one wants to minimize the scalar term $\varepsilon^H R_\delta \varepsilon$ which appears in (58) and (59) as follows:

$$\min [\varepsilon^H R_\delta \varepsilon] = \min \left[ (w_N^H R_p^{1/2} - w_M^H R_z^{1/2} J^H) \left( R_p^{1/2} w_N - J R_z^{1/2} w_M \right) \right]. \quad (61)$$

Thus evidently the best solution for (61) is to choose that set of $M$ rows of $U$ for the $M \times N$ matrix $U$ such that $J R_z^{1/2} w_M$ is the best low rank approximation to the vector $R_p^{1/2} w_N$.

The Wiener-Hopf relationship for the full-rank case is given by

$$R_p w_N = r_{pd}. \quad (62)$$

A multiplication of both sides of (62) by $R_p^{-1/2}$ on the left yields the following relationships:

$$R_p^{1/2} w_N = R_p^{-1/2} r_{pd} = A^{-1/2} U^H r_{bd} = \begin{bmatrix} \psi_H^{r_{bd}} \\ \sqrt{\lambda_1} \psi_H^{r_{bd}} \\ \sqrt{\lambda_2} \psi_H^{r_{bd}} \\ \vdots \\ \sqrt{\lambda_N} \psi_H^{r_{bd}} \end{bmatrix}. \quad (63)$$

Hence in order to make the vector $J R_z^{1/2} w_M$ be the best low rank approximation to the vector $R_p^{1/2} w_N$, it is necessary to rank order the terms in (63) by their magnitude. With this ranking of the eigenvectors which compose the matrix $U$, the index matrix $J$ takes the form

$$J = \begin{bmatrix} I \\ 0 \end{bmatrix}, \quad (64)$$

where $I$ is the $M \times M$ identity matrix and $0$ is the $(N - M) \times M$ null matrix. Then the rank reducing operator $U$ is selected by choosing those $M$ eigenvectors of $U$ which correspond with the largest $M$ values of the sequence of non-negative terms

$$\left| \frac{\psi_H^{r_{bd}}}{\sqrt{\lambda_i}} \right|^2 \quad (65)$$
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for $i = 1, 2, \ldots N$. Note that the metric in (65) measures the cross-spectral energy projected along the $i$-th eigenvector. With this selection, the columns of the reduced-rank covariance matrix $R_x$ span the $M$-dimensional cross-spectral subspace $\Omega \subset \mathbb{C}^N$ to provide the largest output SINR of any $M$-dimensional subspace which is spanned by $M$ of the $N$ columns of $U$.

Clearly, the subspace $\Omega$ spanned by the columns of eigenvectors corresponding with the $M$ largest values of the cross-spectral metric is not the same as the subspace $\Psi$ spanned by the eigenvectors corresponding with the $M$ largest eigenvalues for all values of $M$. This means that the Wiener filter in the cross-spectral subspace $\Omega$ yields an output SINR which is always larger than or equal to that provided by the Wiener filter in the subspace $\Psi$. We conclude that the reduced-rank Wiener filter found via the cross-spectral metric maximizes the output SINR as a function of the rank of the filter for the eigenvector basis. Thus the cross-spectral metric results in an upper-bound on the performance of eigen-based rank reduction techniques.

To demonstrate that the cross-spectral metric is optimal for each rank $M \leq N$, we consider the decomposition of the SINR performed by the full-rank matrix of eigenvectors $U$. The output SINR of the full-rank processor, from (46) and (51), can be expressed as

$$\xi = \frac{|\alpha|^2}{\sigma_d^2 - \sum_{i=1}^{N} \frac{|\mathbf{V}_i^H \mathbf{r}_{bd}|^2}{\lambda_i}}.$$  \hspace{1cm} (66)

The optimal reduced-rank SINR is expressed as

$$\xi_r = \frac{|\alpha|^2}{\sigma_d^2 - \sum_{j \in \Omega} \frac{|\mathbf{V}_j^H \mathbf{r}_{bd}|^2}{\lambda_j}}.$$  \hspace{1cm} (67)

Finally, a comparison of the decision rule in (65) with the expressions in (66) and (67) demonstrate that the cross-spectral metric maximizes the output SINR as a function of the rank of the weight vector.
6 The Reduced-Rank AMF CFAR Test with Known and Unknown Covariance

The AMF CFAR test in (21) is defined in terms of the output signal $y$ and the output noise power $P$ of the direct form processor. The GSC is then derived as the canonical form of this optimal array processor in Sect. 4, where it is also demonstrated that the GSC yields an output signal and SINR which are equivalent with that provided by the direct-form processor.

An optimal reduced-rank STAP design technique is derived in Sect. 5, where the GSC form processor was utilized. It is also shown in Sect. 5 that the target signal power is not affected by rank reduction. Thus, as mentioned in Sect. 1, the process of rank reduction for partially adaptive STAP belongs within the noise field estimation system shown in Figure 1. The cross-spectral metric provides an upper-bound on the output SINR achievable by reduced-rank detectors using an eigenvector basis. This fact explains why the cross-spectral metric provides a capability to achieve reduction in the rank of the weight vector below the dimension of the noise subspace eigenstructure without a significant loss in performance. The cross-spectral metric given in (65) provides the best set of the possible $\binom{M}{N}$ eigenvectors of the noise subspace covariance matrix to select for rank reduction. These optimal eigenvectors are then used by the hypothesis testing mechanism to determine target presence or absence. A new optimal reduced-rank AMF CFAR test is now formally defined and analyzed.

For convenience, we now rewrite the AMF CFAR test in (30) as follows:

$$\Lambda_2 = \frac{\left| s^H R^{-1} x \right|^2}{s^H R^{-1} s} = \frac{|y|^2}{P} \frac{H_1}{H_0} < \eta_2.$$  \hspace{1cm} (68)

The reduced-rank array output $y_r$, derived in (56) and depicted in Figure 6, is written now in the
form,

\[ y_r = (s^H - w_m^H U^H B)x = d - w_m^H z = d - r_{zd}^H R_z^{-1} z. \]  \hspace{1cm} (69)

Also the reduced-rank output noise power \( P_r \) in (58) may be expressed by

\[ P_r = \sigma_d^2 - r_{zd}^H R_z^{-1} r_{zd}, \]  \hspace{1cm} (70)

where the covariance matrix \( R_z \) and the cross-correlation vector \( r_{zd} \) were defined in (53) and (54), respectively. In terms of the expressions in (69) and (70), a new optimal reduced-rank version of the AMF CFAR test is obtained as follows:

\[ \lambda_{2r} = \frac{|y_r|^2}{P_r} \frac{H_1}{H_0} \gtrless \eta_2, \]  \hspace{1cm} (71)

where the reduced-rank SINR is given by

\[ \xi_r = \frac{|\alpha|^2}{\sigma_d^2 - r_{zd}^H R_z^{-1} r_{zd}}. \]  \hspace{1cm} (72)

The probability of detection of this new reduced-rank AMF test in (71) is modified to

\[ P_{D_r} = \sum_{n=0}^{\infty} \left( \frac{(\xi_r)^n e^{-\xi_r}}{n!} \right) Q(n + 1, \eta_2), \]  \hspace{1cm} (73)

and the probability of false alarm retains the form,

\[ P_{FA} = Q(1, \eta_2) = e^{-\eta_2}. \]  \hspace{1cm} (74)

Note that the expressions in (69), (70), (71), (72), (73) and (74) are valid for any unitary operator used for rank reduction with a subspace selection rule which chooses \( M \) of the \( N \) columns of the unitary operator. This includes, but is not limited to the reduced-rank principal component and cross-spectral AMF CFAR tests, which use the unitary matrix composed of the eigenvectors of \( R_z \).

The reduced-rank AMF CFAR test is now examined for the case of unknown covariance. The standard approach for radar detection when the noise covariance is unknown is to obtain an estimate
from some \( L > KJ \) range gates in the neighborhood of the range gate currently being tested for signal presence. The data in the range gate of interest is termed the primary data. The \( L \) nearby range gates, which yield what is termed the secondary or auxiliary data, are assumed to be target-free. It is also possible to assume that only multiple snapshots of the same range gate are available. The presentation of the material in this section follows similar derivations given previously for full-rank detectors [26, 27, 24, 25, 28, 29, 30].

It is well known that the maximum likelihood estimate of the covariance matrix \( \mathbf{R} \) is provided by the sample covariance matrix \( \hat{\mathbf{R}} \), i.e.

\[
\hat{\mathbf{R}} = \frac{1}{L} \sum_{i=1}^{L} \mathbf{n}_i \mathbf{n}_i^H,
\]

(75)

where \( \mathbf{n}_i \) is the \( KJ \times 1 \) vector of samples from the \( i \)-th nearby range gate. Define an auxiliary \( KJ \times L \) data matrix \( \mathbf{A} \) by

\[
\mathbf{A} = [\mathbf{n}_1, \mathbf{n}_2, \ldots, \mathbf{n}_L],
\]

(76)

so that the sample covariance matrix \( \hat{\mathbf{R}} \) may be written in the form,

\[
\hat{\mathbf{R}} = \frac{1}{L} \mathbf{A} \mathbf{A}^H.
\]

(77)

Then the AMF CFAR test is expressed in terms of the sample covariance matrix as follows:

\[
\Lambda_{2s} = \frac{|\mathbf{s}^H \hat{\mathbf{R}}^{-1} \mathbf{x}|^2}{\mathbf{s}^H \hat{\mathbf{R}}^{-1} \mathbf{s}} = \frac{L |\mathbf{s}^H (\mathbf{A} \mathbf{A}^H)^{-1} \mathbf{x}|^2}{\mathbf{s}^H (\mathbf{A} \mathbf{A}^H)^{-1} \mathbf{s}} \frac{H_1}{H_0} \geq \eta_2.
\]

(78)

The data matrix \( \mathbf{A} \) is expressed now in the form

\[
\mathbf{A} = \mathbf{R}^{1/2} \mathbf{X},
\]

(79)

where \( \mathbf{X} \) is a \( KJ \times L \) matrix of zero-mean, independent and identically distributed, complex Gaussian variates with unit variance. Then an equivalent test to the sampled data AMF CFAR...
test in (78) is provided by

$$\Lambda_{2s} = \frac{L \left| \Sigma_{H} \left( XX^H \right)^{-1} \Sigma \right|^2}{\Sigma_{H} \left( XX^H \right)^{-1} \Sigma_{0}} H_1 \geq \eta_2. \quad (80)$$

The methodology used in the previous section for transforming the observed data into the GSC form is now applied to the auxiliary data. The matrix \( T \) defined in (31) operates on the data matrix \( X \) defined in (79). The transformed data matrix \( \tilde{X} \) has the form,

$$\tilde{X} = TX = \begin{bmatrix} \mathcal{D} \\ \mathcal{B} \end{bmatrix}, \quad (81)$$

where \( \mathcal{D} \) is the \( 1 \times L \) beamformed data vector and \( \mathcal{B} \) is the \( N \times L \) noise subspace data matrix where \( N = KJ - 1 \).

The rank reducing \( N \times M \) transform \( \mathcal{U} \), defined to be composed of those \( M \) eigenvectors of \( \mathbf{R}_b \) which maximize the cross-spectral metric given in (65), is applied next to form a \((M+1) \times (M+1)\) transformed reduced-rank sample covariance matrix as follows:

$$\tilde{\mathbf{R}}_{\tilde{X}} = \begin{bmatrix} 1 & 0^H \\ 0 & \mathcal{U}^H \end{bmatrix} \mathbf{T} \mathbf{X} \mathbf{X}^H \mathbf{T}^H \begin{bmatrix} 1 & 0^H \\ 0 & \mathcal{U}^H \end{bmatrix} = \begin{bmatrix} \mathcal{D} \mathcal{D}^H & \mathcal{D} \mathcal{Z}^H \\ \mathcal{Z} \mathcal{D}^H & \mathcal{Z} \mathcal{Z}^H \end{bmatrix} = \begin{bmatrix} \sigma_d^2 & \hat{\mathbf{r}}_{zd}^H \\ \hat{\mathbf{r}}_{zd} & \tilde{\mathbf{R}}_z \end{bmatrix}, \quad (82)$$

where the reduced-rank \( M \times L \)-dimensional auxiliary data vector \( \mathbf{Z} \) is given by

$$\mathbf{Z} = \mathcal{U}^H \mathcal{B}. \quad (83)$$

The optimal \((M+1) \times 1\)-dimensional reduced-rank weight vector in these transformed coordinates is given by

$$\hat{\mathbf{w}}_{gsc} = \begin{bmatrix} 1 \\ -\hat{\mathbf{w}}_r \end{bmatrix}, \quad (84)$$

where the \( M \times 1 \)-dimensional vector \( \hat{\mathbf{w}}_r \) is provided by the Wiener solution corresponding to the filter depicted in Figure 4, namely

$$\hat{\mathbf{w}}_r = \left( \mathbf{Z} \mathbf{Z}^H \right)^{-1} \mathbf{Z} \mathbf{D}^H = \hat{\mathbf{R}}_z^{-1} \hat{\mathbf{r}}_{zd}. \quad (85)$$
The resulting output power is given by

\[ \hat{P}_r = \delta_d^2 - \mathbf{r}_{zd}^H \hat{\mathbf{R}}_{x}^{-1} \mathbf{r}_{zd}. \]  

(86)

The primary data is also transformed by \( \mathbf{R}^{-1/2} \) and \( \mathbf{T} \) to obtain

\[ \mathbf{x}_p = \mathbf{T} \mathbf{R}^{-1/2} \mathbf{x} = \begin{bmatrix} d \\ b \end{bmatrix}, \]  

(87)

and the reduced-rank \( M \times 1 \)-dimensional primary data vector is then given by

\[ \mathbf{z}_p = \mathbf{U}^H \mathbf{b}. \]  

(88)

The reduced-rank AMF CFAR test with an unknown covariance corresponding to the test in (78) is expressed now in the form,

\[ \Lambda_{2r} = \left| \frac{d - \hat{\mathbf{w}}_r^H \mathbf{z}_p}{\delta_d^2 - \mathbf{r}_{zd}^H \hat{\mathbf{R}}_{x}^{-1} \mathbf{r}_{zd}} \right|^2 = \frac{|y_r|^2}{\hat{P}_r} \frac{H_1}{\hat{P}_0} \lambda_{2r}, \]  

(89)

where the threshold \( \lambda_{2r} \) in (89) is related to the original threshold \( \lambda_2 \) in (78) by

\[ \lambda_{2r} = \frac{\lambda_2}{L}. \]  

(90)

Next the denominator of the reduced-rank sampled data AMF CFAR test in (89) is rewritten in the form,

\[ \hat{P}_r = \mathbf{D} \left( \mathbf{I} - \mathbf{Z}^H \hat{\mathbf{R}}_{x}^{-1} \mathbf{Z} \right) \mathbf{D}^H = \mathbf{D} \mathbf{C} \mathbf{D}^H. \]  

(91)

The vector \( \mathbf{D} \) is a \( 1 \times L \) zero-mean, white Gaussian random vector. Therefore the distribution of \( \mathbf{D} \) can be denoted by

\[ \mathbf{D} \rightarrow N_L(0, \mathbf{I}), \]  

(92)

where \( N_L(0, \mathbf{I}) \) is a joint Gaussian density of zero mean and covariance \( \mathbf{I} \), the \( L \times L \) identity matrix. Also it is easily shown by (83) that the matrix \( \mathbf{I} - \mathbf{C} \), given by

\[ \mathbf{I} - \mathbf{C} = \mathbf{Z}^H \hat{\mathbf{R}}_{x}^{-1} \mathbf{Z} \]  

(93)
is a projection matrix of rank $M$ which projects vectors onto the reduced-rank auxillary data noise subspace. The matrix $C$ is also an idempotent projection matrix of rank $L - M$, and the distribution of $\hat{P}_r$ is therefore central $\chi^2$ with $L - M$ degrees of freedom [31, Theorem 1.4.2, p.27]. Thus the distribution of $\hat{P}_r$ is expressed by

$$\hat{P}_r \sim \chi^2_{L-M}.$$ (94)

The output of the reduced-rank GSC form array variate may be expressed next by

$$y_r = d - \hat{F}_r^H \hat{R}_z^{-1} z_p,$$ (95)

which is conditionally complex Gaussian distributed when the quantities $z_p$ and $\mathcal{Z}$ are fixed. The conditional covariance of $y_r$ is $\rho^{-1}$, where $\rho$ is given by

$$\rho = \frac{1}{1 + z_p^H \hat{R}_z^{-1} z_p}.$$ (96)

The parameter $\rho$ is the well known RMB loss factor [4, 32, 25, 26] for the reduced-rank processor, and it has a central Beta distribution which is given by

$$f_\rho(\rho) = \frac{\rho^{L-M}(1-\rho)^{M-1}}{\beta(M, L - M + 1)},$$ (97)

where

$$\beta(a, b) = \frac{(a-1)! (b-1)!}{(a + b - 1)!}.$$ (98)

Hence the distribution of the reduced-rank AMF CFAR test is given by

$$\Lambda_{2r}(y_r, \hat{P}_r, z_p, \mathcal{Z}) \sim \rho^{-1} \frac{\chi^2(\delta)}{\chi^2_{L-M}} = \frac{\gamma}{\rho},$$ (99)

where $\delta$ is the noncentrality parameter, given by

$$\delta = \rho \xi_r.$$ (100)
The parameter $\gamma$ is the ratio of two independent $\chi^2$ variables where the numerator is noncentral $\chi^2$ distributed. Hence, under hypothesis $H_1$, $\gamma$ has a noncentral $F$ distribution [31, Theorem 1.3.6, p.24] given by

$$f_{\gamma|H_1}(\gamma) = \frac{e^{-\delta}}{\beta(1, L - M)(1 + \gamma)^{L - M + 1}} \, _1F_1 \left( L - M + 1, 1, \frac{\delta \gamma}{1 + \gamma} \right). \quad (101)$$

Therefore, the conditional distribution of the test $\Lambda_{2s_r}$ given $z_p$ and $\mathcal{E}$ under hypothesis $H_1$, may be expressed by

$$f_{\Lambda_{2s_r}|z_p,H_1}(q) = \frac{e^{-\delta}}{\beta(1, L - M)(1 + q\rho)^{L - M + 1}} \, _1F_1 \left( L - M + 1, 1, \frac{\delta q \rho}{1 + q\rho} \right). \quad (102)$$

The unconditional probability density function of the reduced-rank AMF CFAR test is then computed as follows:

$$f_{\Lambda_{2s_r}|H_1}(q) = \int_0^1 f_{\Lambda_{2s_r}|z_p,H_1}(q) f_{\rho|H_1}(\rho) \, d\rho, \quad (103)$$

which is expressible in the form,

$$f_{\Lambda_{2s_r}|H_1}(q) = \frac{1}{\beta(1, L - M) \beta(M, L - M + 1)} \int_0^1 e^{-\delta} \frac{\rho^{L - M + 1} (1 - \rho)^{M - 1}}{(1 + q\rho)^{L - M + 1}} \, _1F_1 \left( L - M + 1, 1, \frac{\delta q \rho}{1 + q\rho} \right) \, d\rho, \quad (104)$$

where $q \geq 0$. Finally by (104) for a fixed threshold $\eta$, the probability of detection is computed to be

$$P_D(\eta) = \int_\eta^\infty f_{\Lambda_{2s_r}|H_1}(q) \, dq, \quad (105)$$

which when evaluated has the form

$$P_D(\eta) = \int_0^1 \frac{e^{-\delta} \rho^{L - M} (1 - \rho)^{M - 1}}{\beta(1, L - M) \beta(M, L - M + 1)} \int_{\frac{\eta q}{1 + \eta q}}^{\eta} (1 - q)^{L - M - 1} \, _1F_1 \left( L - M + 1, 1, \delta q \right) \, dq \, d\rho. \quad (106)$$
The distribution of the reduced-rank AMF CFAR test under hypothesis \( H_0 \) requires that the variable \( \delta \) be set to zero, and (104) reduces to

\[
I_{\Delta_{2a}, H_0}(q) = \frac{1}{\beta(1, L - M) \beta(M, L - M + 1)} \int_0^1 \frac{\rho^{L-M+1} (1 - \rho)^{M-1}}{(1 + q\rho)^{L-M+1}} \, d\rho,
\]  

(107)

which, for the selected threshold \( \eta \), yields a false alarm probability given by

\[
P_{FA}(\eta) = \int_0^\infty I_{\Delta_{2a}, H_0}(q) \, dq = \frac{1}{\beta(1, L - M) \beta(M, L - M + 1)} \int_\eta^\infty \int_0^1 \frac{\rho^{L-M+1} (1 - \rho)^{M-1}}{(1 + q\rho)^{L-M+1}} \, d\rho \, dq.
\]  

(108)

Since the \( P_{FA} \) is only a function of the threshold \( \eta \) and the integers \( L \) and \( M \), all of which are held fixed, the test \( \Delta_{2a} \) has a constant false alarm rate.
7 An Example of the Performance of Partially Adaptive Radar

A simulation is now considered which utilizes the parameters of the ARPA Mountain Top radar in order to compare the performance of the reduced-rank detectors to that of the full-rank, joint domain optimal detector. The AMF CFAR test with known covariance is utilized exclusively for this example.

The Mountain Top radar employs the Radar Surveillance Technology Experimental Radar (RSTER) and the Inverse Displaced Phase Center Array (IDPCA), co-located at the same site [33]. It is assumed that the radar is in the RSTER-90 configuration and the receive-only mode. The transmit frequency is 450 MHz. This radar consists of $K=14$ elements and $J=16$ pulses in the PRI. The elevation angle $\theta$ is fixed (pre-beamformed), and the azimuth angle $\phi$ is the only free parameter. The dimension of the adaptive processor is $KJ = 224$. The GSC processor beamforms the target signal in one branch and, using a bloching matrix $B$, blocks the target signal from the other branch. The noise subspace data vector is then of dimension $N = KJ - 1 = 223$. The corresponding full-rank GSC weight vector is also of dimension $223 \times 1$.

For the purposes of this analysis, three barrage jammers and land clutter compose the interference enviroemnt and one target signal is present. It is assumed that the radar platform is at a height of 500 meters, and that the platform velocity is 500 meters per second. The target, which is also at a height of 500 meters, has a range of 22 kilometers and an azimuth of $-30^\circ$. The target velocity is 250 meters per second. This target has a signal-to-noise ratio (SNR) of 15 dB, representing a small, non-fluctuating, constant radar cross-section target. The three jammers have azimuth angles of $-60^\circ$, $30^\circ$ and $60^\circ$, with jammer-to-noise ratios of 30 dB, 40 dB, and 30 dB, respectively. The clutter-to-noise ratio is set to be 30 dB.
The cross-spectral metric is now applied to the GSC and the detection performance is compared
to the principal component techniques such as PCI [13, 14], which has also been termed an eigen-
canceler [12, 15]. The performance of the fully adaptive GSC, the partially adaptive eigen-subspace
GSC, and the partially adaptive cross-spectral subspace GSC processors are evaluated.

To obtain the performance of the subspace selection techniques, let the dimension of the adaptive
processor be reduced from \( N = 223 \) weights to \( M = 50 \). The dimension of the noise subspace
eigenstructure is calculated to be approximately 70. This is the lower bound for the standard rank
reduction techniques [9, 10, 11]. The power spectrum of the data, averaged over 500 snapshots,
is presented in Figure 7, from which it is evident that the target signal is not discernible. Figure
8 presents the gain of the full-rank spatio-temporal Wiener filter, from which it is seen that the
optimal space-time weight vector of dimension 223 is capable of attenuating all jammers and clutter
while passing the target signal. The full-rank Wiener filter SINR is 38.28 dB. Figure 9 depicts the
spatio-temporal gain of the rank 50 eigen-subspace Wiener filter. The clutter and most of the power
from the three jammers is passed with relatively high gain; there is little attenuation of the noise.

The output SINR for the eigen-subspace Wiener filter is 25.98 dB, reflecting a loss of 12.3
dB. The spatio-temporal gain of the rank 50 cross-spectral subspace Wiener filter is depicted in
Figure 10. It can be seen that by simply selecting a different set of 50 eigenvectors, the resulting
array response closely approximates the full-rank optimal STAP matched filter and the clutter and
jammers are attenuated. The resulting output SINR is 28.03 dB, reflecting a loss of only 0.25 dB
in reducing the rank from 223 to 50.
Figure 7: The power spectrum of the data.
Figure 8: The full-rank Wiener filter.
Figure 9: The reduced-rank eigen-subspace Wiener filter.
Figure 10: The reduced-rank cross-spectral subspace Wiener filter.
Figure 11: The output SINR of the reduced-rank processors as a function of the rank of the data.
The performance of these two reduced-rank processors may also be evaluated by plotting the output SINR as a function of Wiener filter rank. The SINR for the eigen-subspace and cross-spectral subspace reduced-rank processors are compared to the full-rank SINR in Figure 11 as the rank increases from 1 to 223. It can be seen from this figure that the eigen-subspace processor converges to the optimal SINR in an abrupt manner, thereby obtaining the optimal value only once the Wiener filter rank reaches the dimension of the noise subspace eigenstructure. This is characteristic of the eigen-subspace techniques in nearly all of its applications since the principal components method does not yield an optimal filter as a function of rank. By contrast the cross-spectral metric depicts an exponential-like convergence to the optimal SINR.

The above simulation shows that the reduced-rank Wiener filter in the cross-spectral subspace outperforms the Wiener filter in the eigen-subspace for all filter ranks less than the dimension of the noise subspace eigenstructure. It is verified in Figure 11 that the cross-spectral metric provides an upper-bound to the SINR performance achievable by a reduction of the number of eigenvectors of the array covariance matrix. Finally, note for the Mountain Top radar example that the reduction of the rank to 50 weights can be interpreted as an error in estimating the dimension of the noise subspace eigenstructure. It is clear from Figure 11 that the penalty in SINR performance for underestimating the rank of the noise subspace eigenstructure is greatly reduced in the cross-spectral approach to rank reduction. This robustness property is paramount for reduced-rank detection in unknown noise environments.

Next the probability of false alarm for each test is set to $P_{FA} = 10^{-6}$. The detection probabilities are calculated for the full-rank test (223 adaptive weights) and for the two reduced-rank tests (50 adaptive weights) in the eigen-subspace and the cross-spectral subspace. The resulting plots of $P_D$ versus the normalized output SINR are presented in Figure 12. The normalized SINR is
Figure 12: The AMF probability of detection versus normalized output SINR.

calculated by dividing the output SINR of each reduced-rank detector by the output SINR of the full-rank detector. It is seen that the full-rank AMF detector and the rank 50 cross-spectral AMF detector demonstrate very similar performance. By comparison, the rank 50 eigen-subspace detector performs quite poorly. Recall that a target input SNR of 15 dB is used in the graphical examples presented earlier in this section. The full-rank and cross-spectral AMF detectors both yield a detection probability nearly equal to unity for this target. The eigen-subspace detector, however, yields a $P_D$ near zero for this same scenario. The rank 50 cross-spectral subspace detector yields a 12 dB improvement in detection sensitivity over the rank 50 eigen-subspace detector. This corresponds to the estimated 12 dB gain of the cross-spectral subspace processor over the SINR obtainable by the eigen-subspace processor at rank 50 as it is depicted in Figure 11.
8 Conclusions

In this report a general methodology is introduced in order to describe reduced-rank detectors and to analyze their statistical properties and performance. Although the AMF CFAR test is emphasized in this report, the analysis technique developed herein may be extended readily to nearly any other test by simply relating the variables which compose the test to the GSC. For example, the generalized likelihood ratio test (GLRT) [23], now denoted \( A_3 \), results in another CFAR test which takes the form

\[
A_3 = \frac{1 + x^H R^{-1} x}{1 + x^H R^{-1} x - \frac{|x^H R^{-1} x|^2}{s^H R^{-1} s}} = 1 + \frac{|y|^2}{P \left( 1 + b^H R_0^{-1} b \right)} \frac{H_1}{H_0} \eta_3. \tag{109}
\]

For this case the reduced-rank GLRT is expressed in the form,

\[
A_{3r} = 1 + \frac{|v_r|^2}{P_r} \frac{H_1}{H_0} \gamma_3, \tag{110}
\]

where the term \( v_r = \sqrt{\rho} y_r \) and \( \rho \) is the reduced-rank RMB loss factor in (96).

The computational complexity requirements of the eigendecomposition performed for subspace selection suggest that other procedures need to be discussed. It is noted that other unitary operators \( U \) may be used with the cross-spectral metric to determine the transformation \( U \), to yield new reduced-rank tests which may approximately exhibit the optimal performance obtained herein. The Gram-Schmidt procedure is one example of a lower-complexity transformation which can result in excellent performance with the cross-spectral metric. Another example is the approximation of the cross-spectral metric which uses a unitary operator that does not completely decorrelate the noise subspace covariance matrix. This technique is used in [19], where the DCT matrix was used in order to reduce the computational complexity.

Finally, it is possible to form new detectors by incorporating other constraints in conjunction with the STAP detection linear constraint. Examples of this include derivative constraints [34] and
other additional linear constraints which take advantage of any available a priori knowledge of the interference environment [35, 36]. Fixed transformations of the data prior to adaptive filtering also belong to this category and the popular element-space pre-Doppler and post-Doppler algorithms, as well as their beamspace analogies, may be formulated in the context provided by this report.
Appendix: Algorithms for Finding an Orthonormal Signal Blocking Matrix B

In this appendix, two simple algorithms are described to determine an orthonormal signal blocking matrix $B$ given the normalized $N \times 1$ dimensional steering vector $s$. The first algorithm is more accurate and utilizes the singular value decomposition (SVD). The second algorithm is faster, and uses the QR decomposition. Both of these algorithms are derived and explained in detail in many linear and numerical algebra texts, such as [37].

Algorithm 1

\[
[U, S, V] = \text{svd}(s^T) \\
B = V(:, 2 : N)
\]

Algorithm 2

\[
[Q, R] = \text{qr}(s) \\
B = Q^H(:, 2 : N)
\]

In many cases, a non-orthonormal signal blocking matrix may be easily constructed and the Gram-Schmidt procedure can be implemented to provide the orthonormalization. One example of this is a system which utilizes a primary space-time steering vector to set the array manifold in angle and Doppler. The normalized steering vector $s$ is then fixed to point broadside with respect to the array. The non-orthonormal signal blocking matrix, under these conditions, is implemented by simply taking the difference of the appropriate input signals. This is identical to the array configuration presented in [2] for narrowband arrays.
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