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Executive Summary

Many military, and commercial, communication systems operate in environments containing large non-Gaussian interference. This interference may be hostile, as in the case of intentional jamming, or friendly, such as co-channel interference. Robust locally optimum (LO) detection is one means by which interference exhibiting a large jammer-to-signal ratio (J/S) can be mitigated. The term robust, in this context, indicates that prior information regarding the channel statistics is not required. Instead, the required LO nonlinearity is implemented using an estimate of the channel noise probability density function (pdf). Thus, the robust LO detector can be used in applications where the channel interference is unknown and possibly nonstationary.

The derivations of robust LO detection algorithms with and without memory, and their performance in a communications system, are the subject of this report. There are three forms of LO detection considered: (1) detection with memory, (2) detection in independent and identically distributed (iid) noise, and (3) memoryless detection. A number of algorithms for implementing the various detector structures are presented, and include: (1) the univariate and multivariate histogram algorithms, (2) the M-interval polynomial approximation (MIPA), (3) the continuous polynomial approximation (CPA), (4) the Fourier series approximation (FSA), and (5) the univariate and multivariate kernel algorithms. In all of these methods, observed samples of the channel noise are used to estimate the noise pdf, from which an estimate of the LO nonlinearity is constructed. However, in most applications uncorrupted noise samples are unavailable since the noise is corrupted by the information signal. A common solution is to employ the large J/S assumption that the noise pdf is approximately equal to the received signal pdf. However, simulation results show that this assumption is not always valid, even in high J/S environments.
To determine the cause of the observed regions of poor performance, two "ideal" detector structures were examined: (1) the globally optimum (GO), and (2) the ideal LO (ILO) detectors. In both of these detector algorithms, uncorrupted noise samples, although unavailable in practice, were provided and used to estimate the required noise pdfs. The simulation results showed that both of these techniques provided "robust" performance over a wide range of jamming scenarios. It can be inferred, therefore, that robust LO detection techniques will be extremely useful in applications characterized by unknown, nonstationary interference, provided that it is possible to accurately estimate the noise pdf. As a result, techniques for either obtaining uncorrupted estimates of the noise samples, or for constructing an accurate estimate of the noise pdf from a preliminary estimate of the received signal pdf, will be required in order to take full advantage of the "robustness" available in the robust LO detector.
Chapter 1

Introduction

Many military, and commercial, communication systems operate in environments containing large non-Gaussian interference. This interference may be hostile, as in the case of intentional jamming, or friendly, such as co-channel interference. In either case, a performance degradation will likely be observed, even in systems employing standard spread spectrum (SS) signaling techniques, since the linear receiver structure commonly used is optimum only in the case of Gaussian channel noise.

One method for improving system performance which has received considerable attention, particularly for applications in high jammer-to-signal ratio (J/S) environments, is locally optimum (LO) detection [1]-[4]. In its original form, the LO detector utilizes a nonlinearity derived as an approximation to the optimum maximum likelihood (ML) detector. In many scenarios, the LO detector is simpler to implement than the corresponding ML detector, and its performance asymptotically approaches that of the ML detector as the signal becomes small relative to the interference.

One drawback to the original form of the LO detector is that, similar to the ML detector, it requires a priori knowledge of the noise probability density function (pdf) to implement the LO nonlinearity. In most applications of interest, however, the noise statistics are unknown, and possibly nonstationary. Thus, recent efforts have focused on robust LO detection techniques [5]-[10], in which the required LO nonlinearity is constructed using estimates of the interference statistics, most notably the pdf and its derivative. Since the robust LO detector implementation is based on estimation techniques, it can adapt to the unknown noise, and modify its structure as the noise
changes.

The derivations of robust LO detection algorithms with and without memory, and their performance in a communications system, are the subject of this report. The organization of the report is as follows. The derivations of the various LO detector algorithms for quadrature signaling are presented in Chapter 2, with an emphasis on direct sequence (DS) SS systems. Next, a number of memoryless robust LO detector methods are discussed in Chapter 3. These methods are based on histogram, polynomial, Fourier series, and kernel estimates of the noise magnitude pdf. Results are presented which show the performance characteristics for the various detector algorithms when subjected to a single continuous wave (CW) jammer. Algorithms for implementing the robust LO detector with memory are the subject of Chapter 4, and are based on estimating the joint multivariate pdf of the channel noise. Results are also presented for detection in various CW jammer scenarios. While the robust LO detectors discussed in Chapters 3 and 4 require estimates of the noise pdf, the large $J/S$ assumption that the noise pdf is approximately equal to the received signal pdf is used in simulation, since uncorrupted noise observations are typically unavailable in a communications system. The effects of this assumption are investigated in Chapter 5 through the examination of two "ideal" detector algorithms. Finally, the overall conclusions of this research effort are detailed in Chapter 6 of this document.
Chapter 2

Derivation of the Robust LO Detectors for Quadrature Signaling

In quadrature signaling techniques, the information signal is transmitted over two orthogonal channels, namely the in-phase (I) and quadrature (Q) channels. At baseband, these signals can be represented as a complex waveform given by [11]

$$s_m(t) = s_{I_m}(t) + js_{Q_m}(t), \ m = 1, \ldots, M,$$

(2.1)

where $s_{I_m}(t)$ and $s_{Q_m}(t)$ are $T$ second duration signals transmitted on the I and Q channels, respectively. $M$ denotes the number of different possible signal pairs. Sampling at a rate $f_s = 1/T_s$ produces the vector $s_m$, written as

$$s_m = s_{I_m} + js_{Q_m}$$

(2.2)

where $s_m$, $s_{I_m}$, and $s_{Q_m}$ are vectors of length $N$, and $N = T/T_s$. As an example, consider baseband quadrature phased shift keyed (QPSK) signaling.
The possible transmitted signal pairs are

\[ s_{I_m}(k) + j s_{Q_m}(k) = \sqrt{\frac{E_b}{T}} \begin{cases} 
1 + j1 \\
1 - j1 \\
-1 + j1 \\
-1 - j1 
\end{cases}, \quad k = 1, \ldots, N \quad (2.3) \]

where \( E_b = \frac{1}{2} \int_0^t |s_m(t)|^2 \, dt \) is the energy in each signal period. The corresponding QPSK signal constellation is shown in Fig. 2.1.

\[ \begin{array}{c}
\times \\
\sqrt{\frac{E_b}{T}} \\
\times \\
\sqrt{\frac{E_b}{T}} \\
\times \\
\times \\
\end{array} \]

Figure 2.1: QPSK signal constellation

The derivation of the LO detectors for quadrature signaling is as follows: Let the received signal vector of length \( N \) be given by

\[ r_I + jr_Q = s_{I_m} + n_I + j(s_{Q_m} + n_Q) \quad (2.4) \]

where \( M \) is the number of possible transmitted signal pairs, and \( n_I \) and \( n_Q \) are the I and Q noise vectors (jamming plus background interference). If
the observed value of the received signal is $\rho_I + j\rho_Q$, and the transmitted signal and noise are independent, then from [5] the maximum likelihood (ML) detector for this scenario is given by:

Choose the transmitted signal pair, $(s_{l_m}, s_{q_m})$, which maximizes

$$\ln[f_{n,q}(\rho_I - s_{l_m}, \rho_Q - s_{q_m})],$$

(2.5)

where $f_{n,q}(\eta_I, \eta_Q)$ is the joint probability density function (pdf) of the noise. Approximating Eq. (2.5) using first-order Taylor series expansions yields the following result:

$$\ln[f_{n,q}(\rho_I - s_{l_m}, \rho_Q - s_{q_m})] \approx \ln[f_{n,q}(\rho_I, \rho_Q)]$$

$$- \sum_{k=1}^{N} \left[ s_{l_m}(k) \frac{\partial}{\partial \rho_I(k)} \ln[f_{n,q}(\rho_I, \rho_Q)] + s_{q_m}(k) \frac{\partial}{\partial \rho_Q(k)} \ln[f_{n,q}(\rho_I, \rho_Q)] \right].$$

(2.6)

Since the term $\ln[f_{n,q}(\rho_I, \rho_Q)]$ is constant for all $m$, the ML detector can be approximated by:

Choose the transmitted signal pair, $(s_{l_m}, s_{q_m})$, which maximizes

$$l(\rho) = l(\rho_I, \rho_Q) = - \sum_{k=1}^{N} \left[ s_{l_m}(k) \frac{\partial}{\partial \rho_I(k)} \ln[f_{n,q}(\rho_I, \rho_Q)] + s_{q_m}(k) \frac{\partial}{\partial \rho_Q(k)} \ln[f_{n,q}(\rho_I, \rho_Q)] \right]$$

$$= s_{l_m}^T g_I(\rho_I, \rho_Q) + s_{q_m}^T g_Q(\rho_I, \rho_Q),$$

(2.7)

where $g_I(\rho_I, \rho_Q) = [g_{I1}(\rho) \ldots g_{IN}(\rho)]^T$, $g_Q(\rho_I, \rho_Q) = [g_{Q1}(\rho) \ldots g_{QN}(\rho)]^T$, and

$$g_{I_k}(\rho) = - \frac{\partial}{\partial \rho_I(k)} \ln[f_{n,q}(\rho_I, \rho_Q)] = - \frac{\frac{\partial}{\partial \rho_I(k)} f_{n,q}(\rho_I, \rho_Q)}{f_{n,q}(\rho_I, \rho_Q)},$$

(2.8)

$$g_{Q_k}(\rho) = - \frac{\partial}{\partial \rho_Q(k)} \ln[f_{n,q}(\rho_I, \rho_Q)] = - \frac{\frac{\partial}{\partial \rho_Q(k)} f_{n,q}(\rho_I, \rho_Q)}{f_{n,q}(\rho_I, \rho_Q)},$$

(2.9)

The functions $g_{I_k}(\rho)$ and $g_{Q_k}(\rho)$ of Eq. (2.8) and Eq. (2.9) are called the LO nonlinearities with memory, and Eq. (2.7) describes the LO detector with memory.
The LO detector of Eq. (2.7) can be greatly simplified if the noise samples are independent and identically distributed (iid). In this case, the joint pdf of the channel noise becomes

\[
f_{n,m,q}(\eta_I, \eta_Q) = \prod_{k=1}^{N} f_{n,m,q}(\eta_I(k), \eta_Q(k)).
\]  

(2.10)

The LO nonlinearities of Eq. (2.8) and Eq. (2.9) then become

\[
g_{I,n}(\rho) = g_I(\rho_I, \rho_Q) = -\frac{\partial}{\partial \rho_I} \ln[f_{n,m,q}(\rho_I, \rho_Q)] = -\frac{\frac{\partial}{\partial \rho_I} f_{n,m,q}(\rho_I, \rho_Q)}{f_{n,m,q}(\rho_I, \rho_Q)}
\]

(2.11)

\[
g_{Q,n}(\rho) = g_Q(\rho_I, \rho_Q) = -\frac{\partial}{\partial \rho_Q} \ln[f_{n,m,q}(\rho_I, \rho_Q)] = -\frac{\frac{\partial}{\partial \rho_Q} f_{n,m,q}(\rho_I, \rho_Q)}{f_{n,m,q}(\rho_I, \rho_Q)}
\]

(2.12)

where \( \rho_I = \rho_I(k) \) and \( \rho_Q = \rho_Q(k) \). Thus, the 2N-variate functions of Eq. (2.8) and Eq. (2.9) reduce to the functions of 2 variables given by Eq. (2.11) and Eq. (2.12). Finally, the LO detector of Eq. (2.7) becomes:

Choose the transmitted signal pair, \((s_{I,m}, s_{Q,m})\), which maximizes

\[
l(\rho_I, \rho_Q) = -\sum_{k=1}^{N} \left[ s_{I,m}(k) \frac{\partial}{\partial \rho_I(k)} \ln[f_{n,m,q}(\rho_I(k), \rho_Q(k))] + s_{Q,m}(k) \frac{\partial}{\partial \rho_Q(k)} \ln[f_{n,m,q}(\rho_I(k), \rho_Q(k))] \right].
\]

(2.13)

Further simplification of the LO detector results if the channel noise samples are iid and if the joint pdf has bivariate radial symmetry. Under this assumption, the joint noise pdf can be written as

\[
f_{n,m,q}(\eta_I, \eta_Q) = \begin{cases} 
  f_n(\eta)/(2\pi\eta), & 0 \leq \theta_n < 2\pi \\
  0, & \text{otherwise}
\end{cases}
\]

(2.14)

where \( f_n(\eta) \) is the envelope pdf of the noise, \( n = \sqrt{n_I^2 + n_Q^2} \) is the magnitude of the noise, and \( \theta_n = \tan^{-1}(n_Q/n_I) \) is the phase of the noise. The radial symmetry assumption is valid for many interference sources of interest as they have random phase angles. Even a constant frequency waveform will have a vector that rotates at a uniform rate relative to the transmitted signal vector,
and is therefore equally likely at any angle [10]. Under this assumption, the LO detector of Eq. (2.13) becomes the memoryless LO detector, and is given by:

Choose the transmitted signal pair, \((s_{f_m}, s_{Q_m})\), which maximizes

\[
l(\rho_I, \rho_Q) = \sum_{k=1}^{N} [s_{f_m}(k)g(\rho(k))\cos(\theta_r(k)) + s_{Q_m}(k)g(\rho(k))\sin(\theta_r(k))]
\]

where

\[
g(\rho(k)) = -\frac{d}{d\rho(k)} \ln[f_n(\rho(k))] + \frac{1}{\rho(k)} = -\frac{d}{d\rho(k)} \frac{f_n(\rho(k))}{f_n(\rho(k))} + \frac{1}{\rho(k)},
\]

\[
\rho(k) = \sqrt{\rho^2_f(k) + \rho^2_Q(k)}
\]

is the observed magnitude of the received signal, and 
\[
\theta_r(k) = \tan^{-1}(\rho_Q(k)/\rho_I(k))
\]

is the observed phase.

A discussion of the LO nonlinearity is necessary at this point. In deriving the approximation of the joint noise pdf in Eq. (2.6), an important assumption was made, namely the small signal assumption. Since only the first-order Taylor series was used to approximate \(\ln[f_{n+Q}(\cdot)]\) in Eq. (2.6), it is necessary that the higher order terms of the Taylor series decay to zero. These higher order terms all contain powers of \(s_{f_m}(k)\) and \(s_{Q_m}(k)\). If \(|s_{f_m}(k)| \ll 1\) and \(|s_{Q_m}(k)| \ll 1\), then \([s_{f_m}(k)]^p, [s_{Q_m}(k)]^p\), and \([s_{f_m}(k)]^p[s_{Q_m}(k)]^p\) all approach zero, and the higher order terms of the Taylor series become negligible.

The small signal assumption is also equivalent to the large jammer-to-signal ratio \((J/S)\) assumption, i.e., that the noise is much larger than the information signal. To see this, assume that \(|n| \gg |s|\), where \(n\) is the random noise variable and \(s\) is the information signal. Let \(\tilde{n} = n/A\) and \(\tilde{s} = s/A\), where \(A > 0\) is chosen such that \(|s| \ll 1\). If the pdf of \(n\) is \(f_n(\eta)\) and the pdf of \(\tilde{n}\) is \(f_{\tilde{n}}(\tilde{\eta})\), then \(f_{\tilde{n}}(\tilde{\eta}) = Af_n(A\tilde{n})\) [12]. Note that if \(\eta\) is the observation of \(n\), then \(\tilde{\eta}\) is the observation of \(\tilde{n}\), where \(\tilde{\eta} = \eta/A\). The LO nonlinearity corresponding to \(f_n(\eta)\) is \(g(\rho) = -f'_n(\rho)/f_n(\rho) + 1/\rho\), where \((\cdot)'\) denotes differentiation. The LO nonlinearity corresponding to \(f_{\tilde{n}}(\tilde{\eta})\) is \(\tilde{g}(\tilde{\rho}) = -f'_{\tilde{n}}(\tilde{\rho})/f_{\tilde{n}}(\tilde{\rho}) + 1/\tilde{\rho} = -Af'_n(A\tilde{\rho})/f_n(A\tilde{\rho}) + 1/\tilde{\rho} = Ag(\rho)\), where \(\tilde{\rho} = \rho/A\). Since \(g(\rho)\), the LO nonlinearity corresponding to the large \(J/S\) assumption, and \(\tilde{g}(\tilde{\rho})\), the LO nonlinearity corresponding to the small signal assumption, differ by only a constant, the resulting LO detector structures are equivalent.
Thus, the Taylor series approximation of Eq. (2.6) is also valid under the large J/S assumption commonly used in many military communications scenarios.

Of particular interest in this report is the LO detection of QPSK signals in a direct sequence (DS) spread spectrum (SS) communications system. In the DSSS system shown in Fig. 2.2, the information signal in the $i^{th}$ interval, $[iT, (i + 1) \cdot T)$, is given by

$$d(t) = d_m(i)\Pi(t - iT) = [d_{I_m}(i) + jd_{Q_m}(i)]\Pi(t - iT) \quad (2.17)$$

where $\Pi(t)$ is a unit pulse with a duration of $T$ seconds, and $d_m(i)$ can be one of four ($M = 4$) possible quadrature signals:

$$d_{I_m}(i) + jd_{Q_m}(i) = \begin{cases} 1 + j1 \\ 1 - j1 \\ -1 + j1 \\ -1 - j1 \end{cases} \quad (2.18)$$

The information signals in the I and Q channels are then multiplied by pseudo-noise (PN) "chipping signals," $c_I(t)$ and $c_Q(t)$, respectively, as given by

$$c_{I,Q}(t) = \sqrt{\frac{E_c}{T_c}} \sum_k c_{I,Q}(k) \Pi(t - kT_c) \quad (2.19)$$

where $E_c = \frac{1}{2} \int_0^{T_c} |c_I(t) + jc_Q(t)|^2 \, dt$ and $c_I(k) = \pm 1$ and $c_Q(k) = \pm 1$ each with probability 1/2. The resulting transmitted signal during the $i^{th}$ interval in the QPSK DSSS system is

$$s(t) = s_I(t) + js_Q(t) = \sqrt{\frac{E_c}{T_c}} \sum_{k=1}^N [d_{I_m}(i)c_I(k) + jd_{Q_m}(i)c_Q(k)] \Pi(t - kT_c). \quad (2.20)$$

The value of $N$, the length of the signal vectors, is given by $N = T/T_c$ and is the number of chips per information symbol.

$^1$Note that $d_m(i)$ is constant in the interval $[iT, (i + 1) \cdot T)$. 
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As shown in Fig. 2.2, the sampled version of the received signal, \( r_I(k) + j r_Q(k) \), in the interval \([iT, (i+1)T)\) is formed by sampling the received signal at \( T_c \) seconds \(^2\), yielding the following expression

\[
r_I(k) + j r_Q(k) = \sqrt{\frac{E_c}{T_c}} d_{I_m}(i)c_I(k) + n_I(k) + j \left[ \sqrt{\frac{E_c}{T_c}} d_{Q_m}(i)c_Q(k) + n_Q(k) \right],
\]

where \( n_I(k) + j n_Q(k) \) is the (complex) sampled version of the channel noise. Let the observed value of the received signal be \( \rho_I + j \rho_Q \). By analogy to the derivations of the LO detectors at the beginning of this chapter, and removing any constant multipliers, the resulting LO detectors for the QPSK DSSS system are:

Choose the transmitted signal pair, \((d_{I_m}(i), d_{Q_m}(i))\), which maximizes

\[
I(\rho_I, \rho_Q) = - \sum_{k=1}^{N} \left[ d_{I_m}(i)c_I(k) \frac{\partial}{\partial \rho_I(k)} \ln[f_{n_I n_Q}(\rho_I, \rho_Q)] + d_{Q_m}(i)c_Q(k) \frac{\partial}{\partial \rho_Q(k)} \ln[f_{n_I n_Q}(\rho_I, \rho_Q)] \right]
\]

\(^2\)One can also sample at higher rates. Here, sampling at the chip rate was chosen so as to simplify the notation. The simulation results in subsequent chapters, however, utilize multiple samples per chip.
LO detector with memory

\[ l(\rho_I, \rho_Q) = - \sum_{k=1}^{N} \left[ d_{\text{im}}(i)c_I(k) \frac{\partial}{\partial \rho_I(k)} \ln[f_{nmq}(\rho_I(k), \rho_Q(k))] \
+ d_{\text{qm}}(i)c_Q(k) \frac{\partial}{\partial \rho_Q(k)} \ln[f_{nmq}(\rho_I(k), \rho_Q(k))] \right] \tag{2.23} \]

LO detector for iid noise

\[ l(\rho_I, \rho_Q) = \sum_{k=1}^{N} \{ d_{\text{im}}(i)c_I(k)g[\rho(k)] \cos[\theta_r(k)] \
+ d_{\text{qm}}(i)c_Q(k)g[\rho(k)] \sin[\theta_r(k)] \} \tag{2.24} \]

memoryless LO detector

The LO detectors described in Eq. (2.22) to Eq. (2.24) all require knowledge of the noise pdf. However, in most cases of interest this knowledge is either unavailable, or the interference is nonstationary. In these cases, the LO nonlinearities must be estimated, either by estimating the noise pdf, or by estimating the nonlinearity directly. This approach of robust LO detection is the subject of the remainder of this report.
Chapter 3

Memoryless LO Detector Implementation Techniques

The preceding chapter presented the derivations of a number of LO detectors. The type of LO detector chosen for a particular application is primarily a consequence of the assumptions made concerning the noise samples. If the noise samples are iid, and their pdf exhibits radial symmetry, then a memoryless LO detector, such as that of Eq. (2.15) and Eq. (2.24) may be used. Once a good model of the noise is obtained, or at least some initial assumptions are determined, the next step is to implement the corresponding LO detector.

In the military environment, since most intentional jamming techniques have an unknown nature, an accurate model of the noise pdf is usually not known a priori. In these scenarios, the noise pdf must be estimated from the available data samples. This estimate is then used to implement an approximate LO nonlinearity. If the uncorrupted noise samples are unavailable (as is the usual case in a communications system) and the small-signal assumption is valid, the received signal samples may be used in many cases to give a crude approximation of the noise pdf. Thus, various univariate pdf estimation techniques and their use in implementing the LO detector are discussed in the remainder of this section.
3.1 Review of the Histogram Algorithm

Using the histogram as a means of implementing the memoryless LO nonlinearity has been extensively studied in [5] and [6]. Recall that the one-dimensional memoryless LO nonlinearity of Eq. (2.16) can be written as

\[ g(\rho_i) = \frac{d}{d\rho_i} \ln[f_n(\rho_i)] + \frac{1}{\rho_i}. \]

(3.1)

To approximate \( g(\rho_i) \) using the histogram algorithm, the first step is to approximate \( f_n(\rho_i) \). Let \( \{\eta_i\} \) be the set of \( Q \) observed noise magnitude samples, and divide the range of \( \{\eta_i\} \) into \( K \) intervals or "bins", \( B_k \), where

\[ B_k = \{\eta_i: b_k \leq \eta_i < b_{k+1}, \quad k = 0, \ldots, K-1\}. \]

(3.2)

The values \( \{b_k\} \), with \( b_0 = x_{\min} \) and \( b_K = x_{\max} \), are called the "breakpoints" of the histogram and are determined heuristically. For example, the breakpoints may be chosen so that the bins have equal width, or so that each bin contains the same number of observed samples. Next, the probability of a sample being in each bin, \( P\{B_k\} \), is approximated by its relative frequency

\[ \hat{P}\{B_k\} = \frac{1}{Q} \sum_{i=1}^{Q} I_{B_k}(\eta_i) \]

(3.3)

where \( I_A(\eta) \) is the set indicator function, i.e., \( I_A(\eta) = 1 \) for \( \eta \in A \) and 0 otherwise. Then, the histogram estimate of \( f_n(\rho_i) \), denoted as \( \hat{f}_n(\rho_i) \), is given by

\[ \hat{f}_n(\rho_i) = \sum_{k=0}^{K-1} \frac{\hat{P}\{B_k\}}{b_{k+1} - b_k} I_{B_k}(\rho_i). \]

(3.4)

Next, the derivative of \( \ln[\hat{f}_n(\rho_i)] \) must be computed. If it is assumed that the actual pdf \( f_n(\rho_i) \) is continuous, then the impulses that arise from differentiating Eq. (3.4) do not accurately model \( \frac{d}{d\rho_i} \ln[f_n(\rho_i)] \). To remedy this dilemma another way of viewing the histogram is utilized. One can think of the process of assigning samples to a bin as a form of quantization. In other words, all \( \rho_i \) in the range \( (b_k \leq \rho_i < b_{k+1}) \) are quantized to \( b_k \). Then a numerical approximation of the derivative of \( \ln[\hat{f}_n(\rho_i)] \) evaluated at \( b_k \) is
used, i.e.,

\[ \frac{\mathbf{E}}{\rho_i} \ln[f_n(\rho_i)] \mid \rho_i = b_k \approx \frac{\ln[f_n(b_{k+1})] - \ln[f_n(b_{k-1})]}{b_{k+1} - b_{k-1}} \]

\[ \approx \frac{\ln[\hat{\rho}(B_{k+1})] - \ln[\hat{\rho}(B_{k-1})]}{b_{k+1} - b_{k-1}} \]

\[- \frac{\ln[b_{k+1} - b_{k+1}] - \ln[b_k - b_{k-1}]}{b_{k+1} - b_{k-1}}. \tag{3.5} \]

Note, if the bins have equal width then the right side of Eq. (3.5) reduces to

\[ \frac{\ln[\hat{\rho}(B_{k+1})] - \ln[\hat{\rho}(B_{k-1})]}{2\Delta} \]

where \( \Delta \) is the width of a bin. Finally, the value of the approximation is extended from \( b_k \) to all \( \rho_i \) in the range \( b_k \leq \rho_i < b_{k+1} \), yielding the histogram implementation of the memoryless LO nonlinearity:

\[ \hat{g}^{\ast}(\rho_i) = -\sum_{k=0}^{K-1} \left\{ \frac{\ln[\hat{\rho}(B_{k+1})] - \ln[\hat{\rho}(B_{k-1})]}{2\Delta} \right\} I_B(\rho_i) + \frac{1}{\rho_i}. \tag{3.6} \]

Histogram estimation of pdfs usually require a large number of samples ([14], Ch. 3). Thus \( Q \), the total number of observed samples used to construct the histogram, may be much larger than \( N \), the number of samples in each signal vector. To obtain the total number of required observed samples, the value of \( Q \) should be chosen such that \( Q = CN \), where \( C \) is an integer chosen to yield enough samples to construct and accurate histogram. The \( C \) vectors can be stored and all the available samples used to compute the histogram. Detection can then be performed on each data vector using the resulting histogram to compute the approximate nonlinearity of Eq. (3.6).

### 3.2 Review of the MIPA Algorithm

The \textit{M-interval polynomial approximation} (MIPA) is a polynomial-based method for estimating the noise magnitude pdf, \( f_n(\eta) \) [5] [9]. In this algorithm the domain of the PDF estimate is divided into \( M \) intervals, one for each approximating polynomial.\(^1\) More formally, let \( \{\eta_i\} \) be the set of \( Q \) observed samples of the noise magnitude random variable, \( n \), and as in the histogram method, divide the range of \( \{\eta_i\} \) into \( M \) intervals, or "bins,"

\(^1\) Note that in this context, \( M \), the number of intervals, is not necessarily the same as the number of different possible transmitted signal pairs.
\( B_k \) defined by the bin breakpoints \( \{b_k\} \) as in Eq. (3.2), where in this case \( M = K \). The MIPA estimate, \( \hat{f}_n(\eta) \), of the noise pdf can be written as

\[
\hat{f}_n(\eta) = \sum_{i=0}^{M-1} \hat{f}_i(\eta) I_{[b_i,b_{i+1})}(\eta)
\]

(3.7)

where

\[
\hat{f}_i(\eta) = a_{i0} + a_{i1} \eta + \cdots + a_{ip} \eta^p
\]

(3.8)

is the approximating polynomial for the \( i^{th} \) bin, \( p \) is the MIPA order, and \( I_A(y) \) is the set indicator function. The MIPA polynomial coefficients \( a_{ij} \) are obtained by first constructing a polynomial approximation of the noise pdf conditioned on the event that the observation \( \eta \) lies in the \( i^{th} \) bin. Recall that the conditional noise, \( f_{ci}(\eta) \), for the \( i^{th} \) bin can be written as

\[
f_{ci}(\eta) = f_n(\eta \mid b_i \leq \eta < b_{i+1}) = \frac{f_n(\eta)}{P(b_i \leq \eta < b_{i+1})}
\]

(3.9)

where \( P(b_i \leq \eta < b_{i+1}) \) is the probability that \( \eta \) is in the interval \( [b_i, b_{i+1}) \). Let the approximating polynomial, \( \hat{f}_{ci}(\eta) \), for \( f_{ci}(\eta) \) have the form

\[
\hat{f}_{ci}(\eta) = c_{i0} + c_{i1} \eta + \cdots + c_{ip} \eta^p.
\]

(3.10)

The coefficients \( c_{ij} \) are determined by minimizing the integrated squared error (ISE) between \( \hat{f}_{ci}(\eta) \) and \( f_{ci}(\eta) \), given by

\[
ISE = \int_{b_i}^{b_{i+1}} \left[ f_{ci}(\eta) - \hat{f}_{ci}(\eta) \right]^2 d\eta
\]

(3.11)

\[
= \int_{b_i}^{b_{i+1}} \left[ f_{ci}(\eta) - \sum_{j=0}^{p} c_{ij} \eta^j \right]^2 d\eta.
\]

Taking the derivative of the ISE with respect to \( c_{ik} \), setting it equal to zero, and simplifying yields the following result:

\[
\int_{b_i}^{b_{i+1}} f_{ci}(\eta) \eta^k d\eta = \int_{b_i}^{b_{i+1}} \eta^k \sum_{j=0}^{p} c_{ij} \eta^j d\eta, \ k = 0, \ldots, p.
\]

(3.12)

The term on the left side of Eq. (3.12) is the \( k^{th} \) moment of \( f_{ci}(\eta) \), i.e., \( m_{ik} \) [12]. Solving the integral on the right side of Eq. (3.12) and writing the result
in matrix form yields the solution for the MIPA coefficients of general order:

\[
\begin{bmatrix}
    m_{i_0} \\
    m_{i_1} \\
    \vdots \\
    m_{i_p}
\end{bmatrix}
= 
\begin{bmatrix}
    \frac{b_{i+1} - b_i}{2} & \frac{b_{i+1}^2 - b_i^2}{2} & \cdots & \frac{b_{i+p+1}^2 - b_i^2}{p+1} \\
    \frac{b_{i+1}^2 - b_i^2}{2} & \frac{b_{i+1}^3 - b_i^3}{3} & \cdots & \frac{b_{i+p+1}^3 - b_i^3}{3}\vspace{2pt} \\
    \vdots & \vdots & \ddots & \vdots \\
    \frac{b_{i+p+1}^2 - b_i^2}{p+1} & \frac{b_{i+p+1}^3 - b_i^3}{2p+1} & \cdots & \frac{b_{i+p+1}^p - b_i^p}{2p+1}
\end{bmatrix}
\times
\begin{bmatrix}
    c_{i_0} \\
    c_{i_1} \\
    \vdots \\
    c_{i_p}
\end{bmatrix}
\]

(3.13)

or:

\[
m_i = H_i \times c_i
\]

(3.14)

where \( c = [c_{i_0}, c_{i_1}, \ldots, c_{i_p}]^T \) is the polynomial coefficient vector, \( m_i \) is the vector of moments, and \( H_i \) is the matrix of intervals. From this formula \( c_i \) can be computed as

\[
c_i = H_i^{-1} \times m_i.
\]

(3.15)

A major drawback of the solution for \( c_i \) in Eq. (3.15) is that the inversion of \( H_i \) is computationally intensive and must be performed for each of the \( M \) intervals. However, a significant reduction in computation can be achieved by applying the linear transform

\[
\alpha = \frac{\eta - b_i}{b_{i+1} - b_i}
\]

(3.16)

to Eq. (3.12). This expression maps the interval \([b_i, b_{i+1}]\) to \([0, 1]\). If \( x_i \) is the random variable whose outcome is \( \alpha \), then the joint pdf of \( x_i \), \( f_{x_i}(\alpha) \), can be written as \( f_{x_i}(\alpha_i) = (b_{i+1} - b_i) f_{x_i}((b_{i+1} - b_i) \alpha + b_i) \). Thus, the system of equations in Eq. (3.12) becomes

\[
\int_0^1 f_{x_i}(\alpha)((b_{i+1} - b_i) \alpha + b_i)^k d\alpha = \sum_{j=0}^{p} \int_0^1 c_{ij}((b_{i+1} - b_i) \alpha + b_i)^{j+k} d\alpha, \quad k = 0, \ldots, p.
\]

(3.17)

Next, examine the following system of equations:

\[
\int_0^1 f_{x_i}(\alpha)\alpha^k d\alpha = \sum_{j=0}^{p} \int_0^1 d_{ij} \alpha^{j+k} d\alpha, \quad k = 0, \ldots, p.
\]

(3.18)

The solution of Eq. (3.18) for \( d = [d_{i0}, d_{i1}, \ldots, d_{ip}]^T \) yields the MIPA estimate, \( \hat{f}_{x_i}(\alpha) \), for \( f_{x_i}(\alpha) \), namely

\[
\hat{f}_{x_i}(\alpha) = d_{i0} + d_{i1} \alpha + \ldots + d_{ip} \alpha^p
\]

(3.19)
where
\[ d_i = \hat{H}^{-1} \times \hat{m}_i. \] (3.20)

The vector \( \hat{m}_i \) contains the first \( p \) moments of \( x_i \), and \( \hat{H} \) is a constant matrix (for all \( i \)) that is given by

\[
\hat{H} = \begin{bmatrix}
1 & \frac{1}{2} & \ldots & \frac{1}{p+1} \\
\frac{1}{2} & \frac{1}{3} & \ldots & \frac{1}{p+2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{p+1} & \frac{1}{p+2} & \ldots & \frac{1}{2p+1}
\end{bmatrix}
\] (3.21)

and needs to be inverted only once. Comparing Eq. (3.17) with Eq. (3.18), it can be shown that the coefficients \( c_{ij} \) can be computed from a linear combination of the coefficients \( d_{ij} \). If \( L_i \) is the corresponding linear transformation matrix, then

\[ c_i = L_i \times d_i. \] (3.22)

Thus, the coefficients \( a_i = [a_{i0} \ a_{i1} \ \ldots \ a_{ip}]^T \) for the overall MIPA pdf estimate, \( \hat{f}_n(\eta) \), in Eq. (3.7) and Eq. (3.8) can be found as

\[ a_i = L_i \times \hat{H}^{-1} \times \hat{m}_i \cdot P(b_i \leq \eta < b_{i+1}). \] (3.23)

As a final observation, the actual values for the first \( p \) moments of \( x_i \) are usually unavailable. However, they can be estimated from the available data. Let \( \{\eta_{cj}\} \) be the set of \( Q_i \) observations of the noise random variable, \( n \), that lie in the \( i^{th} \) bin. If \( \hat{m}_{ik} \) is the \( k^{th} \) moment of \( x_i \), then

\[
\hat{m}_{ik} = \frac{1}{Q_i} \sum_{j=1}^{Q_i} \left( \frac{\eta_{cj} - b_i}{b_{i+1} - b_i} \right)^k
\] (3.24)

can be used to estimate \( \hat{m}_{ik} \). Defining \( \hat{m}_i \) to be \( \hat{m}_i = [\hat{m}_{i0} \ \ldots \ \hat{m}_{ip}]^T \), since \( \hat{m}_{i0} = 1 \), then the MIPA coefficients in Eq. (3.23) can be computed as

\[ a_i = L_i \times \hat{H}^{-1} \times \hat{m}_i \cdot P(b_i \leq \eta < b_{i+1}). \] (3.25)
Once the MIPA coefficient vectors, \(a_i, i = 0, \ldots, M - 1\), are computed, the resulting MIPA estimate, \(\hat{g}(\rho)\), of the memoryless LO nonlinearity is given by

\[
\hat{g}(\rho) = -\sum_{i=0}^{M-1} \frac{a_{i1} + 2a_{i2}\rho + \ldots + ja_{ij}\rho^{j-1} + \ldots + pa_{ip}\rho^{p-1}}{a_{i0} + a_{i1}\rho + \ldots + a_{ip}\rho^p} I_{[b_i,b_{i+1}]}(\rho) + \frac{1}{\rho}.
\]

(3.26)

### 3.3 The CPA Algorithm

The CPA method of estimating a univariate pdf has been documented in [7] and [8]. This method, like the MIPA algorithm, utilizes a concatenation of polynomials to construct the overall pdf estimate. However, the CPA algorithm also provides an estimate that is continuous and that possesses continuous derivatives, with the degree of continuity determined by the approximation order. Four types of CPA algorithms are discussed in this section: the basic CPA, the CPA with linear transform (CPALT), the CPA with Gaussian tails (CPAGT), and the CPA with auxiliary function (CPAUX).

In the basic CPA algorithm, an estimate of the cumulative distribution function (cdf) corresponding to the desired pdf is formed. This estimate is constructed in such a manner so as to have continuous first and second derivatives at all bin breakpoints. The result is a pdf estimate which has a continuous first derivative, a property that is desirable when implementing the memoryless LO nonlinearity. Formally, given \(\{\eta_i\}\) as the set of \(Q\) observations of the noise magnitude random variable, divide the range of \(\{\eta_i\}\) into \(K\) bins, \(B_k\), with breakpoints, \(\{b_k\}\), defined as in Eq. (3.2). Next, a histogram estimate of the noise cdf is constructed, where the resulting histogram values at the breakpoints \(b_0, \ldots, b_K\) are \(Y_0, \ldots, Y_K\), with \(Y_0 = 0\) and \(Y_K = 1\). Then, the basic CPA estimate, \(\hat{F}_N(\eta)\), of the noise cdf, \(F_n(\eta)\), is given by

\[
\hat{F}_n(\eta) = \sum_{i=0}^{K-1} y_i(\eta) I_{[b_i,b_{i+1}]}(\eta)
\]

(3.27)

where

\[
y_i(\eta) = a_{i0} + a_{i1}\eta + \cdots + a_{ip}\eta^p
\]

(3.28)

and \(p\) is the order of the approximation. The value of \(p\) is determined by the number of continuity constraints required in the algorithm. For the basic
CPA algorithm with continuous first and second derivatives, \( p = 5 \), and is determined by using the constraints that \( \hat{F}_n(\eta) \) must be continuous and have continuous first and second derivatives at all of the breakpoints [7]. The coefficients \( a_{ij}, i = 0, 1, \ldots, K - 1 \) and \( j = 0, 1, \ldots, p \), for \( p = 5 \) are given by [7]

\[
\begin{bmatrix}
1 & b_{i+1} & b_{i+1}^2 & b_{i+1}^3 & b_{i+1}^4 & b_{i+1}^5 \\
1 & b_i & b_i^2 & b_i^3 & b_i^4 & b_i^5 \\
0 & 1 & 2b_{i+1} & 3b_{i+1}^2 & 4b_{i+1}^3 & 5b_{i+1}^4 \\
0 & 1 & 2b_i & 3b_i^2 & 4b_i^3 & 5b_i^4 \\
0 & 0 & 2 & 6b_{i+1} & 12b_{i+1}^2 & 20b_{i+1}^3 \\
0 & 0 & 2 & 6b_i & 12b_i^2 & 20b_i^3 
\end{bmatrix}
\begin{bmatrix}
a_{i0} \\
a_{i1} \\
a_{i2} \\
a_{i3} \\
a_{i4} \\
a_{i5}
\end{bmatrix}
= \begin{bmatrix} Y_{i+1} \\
Y_i \\
Y_{i+1}' \\
Y_i' \\
Y_{i+1}'' \\
Y_i'' \end{bmatrix}
\text{ (3.29)}
\]

where \( Y_i \) is the value of the histogram cdf at the \( i^{th} \) breakpoint, \( Y_i' \) is the approximate derivative of the histogram cdf at the \( i^{th} \) breakpoint, and \( Y_i'' \) is the approximate second derivative at the \( i^{th} \) breakpoint. The values for \( Y_i' \) and \( Y_i'' \) are computed using the following 3-point derivatives:

\[
Y_i' = \frac{Y_{i+1} - Y_{i-1}}{b_{i+1} - b_{i-1}} \quad \text{ (3.30)}
\]

and

\[
Y_i'' = \frac{Y_{i+1}' - Y_{i-1}'}{b_{i+1} - b_{i-1}} \quad \text{ (3.31)}
\]

Note that in Eq. (3.30) and Eq. (3.31), the expressions for \( Y_i', Y_{K}, Y_0'' \) and \( Y_{K}'' \) require knowledge of \( b_{-2}, b_{-1}, b_{K+1}, b_{K+2}, Y_{-2}, Y_{-1}, Y_{K+1}, \) and \( Y_{K+2} \). The choice of these additional values may have a significant impact on the resulting CPA estimate [7]. Alternatively, 2-point derivatives may be used at the endpoints to eliminate the need to choose additional endpoint values. In any event, once the coefficients \( \{a_{ij}\} \) are computed, the resulting CPA estimate of the memoryless LO nonlinearity is

\[
\hat{g}(\rho) = -\sum_{i=0}^{K-1} \frac{2a_i2 + 6a_i3\rho + 12a_i4\rho^2 + 20a_i5\rho^3}{a_{i1} + 2a_{i2}\rho + 3a_{i3}\rho^2 + 4a_{i4}\rho^3 + 5a_{i5}\rho^4} f(b_i,b_{i+1})(\rho) + \frac{1}{\rho} \quad \text{ (3.32)}
\]

The CPALT algorithm is similar to the basic CPA method except that a linear transformation is performed on each bin of the histogram cdf. The strength of the linear transformation is that it greatly reduces the complexity
of the equations used to compute the CPA coefficients. In particular, the linear transformation is given by the pair of equations [7]: \( \tilde{\eta}_i = \eta - b_i \), and \( \Delta b_i = b_{i+1} - b_i \). This transformation shifts each interval to the origin. The resulting CPALT estimate of the noise cdf is

\[
\hat{F}_n(\eta) = \sum_{i=0}^{K-1} \tilde{y}_i(\tilde{\eta}_i) I_{[0, \Delta b_i]}(\tilde{\eta}_i), \quad \tilde{\eta}_i = \eta - b_i \tag{3.33}
\]

where the polynomial curve for each interval is

\[
\tilde{y}_i(\tilde{\eta}_i) = \alpha_{40} + \alpha_{41} \tilde{\eta}_i + \alpha_{42} \tilde{\eta}_i^2 + \cdots + \alpha_{4p} \tilde{\eta}_i^p \tag{3.34}
\]

and \( \{\alpha_{ij}\} \) are the transformed polynomial coefficients. The resulting transformed coefficients for \( p = 5 \) are computed via

\[
\begin{bmatrix}
1 & \Delta b_i & \Delta b_i^2 & \Delta b_i^3 & \Delta b_i^4 & \Delta b_i^5 \\
0 & 1 & 2\Delta b_i & 3\Delta b_i^2 & 4\Delta b_i^3 & 5\Delta b_i^4 \\
0 & 0 & 2 & 6\Delta b_i & 12\Delta b_i^2 & 20\Delta b_i^3 \\
0 & 0 & 2 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\alpha_{40} \\
\alpha_{41} \\
\alpha_{42} \\
\alpha_{43} \\
\alpha_{44} \\
\alpha_{45}
\end{bmatrix}
= 
\begin{bmatrix}
Y_{i+1} \\
Y_{i}' \\
Y_{i}'' \tag{3.35}
\end{bmatrix}
\]

By inspection, \( \alpha_{40} = Y_i \), \( \alpha_{41} = Y_i' \), and \( \alpha_{42} = Y_i''/2 \). Thus, Eq. (3.35) can be reduced to a system of three equations in three unknowns, resulting in a decrease in implementation complexity. Once the coefficients \( \{\alpha_{ij}\} \) are computed, the CPALT estimate of the memoryless LO nonlinearity is given by

\[
\hat{g}(\rho) = -\sum_{i=0}^{K-1} \frac{2\alpha_{42} + 6\alpha_{43}\tilde{\rho}_i + 12\alpha_{44}\tilde{\rho}_i^2 + 20\alpha_{45}\tilde{\rho}_i^3}{\alpha_{41} + 2\alpha_{42}\tilde{\rho}_i + 3\alpha_{43}\tilde{\rho}_i^2 + 4\alpha_{44}\tilde{\rho}_i^3 + 5\alpha_{45}\tilde{\rho}_i^4} I_{[0, \Delta b_i]}(\tilde{\rho}_i) + \frac{1}{\rho}, \tag{3.36}
\]

where \( \tilde{\rho}_i = \rho - b_i \).

The CPALT algorithm may be further simplified by invoking the following argument. Recall that a function with discontinuities will also have discontinuous derivatives. Such a function is usually an unacceptable estimate for most continuous pdfs of interest. However, the CPALT algorithm (as well as the other CPA algorithms) utilizes the 3-point derivatives given by Eq. (3.30) and Eq. (3.31) to compute the estimated derivatives at the
breakpoints. Thus, an auxiliary function can be used in place of the initial cdf estimate, \( \tilde{F}_n(\eta) \), and it need not be continuous at the breakpoints. However, the auxiliary function must satisfy the constraint that its component first and second derivatives be equal at the breakpoints. The result is the CPA with auxiliary function method of estimating the noise pdf and corresponding LO nonlinearity. Formally, let \( H(\eta) \) be the auxiliary function, where

\[
H(\eta) = \sum_{i=0}^{K-1} \tilde{g}_i(\tilde{\eta}_i) I_{[0,\Delta b_i]}(\tilde{\eta}_i), \quad \tilde{\eta}_i = \eta - b_i
\]

(3.37)

and

\[
\tilde{g}_i(\tilde{\eta}_i) = \beta_{i1} \tilde{\eta}_i + \beta_{i2} \tilde{\eta}_i^2 + \beta_{i3} \tilde{\eta}_i^3 + \beta_{i4} \tilde{\eta}_i^4.
\]

(3.38)

The approximation order is \( p = 4 \) and is determined by the constraints on \( H(\eta) \), namely

\[
\begin{align*}
\tilde{g}'_i(\tilde{\eta}_i) |_{\tilde{\eta}_i = \Delta b_i} &= \tilde{g}'_{i+1}(\tilde{\eta}_i) |_{\tilde{\eta}_i = \Delta b_i} = Y'_i \\
\tilde{g}'_i(\tilde{\eta}_i) |_{\tilde{\eta}_i = 0} &= \tilde{g}'_{i-1}(\tilde{\eta}_i) |_{\tilde{\eta}_i = 0} = Y'_{i-1} \\
\tilde{g}''_i(\tilde{\eta}_i) |_{\tilde{\eta}_i = \Delta b_i} &= \tilde{g}''_{i+1}(\tilde{\eta}_i) |_{\tilde{\eta}_i = \Delta b_i} = Y''_i \\
\tilde{g}''_i(\tilde{\eta}_i) |_{\tilde{\eta}_i = 0} &= \tilde{g}''_{i-1}(\tilde{\eta}_i) |_{\tilde{\eta}_i = 0} = Y''_{i-1}.
\end{align*}
\]

(3.39)

The coefficients \( \{ \beta_{ij} \} \), \( i = 0, \ldots, K - 1 \) and \( j = 1, \ldots, 4 \), are given by

\[
\begin{bmatrix}
1 & 2\Delta b_i & 3\Delta b_i & 4\Delta b_i \\
1 & 0 & 0 & 0 \\
0 & 2 & 6\Delta b_i & 12\Delta b_i \\
0 & 2 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\beta_{i1} \\
\beta_{i2} \\
\beta_{i3} \\
\beta_{i4}
\end{bmatrix}
= 
\begin{bmatrix}
Y'_i \\
Y'_{i-1} \\
Y''_i \\
Y''_{i-1}
\end{bmatrix}
\]

(3.40)
or,
\[
\begin{bmatrix}
\beta_{i1} \\
\beta_{i2} \\
\beta_{i3} \\
\beta_{i4}
\end{bmatrix}
= \begin{bmatrix}
Y_{i-1}' \\
\frac{Y_{i-1}''}{2} \\
\frac{-\Delta b_i(Y_i''+2Y_{i-1}''')-3(Y_i'-Y_{i-1}')}{2\Delta b_i^2} \\
\frac{\Delta b_i(Y_i''+Y_{i-1}'')-2(Y_i'-Y_{i-1}')}{{4\Delta b_i^3}}
\end{bmatrix}.
\]  
(3.41)

The resulting CPA with auxiliary function estimate of the memoryless LO nonlinearity is
\[
\hat{g}(\rho) = -\sum_{i=0}^{K-1} \frac{2\beta_{i2} + 6\beta_{i3}\tilde{\rho}_i + 12\beta_{i4}\tilde{\rho}_i^2}{\beta_{i1} + 2\beta_{i2}\tilde{\rho}_i + 3\beta_{i3}\tilde{\rho}_i^2 + 4\beta_{i4}\tilde{\rho}_i^3} I_{[0,\Delta b_i]}(\tilde{\rho}_i) + \frac{1}{\rho}, \quad \tilde{\rho}_i = \rho - b_i.
\]  
(3.42)

The CPA GT algorithm is particularly useful in environments where Gaussian noise is present. Since the noise observations that correspond to the tails of the pdf occur infrequently, it is difficult to estimate these regions nonparametrically. However, if a Gaussian-like tail structure is assumed, it is necessary to estimate only the mean and variance, since these two parameters completely characterize the Gaussian pdf. This approach is the foundation of the CPA GT algorithm. Beginning with a histogram approximation of the pdf (not the cdf as in the basic CPA and CPA T methods), the CPA GT estimate, \( \hat{f}_n(\eta) \), of the noise pdf, \( f_n(\eta) \) is
\[
\hat{f}_n(\eta) = \sum_{i=0}^{K-1} y_i(\eta) I_{[b_i, b_{i+1})}(\eta)
\]  
(3.43)

where, in this case, \( p = 3 \) and
\[
y_i(\eta) = a_{i0} + a_{i1} \eta + a_{i2} \eta^2 + a_{i3} \eta^3.
\]  
(3.44)

The CPA coefficients \( a_{ij}, i = 1, 2, \ldots, K-2 \) and \( j = 0, 1, \ldots, p \), for \( p = 3 \) are given by [7]
\[
\begin{bmatrix}
1 & b_{i+1} & b_{i+1}^2 & b_{i+1}^3 \\
1 & b_i & b_i^2 & b_i^3 \\
0 & 1 & 2b_{i+1} & 3b_{i+1}^2 \\
0 & 1 & 2b_i & 3b_i^2
\end{bmatrix}
\begin{bmatrix}
a_{i0} \\
a_{i1} \\
a_{i2} \\
a_{i3}
\end{bmatrix}
= \begin{bmatrix}
Y_{i+1} \\
Y_i \\
Y_{i+1}' \\
Y_i'
\end{bmatrix}.
\]  
(3.45)
However, the first \( b_0 \leq \eta < b_1 \) and last \( b_{K-1} \leq \eta < b_K \) bins of the histogram pdf are approximated by the Gaussian pdf

\[
f_\theta(\eta) = \frac{1}{\sqrt{2\pi} \hat{\sigma}^2} e^{-(\eta - \hat{\mu})^2 / 2\hat{\sigma}^2}
\]

(3.46)

where

\[
\hat{\mu} = \frac{1}{Q} \sum_{k=1}^{Q} \eta_k
\]

(3.47)

and

\[
\hat{\sigma}^2 = \frac{1}{Q-1} \sum_{k=1}^{Q} (\eta_k - \hat{\mu})^2.
\]

(3.48)

To achieve the required continuity at the breakpoints, the values of \( Y_1 \), \( Y'_1 \), \( Y_{K-1} \), and \( Y'_{K-1} \) are computed from \( f_\theta(\eta) \). The resulting CPAGT estimate of the memoryless LO nonlinearity is

\[
\hat{g}(\rho) = \begin{cases} 
- \sum_{i=1}^{K-2} \frac{a_{i1} + 2a_{i2} \rho + 2a_{i3} \rho^2}{a_{i0} + a_{i1} \rho + a_{i2} \rho^2 + a_{i3} \rho^3} I(b_i, b_{i+1})(\rho) + \frac{1}{\rho}, & b_1 \leq \rho < b_{K-1} \\
\frac{e^{-\hat{\mu}}}{\hat{\sigma}^2}, & b_0 \leq \rho < b_1 \text{ or } b_{K-1} \leq \rho < b_K
\end{cases}
\]

(3.49)

Note that a linear transformation may be used in conjunction with this method to reduce the complexity of Eq. (3.45).

### 3.4 The FSA Algorithm

This section presents an algorithm for estimating pdfs that is based on the Fourier series ([13], Ch. 8). Its major features are that: (1) the approximation is continuous throughout its domain; (2) it possesses an arbitrary number of continuous derivatives; and (3) no quantization process is required, i.e., each data sample contributes uniquely to the overall estimate.

Given the set of \( Q \) observed noise magnitude samples \( \{ \eta_i \} \) with minimum value \( \eta_{\text{min}} \) and maximum value \( \eta_{\text{max}} \), the *Fourier series approximation* (FSA) of the noise magnitude pdf, denoted \( \hat{f}_n(\eta) \), is given by the following
expression:
\[
\hat{f}_n(\eta) = \begin{cases} 
\frac{a_0}{2} + \sum_{k=1}^{P} \{a_k \cos(k\omega_0\eta) + b_k \sin(k\omega_0\eta)\} & \text{for } \eta_{\text{min}} \leq \eta \leq \eta_{\text{max}} \\
0 & \text{otherwise}.
\end{cases}
\] (3.50)

The natural frequency of the FSA is given by \(\omega_0 = 2\pi / T\) where \(T = \eta_{\text{max}} - \eta_{\text{min}}\) is the "period." The coefficients \(\{a_k\}\) and \(\{b_k\}\) are determined by minimizing the ISE between \(\hat{f}_n(\eta)\) and \(f_n(\eta)\), the actual noise magnitude pdf. This expression is written as
\[
\text{ISE} = \int_{\eta_{\text{min}}}^{\eta_{\text{max}}} (\hat{f}_n(\eta) - f_n(\eta))^2 d\eta
\]
\[
= \int_{\eta_{\text{min}}}^{\eta_{\text{max}}} \left[ f_n(\eta) - \frac{a_0}{2} - \sum_{k=1}^{P} a_k \cos(k\omega_0\eta) \\
- \sum_{k=1}^{P} b_k \sin(k\omega_0\eta) \right]^2 d\eta. 
\] (3.51)

Differentiating Eq. (3.51) with respect to \(a_0\), \(a_k\), and \(b_k\), equating each expression to zero, and noting that the integration of the sine or cosine functions over an integer multiple of its period is equal to zero and that \(\int_{\eta_{\text{min}}}^{\eta_{\text{max}}} f_n(\eta) d\eta = 1\),\(^2\) yields the following results:
\[
a_0 = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}}, \quad (3.52)
\]
\[
a_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \int_{\eta_{\text{min}}}^{\eta_{\text{max}}} \cos(k\omega_0\eta) f_n(\eta) d\eta, \quad k = 1, \ldots, P, \quad (3.53)
\]
and
\[
b_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \int_{\eta_{\text{min}}}^{\eta_{\text{max}}} \sin(k\omega_0\eta) f_n(\eta) d\eta, \quad k = 1, \ldots, P. \quad (3.54)
\]

\(^2\)It is assumed that the support length of the actual pdf \(f_n(\eta)\) is \(\eta_{\text{max}} - \eta_{\text{min}}\). However, this is not a necessary constraint, since truncation can be used to approximate a pdf with infinite support.
Recalling that the expectation of a function \( h(X) \) of the random variable \( X \) is given by \( E\{h(X)\} = \int_\mathbb{R} h(x) f_X(x) \, dx \), Eq. (3.53) and Eq. (3.54) can be written as

\[
a_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \, E\{\cos(\omega_0 k n)\}, \quad k = 1, \ldots, p
\]

\[
b_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \, E\{\sin(\omega_0 k n)\}, \quad k = 1, \ldots, p.
\]

Since the actual pdf of \( n \) is unavailable in many applications, Eq. (3.55) can be approximated using the sample averages, resulting in the estimated FSA coefficients:

\[
\hat{a}_0 = a_0 = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}}
\]

\[
\hat{a}_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \frac{1}{Q} \sum_{i=1}^{Q} \cos(k \omega_0 \eta_i), \quad k = 1, \ldots, p
\]

\[
\hat{b}_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \frac{1}{Q} \sum_{i=1}^{Q} \sin(k \omega_0 \eta_i), \quad k = 1, \ldots, p.
\]

Another method of approximating the FSA coefficients is discussed in [5] and involves first estimating \( f_n(\eta) \) via a histogram and then using the result in Eq. (3.53) and Eq. (3.54). If the value of the histogram at the \( i^{th} \) breakpoint, \( b_i \), is \( Y_i \), and \( K \) is the number of histogram bins, then the FSA coefficients can be estimated by

\[
\hat{a}_0 = a_0 = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}}
\]

\[
\hat{a}_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \sum_{i=0}^{K-1} Y_i (b_{i+1} - b_i) \cos(k \omega_0 b_i), \quad k = 1, \ldots, p
\]

\[
\hat{b}_k = \frac{2}{\eta_{\text{max}} - \eta_{\text{min}}} \sum_{i=0}^{K-1} Y_i (b_{i+1} - b_i) \sin(k \omega_0 b_i), \quad k = 1, \ldots, p.
\]

To implement the memoryless LO nonlinearity, Eq. (3.50) and Eq. (3.56) are used directly in the expression for \( g(\rho_i) \) given in Eq. (2.16). The resulting estimate of \( g(\rho_i) \) is

\[
\hat{g}(\rho_i) = \frac{\sum_{k=1}^{p} \hat{a}_k \omega_0 \sin(k \omega_0 \rho_i) - \sum_{k=1}^{p} \hat{b}_k \omega_0 \cos(k \omega_0 \rho_i)}{\hat{a}_0 + \sum_{k=1}^{p} \hat{a}_k \cos(k \omega_0 \rho_i) + \sum_{k=1}^{p} \hat{b}_k \sin(k \omega_0 \rho_i)} + \frac{1}{\rho_i}
\]
for \( \eta_{\text{min}} \leq \eta_i \leq \eta_{\text{max}} \) and 0 otherwise.

The major features of the FSA algorithm can be seen from Eq. (3.50) and Eq. (3.56). First, since the FSA estimate of a pdf is a sum of continuous functions the overall result is a continuous function. Second, since the sine and cosine functions are infinitely differentiable, the resulting pdf estimate is also. Finally, each data sample contributes uniquely (no quantization) to the FSA estimate through Eq. (3.56).

### 3.5 The Kernel Algorithm

Kernel pdf estimators have received considerable interest in the past few decades ([14], Ch. 6 and references). Like the histogram, the kernel estimator is a nonparametric method, i.e., it does not assume that the pdf being estimated has a particular form. Instead, the resulting shape of the pdf estimate is solely a function of the observed data samples. The kernel estimator also has a number of advantages over the histogram: (1) it is continuous, (2) it may possess continuous derivatives, (3) it requires, on average, less samples to form an estimate than does the histogram, and (4) it is readily applicable to the estimation of multivariate pdfs and their gradients. Its major disadvantage is that in many cases the kernel estimator requires considerably more computation than does the histogram. However, with the availability of specialized processors, this increased computational burden is probably not an issue.

Since the subject of kernel estimation is such a rich area, the remainder of this section provides a brief overview of the topic. In particular, the kernel estimators for univariate and multivariate pdfs will be presented, with emphasis placed on their application to LO detection.

Let \( \{\eta_i\} \) be the set of \( Q \) observed samples of the noise magnitude random variable \( n \). The kernel estimator of \( f_n(\eta) \), the pdf of \( n \), may be written as

\[
\hat{f}_n(\eta) = \frac{1}{Qh} \sum_{i=1}^{Q} K \left( \frac{\eta - \eta_i}{h} \right).
\]

(3.59)

The kernel window, \( K(t) \), determines the weighting effect that the samples \( \{\eta_i\} \) have on the pdf estimate at the value \( \eta \). The variable \( h \) is known as the "smoothing parameter" and determines the range of samples \( \{\eta_i\} \) that will affect the pdf estimate at the value \( \eta \).
Recall that the memoryless LO nonlinearity requires the first derivative of \( f_n(\eta) \). Using the kernel estimator, this can be approximated as

\[
\frac{d}{d\eta} \hat{f}_n(\eta) = \frac{d}{d\eta} \left[ \frac{1}{Qh} \sum_{i=1}^{Q} K \left( \frac{\eta - \eta_i}{h} \right) \right] = \frac{1}{Qh^2} \sum_{i=1}^{Q} K' \left( \frac{\eta - \eta_i}{h} \right). \tag{3.60}
\]

As can be seen, the kernel estimator can provide a direct approximation of \( f_n'(\eta) \), which relieves the need to use numerical differentiation (as in the histogram method).

The characteristics of the kernel pdf estimator of Eq. (3.59) are primarily determined by the kernel and the smoothing parameter. Kernels usually satisfy the following constraints:

\[
\begin{align*}
K(t) & \geq 0 \\
\int K(t) \, dt & = 1 \\
\int t \, K(t) \, dt & = 0.
\end{align*} \tag{3.61}
\]

Two kernels which are widely used are (1) the Epanechnikov kernel, given by

\[
K(t) = \frac{3}{4} (1 - t^2) I_{[-1,1]}(t), \tag{3.62}
\]

and (2) the Gaussian kernel, given by

\[
K(t) = \frac{1}{\sqrt{2\pi}} e^{-t^2/2}. \tag{3.63}
\]

The Epanechnikov kernel is particularly useful since it minimizes the asymptotic mean ISE (AMISE) between \( f_n(\eta) \) and \( \hat{f}_n(\eta) \). Recalling the definition of ISE, e.g., Eq. (3.11) or Eq. (3.51), the mean ISE (MISE) is given by

\[
MISE [\hat{f}_n(\eta)] = E \{ ISE [\hat{f}_n(\eta)] \}, \tag{3.64}
\]

and the AMISE is defined to be the main terms of the Taylor series approximation of the MISE ([14], Ch. 2). The Gaussian kernel, on the other hand, is particularly useful in situations when higher-order derivatives of \( f_n(\eta) \) are required.\(^3\)

\(^3\)For an extensive list of kernel functions see reference [14], Chapter 6.
The smoothing parameter $h$ also affects the AMISE of $\hat{f}_n(\eta)$. A useful result shown in ([14], Ch. 6) is that for Gaussian data \{\eta_i\} and a Gaussian kernel, the value of $h$ which minimizes the AMISE is

$$h = \left(\frac{4}{3}\right)^{1/5} \sigma Q^{-1/5}$$  \hspace{1cm} (3.65)

where $\sigma^2$ is the variance of $n$. Equation (3.65) can be a useful starting point for determining a value of $h$ suitable for the given application. In most cases, the value of $h$ will need to be decreased as the data becomes "less Gaussian."

The simplest way to apply the univariate kernel estimator to LO detection is by direct substitution into the memoryless LO nonlinearity, $g(\rho_i)$, of Eq. (2.16). Thus, the kernel estimate of $g(\rho_i)$ is

$$\hat{g}(\rho_i) = \frac{f'_n(\rho_i)}{f_n(\rho_i)} + \frac{1}{\rho_i} = -\frac{1}{h} \sum_{i=1}^{Q} K'\left(\frac{\rho_i - m}{h}\right) \sum_{i=1}^{Q} K\left(\frac{\rho_i - m}{h}\right) + \frac{1}{\rho_i}.$$  \hspace{1cm} (3.66)

More sophisticated forms of $\hat{g}(\rho_i)$ can be derived if characteristics concerning the noise magnitude pdf are known prior to detector implementation.

### 3.6 Simulation Results and Comparison of Techniques

This section presents the simulation results for the memoryless LO detector implementations discussed in Sections 3.1 through 3.5. Results are presented for LO detection in both a standard QPSK system, Eq. (2.15) and Eq. (2.16), and a QPSK DSSS system, Eq. (2.24). In implementing the LO nonlinearities, the following critical assumption is made: since the environments of interest exhibit high jammer-to-signal ($J/S$) ratios, the received signal magnitude, $r$, is approximately equal to the noise magnitude, $n$, and thus $f_r(\cdot) \approx f_n(\cdot)$. In other words, the received magnitude pdf was used in place of the noise magnitude pdf in the implementation of the memoryless LO nonlinearities. Since the histogram, MIPA, and histogram FSA methods were examined in [5], the focus of this section is primarily on the various CPA
algorithms and the FSA method described by Eq. (3.56). Also, analysis of the kernel algorithm is postponed until Section 4.3.

The first scenario examined was the probability of bit error \( P_b \) performance of the various LO nonlinearity implementation algorithms in a standard QPSK system subjected to a single continuous wave (CW) jammer. The goal of analyzing these algorithms in a QPSK system is to determine parameter settings to be used in the QPSK DSSS system. Figure 3.1 through Fig. 3.3 illustrates \( P_b \) for the CPALT, CPA with auxiliary function, and CPAGT methods for various values of \( f_j/R_s \), the ratio of the jammer's frequency to the information signal's symbol rate, and \( N \), the number of samples per symbol, i.e., the length of the signal vectors.\(^4\) The value of \( J/S \) was fixed at 30 dB and the system parameters are shown in Table 3.1. As can be seen from the graphs, all three methods exhibit the same performance characteristics: (1) \( P_b \) decreases as \( f_j/R_s \) increases, and (2) for a given \( f_j/R_s \), \( P_b \) remains relatively constant once \( N \) is sufficiently large, approximately \( N \geq 20 \).

<table>
<thead>
<tr>
<th>System Parameters for the QPSK System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter Name</td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td><strong>Transmitter and Receiver Parameters</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Channel Parameters</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: System parameters for the CPA algorithms in a QPSK system: examination of \( P_b \) relative to \( N \) and \( f_j/R_s \).

Next, the effects of \( K \), the number of bins, and \( Q \), the number of available samples used in the approximation (i.e., the number of received magnitude samples), on \( P_b \) was examined for the system parameters in Table 3.2 and

\(^4\) The results shown in the these figures were compiled from only a single simulation run. Thus, these graphs should be used for the purpose of determining performance trends, and not quantitative values of \( P_b \).
Figure 3.1: Probability of bit error (1 CW jammer at $J/S=30$ dB) for the LO QPSK simulation - CPA with linear transform implementation

Figure 3.2: Probability of bit error (1 CW jammer at $J/S=30$ dB) for the LO QPSK simulation - CPA with auxiliary function implementation
Figure 3.3: Probability of bit error (1 CW jammer at $J/S=30$ dB) for the LO QPSK simulation - CPA with Gaussian tails implementation

$J/S = 30dB$, with $f_j/R_s = 0.496$. The $P_b$ plot for the CPALT algorithm, Fig. 3.4, indicates that there is a steady decrease in $P_b$ as both $K$ and $Q$ are increased. The CPA with auxiliary function, Fig. 3.5, also exhibits a decrease in $P_b$ as $K$ is increased, but is less sensitive to varying $Q$. Finally, the CPAGT algorithm, Fig. 3.6, has relatively uniform performance for all $K$ and $Q$ examined (provided $Q$ is sufficiently large for the given $K$).

Finally, the $P_b$ performance of the various CPA algorithms was examined for various $J/S$ and $K$ values. The results corresponding to $f_j/R_s = 0.496$ and the system parameters in Table 3.3 are shown in Fig. 3.7 to Fig. 3.9. The $P_b$ plots indicate that all the methods have relatively low $P_b$ in the region $20dB \leq J/S \leq 50dB$, provided $K$ is sufficiently large, and also in the region $J/S \approx -10dB$. However, in the intermediate region of $-10dB < J/S < 10dB$, $P_b$ is relatively large. While the reason for this increase in

---

5 The results shown in these figures were compiled from only a single simulation run. Thus, these graphs should be used for the purpose of determining performance trends, and not quantitative values of $P_b$.

6 The results shown in these figures were compiled from an average of three simulation runs.
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**System Parameters for the QPSK System**

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter and Receiver Parameters</td>
<td></td>
</tr>
<tr>
<td>Sampling frequency (in Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Samples per symbol ((N))</td>
<td>25</td>
</tr>
<tr>
<td>Number of CPA bins ((K))</td>
<td>4 to 20 by 2</td>
</tr>
<tr>
<td>Number of samples per CPA ((Q))</td>
<td>5,000 to 50,000 by 5,000</td>
</tr>
<tr>
<td>Channel Parameters</td>
<td></td>
</tr>
<tr>
<td>(J/S) (in dB)</td>
<td>30</td>
</tr>
<tr>
<td>(f_{j}/f_{s})</td>
<td>0.496</td>
</tr>
<tr>
<td>(E_s/N_0) (in dB)</td>
<td>10</td>
</tr>
<tr>
<td>Symbols used for (P_b) calculation</td>
<td>10,000</td>
</tr>
</tbody>
</table>

Table 3.2: System parameters for the CPA algorithms in a QPSK system: examination of \(P_b\) relative to \(K\) and \(Q\).

![Graph](image)

**Figure 3.4: Probability of bit error (1 CW jammer at \(J/S=30\) dB) for the LO QPSK simulation - CPA with linear transform implementation**
Figure 3.5: Probability of bit error (1 CW jammer at $J/S=30$ dB) for the LO QPSK simulation - CPA with auxiliary function implementation

Figure 3.6: Probability of bit error (1 CW jammer at $J/S=30$ dB) for the LO QPSK simulation - CPA with Gaussian tails implementation
$P_b$ is not fully known, one possible explanation is that under the large $J/S$ assumption that $f_r(\cdot) \approx f_n(\cdot)$, the LO nonlinearity attempts to mitigate the dominant component of the interference. For $20dB \leq J/S \leq 50dB$, the CW jammer dominates, while for $J/S \approx -10dB$ the Gaussian background noise is dominant. In both these situations the LO nonlinearity is able to mitigate the dominant interference, and the effects of the other interferer are minimal. However, for $-10dB < J/S < 10dB$, neither interferer is dominant, so the nonlinearity must attempt to mitigate both, with a resulting increase in $P_b$. A further investigation must be performed before the exact cause behind this $P_b$ performance characteristic can be determined.

<table>
<thead>
<tr>
<th>System Parameters for the QPSK System</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter Name</strong></td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td><strong>Transmitter and Receiver Parameters</strong></td>
</tr>
<tr>
<td>Sampling frequency (in Hz)</td>
</tr>
<tr>
<td>Samples per symbol ($N$)</td>
</tr>
<tr>
<td>Number of CPA bins ($K$)</td>
</tr>
<tr>
<td>Number of samples per CPA ($Q$)</td>
</tr>
<tr>
<td><strong>Channel Parameters</strong></td>
</tr>
<tr>
<td>$J/S$ (in dB)</td>
</tr>
<tr>
<td>$f_J/R_x$</td>
</tr>
<tr>
<td>$E_b/N_0$ (in dB)</td>
</tr>
<tr>
<td>Symbols used for $P_b$ calculation</td>
</tr>
</tbody>
</table>

Table 3.3: System parameters for the CPA algorithms in a QPSK system: examination of $P_b$ relative to $J/S$ and $K$.

The $P_b$ performance of the FSA implementation of the memoryless LO nonlinearity in a QPSK system was also examined. For a single CW jammer with $J/S = 30dB$, the $P_b$ relative to $f_J/R_x$ and $p$, the FSA order, is shown in Fig. 3.10, with the the system parameters given in Table 3.4. As for the CPA algorithms, $P_b$ decreases for the FSA algorithm as $f_J/R_x$ increases. Also, $P_b$ was observed to be lowest in the region $5 \leq p \leq 20$.

With the information garnered in the analysis of the memoryless LO nonlinearities in a QPSK system, a $P_b$ performance analysis of the robust LO nonlinearities in a QPSK DSSS system was then performed. The following nonlinearity parameters were chosen as a result of the preceding analysis.

---

7 The results shown in these figures were compiled from an average of three simulation runs.
Figure 3.7: Probability of bit error (1 CW jammer) for the LO QPSK simulation - CPA with linear transform implementation

Figure 3.8: Probability of bit error (1 CW jammer) for the LO QPSK simulation - CPA with auxiliary function implementation
Figure 3.9: Probability of bit error (1 CW jammer) for the LO QPSK simulation - CPA with Gaussian tails implementation

<table>
<thead>
<tr>
<th>System Parameters for the QPSK System</th>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter and Receiver Parameters</td>
<td>Symbol rate ( (R_s) \text{ in Hz} )</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Samples per symbol ( (N) )</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>FSA order ( (p) )</td>
<td>2 to 20 by 2</td>
</tr>
<tr>
<td></td>
<td>Number of samples per FSA ( (Q) )</td>
<td>50,000</td>
</tr>
<tr>
<td>Channel Parameters</td>
<td>( J/S ) (in dB)</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>( f_j/R_s )</td>
<td>0.00496 to 0.496 by 0.098208</td>
</tr>
<tr>
<td></td>
<td>( E_b/N_0 ) (in dB)</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Symbols used for ( P_b ) calculation</td>
<td>5,000</td>
</tr>
</tbody>
</table>

Table 3.4: System parameters for the FSA algorithm in a QPSK system: examination of \( P_b \) relative to \( f_j/R_s \) and \( p \).
Figure 3.10: Probability of bit error (1 CW jammer) for the LO QPSK simulation - FSA implementation

For the CPA algorithms: $K = 10$ and $Q = 50,400$. For the FSA algorithm: $p = 10$ and 20, and $Q = 50,400$. Using a processing gain $= T/T_c$ of 20 (see Chapter 2), and 2 samples per chip (resulting in $N = 2 \times 20 = 40$), the performance was examined for the various robust LO nonlinearities in a QPSK DSSS system subjected to a single CW jammer with varying $J/S$ and $f_j/R_s$, with the system parameters provided in Table 3.5.\footnote{The results shown in the following figures were compiled from an average of three simulation runs.} The simulation results for the CPALT, CPA with auxiliary function, and CPAGT algorithms are shown in Fig. 3.11 to Fig. 3.13. Each method exhibited the same $P_b$ characteristic: for sufficiently large $J/S$ ($J/S \geq 10dB$) $P_b$ decreases as $f_j/R_s$ increases. Also, the CPAGT algorithm consistently possessed a $P_b$ lower than the other two CPA methods. The results for the FSA algorithm with $p = 10 & 20$ are shown in Fig. 3.14 and Fig. 3.15. This algorithm also exhibited the performance trend that $P_b$ decreases as $f_j/R_s$ increases. Finally, similar simulation results for the histogram, histogram FSA, and second-order MIPA algorithms, provided from [5], are shown in Fig. 3.16 to
Table 3.5: System parameters for the robust memoryless LO nonlinearities in a QPSK DSSS system: examination of $P_b$ relative to $J/S$ and $f_{j}/R_s$.

From an examination of all the simulation results, a number of observations can be made. First, while some LO nonlinearity implementation algorithms may exhibit slightly lower $P_b$ than others, in general they all have roughly the same performance characteristics. Second, and probably more importantly, these robust techniques, which use the large $J/S$ assumption that $f_r(\cdot) \approx f_n(\cdot)$, are not as robust as would be desired. In particular, for the case of a single CW jammer, $P_b$ varies greatly as $f_{j}/R_s$ changes, with low $P_b$ in regions of high $f_{j}/R_s$, and high $P_b$ in regions of low $f_{j}/R_s$. Thus, the LO detector performs poorly when the frequency of the CW jammer lies near the center of the transmitted signal’s frequency spectrum. The reason(s) behind this poor performance, and a discussion of possible ways to improve it, are the topics of Chapter 5.
Figure 3.11: Probability of bit error (1 CW jammer) for the LO DSSS simulation - CPA with linear transform implementation

Figure 3.12: Probability of bit error (1 CW jammer) for the LO DSSS simulation - CPA with auxiliary function implementation
Figure 3.13: Probability of bit error (1 CW jammer) for the LO DSSS simulation - CPA with Gaussian tails implementation

Figure 3.14: Probability of bit error (1 CW jammer) for the LO DSSS simulation - FSA implementation with $p = 10$
Figure 3.15: Probability of bit error (1 CW jammer) for the LO DSSS simulation - FSA implementation with $p = 20$

Figure 3.16: Probability of bit error (1 CW jammer) for the LO DSSS simulation - histogram implementation
Figure 3.17: Probability of bit error (1 CW jammer) for the LO DSSS simulation - FSA/histogram implementation

Figure 3.18: Probability of bit error (1 CW jammer) for the LO DSSS simulation - second-order MIPA implementation
3.7 The Direct FSA Implementation of the Memoryless LO Detector

Given a few assumptions, a Fourier series may be used to directly estimate the memoryless LO nonlinearity. Ignoring the $1/\rho$ term, recall that the memoryless LO nonlinearity has the form $g(\rho) = -f_\mathcal{F}^\prime(\rho) / f_n(\rho)$. To derive the FSA estimate of $g(\rho)$ the following assumptions are made concerning the noise pdf, $f_n(\eta)$: $f_n(\eta)$ is even symmetric about the origin (and thus has zero mean), and is bounded by $\eta_{\text{max}}$ and $\eta_{\text{min}}$, where $\eta_{\text{max}} = -\eta_{\text{min}}$. Begin the derivation by approximating $g(\rho)$ as

\[
\hat{g}(\rho) = \left\{ \begin{array}{ll}
\frac{a_0}{2} + \sum_{k=1}^{p} a_k \cos(k\omega_0 \rho) + \sum_{k=1}^{p} b_k \sin(k\omega_0 \rho) & \text{for } \eta_{\text{min}} \leq \rho \leq \eta_{\text{max}} \\
0 & \text{otherwise}
\end{array} \right. \tag{3.67}
\]

where $T = \eta_{\text{max}} - \eta_{\text{min}}$ and $\omega_0 = (2\pi) / T$. The coefficients $\{a_k\}$ and $\{b_k\}$ (which are different from those in Eq. (9.50)) are chosen so as to minimize the mean squared error (MSE) when the observation consists of noise only, i.e., $r = n$. The MSE (denoted by the function $J$) is given by:

\[
J = E\{[g(r) - \hat{g}(r)]^2\} \big|_{r=n} = \int_{-\infty}^{\infty} [g(\rho) - \hat{g}(\rho)]^2 f_n(\rho) \, d\rho
\]

\[
= \int_{\eta_{\text{min}}}^{\eta_{\text{max}}} \left[ g(\rho) - \frac{a_0}{2} - \sum_{k=1}^{p} a_k \cos(k\omega_0 \rho) - \sum_{k=1}^{p} b_k \sin(k\omega_0 \rho) \right]^2 f_n(\rho) \, d\rho . \tag{3.68}
\]

To find $a_0$ which minimizes $J$, the expression $\frac{\partial J}{\partial a_0}$ is computed and equated to zero. By symmetry, $\int_{\eta_{\text{min}}}^{\eta_{\text{max}}} \sin(k\omega_0 \rho) f_n(\rho) \, d\rho = 0$ and $f_n(\eta_{\text{min}}) = f_n(\eta_{\text{max}})$, resulting in the following equation:

\[
\frac{a_0}{2} + \sum_{k=1}^{p} a_k E[\cos(k\omega_0 n)] = f_n(\eta_{\text{min}}) - f_n(\eta_{\text{max}}) = 0 . \tag{3.69}
\]

\[\text{Note: These assumptions are valid as long as } f_n(\eta) \text{ is bounded and is symmetric about its mean since a simple linear transformation may be used to shift the pdf to the origin.}\]
Next, the expression $\partial J/\partial a_m$ is computed for $m \neq 0$ to find the coefficients $\{a_k\}$ which minimize $J$. Noting that 
\[
\int_{\eta_{\min}}^{\eta_{\max}} f_n(\rho) \cos(m \omega_0 \rho) d\rho = 0 \quad \text{and} \quad \int_{\eta_{\min}}^{\eta_{\max}} \sin(k \omega_0 \rho) \cos(m \omega_0 \rho) f_n(\rho) d\rho = 0,
\]
the resulting system of equations is:
\[
a_0 E[\cos(m \omega_0 n)] + \sum_{k=1}^{p} a_k \{E[\cos((k - m) \omega_0 n)] \\
+ E[\cos((k + m) \omega_0 n)]\} = 0, \quad m = 1, \ldots, p.
\]
(3.70)

Finally, $J$ is minimized with respect to $\{b_k\}$ by computing $\partial J/\partial b_k$ and equating it to zero. Using the facts that $f_n(\eta_{\min}) = f_n(\eta_{\max})$ and $\sin(m \omega_0 \eta_{\min}) = \sin(m \omega_0 \eta_{\max}) = 0$, the result is the following system of equations:
\[
\frac{1}{2} \sum_{k=1}^{p} b_k \{E[\cos((k - m) \omega_0 n)] - E[\cos((k + m) \omega_0 n)]\}
\]
\[
= f_n(\eta_{\min}) \sin(m \omega_0 \eta_{\min}) - f_n(\eta_{\max}) \sin(m \omega_0 \eta_{\max}) + m \omega_0 E[\cos(m \omega_0 n)]
\]
\[
= m \omega_0 E[\cos(m \omega_0 n)]
\]
for $m = 1, \ldots, p$. To simplify notation, define the vectors
\[
a = [a_0, a_1, \ldots, a_p]^T
\]
\[
b = [b_1, b_2, \ldots, b_p]^T
\]
\[
c = \begin{bmatrix}
E \{\cos(\omega_0 n)\} \\
2 E \{\cos(2 \omega_0 n)\} \\
\vdots \\
p E \{\cos(p \omega_0 n)\}
\end{bmatrix}
\]
(3.72)

\footnote{To see this, recall that $\omega_0 = 2\pi/(\eta_{\max} - \eta_{\min}) = \pi/\eta_{\max} = -\pi/\eta_{\min}$.}
and the matrix

\[
T = \begin{bmatrix}
1 - E\{\cos(2\omega_0 n)\} & E\{\cos(\omega_0 n)\} & \cdots & E\{\cos((P-1)\omega_0 n)\} \\
E\{\cos(\omega_0 n)\} & -E\{\cos(3\omega_0 n)\} & \cdots & -E\{\cos((P+1)\omega_0 n)\} \\
-\cos(2\omega_0 n) & 1 - E\{\cos(4\omega_0 n)\} & \cdots & E\{\cos((P-2)\omega_0 n)\} \\
\vdots & \vdots & \ddots & \vdots \\
E\{\cos((P-1)\omega_0 n)\} & -E\{\cos((P+1)\omega_0 n)\} & \cdots & 1 - E\{\cos(2P\omega_0 n)\}
\end{bmatrix}
\]  \quad (3.73)

Then, assuming \(T\) is invertible and that the set of equations described by Eq. (3.69) and Eq. (3.70) are linearly independent, the coefficients \(\{a_k\}\) and \(\{b_k\}\) which minimize \(J\) are found via the matrix equations

\[
a = 0
\]

\[
b = 2\omega_0 T^{-1} c.
\]

Thus the resulting FSA estimate of \(g(\rho)\) is given by (ignoring the \(1/\rho\) term)

\[
\hat{g}(\rho) = \sum_{k=1}^{P} b_k \sin(\rho \omega_0)
\]

\[
(3.75)
\]

for \(\eta_{\text{min}} \leq \rho \leq \eta_{\text{max}}\) and 0 otherwise, where the set of coefficients \(\{b_k\}\) is given by Eq. (3.74).

The previous derivations for the FSA estimate of a pdf (Section 3.4) and of the memoryless LO nonlinearity used the assumption that the noise pdf, \(f_n(\eta)\), was bounded. However, there are many cases of interest in which the support of \(f_n(\eta)\) is unbounded, e.g., the Gaussian pdf [12], Ch. 2). In these instances the FSA algorithm may still be used with the following modifications. The observed received signal in most applications will have a maximum and minimum value. If \(\eta_{\text{max}}\) is chosen as \(\max(|\rho_{\text{max}}|, |\rho_{\text{min}}|)\), then the FSA estimate with \(\omega_0 = \pi/\eta_{\text{max}}\) will encompass all values of the received signal. However, the actual range of the pdf, \((-\infty, \infty)\), can be used to compute the coefficients via Eq. (3.55) or Eq. (3.74). While the result will not be a true estimate of the actual unbounded noise pdf, in most cases it will provide a suitable approximation given the fact that the range of observed received signal values is bounded.

The FSA algorithm can also be used for the case when the underlying pdf is unknown and knowledge of its domain (bounded or unbounded) is
unavailable. Provided that it is valid to assume that $f_n(\eta)$ is even-symmetric one can choose $\eta_{max}$ as $\max(|\rho_{\max}|, |\rho_{\min}|)$. The required coefficients can then be computed using Eq. (3.56) for the pdf estimate, or Eq. (3.74) (substituting a sample average for the expectation operation) for a direct estimate of the LO nonlinearity.
Chapter 4

LO Detector with Memory Implementation Techniques

The implementation of a robust memoryless LO detector was the subject of Chapter 3. In this chapter two of these techniques, the histogram and kernel algorithms, are extended to the multidimensional problem of implementing a robust LO detector with memory. As before, pdf estimation algorithms are utilized to provide the framework by which the required LO nonlinearities of Eq. (2.8) and Eq. (2.9) can be estimated. The result is a detector that can be used in an unknown, and possible changing, interference environment.

As will be seen, the algorithms for implementing the LO nonlinearities with memory are more complicated than their memoryless counterparts. However, the algorithms with memory are potentially more powerful in that they utilize the interrelationship between data samples, whereas the memoryless algorithms process each sample independently. As a result, the LO detector with memory can be a prudent choice in environments characterized by highly correlated interference samples, such as channels containing narrowband jammers or noise sources modeled as auto regressive (AR) processes.

4.1 The Histogram Algorithm

While a histogram can be used to estimate a multivariate pdf, it is not particularly suited to the task of implementing the LO nonlinearities with
memory. This section presents the multivariate histogram algorithm and the reasons why it is not suited to the task of implementing the LO detector with memory.

Recall that the I and Q nonlinearities with memory of Eq. (2.8) and Eq. (2.9) are a function of $f_{n,n_0}(\eta_I, \eta_Q)$, the multivariate noise pdf. The histogram estimate of a multivariate pdf is a straightforward (but arduous) extension of the histogram algorithm for estimating univariate pdfs, discussed in Section 3.1. Let $\{\eta_i\} = \{[\eta_i(1) \ldots \eta_i(N)]^T\}$ and $\{\eta_{q_i}\} = \{[\eta_{q_i}(1) \ldots \eta_{q_i}(N)]^T\}$ each be a set of L samples of the I and Q random noise vectors, $n_I$ and $n_Q$, each having length $N$. Define $n^T = [n_I^T n_Q^T]$ as the concatenated random noise vector, and $\{\eta_i^T\} = \{[\eta_i^T \eta_{q_i}^T]\} = \{[\eta_i(1) \ldots \eta_i(N) \eta_{q_i}(1) \ldots \eta_{q_i}(N)]\} = \{[\eta_i(1) \ldots \eta_i(2N)]\}$ as the set of L samples of $n$. Thus, $f_{n,n_0}(\eta_I, \eta_Q) = f_n(\eta)$ is a 2N-dimensional pdf.

Next, divide the domain of the $j^{th}$ dimension of $f_n(\eta)$ into $K$ regions using the breakpoints $b_{jk}$, where $j = 1, \ldots, 2N$ and $k = 0, \ldots, K$. Thus, the entire 2N-dimensional support of $f_n(\eta)$ is divided into $K^{2N}$ "hyper-bins," $B_{k_1, \ldots, k_{2N}}$, defined as

$$B_{k_1, \ldots, k_{2N}} = \{\eta_i : b_{jk} \leq \eta_i(j) < b_{j(k_j+1)} \text{ for } j = 1, \ldots, 2N \}$$

(4.1)

and $k_j = 0, \ldots, K - 1$.

Note that the breakpoints $\{b_{jk}\}$ are chosen heuristically, e.g., such that each hyper-bin has the same width in each dimension, or each bin contains the same number of sample points.

The probability of a sample of the concatenated noise vector lying in a given bin, $P\{B_{k_1, \ldots, k_{2N}}\}$, is approximated by its relative frequency,

$$P\{B_{k_1, \ldots, k_{2N}}\} \approx \hat{P}\{B_{k_1, \ldots, k_{2N}}\} = \frac{1}{L} \sum_{i=1}^{L} I_{B_{k_1, \ldots, k_{2N}}} (\eta_i)$$

(4.2)

where $I_A(y)$ is the set indicator function. Finally, the multivariate histogram estimate of $f_n(\eta)$, denoted as $\hat{f}_n(\eta)$, is given by

$$\hat{f}_n(\eta) = \sum_{k_1=0}^{K-1} \ldots \sum_{k_{2N}=0}^{K-1} \frac{1}{C_{k_1, \ldots, k_{2N}}} \hat{P}\{B_{k_1, \ldots, k_{2N}}\} I_{B_{k_1, \ldots, k_{2N}}} (\eta)$$

(4.3)
where the normalizing scale factor, $C_{k_1, \ldots, k_{2N}}$, is

$$C_{k_1, \ldots, k_{2N}} = \prod_{j=1}^{2N} \left[ b_{j(k_j+1)} - b_{jk_j} \right].$$

(4.4)

At this point, the practicality of the multivariate histogram estimator of Eq. (4.3) should be discussed. Suppose that, on average, it is desired to have $P$ samples in each hyper-bin. Then, roughly $P \cdot K^{2N}$ concatenated sample vectors, $\eta_i$, are required. The result is a required total number of individual noise samples, $\eta_j$, approximately equal to $2NPK^{2N}$ to yield approximately $P$ sample points in each hyper-bin. For example, if $K = 10$ bins per dimension, $P = 10$ samples per hyper-bin, and $N = 2$, i.e., $f_{n_1n_2}(\eta_1, \eta_2) = f_{n_1(1)n_2(2)}n_2(1)n_2(2)(\eta_1(1), \eta_1(2), \eta_2(1), \eta_2(2))$, then a total of approximately 400,000 individual noise samples are required. If $N = 10$, however, approximately $2 \times 10^{22}$ individual noise samples are required. As can be seen, a linear increase in the length of the I and Q noise vectors results in an exponential increase in the number of individual noise data samples. Since in most situations it is not possible to obtain the required large number of data samples, the resulting multivariate histogram estimate will be poor. An example of a 2-dimensional histogram estimate corresponding to iid Gaussian I and Q noise data, for $K = 6$ and $L = 10,000$, is shown in Fig. 4.1.

From the preceding discussion, it is evident that the multivariate histogram estimate will provide an extremely crude noise pdf estimate at best. Even for the example pdf in Fig. 4.1, with $P \approx 280$ samples per hyper-bin, the resulting estimate is poor. In addition, the numerical differentiation techniques required to produce the approximate gradient of the histogram estimate will introduce further error. Thus, a multivariate pdf estimation technique more suited to the implementation of the LO nonlinearities with memory is presented in the next section.

### 4.2 The Kernel Algorithm

The multivariate kernel estimator of the noise pdf is developed as follows. Define the concatenated noise vector $n^T = [n_I^T \ n_Q^T]$ and let $\{\eta_i\} = \{n_1(1)n_1(2)\ldots n_1(2N)\}^T$, $i = 1, \ldots, L$, be a set of $L$ samples of the random noise vector, $n$. Since $n$ has length $2N$, the total number of
available samples is $Q = 2LN$. The general multivariate kernel estimator is then defined as ([14], Ch. 6):

$$\hat{f}_n(\eta) = \frac{1}{L | H |} \sum_{i=1}^{L} K(H^{-1}(\eta - \eta_i)).$$  \hspace{1cm} (4.5)

The window $K(t)$ is now a multivariate kernel and $H$ is a linear transform matrix.

At this point a special form of the general multivariate kernel estimator will be presented: the product kernel estimator. The product kernel estimate of $f_n(\eta)$ is ([14], Ch. 6):

$$\hat{f}_n(\eta) = \hat{f}_n(\eta(1), \ldots, \eta(j), \ldots, \eta(2N)) = \frac{1}{L h_1 \cdots h_{2N}} \sum_{i=1}^{L} \left[ \prod_{j=1}^{2N} K\left( \frac{\eta(j) - \eta_i(j)}{h_j} \right) \right]$$  \hspace{1cm} (4.6)

where $\eta(j)$ is the $j^{th}$ argument of $f_n(\eta)$ and $\eta_i(j)$ is the $i^{th}$ sample of the $j^{th}$ observed concatenated noise vector. The parameters $\{h_j\}$ are the smoothing parameters corresponding to each dimension of the kernel estimate. The kernel function $K(t)$ is the same univariate kernel discussed in Section 3.5.
Recall that the LO detector with memory requires the partial derivatives of the multivariate noise pdf. The product kernel estimate of $\frac{\partial}{\partial \eta(q)} f_n(\eta)$ is found by differentiating $\hat{f}_n(\eta)$ in Eq. (4.6). The result is

$$\frac{\partial}{\partial \eta(q)} \hat{f}_n(\eta) = \frac{\partial}{\partial \eta_q} \frac{1}{L h_1 \cdots h_{2N}} \sum_{i=1}^{L} \left[ \prod_{j=1}^{2N} K \left( \frac{\eta(j) - \eta_i(j)}{h_j} \right) \right]$$

$$= \frac{1}{L h_q h_1 \cdots h_{2N}} \sum_{i=1}^{L} \left[ K' \left( \frac{\eta(q) - \eta_i(q)}{h_q} \right) \prod_{j=1}^{2N} K \left( \frac{\eta(j) - \eta_i(j)}{h_j} \right) \right].$$

(4.7)

Note that the expression in Eq. (4.7) can be extended to partial derivatives of arbitrary order.

As in the case of the univariate kernel estimator, the product kernel estimator has a useful expression yielding the set $\{h_j\}$ which minimizes the AMISE. If a Gaussian kernel is used and $n$ is a multivariate Gaussian vector with independent components, then the value of $h_j$ which minimizes the AMISE of $\hat{f}_n(\eta)$ is ([14], Ch. 6)

$$h_j = \left( \frac{4}{2N + 2} \right)^{1/(2N+4)} \sigma_j L^{-1/(2N+4)}$$

(4.8)

where $\sigma_j^2$ is the variance of the $j^{th}$ component of $n$. Equation (4.8) provides a starting point for determining $\{h_j\}$ that is most suitable for the given application.

The product kernel estimate can be used to approximate the LO nonlinearity with memory by substituting the kernel estimates of $f_n(\eta)$ and $\frac{\partial}{\partial \eta(q)} f_n(\eta)$ ($q = 1, \ldots, 2N$) into Eq. (2.8) and Eq. (2.9), noting that $f_n(\eta) = f_{n_1 n_2 \cdots n_q}(\eta_1, \ldots, \eta_i(N), \eta_q(1), \ldots, \eta_q(N))$. The resulting product kernel estimate of $g_q(\rho) = -\frac{\partial}{\partial \rho(q)} f_n(\rho)/f_n(\rho)$ is:

$$\hat{g}_q(\rho) = \frac{1}{h_q} \sum_{i=1}^{L} \left[ K' \left( \frac{\rho(q) - \eta_i(q)}{h_q} \right) \prod_{j=1}^{2N} K \left( \frac{\rho(j) - \eta_i(j)}{h_j} \right) \right]$$

$$= \frac{1}{h_q} \sum_{i=1}^{L} \left[ \prod_{j=1}^{2N} K \left( \frac{\rho(j) - \eta_i(j)}{h_j} \right) \right].$$

(4.9)
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The techniques employed in arriving at Eq. (4.9) can be used to develop more sophisticated forms of the LO detector with memory.

4.3 Simulation Results

This section presents the simulation results for the product kernel implementation of the robust LO detector with memory. Results are presented for LO detection, with and without memory, in a standard QPSK system. In this case, the LO detector without memory refers to the detector of Eq. (2.13), in which successive noise samples are independent, but simultaneous I and Q samples are correlated. In implementing the LO nonlinearities, the following critical assumption is made: since the environments of interest exhibit high jammer-to-signal (J/S) ratios, the received signal vector, \( r_I + j r_Q \), is approximately equal to the noise vector, \( n_I + j n_Q \), and thus \( f_{r_I r_Q}(\cdot) \approx f_{n_I n_Q}(\cdot) \). In other words, the received signal pdf was used in place of the noise pdf in the implementation of the LO nonlinearities.

The first scenario examined was the LO detector without memory in a QPSK system subjected to a single CW jammer. The \( P_b \) performance of the product kernel algorithm was determined relative to various values of \( J/S \), \( f_j/R_s \), and \( B \), the kernel resolution. The parameter \( B \) is related to the smoothing parameters, \( \{h_j\} \), by the following expression:

\[
B = \frac{\rho_{j_{max}} - \rho_{j_{min}}}{h_j} \quad (4.10)
\]

where \( \rho_{j_{max}} \) and \( \rho_{j_{min}} \) are the maximum and minimum observed values of the received signal in the \( j^{th} \) dimension, respectively. The resulting \( P_b \) plots are shown in Fig. 4.2 to Fig. 4.5, with the system parameters provided in Table 4.1.\(^1\) As can be seen, the results for the LO detector without memory (but with correlated I and Q samples) exhibits a similar \( P_b \) characteristic as does the memoryless LO detector algorithms, whose results are provided in Section 3.6: \( P_b \) decreases as \( f_j/R_s \) increases. In addition, the kernel algorithm is also influenced by the value of \( B \). For good performance in moderate \( J/S \) regions (10dB < \( J/S \) < 20dB), \( B \) should be relatively small (10 < \( B \) < 20). However, for good performance in large \( J/S \) regions (20dB < \( J/S \) < 40dB),

\(^1\)The results shown in the these figures were compiled from an average of five simulation runs.
$B$ should be large ($20 < B < 40$). This corresponds to the discussion in Section 3.6, namely that $h_j$ should be decreased as the noise environment becomes "less Gaussian." Thus, as $J/S$ increases, the interference becomes "less Gaussian," and $B \propto 1/h_j$ must be increased.

<table>
<thead>
<tr>
<th>System Parameters for the QPSK System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter Name</td>
</tr>
<tr>
<td>---------------------------------------</td>
</tr>
<tr>
<td>Transmitter and Receiver Parameters</td>
</tr>
<tr>
<td>Symbol rate ($R_s$) in Hz</td>
</tr>
<tr>
<td>Samples per symbol ($N$)</td>
</tr>
<tr>
<td>Memory length</td>
</tr>
<tr>
<td>Kernel resolution ($B$)</td>
</tr>
<tr>
<td>No. of samples per kernel approx. ($Q$)</td>
</tr>
<tr>
<td>Channel Parameters</td>
</tr>
<tr>
<td>$J/S$ (in dB)</td>
</tr>
<tr>
<td>$f_j/R_s$</td>
</tr>
<tr>
<td>$E_b/N_0$ (in dB)</td>
</tr>
<tr>
<td>Symbols used for $P_b$ calculation</td>
</tr>
</tbody>
</table>

Table 4.1: System parameters for the product kernel algorithm (without memory) in a QPSK system: examination of $P_b$ relative to $J/S$, $f_j/R_s$, and $B$.

The next scenario examined was the LO detector with memory in a QPSK system subjected to a single CW jammer. Specifically, the value of $N$ chosen for the kernel algorithm was $N = 10$ (see Eq. (4.9)). The plots of $P_b$ relative to $J/S$, $f_j/R_s$, and $B$ are shown in Fig. 4.6 and Fig. 4.7, with the system parameters provided in Table 4.2.² As before, $P_b$ was observed to decrease as $f_j/R_s$ increased. Also, as $J/S$ increased, an increase in $B$ was also required to maintain a good value of $P_b$. However, the observed values of $P_b$ for the LO detector with memory were typically larger than those for the LO detector without memory. The most probable reason for this phenomenon is the increase in error associated with approximating a pdf with a large dimensionality. The trade-off between memory length vs. approximation complexity will need to be addressed in future research.

²The results shown in the these figures were compiled from an average of five simulation runs.
Figure 4.2: Probability of bit error (1 CW jammer) for the LO QPSK detector without memory simulation - $B = 10$

Figure 4.3: Probability of bit error (1 CW jammer) for the LO QPSK detector without memory simulation - $B = 20$
Figure 4.4: Probability of bit error (1 CW jammer) for the LO QPSK detector without memory simulation - $B = 30$

Figure 4.5: Probability of bit error (1 CW jammer) for the LO QPSK detector without memory simulation - $B = 40$
<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol rate ($R_s$) in Hz</td>
<td>0.05</td>
</tr>
<tr>
<td>Samples per symbol ($N$)</td>
<td>10</td>
</tr>
<tr>
<td>Memory length</td>
<td>10</td>
</tr>
<tr>
<td>Kernel resolution ($B$)</td>
<td>20 and 30</td>
</tr>
<tr>
<td>No. of samples per kernel approx. ($Q$)</td>
<td>10,000</td>
</tr>
<tr>
<td>$J/S$ (in dB)</td>
<td>0 to 50 by 10</td>
</tr>
<tr>
<td>$f_j/R_s$</td>
<td>0.00496 to 0.496 by 0.098208</td>
</tr>
<tr>
<td>$E_b/N_0$ (in dB)</td>
<td>10</td>
</tr>
<tr>
<td>Symbols used for $P_b$ calculation</td>
<td>1,000</td>
</tr>
</tbody>
</table>

Table 4.2: System parameters for the product kernel algorithm (with memory) in a QPSK system: examination of $P_b$ relative to $J/S$, $f_j/R_s$, and $B$.

Figure 4.6: Probability of bit error (1 CW jammer) for the LO QPSK detector with memory simulation - $B = 20$
Figure 4.7: Probability of bit error (1 CW jammer) for the LO QPSK detector with memory simulation - $B = 30$

can be concluded that the LO detectors derived using the large $J/S$ assumption that the received signal pdf is approximately equal to the noise pdf are not as robust as would be desired. The effect(s) of this assumption, as well as possible methods for improving performance, are discussed in the next chapter.
Chapter 5

"Ideal" Detection Techniques

The simulation analyses of the LO detector techniques discussed in Chapters 3 and 4 indicate that performance varies greatly depending on the jammer characteristics. In particular, for the case of a single CW jammer, all of the LO detector implementations exhibited the same trend in $P_b$: $P_b$ increased when $f_j/R_s$ decreased, i.e., a degradation in $P_b$ was observed when the CW jammer occurred near the center of the main lobe of the information signal's frequency spectrum.

However, the goal of the robust LO detector is to provide reliable detection in a wide range of possible interference scenarios. In an effort to determine the cause(s) behind the observed decrease in performance, two ideal detector algorithms were examined: the globally optimum (GO) and the ideal LO (ILO) detectors. These two detector schemes are ideal in the sense that uncorrupted noise samples are assumed to be available at the receiver. Thus, by examining these two detector algorithms, the effects of the large $J/S$ assumption that $f_{n,n_{q}}(\cdot) \approx f_{r,r_{q}}(\cdot)$ can be further investigated.

5.1 The Globally Optimum Detector

The GO detector for a standard QPSK system is a direct implementation of the ML detector for the signal and additive noise scenario, i.e.,

Choose the transmitted signal pair, $(s_{I_m}, s_{Q_m})$, which maximizes

$$f_{n,n_{q}}(\rho - s_{I_m}, \rho - s_{Q_m}), \quad (5.1)$$
where \( f_{nQ}(\eta_I, \eta_Q) \) is the joint pdf of the noise, \( n_I + jn_Q \), and \( \rho_I + j\rho_Q \) is the observed value of the received signal vector. The robust GO detector can be implemented using the multivariate kernel estimator discussed in Section 4.2. Define \( n \) as the concatenated random noise vector, \( n^T = [n_I^T \ n_Q^T] \), and define \( \{\eta_i^T\} = \{[\eta_i^T \ \eta_Q^T]\} \) to be the set of \( L \) vectors formed by concatenating \( L \) observed samples of the I and Q channel noise vectors, each with length \( N \). Then, \( \eta_i = [\eta_i(1) \ldots \eta_i(N) \ \eta_Q(1) \ldots \eta_Q(N)]^T \). The total number of available noise samples is thus \( Q = 2LN \). Finally, defining the following vectors, \( \rho^T = [\rho_I^T \ \rho_Q^T] \) and \( s_m^T = [s_m^T \ s_Q^T] \), and using the result in Eq. (4.6), the product kernel implementation of the robust GO detector is

Choose \( s_m \) which maximizes

\[
\hat{f}_n(\rho - s_m) = \frac{1}{Lh_{1I} \ldots h_{1N} h_{Q1} \ldots h_{QN}} \sum_{i=1}^{L} \left[ \prod_{j=1}^{2N} K \left( \frac{\rho_I(j) - s_{mI}(j) - \eta_i(j)}{h_{IJ}} \right) \right] 
\]

or, more explicitly,

Choose the transmitted signal pair, \( (s_{mI}, s_{Qm}) \), which maximizes

\[
\hat{f}_{nI,nQ}(\rho_I - s_{mI}, \rho_Q - s_{Qm}) = \frac{1}{Lh_{1I} \ldots h_{1N} h_{Q1} \ldots h_{QN}} \cdot \sum_{i=1}^{L} \left[ \prod_{j=1}^{N} K \left( \frac{\rho_I(j) - s_{mI}(j) - \eta_i(j)}{h_{IJ}} \right) \right] \cdot \prod_{j=1}^{N} K \left( \frac{\rho_Q(j) - s_{Qm}(j) - \eta_Q(j)}{h_{QJ}} \right) .
\]

In Eq. (5.2) and Eq. (5.3), \( h_j \) is the \( j^{th} \) smoothing parameter in the sequence \( \{h_{1I}, \ldots, h_{1N}, h_{Q1}, \ldots, h_{QN}\} \) where \( h_{IJ} \) and \( h_{QJ} \) are the smoothing parameters for the \( j^{th} \) dimension of the I and Q noise vectors, respectively; \( \eta_i(j) \) is the \( j^{th} \) sample of the \( i^{th} \) observed concatenated noise vector, \( \eta_i \), and correspondingly, \( \eta_{iI}(j) \) and \( \eta_{iQ}(j) \) are the \( j^{th} \) samples of the \( i^{th} \) observed I and Q noise vectors, respectively; and finally, \( K(\cdot) \) is any one of a number of kernel windows discussed in Section 4.2 and [14], with the choice of kernel determined by the requirements specific to the given application.

It should be noted that, in general, the GO detector cannot be implemented in practice since it requires uncorrupted samples of the channel noise,
i.e., \( \{ \eta_k(j), \eta_Q(j) \} \), which are typically unavailable at the receiver in a communications system. However, the analysis of this detector will provide useful information concerning: (1) the attainable performance bounds of the robust detectors, (2) the effects of pdf estimation on detector implementation, and (3) the implications, and inaccuracies, associated with the assumption that \( f_{\eta} \approx f_{\eta Q} \) in a high J/S environment.

### 5.2 The Ideal LO Detector

Recall from Eq. (2.7) that the general form of the LO detector with memory for quadrature signaling is given by:

Choose the possible signal pair, \((s_{I}, s_{Q})\), which maximizes:

\[
I(\rho_I, \rho_Q) = \sum_{k=1}^{N} [s_{I}(k) g_{s_{I}}(\rho_I, \rho_Q) + s_{Q}(k) g_{s_{Q}}(\rho_I, \rho_Q)]
\]

where

\[
g_{s_{I}}(\rho_I, \rho_Q) = \frac{\partial}{\partial \rho_I} \frac{f_{s_{I} s_{Q}}(\rho_I, \rho_Q)}{f_{\rho_I}(\rho_I, \rho_Q)}
\]

and

\[
g_{s_{Q}}(\rho_I, \rho_Q) = \frac{\partial}{\partial \rho_Q} \frac{f_{s_{I} s_{Q}}(\rho_I, \rho_Q)}{f_{\rho_Q}(\rho_I, \rho_Q)}
\]

are the ILO nonlinearities with memory. Using the result given in Eq. (4.9), and the definitions in the previous section, the product kernel implementations of \( g_{s_{I}}(\rho_I, \rho_Q) \) and \( g_{s_{Q}}(\rho_I, \rho_Q) \) are given by

\[
\tilde{g}_{s_{I}}(\rho_I, \rho_Q) = \frac{1}{h_{s_{I}}} \sum_{i=1}^{L} \{ K \left( \frac{\rho_{s_{I}}(k) - n_{s_{I}}(k)}{h_{s_{I}}} \right) \prod_{j=1}^{N_{I}} K \left( \frac{\rho_{s_{I}}(j) - n_{s_{I}}(j)}{h_{s_{I}}} \right) \prod_{j=1}^{N_{Q}} K \left( \frac{\rho_{s_{Q}}(j) - n_{s_{Q}}(j)}{h_{s_{Q}}} \right) \}
\]

and

\[
\tilde{g}_{s_{Q}}(\rho_I, \rho_Q) = \frac{1}{h_{s_{Q}}} \sum_{i=1}^{L} \{ K \left( \frac{\rho_{s_{Q}}(k) - n_{s_{Q}}(k)}{h_{s_{Q}}} \right) \prod_{j=1}^{N_{I}} K \left( \frac{\rho_{s_{I}}(j) - n_{s_{I}}(j)}{h_{s_{I}}} \right) \prod_{j=1}^{N_{Q}} K \left( \frac{\rho_{s_{Q}}(j) - n_{s_{Q}}(j)}{h_{s_{Q}}} \right) \}
\]
where ('') denotes differentiation.

As with the GO detector, the ILO detector is not usually implementable since it requires uncorrupted samples of the channel noise. However, the ILO detector can be utilized to determine performance bounds, as well as limitations associated with LO detector implementations that use the received signal samples as approximations of the noise.

5.3 Simulation Results

This section presents the simulation results for the GO and ILO detectors discussed in Sections 5.1 and 5.2. The main objective behind examining these two detector structures is twofold: (1) to determine the theoretical performance limits for the robust LO detector, and (2) to determine the effect on $P_b$ of the large $J/S$ assumption that the noise pdf can be approximated by the received signal pdf.

The $P_b$ results for the robust GO detector in a standard QPSK system subjected to a single CW jammer are shown in Fig. 5.1 to Fig. 5.3, with the system parameters given in Table 5.1.\(^1\) In these figures, $P_b$ is shown relative to various values of $J/S$, $f_j/R_s$, and $B$. As can be seen, for a given value of $J/S$, and almost any $f_j/R_s$, $P_b$ can be reduced to useful value through a judicious choice of $B$. In particular, for low $J/S$ ($-20dB < J/S < 10dB$), a small value of $B$ ($B \approx 10$) is required. For high $J/S$ ($20dB < J/S < 40dB$) a larger value of $B$ ($20 < B < 30$) is required. These results support the assertion that the value of $B$ in the kernel method must be increased as the noise becomes "less Gaussian." While the plots for the GO detector show that $f_j/R_s$ has little effect on $P_b$ (for appropriate $B$ and $J/S$ regions), the same was not observed for the LO detector (see Section 3.6). Instead, $P_b$ for the LO detector increased as $f_j/R_s$ decreased. Thus, the observed performance of the two detectors indicates that the GO detector is more robust than the standard LO detector.

Next, the performance of the GO detector was examined for the case of a

\(^1\)The results shown in these figures were compiled from only a single simulation run. Thus, these graphs should be used for the purpose of determining performance trends, and not quantitative values of $P_b$. Also, in many cases the resulting calculated value of $P_b$ was equal to zero. However, since $P_b$ was computed using only 1,000 symbols, a value of zero actually corresponds to a $P_b$ on the order of $10^{-3}$ or less.
<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter and Receiver Parameters</td>
<td></td>
</tr>
<tr>
<td>Symbol rate ((R_s)) in Hz</td>
<td>0.05</td>
</tr>
<tr>
<td>Samples per symbol ((N))</td>
<td>10</td>
</tr>
<tr>
<td>Memory length</td>
<td>10</td>
</tr>
<tr>
<td>Kernel resolution ((B))</td>
<td>10 to 30 by 10</td>
</tr>
<tr>
<td>No. of samples per kernel approx. ((Q))</td>
<td>10,000</td>
</tr>
<tr>
<td>Channel Parameters</td>
<td></td>
</tr>
<tr>
<td>(J/S) (in dB)</td>
<td>-20 to 50 by 10</td>
</tr>
<tr>
<td>(f_j/R_s)</td>
<td>0.00496 to 0.496 by 0.098208</td>
</tr>
<tr>
<td>(E_b/N_0) (in dB)</td>
<td>10</td>
</tr>
<tr>
<td>Symbols used for (P_b) calculation</td>
<td>1,000</td>
</tr>
</tbody>
</table>

Table 5.1: System parameters for the GO detector in a QPSK system subjected to a single CW jammer: examination of \(P_b\) relative to \(J/S\), \(f_j/R_s\), and \(B\).

Figure 5.1: Probability of bit error (1 CW jammer) for the GO QPSK detector with memory simulation - \(B = 10\)
Figure 5.2: Probability of bit error (1 CW jammer) for the GO QPSK detector with memory simulation - $B = 20$

Figure 5.3: Probability of bit error (1 CW jammer) for the GO QPSK detector with memory simulation - $B = 30$
QPSK system subjected to two CW jammers. Specifically, the first jammer was fixed at $J/S = 30\text{dB}$ and $f_j/R_s = 0.496$, with the second jammer allowed to vary. The corresponding $P_b$ plots, for the system parameters in Table 5.2, are provided in Fig. 5.4 to Fig. 5.6.2 These figures show that good $P_b$ performance can be attained for a wide variety of $J/S$ and $f_j/R_s$ second jammer configurations. Previous work [5], however, has shown that the standard robust LO detector does not perform well when subjected to two CW jammers, except when one has a low $J/S$, e.g., $J/S < 0\text{dB}$.

<table>
<thead>
<tr>
<th>System Parameters for the QPSK System</th>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter and Receiver Parameters</td>
<td>Symbol rate ($R_s$) in Hz</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Samples per symbol ($N$)</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Memory length</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Kernel resolution ($B$)</td>
<td>10 to 30 by 10</td>
</tr>
<tr>
<td></td>
<td>No. of samples per kernel approx. ($Q$)</td>
<td>10,000</td>
</tr>
<tr>
<td>Channel Parameters</td>
<td>$J/S$ (in dB) for 1st jammer</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>$f_j/R_s$ for 1st jammer</td>
<td>0.496</td>
</tr>
<tr>
<td></td>
<td>$J/S$ (in dB) for 2nd jammer</td>
<td>-20 to 50 by 10</td>
</tr>
<tr>
<td></td>
<td>$f_j/R_s$ for 2nd jammer</td>
<td>0.00406 to 0.406</td>
</tr>
<tr>
<td></td>
<td></td>
<td>by 0.080388</td>
</tr>
<tr>
<td></td>
<td>$E_b/N_0$ (in dB)</td>
<td>10</td>
</tr>
<tr>
<td>Symbols used for $P_b$ calculation</td>
<td>1,000</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: System parameters for the GO detector in a QPSK system subjected to two CW jammers: examination of $P_b$ relative to $J/S$, $f_j/R_s$, and $B$.

2The results shown in these figures were compiled from only a single simulation run. Thus, these graphs should be used for the purpose of determining performance trends, and not quantitative values of $P_b$. Also, in many cases the resulting calculated value of $P_b$ was equal to zero. However, since $P_b$ was computed using only 1,000 symbols, a value of zero actually corresponds to a $P_b$ on the order of $10^{-3}$ or less.
Figure 5.4: Probability of bit error (2 CW jammers) for the GO QPSK detector with memory simulation - $B = 10$

Figure 5.5: Probability of bit error (2 CW jammers) for the GO QPSK detector with memory simulation - $B = 20$
Figure 5.6: Probability of bit error (2 CW jammers) for the GO QPSK detector with memory simulation - $B = 30$

Finally, the performance of the GO detector in a QPSK system subjected to three CW jammers was examined. In this case, the first jammer was fixed at $J/S = 30dB$ and $f_j/R_s = 0.496$, the second at $J/S = 30dB$ and $f_j/R_s = 0.496$, and the third was varied. The plots of $P_b$ relative to $J/S$ and $f_j/R_s$ for the third jammer, as well as various values of $B$, are provided in Fig. 5.7 to Fig. 5.9. The corresponding system parameters are listed in Table 5.3. These results, as before, indicate that a low value of $P_b$ can be attained for a wide range of $J/S$ and $f_j/R_s$ settings through judicious choice of $B$.

The $P_b$ performance of the ideal robust LO detector was also examined. Specifically, $P_b$ for the ILO detector in a QPSK system subjected to a single CW jammer is plotted in Fig. 5.10 through Fig. 5.12, with the system pa-

---

3The results shown in the these figures were compiled from only a single simulation run. Thus, these graphs should be used for the purpose of determining performance trends, and not quantitative values of $P_b$. Also, in many cases the resulting calculated value of $P_b$ was equal to zero. However, since $P_b$ was computed using only 1,000 symbols, a value of zero actually corresponds to a $P_b$ on the order of $10^{-3}$ or less.
### System Parameters for the QPSK System

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol rate ($R_s$) in Hz</td>
<td>0.05</td>
</tr>
<tr>
<td>Samples per symbol ($N$)</td>
<td>10</td>
</tr>
<tr>
<td>Memory length</td>
<td>10</td>
</tr>
<tr>
<td>Kernel resolution ($B$)</td>
<td>15 to 35 by 10</td>
</tr>
<tr>
<td>No. of samples per kernel approx. ($Q$)</td>
<td>10,000</td>
</tr>
<tr>
<td>$J/S$ (in dB) for 1$^{st}$ jammer</td>
<td>30</td>
</tr>
<tr>
<td>$f_j/R_s$ for 1$^{st}$ jammer</td>
<td>0.496</td>
</tr>
<tr>
<td>$J/S$ (in dB) for 2$^{nd}$ jammer</td>
<td>30</td>
</tr>
<tr>
<td>$f_j/R_s$ for 2$^{nd}$ jammer</td>
<td>0.406</td>
</tr>
<tr>
<td>$J/S$ (in dB) for 3$^{rd}$ jammer</td>
<td>-20 to 50 by 10</td>
</tr>
<tr>
<td>$f_j/R_s$ for 3$^{rd}$ jammer</td>
<td>0.00456 to 0.456 by 0.090288</td>
</tr>
<tr>
<td>$E_b/N_0$ (in dB)</td>
<td>10</td>
</tr>
<tr>
<td>Symbols used for $P_b$ calculation</td>
<td>1,000</td>
</tr>
</tbody>
</table>

Table 5.3: System parameters for the GO detector in a QPSK system subjected to three CW jammers: examination of $P_b$ relative to $J/S$, $f_j/R_s$, and $B$. 
Figure 5.7: Probability of bit error (3 CW jammers) for the GO QPSK detector with memory simulation - $B = 15$

Figure 5.8: Probability of bit error (3 CW jammers) for the GO QPSK detector with memory simulation - $B = 25$
Figure 5.9: Probability of bit error (3 CW jammers) for the GO QPSK detector with memory simulation - \( B = 35 \)

rameters given in Table 5.4. As can be seen, \( P_b \) for the ideal LO detector is similar to that for the GO detector (see Fig. 5.1 to Fig. 5.3), and as before, an increase in \( J/S \) requires an increase in \( B \) in order to yield good performance. However, in some regions, particularly those characterized by low \( J/S \), the performance of the ideal LO detector is poorer than that of the GO detector. This is most likely due to two reasons: (1) because of computational constraints, only 1,000 samples were used in each ideal LO nonlinearity estimate, whereas 10,000 samples were used in each GO detector approximation, and (2) the large interference requirement used in the derivation of the LO detector is not met when \( J/S \) is small, resulting in a poor approximation to the optimum, or GO, detector in these regions.

The results in this section illustrate a number of important points. First, the instances of large \( P_b \) for the LO detector, observed in Sections 3.6 and

---

\(^4\)The results shown in the these figures were compiled from only a single simulation run. Thus, these graphs should be used for the purpose of determining performance trends, and not quantitative values of \( P_b \). Also, in many cases the resulting \( P_b \) was equal to zero. However, since \( P_b \) was computed using only 1,000 symbols, a value of zero actually corresponds to a \( P_b \) on the order of \( 10^{-3} \) or less.
<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol rate ($R_s$) in Hz</td>
<td>0.05</td>
</tr>
<tr>
<td>Samples per symbol ($N$)</td>
<td>10</td>
</tr>
<tr>
<td>Memory length</td>
<td>10</td>
</tr>
<tr>
<td>Kernel resolution ($B$)</td>
<td>10 to 30 by 10</td>
</tr>
<tr>
<td>No. of samples per kernel approx. ($Q$)</td>
<td>1,000</td>
</tr>
<tr>
<td>$J/S$ (in dB)</td>
<td>-20 to 50 by 10</td>
</tr>
<tr>
<td>$f_j/R_s$</td>
<td>0.00496 to 0.496</td>
</tr>
<tr>
<td>$E_b/N_0$ (in dB)</td>
<td>10</td>
</tr>
<tr>
<td>Symbols used for $P_b$ calculation</td>
<td>1,000</td>
</tr>
</tbody>
</table>

Table 5.4: System parameters for the ILO detector in a QPSK system subjected to a single CW jammer: examination of $P_b$ relative to $J/S$, $f_j/R_s$, and $B$.

Figure 5.10: Probability of bit error (1 CW jammer) for the *ideal* LO QPSK detector with memory simulation - $B = 10$
Figure 5.11: Probability of bit error (1 CW jammer) for the *ideal* LO QPSK detector with memory simulation - $B = 20$

Figure 5.12: Probability of bit error (1 CW jammer) for the *ideal* LO QPSK detector with memory simulation - $B = 30$
4.3, most likely can not be attributed to error in the nonlinearity approximations since these same estimation techniques were used in the GO and ILO detectors. Second, for the robust LO detector in a system subjected to CW jammers, the increase in $P_b$ corresponding to a decrease in $f_j/R_s$ is not inherent in the defining expression, Eq. (2.7), for the LO detector, as this trend was not observed in the $P_b$ results for the ILO detector. Finally, the large $J/S$ assumption that the noise pdf can be approximated by the received signal pdf is the most likely cause of the LO detector's regions of poor performance, because this is the only significant difference between the LO detector and the GO/ILO detector algorithms. Thus, it can be hypothesized that improvements in the performance of the robust LO detector can be attained by constructing, at the receiver, good estimates of the noise samples, or an accurate estimate of the noise pdf.
Chapter 6

Summary

The focus of this report has been robust locally optimum (LO) detection in a communications system subjected to interference exhibiting a large jammer-to-signal ratio (J/S). The term robust, in this context, indicates that prior information regarding the channel statistics is not required. Instead, the LO nonlinearity is implemented using an estimate of the channel noise probability density function (pdf). Thus, the robust LO detector can be used in applications where the channel interference is unknown and possibly nonstationary.

A derivation of the various LO detector structures was provided in Chapter 2. In particular, LO detection in a quadrature signaling environment was examined, with emphasis on a quadrature phase shift keyed (QPSK) direct sequence (DS) spread spectrum (SS) system. There are three forms of LO detection: (1) detection with memory, (2) detection in independent and identically distributed (iid) noise, and (3) memoryless detection. In LO detection with memory, no assumptions concerning the noise pdf are made, and thus the entire multivariate pdf is used in constructing the LO nonlinearity. LO detection in iid noise utilizes the assumption that successive noise samples are iid, but with simultaneous in-phase (I) and quadrature (Q) samples remaining correlated. This detector structure, therefore, utilizes the two-dimensional joint pdf of the I and Q channel noise to construct the LO nonlinearity. Finally, in memoryless detection the noise is assumed to be iid, and the noise pdf is assumed to possess radial symmetry. In this case, only the univariate pdf of the noise magnitude is required to implement the LO nonlinearity.

With the derivations of the various LO detector structures completed,
Chapter 3 focused on the implementation of the memoryless LO detector. Five techniques, which utilize estimates of the noise pdf and its derivative, were presented. These methods are: (1) the histogram algorithm, (2) the *M-interval polynomial approximation* (MIPA), (3) the *continuous polynomial approximation* (CPA), (4) the *Fourier series approximation* (FSA), and (5) the kernel algorithm. In all of these methods, observed samples of the channel noise are used to estimate the noise pdf and its derivative, from which an estimate of the memoryless LO nonlinearity is constructed. However, in most applications uncorrupted noise samples are unavailable, e.g., *the noise is corrupted by the information signal*. A common solution is to employ the large *J/S* assumption that *the noise pdf is approximately equal to the received signal pdf*. The results in Section 3.6 illustrate that this assumption is not always valid, even in high *J/S* environments.

The robust LO detector with memory was the subject of Chapter 4. Two methods of implementing the detector were presented: (1) the histogram, and (2) the kernel algorithms. The histogram algorithm was shown to be unsuitable for the task of implementing the LO nonlinearity with memory since it requires an extremely large number of observations to construct a useful pdf estimate. The kernel algorithm, on the other hand, was shown to be well-suited to this task. As before, since uncorrupted noise samples are usually unavailable, the large *J/S* assumption that the noise pdf can be approximated by the received signal pdf was utilized. The simulation results in Section 4.3 indicated that, as for the memoryless case, this assumption is not always valid.

The simulation results for the robust LO detectors with and without memory implied that these detectors are not as robust as would be desired. To determine the cause of the observed regions of poor performance, two "ideal" detector structures were examined in Chapter 5: (1) the *globally optimum* (GO), and (2) the *ideal LO* (ILO) detectors. In both of these detector algorithms, uncorrupted noise samples, although unavailable in practice, were provided and used to estimate the required noise pdfs. The simulation results showed that both of these techniques provided "robust" performance over a wide range of jamming scenarios. Thus, it can be inferred that the poor performance regions of the various LO detector algorithms were caused by the use of the large *J/S* assumption that *the noise pdf is approximately equal to the received signal pdf*.

In conclusion, robust LO detection techniques can be extremely useful in
applications characterized by unknown, nonstationary interference, provided that an accurate estimate of the noise pdf can be made. Thus, techniques for either obtaining uncorrupted estimates of the noise samples, or for constructing an accurate estimate of the noise pdf from a preliminary estimate of the received signal pdf, will be required in order to take full advantage of the "robustness" available in the robust LO detector.
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