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Abstract

The purpose of this study was to develop a tool for evaluating data quality when
characterizing a potentially contaminated groundwater aquifer, and to provide a basis for
developing a simulator to allow environmental managers and engineers to practice and
learn about the site characterization process. Specifically, this study characterized the
uncertainty, estimation block size, and cost for the various methods of determining the
value of each geological, hydrological, and contaminant parameter necessary to
characterize a site.

Research entailed identifying site characterization objectives and identifying
parameters necessary to obtain those objectives. Methods of estimating each parameter
were identified, then research was performed to characterize each method.

This research resulted in a list of site characterization objectives and matrices of
process parameters, parameter estimation methods, method uncertainties, volumes, costs,
applicable model boundary conditions, and references. Fifty transport, storage, and fate
parameters were identified along with 85 different estimation methods. Of these
methods, 61 were partially characterized and 24 were completely characterized (primarily
pertaining to transport). Results were used to define the initial specifications for a site
characterization simulator. Considering this research, more study is needed to
characterize methods pertaining to storage (except equilibrium sorption) and all fate

parameters.
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I. Introduction

A. Background

Current methods of characterizing an uncontrolled hazardous waste site consist of
estimating certain geological, hydrological, and contaminant parameters throughout the
site. The only way to determine these parameters is by analyzing samples from the site.
Since budget and time often restrict the number of samples that can be taken, it is
important that the right kind of samples be taken from the optimal locations, and that the
correct properties be analyzed. More importantly, the reason for acquiring these samples
is so that the environmental manager, engineer, or scientist can develop an interpretation
of the system. Interpreting this data is the most difficult part of the site characterization
process. Due to the complexity of the subsurface environment, experience is the only
way to become proficient at interpretigg the sample data. A tool assessing the quality of
site characterization data and for providing site characterization experience, in a safe and

economical way, is needed. This study provides the basis for developing these tools.

B. Purpose

The purpose of this study was to develop a tool for site investigators to use to
evaluate data quality, and to provide a basis for developing a simulator to allow
environmental managers and engineers to learn and practice the site characterization
process. Specifically, this study looked at the geological, hydrological, and contaminant

parameters that must be determined to characterize a site. The methods of estimating




those parameters (i.e., sampling techniques) and the uncertainty associated with each
method was also addressed. In addition, an attempt was made to quantify the estimation
block and cost of each parameter estimation. The sample estimation block is that volume
of media in the actual aquifer site from which the sample is composed, and over which
the parameter value, estimated by the sampling method, is averaged. For example,
consider a five gram sample removed from a 1000 cm® soil core that has been thoroughly
mixed after collection; this sample would have an estimation block volume of 1000 cm®
because the parameter value determined from the sample would effectively be an average

value taken from the entire soil core.
C. Research Questions

1. Main Question.
What are the parameters obtained by, and the uncertainties, estimation blocks, and
costs associated with different sampling methods used to characterize a hazardous waste

site?

2. Sub-questions.

a) What are the objectives to be attained by performing a hazardous waste site
characterization (hereafter referred to as site characterization)?

b) What uncertainties are associated with various sampling and analysis
techniques?

¢) What estimation block volumes are associated with various sampling

techniques? That is, what volume of the site does the sample represent?




d) What are the costs of the various sampling and analysis techniques?
¢) How can these uncertainties, estimation block volumes, and costs be simulated

using computer software in a site characterization simulator?

D. Scope of Study

This study researched the site characterization parameters of both the saturated
and unsaturated zones of the subsurface environment. Since contaminants that enter the
groundwater may come from sources in the vadose zone or above ground, it is important
to model the parameters of the vadose zone when characterizing a site.

This study consisted of reviewing data and results of past experiments and studies.
No experimentation was conducted to generate new data about the parameters of interest.
This study identified potential areas of site characterization that require additional
experimentation to properly quantify the associated uncerfainties and estimation block

volumes.

E. Significance of Study

The Air Force’s Armstrong Laboratory/Environics Division is interested in
developing a software application that will simulate the site characterization process. Air
Force personnel will be able to gain experience in site characterization through training
with this software. It will give environmental managers the opportunity to practice
choosing where to sample, what types of samples to take, and how many samples should

be taken, all within a constrained budget. Additionally, it will help personnel learn to




interpret sample data into a conceptual model of the site, and into a quantitative,
mathematical model that is necessary for testing the conceptual model.

However, before the software can be developed, this study must be completed to
provide the data on the various parameter estimation methods so they can be modeled
within the computer software. The data obtained by this study are the key to developing a
realistic simulator. By incorporating realistic characteristics (i.e., uncertainty, estimation
block, and cost) of common parameter estimation techniques, the simulator can provide
useful, realistic experience to environmental managers.

Additionally, this data may be very useful to anyone modeling a site. The
matrices of parameter estimation methods match parameters with contaminant fate and
transport processes. They also provide valuable information about the approximate
uncertainty and estimation block size of the various methods. This is important when
determining how to apply a field data value to a model parameter. The approximate
values of uncertainty may also be useful in providing a reasonable range over which to
vary parameters during sensitivity analysis of the model. In general, the results of this
study will be useful in helping investigators to interpret sampling data, by helping them to

make determinations about the quality and representativeness of that data.

F. Overview
This thesis consists of four more chapters. Chapter II is a review of the general
literature concerning groundwater site characterization. Chapter III contains the

methodology and results of obtaining characteristics of parameters and methods used in




site characterization. Chapter IV contains the methodology and results of determining
how to model the parameters and methods in a software simulator, along with the model
specification to be used in the next step of developing the simulation software. Finally,
Chapter V contains conclusions about this research, and recommendations for further
study and development of the simulation software.

The appendices of this thesis contain a variety of data about site characterization.
Appendix A contains a list of the titles and Standard numbers of those American Society
for Testing and Materials standards that relate to site characterization (ASTM, 1996).
Appendix B is a list of typical site characterization objectives. Appendices C through F‘
contain matrices of parameter estimation techniques and their associated general “
references, uncertainties, estimation block sizes, and costs, respectively. Appendix G
contains a matrix of possible boundary conditions that can be applied to a mathematical
model of a site. Appendix H contains formulas for calculating the estimation block size
for those methods where it is dependent upon method construction or existing parameter
values at the sampling location. Finally, Appendix I contains formulas for calculating the
cost for those methods where it is dependent upon method construction or existing

parameter values at the sampling location.




II. Literature Review
The purpose of the literature review is to introduce the general process Qf site
characterization, and to describe its inherent difficulties and the lack of research
concerning its uncertainties. This review also covers the role that experience plays in

reducing uncertainties, and the need for economical methods of obtaining experience.

A. Site Characterization Process

Melville et al. (1991) and Standard D5730-95a (ASTM, 1996) describe site
characterization as the process of determining if a potential environmental problem exists
at a particular site and, if so, obtaining enough data about the site to allow a detailed
remediation design. Site characterization is an iterative process, as shown in Figure 1.
There is no pre-established number of iterations to perform, and no pre-defined endpoint.
Site characterization is a continuous process throughout the remediation of the site.

The top loop of Figure 1 is outlined in Standard D5730-95a (ASTM, 1996). The
initial step is to determine why the site must be characterized. After clear objectives have
been defined, existing data is gathered about the contaminant, the site hydrogeology, and
the applicable fate and transport processes. This existing data is used to create a
conceptual model of the site. The conceptual model is then compared to the objectives to
ensure compliance with initial goals, and to identify data gaps. A sampling plan is
created and implemented to fill any data gaps, and the conceptual model is updated. This
process is repeated until there is enough data to create a mathematical model from the

conceptual model.
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Figure 1: Site Characterization Process

Standard D5447-93 (ASTM, 1996) outlines the bottom loop of Figure 1. A
mathematical model is created from the processes and parameter values defined in the
conceptual model. After creating a mathematical model, an analysis is done to determine
how sensiti\}e the model is to the value of each parameter. This step gives the modeler a
better understanding of how the modeled system behaves. Next, the modeler uses the
mathematical model to test the conceptual model. This is accomplished by forming a
hypothesis about how the system is believed to behave based on the conceptual model,

and then comparing the response of the mathematical model to that hypothesis.




After testing the conceptual model, the process moves back to the top loop to

either refine the conceptual model, if testing was unsuccessful, or to ensure that the
original objectives have been met. At this point, the investigator repeats the entire
process (gathering new data, refining both models, testing the conceptual model, and
reviewing the objectives) as necessary. Only after the conceptual model represents the
real system to the degree required by the objectives, can other site remediation activities
‘proceed (Domenico and Schwartz, 1990). However, even after other site remediation
activities begin, site characterization does not end. Remediation activities could affect
the parameters or processes of the system rhaking the models invalid. Additionally, an
investigator can continue to learn more about the site by perturbing the model and
analyzing the response of the modeled system. Therefore, the conceptual and

mathematical models need to be updated as other site remediation activities occur.

B. Objectives of Site Characterization

The initial step is to determine the objectives of the site characterization. In order
to scope and direct the sampling and subsequent modeling efforts, it is important to know
why the site needs to be characterized and to understand what knowledge is hoped to be
learned from it. For this reason, a complete set of well-defined objectives is critical to the
success of the site characterization. Examples of some general, starting objectives are:

¢ Has contamination occurred? (Ford and Turina, 1985)

e Where is the contamination located? (Ford and Turina, 1985; Domenico and
Schwartz, 1990)




e What is the source of the contamination? (Ford and Turina, 1985; Domenico
and Schwartz, 1990)

e What are the properties of the contaminant? (Domenico and Schwartz, 1990;
Bedient et al., 1994)

e What are the site-specific environmental characteristics? (Domenico and
Schwartz, 1990; Bedient et al., 1994)

e Where is the contaminant likely to go, and how will it get there? (Ford and
Turina, 1985; Domenico and Schwartz, 1990; Bedient et al., 1994)

As examples, some of these objectives are rather general. In an actual site
characterization the more specific the objectives, the more efficient the characterization

process and the more useful the result will be.

C. Importance of Modeling

Once the objectives are clearly defined, the remainder of the process involves
modeling the site and all applicable processes. There must be at least a preliminary
model of the site before any drilling or sampling can occur; therefore, site
characterization always results in the creation of a conceptual model (Preslo and Stoner,
1991). A conceptual model represents an understanding of the current state of the real-
world system being modeled (Dagan, 1986). It is a clear, qualitative, physical description
of the operation of the system and incorporates all properties and processes of the system
that are relevant to the objectives of the study. A well-defined conceptual model clearly
shows what the system looks like today, and identifies the processes that will affect how
the system looks in the future (van Genuchten et al., 1988). It provides an understanding
of the potential contaminant plume migration within the subsurface environment (Franke

et al., 1987; Domenico and Schwartz, 1990; Bedient et al., 1994).




However, the conceptual model is essentially qualitative. It describes the
dominant processes of a system and may contain values for various subsurface
parameters; but there is no way to test the conceptual model by itself to determine if it
adequately represents the processes of the real site. To test the conceptual model, a
quantitative, mathematical model must be created (Dagan, 1986; van Genuchten et al.,
1988; Fogg et al., 1995).

A mathematical model represents the real system through a series of mathematical
equations and procedures (Franke et al., 1987). Processes and parameter values identified
in the conceptual model are used to create the mathematical model. By comparing the |
response of the mathematical model to the expected behavior of the real system, the
investigator can determine if the processes and parameters identified in the conceptual
model are valid. The actual values determined by the mathematical model (e.g., hydraulic
head or contaminant distribution) may not match true values in the site. However, the
general behavior of the mathematical model should match the expected behavior of the
real system, if the conceptual model adequately represents the important processes.

Along with testing the conceptual model, van Genuchten et al. (1988) state that
mathematical models are becoming a useful tool for predicting the response of a system
to future stresses, such as those that might occur as a result of remedial actions such as
pumping. The usefulness of such predictions depends on the degree to which the
modeled processes, parameters, and boundary conditions repreéent the significant

characteristics of the system (van Genuchten et al., 1988; Rogers, 1992). Fogg et al.
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(1995) agree that the major constraint on the application of a mathematical model is the
calibration, and suggest that most predictions are inaccurate.

Konikow (1986) argues that although mathematical models may not provide
accurate predictions, their primary value is in “providing a disciplined format to improve
one’s understanding of the aquifer system.” By performing a sensitivity analysis on the
model parameters, one can gain a better understanding of the processes involved in a
particular system. The sensitivity analysis will also help determine which parameters
have the most significant effects on the behaviqr of the model, and therefore the real
system (Fogg et al., 1995). This analysis improves the site characterization process by

pointing out what parameters should have resources allocated to their estimation.

D. Difficulties in Site Characterization

Before beginning to allocate scarce resources toward a site characterization effort,
it is important to understand the uncertainties and difficulties inherent to the site
characterization process. In an extensive review of the literature, only one systematic
review of factors leading to uncertainty in groundwater data was found. The study was
qualitative in nature, because there was scarcely any published data upon which to base
qualitative estimates of sample uncertainty and bias (Gillham et al., 1983). Therefore, the
study reviewed the various procedures used to acquire groundwater samples and
described the sources of uncertainty for each. Since that time, there have been a few
efforts to quantify some of these uncertainties; however, the results have not been

collected and compiled into a single study.
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Site characterization is a very difficult process. The subsurface environment is

generally very heterogeneous; hydrogeologic properties usually vary dramatically through

space (McLaughlin et al., 1993; Wolf, 1994). Besides site heterogeneity, there are a

number of other factors that make site characterization a difficult process:

The contaminant source flux can vary with time (Mercer and Faust, 1980;
Wolf, 1994).

The location, time, and composition of the source are often unavailable due to
a lack of records about the source (Mercer and Faust, 1980; Mackay et al.,
1986b; McLaughlin et al., 1993).

Aquifer recharge can vary with time (McLaughlin et al., 1993: Wolf, 1994).

Chemical reactions can affect contaminant transport (McLaughlin et al., 1993:
Wolf, 1994).

Sorption of the contaminant can affect its transport (McLaughlin et al., 1993).

Determining hydrogeologic properties and contaminant concentrations can be
cost prohibitive (McLaughlin et al., 1993).

Parameter properties can usually only be observed at relatively few sampling
locations, because the site being characterized is underground (Konikow,
1986; Mackay et al., 1986b; McLaughlin et al., 1993).

Dominant fate and transport processes may be poorly understood (Mercer and
Faust, 1980; Mackay et al., 1986b)

Additionally, a mathematical model, which is required for testing the conceptual

model or attempting to predict future system responses, requires that parameter values be

specified for all points in the model. Traditionally this was done by determining a

parameter value at some point in the system, assuming the system to be homogeneous and

isotropic, and then applying the parameter value to all points of the model (Yeh, 1986).
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Modeling techniques have had to be improved to consider real world
heterogeneities. Yeh (1986) discusses various modeling techniques that allow
specification of parameter values at every point in the system, as required by the
mathematical models, based on values obtained at relatively few sampling locations
throughout the site. Different metl}ods use different statistical techniques to estimate
parameter values. Yeh (1986) found that method performance varied significantly under
different scenarios, indicating that the method chosen to estimate parameter values has a
large impact on the results obtained from the mathematical model.

Another requirement for creating a mathematical model is to define boundary and
initial conditions. Identifying appropriate boundary conditions and choosing proper
vaiues for initial conditions is essential to modeling groundwater systems; it is also the
part where modelers are most prone to make serious errors (Franke et al., 1987). The
importance of parameter values and boundary conditions can best be illustrated by some
examples.

Sudicky et al. (1983) performed a field tracer study at the Canadian Forces Base,
Borden, Ontario that has been extensively studied and characterized. The goal of the
study' was to experimentally examine the scale dependence of dispersion. Following the
tracer experiment, a computer model was used to simulate the experimental results.
During the tracer experiment, the plume unexpectedly split into two distinct halves
- moving at different rates. Sudicky et al. (1983) were not able to determine the nature of
the heterogeneity that caused the split from field data obtained before, during, or after the

experiment. To model the experimental results, they had to use a “parameter fitting
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procedure that is itself somewhat inconsistent with the basis of the underlying theory”
(Sudicky et al., 1983).

Konikow (1986) evaluated a model created in 1965 to predict the response of an
aquifer in the Salt River and lower Santa Cruz River basins of central Arizona to
continued high volume pumping. Konikow (1986) compared ten years .worth of data
(1965-1974) to the predictions made in 1965 by the original model. He found the
predictions of the original model were drastically different from the data of the next ten
years. Konikow (1986) attributed the discrepancy to the use of incorrect boundary
conditions in 1965. |

McLaughlin and Johnson (1987) compare three independent studies,
commissioned with the same objectives, for the same region of the San Juan basin of
New Mexico. The three studies resulted in significantly different results, with estimated
aquifer drawdown differing by as much as 183 meters. Although the three studies had
access to the same site data, they each determined different boundary conditions and
aquifer parameter values from that data.

Finally, Freyberg (1988) had groups of graduate students at Stanford University
calibrate a numerical groundwater flow model to a set of perfectly observed head data.
All groups used the same model and identical sets of observed data. The groups differed
in how they used this data to estimate aquifer parameters throughout the model. After
calibrating the model, each group used their calibrated model to predict the response of
the aquifer to a new pumping wgll. Again each group used the same data about the

pumping well. Results showed that the predicted response varied significantly between
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groups. The group whose calibrated model most closely matched the initial head
distribution, resulted in the worst prediction. On the other hand, the group whose model
resulted in the best prediction, had one of the poorest matches to the initial head

distribution.

E. Need for Experience

The previous sections demonstrate that much of the site characterization process
relies on thé judgment of the investigator. The process of site characterization, and
concurrent modeling of the site, requires the investigator to make many assumptions at
every stage of the process. Some of those assumptions include: what the dominant
processes are, what parameters should be estimated, and how those parameters should be
estimated. Ultimately, these assumptions must often be based on the modeler’s
subjective interpretation of very limited amounts of uncertain field data (McLaughlin and
Johnson, 1987). How an investigator interprets the field data will affect how the model
responds. Therefore, the modeling process (and the site characterization process in
general) is very dependent on the judgment of the investigator. A person’s judgment, in
turn, is quite dependent upon that person’s experience. Faust and Mercer (1980) remind
us that even the “selection of the ‘truest’ model is a subjective task that must be done by
the modeler.” There are many types of models available; selection depends upon which
processes are assumed to dominate. The investigator must recognize what is happening

at the site to be able to choose the best model.
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The group with the best prediction in Freyberg’s (1988) study had actually done
one of the best jobs of estimating the value of the hydraulic conductivity throughout the
model. Successful prediction relied on proper characterization of site parameters, not on |
correctly calibrating the model to match observed initial heads in the unmodified aquifer.
Conversely, closely matching the observed heads did not mean that the site parameters
had necessarily been estimated correctly. Considering the results of most of the student
groups, this fact was not intuitively obvious. The experience gained by these students,
through simulation, ought to be invaluable when they must characterize a real site.

Gillham et al. (1983) point out that the subsurface is generally heterogeneous with
extreme variations in conditions from one site to another; therefore, there can be no
automatic method of defining the appropriate sampling scale for a particular
investigation. Initial judgments must be based on experience and available information
about a particular problem (Gillham et al., 1983). Clearly there is a need for investigators
to gain experience in site characterization. However, there is currently no fail-safe,
economical way of doing so. While universities and continuing education can provide
some training, on-the-job experience is the primary mechanism for gaining experience in
site characterization. On-the-job experience is a very valuable, but expensive and
potentially dangerous way to learn from mistakes.

The results from Freyberg’s (1988) exercise illustrate the need and potential
usefulness of a site characterization simulator. Experience gained by using such a
simulator would almost certainly improve the degree to which an investigator’s

conceptual and mathematical models correspond to the actual site. The development of
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better models leads to more effective use of limited site characterization funds. Creating
better models forces invesﬁgatom to gain a better understanding of the systems. A better
understanding helps the investigators spend money on samples that are more useful and
are obtained from more suitable locations than would otherwise be possible (Bedient et

al,, 1994). Additionally, better models would improve remediation system designs and

increase the effectiveness of remediation efforts.
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III. Results: Characteristics of Parameter Estimation Methods

‘A.  Methodology

This part of the study consisted of an extensive literature search. Data were
acquired from peer-reviewed journal articles, EPA manuals, ASTM standards, conference
proceedings, reports (e.g. Pacific Northwest Laboratory, U.S. Geological Survey,
American Petroleum Institute, U.S. Army Corps of Engineers Waterway Experiment
Station, U.S. Air Force Civil Engineer and Services Agency), and hydrology textbooks.
Information was collected regarding the objectives of site characterization and various
methods for estimating the values of aquifer hydrogeological parameters and contaminant
characteristics; including method specific measurement uncertainties, sample estimation
block size, and approximate costs. If no information could be found pertaining to the
uncertainty, estimation block, or cost of a particular estimation method for a parameter,
that parameter estimation method was indfcated as a candidate for further study

The articles were used to determine common site characterization objectives and
to create a series of matrices of subsurface parameters and methods of estimating those
paraﬁleters. The parameters were categorized by the hydrologic processes that they
influence. The first matrix lists general references for each parameter estimation method.
If studies have determined that a parameter's uncertainty is based on the estimation
method, the uncertainty of that method is listed in the second matrix along with the
references used to determine that uncertainty. The estimation block for each method of

estimating each parameter is listed in the third matrix along with references regarding the
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estimation block. The fourth matrix lists an approximate cost (or cost function, if the cost
depends on soil or sampling method construction parameters) for each parameter
estimation method along with the references pertaining to the cost. The estimation block
and cost of a particular parameter estimation method are often a function of
hydrogeologic parameters other than that being estimated; they can also be a function of
the construction parameters of the estimation method (e.g., monitoring well screen
length). The estimation block 61' cost, for those estimation methods, is listed as a
mathematical function instead of an absolute range or value. The final matrix contains
common boundary conditions, used in modeling a site, along with reference describing
the application of each boundary condition.

If no information could be found that discussed estimation block size for a given
method of estimating a parameter, an attempt was made to calculate a reasonable
estimation block volume for that methpd. The estimation block volume was calculated in

terms of other parameters as necessary, such as porosity or sampling well screen length.

B. Summary of Data Found

Approximately 85 sources were used to obtain the data found in Appendices C
through F; 72% of these sources were peer-reviewed. In addition, 23 separate ASTM
standards were used, but are included in the above numbers as one source. Table 1
indicates for which parameter estimation methods data was obtained. Each method for
which estimation block data was found has a reference number assigned in the last

column, corresponding to the x-axis (rank) of Figure 2 in Chapter IV, Section B.
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Table 1: Summary of Estimation Method Found

Data Found | EB.]
Parameter Sym. Estimation Method Uncert. E.B. | Cost | Ref.
Water Content in 8, [Gravimetric analysis of soil core X 13
Vadose Zone Drying soil sample X X X 14
Neutron probe X X X 23
Tensiometry (in-situ) X X X 2
Darcian Flux (vertical) q. |infiltration rate, from historical data
Double-ring Infiltrometer b X 20
Water balance
{Hydraulic Conductivity (2) Kz JColumn test on soil core (steady-state X X X 13
Jhead control)
Unsaturated flow apparatus (UFA™) test X X 1
on soil core
Estimate from soll parameters and X
isoliiwater retention curves
Soil Type (Classification) Soil core X X 14
Subsurface Lithology Sail core X X 15
Cone penetrometer (resistivity) X X X 11
§Electrical conductivity (direct-push) X X 7
Average Soil Grain Size 1Soil core (sieve analysis) X X 14
Depth to Water Table |Monitoring well installation or soil boring X X 24"
Cone penetrometer (dynamic pore X X 3
ressure)
Advanced geophysical techniques X
Depth to Confining Layer Soil boring X X 24"
Cone penetrometer (resistivity) X X 11
Advanced geophysical techniques P
Water Content in 6w {Estimate from soil type X X 14
Saturated Zone See above, under Water Content in
Vadose Zone
Effective Porosity n  |Soil core (drainable porosity combined X X X 14
(equals Water Content with grain size)
in Saturated Zone, if no Tracer experiment (soil core) X 4
separate phase) Two-wel! tracer experiment (field) X X 28"
Single-well tracer (drift and pumpback) X X 26"
[Darcian Flux (x-direction) Ox [Water balance
Hydraulic Head h [Wells (piezometers), drilled instailation X X X 24"
Wells, direct push installation X X 19
Cone penetrometer (dynamic pore X X
lpressure) 3
Isotropic 1-D Hydraulic K. ISlug test X X X 2r
Conductivity (x and Single-well pump test with impeller b 4 X 22"
y-directions) flowmeter in borehole
Single-well tracer (drift and pumpback) X X 26"
FLab column permeameter test on soil core b 4 X X 10
(based on Kz)
Cone penetrometer (dynamic pore X X
|pressure) 3
Qualitative based on soil type X X X 18*
Regression on grain size distribution X X X 14
Anisotropic 1-D Hydraulic Kx [Pump test with observation wells aligned b X X 30*
Conductivity (x-direction) fin x-direction
Field tracer test with observation wells in x: X X
direction 28*
History matching (parameter estimation X X 29"
model, based on hydraulic heads)
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Table 1 (Continued): Summary of Estimation Method Found

Data Found E.B.
Parameter Sym. Estimation Method Uncert. | E.B. | Cost | Ref.
Anisotropic 1-D Hydrautic Pump test with observation wells aligned X X X 30*
Conductivity (y-direction) in y-direction
Field tracer test with observation wells in y X X
direction 28*
History matching (parameter estimation X X 29*
model, based on hydraulic heads)
[Horizontal Longitudinal D. |Laboratory column experiment (electrical X X
Dispersion Coefficient conductivity) 6
Tracer experiment (soll core) X 4
Tracer experiment (field) X X 28*
Moment analysis of plume data (if plume b ¢ 29
is well known)
Estimate from textbook using grainsize
and vx
|Horizontal Transverse Dr [Laboratory coiumn experiment (electrical X X
Dispersion Coefficient conductivity) 6
Tracer experiment (soil core) X 4
Tracer experiment (field) X X 28"
Moment analysis of plume data (if plume X 29"
is well known)
Estimate from textbook using grainsize
and vy
Vertical Transverse Dz FLaboratory column experiment (electrical X X
Dispersion Coefficient conductivity) (3]
Tracer experiment (field) X X 28"
Moment analysis of plume data (if plume X 29"
is well known)
Textbook value based on grain size
Water Velocity in vx |Tracer experiment X X X 28*
x-direction (q/n) Heat sensor groundwater velocity detector X X X 16
(in-situ Perm. Flow Sensor)
Water Velocity in vz [Heat sensor groundwater velocity detector X X X 16
z-direction (q¢/n) (in-situ Perm. Flow Sensor)
Tortuosity 7t JLook up in table based on soil type and
grain size
Diffusion Coefficient D JLook up for free liquid and adjust by
tortuosity
Tracer experiment X X 28"
UFA™ analysis of soil core (for vadose X X 9
zone D)
Retardation Factor R |Partitioning tracer experiment X X X 28*
Moment analysis of plume data X X 29"
<<< or calculate using parameters for X
each process below >>>
Soil Bulk Density pa {Laboratory analysis of soil core X X X 14
Sorption Coefficient K4 [|Laboratory batch experiment (isotherm) X X 14
Laboratory batch experiment (1-point) X X 14
Column experiment or box model X 5
Fraction Organic Content foc JLaboratory analysis of soil core X X 14
Literature value based on soil type
Concentration in Water Cw [Cone penetrometer (membrane sensor) X X X 3
[HydroPunch® sample X X X 17*
IBAT® sampler X X X g*
[Monitoring well, via pumping X X X 25*
[Monitoring well, via bailer X X X 25*
Monitoring well, via thief sampler X X X 12*
Multi-level sampler X X X 25"
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Table 1 (Continued): Summary of Estimation Method Found

Data Found EB.|
Parameter Sym. Estimation Method Uncert. E.B. | Cost ] Ref.
Concsntration in Air Ca [Soil gas X X 21*
Cone penetrometer X X X 21"
Fixed gas sampling well X . 21*
Concentration in Soil Cs |Soil core, via drilling X X 14
Soill core, via direct push X X 15
Estimate from historical data
Concentration in NAPL Cn |Estimate from historical data and
jeontaminant properties
Effective Dispersion Det  jMoment analysis of plume data (see Dr, X 29*
Coefficient Dy, and Dz)
JLiterature value
Desorption Rate ko |Laboratory column experiment
Coefficient |Regression equation
Fraction of Fast Sorption F [Laboratory column experiment
Sites
|Effective Diffusion Ds ]Laboratory batch experiment X 14
Coefficient Literature data based on diffusion
coefficient (D), tortuosity, and average
Air Content Ba
|Henry's Constant H JLook up in table
INAPL Content oy [Partitioning tracer experiment X 28*
Neutron probe X X X 23
Advanced geophysical techniques X
Estimate from historical records
Water/NAPL Partition Knw |Laboratory batch experiment X 14
Coefficient Calculate from yn and Ssci
Avg Molar Volume of NAPL| yy |Estimate from chemical make-up of
NAPL, if known
Hypothetical Super-Cooled § Ssc. JLook up in table
|Liquid Solubiity
Decay Rate in Aq. Phase k |Experimentally derived (batch studies) X
Zero moment analysis of field data
Conservative tracer experiment X
|Microbial counts
Correction Factor b [Non-linear regression on field or
experimental data
O, (e- acceptor) Solubility |Look up in table
O (e~ acceptor) Flux Estimate
Into System
O (e- acceptor) Water sample X
Concentration Estimate
Irreversible Sorption Experimentally derived isotherms
Oxidation State of Metal Z |Look up in table
JEstimate
Solubility Product Ksp Fook up in table
Estimate
Water Flow to/from System Estimate flow from surface water and to
lower aquifer
Volatilization Measure concentration profile in vadose

Zone

Measure flux at ground surface directly

Look up in literature
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An asterisk in the last column of Table 1 indicates that installation or site
parameters had to be assumed to calculate a typical estimation block volume for

comparison. The various assumptions used are listed below.

Hydraulic conductivity = 0.0072 cm/s

Hydraulic gradient = 0.04

Porosity is 0.30

20 m thick aquifer

10 m thick vadose zone

Wells penetrate 20 m below ground

10 cm diameter wells

2 m screened interval

10 m between wells

4 wells used for history matching (equally spaced at corners of square)
Soil type determined by taking a 61.0 cm tall soil core every 5 m vertically
Multi-level sampler (MLS) has eight 25 cm screened sections

Pump rate for multi-level sampler is 5 cm’/s

MLS is pumped for 30 min (purge + sample)

Air content at point of soil gas samples is 0.20

10,000 cm’ of soil gas removed for soil gas samples (purge + sample)
Pump rate for pump test is 633 cm’/s (10 gpm)

Pump rate for borehole flowmeter method is 633 cm®/s (10 gpm)
Time length of a borehole flowmeter sample is 30 sec

Vertical distance between borehole flowmeter readings is 15 cm
Volume of tracer injected for tracer tests is 500,000 cm’

Extraction rate for two-well tracer test is 633 cm’/s (10 gpm)

Time before extracting tracer in single-well tracer test is 5 days

C. Results

1. Objectives of Site Characterization

Determining the objectives is the most important step of the site characterization
process. The objectives are what will guide what questions are to be answered, what
types of samples are needed to answer those questions, and how many samples are needed

to reduce uncertainty to an acceptable level. The possible objectives of any given site
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characterization effort are unlimited. Choosing the right objectives is very important
since it will result the most effective use of limited site characterization funds.

According to Curtin (1996) and Standard E1689-95 (ASTM, 1996), there are four
main objectives that the site characterization process must answer:

e What contaminant exists and where it is coming from (the source)?

e How could the contaminant pose a threat (the exposure pathways)?

e How will the contaminant get there (the transport)?

e What are the initial and boundary conditions for modeling the site?
These must be further broken down into more specific questions. Appendix B contains a
list of the four general objectives, along with examples of more specific sub-questions.
The specific sub-questions shown are some of the more common objectives that drive
many site investigations. The data required to answer these questions are essential to

developing a clear understanding of what processes and parameters are significant.
2.  Uncertainty of Estimation Methods

a) Sources of Uncertainty
According to Zemo et al. (1995), sources of uncertainty in estimates of parameter

values can be broken into four categories:
e Variability due to sample location (spatial)
e Variability due to the act of sampling (sampling)
e Variability due to the subsequent analysis of the sample (analytical)

e Variability due to the sampling method (method)
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(1) Spatial Uncertainty

The effect of spatial variability varies dramatically from one site to another, as
illustrated by comparing the results of three studies performed to determine the hydraulic
conductivity at three different subsurface sites. All three studies used the same laboratory
permeameter method to estimate hydraulic conductivity from intact soil cores obtained
from the respective sites. Two of the study sites, Borden (Sudicky, 1986) and Otis Air
Force Base on Cape qu, Massachusetts (Hess et al., 1992), are considered to be quite
homogeneous. The third study site, the macrodispersion experiment (MADE) site of
Columbus Air Force Base, Mississippi, is considered to by very heterogeneous. The

results of these three studies are summarized in Table 2.

Table 2: Effect of Spatial Variability on Hydraulic Conductivity

Geometric | Mean of
Mean K In(K) | Variance | Total
Site (cm/s) (cm/s) | of In(K) | CV (%) Reference
Borden 0.0072 -4.934 0.29 +/- 10.9 | Sudicky, 1986
Cape Cod §0.035 -3.352 0.14 +/-11.2 | Hess et al., 1992
Columbus | 6.13x10 -9.7 5.5 +/-24.2 | Rehfeldt et al., 1992

The coefficient of variation (CV) is essentially a relative standard deviation that
accounts for differences in the magnitude of the mean. The equation for calculating the

coefficient of variation is CV = (6/)1)*100% . Where ¢ is the standard deviation and p

25




is the mean value (Skoog and Leary, 1992). In this case, the standard deviation and mean
values are of the natural log of the hydraulic conductivities.

Both the Borden and Cape Cod site are considered quite homogeneous and
resulted in very similar coefficients of variation. To get an idea of how much larger the
spatial variability is at the Columbus site, take sampling and analytical uncertainties to
accéunt for half the total uncertainty for the Borden and Cape Cod sites. Then, if the
inherent uncertainty of the laboratory permeameter method contributes half of the total
uncertainty for these two sites (approximately +/- 5.5%), it can be seen that spatial
variability at the Columbus site accounts for over four times as much of the total
uncertainty as compared to the Borden and Cape Cod sites.

Sudicky (1986), Hess et al. (1992), and Rehfeldt et al. (1992) reported the
geometric mean and the variance of the natural logs of the hydraulic conductivities
because statistical analyses supported the hypothesis that the data came from lognormally
distributed populations. This is typical of environmental parameters estimated without
excluding spatial uncertainty. Gilbert (1987) points out that environmental data usually
can not have a value less than zero and is often skewed to the right when graphed, with a
long ‘tail toward high values. The largest source of uncertainty is usually due to spatial
variability, which is a resuit of the heterogeneity of the subsurface environment (Dagan,
1986, Yeh, 1986). Therefore, when spatial variability is included in the total uncertainty,
it often overpowers the other sources of uncertainty and results in a lognormally

distributed population for total uncertainty.
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(2)  Sampling and Analytical Uncertainty

Uncertainties due to the act of sampling and laboratory analysis (excluding spatial
variability) are generally due to random human errors or insfrument fluctuations; these
types of errors are typically distributed normally (Skoog and Leary, 1992). They can be a
result of disturbing or contaminating a sample while obtaining and analyzing it. Another
common source of these types of uncertainties is the analytical uncertainties associated
with the analytical equipment; banalytical equipment has an associated detection limit,

accuracy, and precision.

3) Method Uncertainty

Uncertainty due to the sampling method is actually a combination of the other
three. Each sampling method estimates the parameter value based on an average obtained
over a different volume of the site (estimation block). Additionally, each method
physically disturbs the sample in a different way, or is affected by other hydrogeologic
factors, which can have varying effects on the estimated value. Finally, each method has
different analytical detection limits and uncertainties depending on the equipment

involved.

b) Representation of Uncertainty Sources in this Study

All four sources of uncertainty have been quantified in the matrices located in the
appendices of this study. Spatial variability is accounted for by knowing the estimation
block of each parameter estimation method. Sampling and analytical uncertainties are

combined in the value for uncertainty listed for each method. Uncertainty due to a
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particular method then is a combination of the listed estimation block and uncertainty for

that method.

Breaking the total uncertainty up this way makes sense because it closely matches
reality. Uncertainty due to sampling and analysis is random and can therefore be reduced
by making multiple estimations from a single sample. Spatial uncertainty is more a
function of the site and how much of the site a particular method sees at one time. More
readings from the same location with a particular method will not reduce the size of the
estimation block, so it will not reduce the spatial uncertainty. Hereafter, the term
uncertainty will mean the combined sampling and analytical uncertainties. Spatial
uncertainty will be referred to as such. Total uncertainty (or method uncertainty) will

refer to a combination of all three.

¢) General Results

Studies were identified that had determined uncertainties for different parameters
using different sampling methods. Ideally, studies were found that had performed
multiple estimations on each sample or made multiple parameter estimations at the same
location, so that spatial uncertainty was removed and only sampling and analytical
uncertainties were included.

Additionally, many studies looked at a particular parameter for multiple analytes
within a sample (e.g., concentrations of different chemicals). Other studies used the same
method to estimate a parameter value on multiple substrates (e.g., hydraulic conductivity

of different soil types). In many cases, the uncertainty of a particular method depended
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on specifically what the analyte or substrate of interest was. For example the method may
be very precise at determining the hydraulic conductivity in sandy soils, but not so precise
in clayey soils. Most studies assumed a normal distribution and reported mean values and
standard deviations.

For the purposes of this study, uncertainties from previous studies had to be
averaged. The result is a tool reporting approximate uncertainties, making the tool more
useful by being general instead of very site specific. To allow the averaging of results,
the uncertainties from all studies were converted to coefficients of variation. This was
done for each analysis within each study. The coefficients of variation for multiple
analyses using the same method, within the same study, were then averaged. Finally, the
coefficients of variation from all studies that looked at the same method for the same
parameter were averaged to obtain an estimate of the uncertainty for that method. In
some cases, the uncertainties determingd in different studies varied dramatically; in these
cases a range of uncertainty is reported. The differences are typically a result of using
slightly different equipment or a slightly different experimental setup while still using
basically the same parameter estimation method. The results are shown in Appendix D,
where uncertainty generally refers to the coefficient of variation.

An estimate of the absolute uncertainty for a particular sample can be determined
by assuming the measured value is the mean and multiplying it by the uncertainty shown
in Appendix D. The result is an estimate of what the standard deviation would be, if

multiple measurements were made.
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d) Analysis of Uncertainty Data

Four types of uncertainty data were obtained to be used in estimating the
uncertainty of each parameter estimation method. The types, and the percentage of
methods for which data was found of that type, are:

¢ Single source stating an actual value for uncertainty of a method (excluding
spatial) (11%)

e Multiple studies in good agreement with each other (36%)

e Multiple studies in poor agreement with each other (17%)

e Single study (36%)

There were a few estimation methods for which a source was found that provided
an actual value for the uncertainty of the method. In these cases, nothing was done to the
data; it is merely reported in Appendix D. Sources of this type included ASTM standards
and articles about new estimation methods that have been tested for the express purpose
of determining the uncertainty. Methods falling in this category are Unsaturated Flow
Apparatus (UFA) for dispersion coefficient, neutron probe, cone penetrometer
(resisitivity), and vadose zone water content via drying soil sample.

When multiple studies were found to be in good agreement about the uncertainty
of an estimation method, an average value was determined and recorded in Appendix D
as the uncertainty for that method. Additionally, when only a single study could be
found, the uncertainty from that study was recorded in Appendix D. Methods for which
these types of data were used can be identified in Appendix D as having a single value for

uncertainty and multiple references or a single reference.
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There were some cases where multiple studies were located but found to have
considerably different values for the uncertainty of the estimation method being
examined. In these cases, there were two approaches taken. First, if there were only two
studies or if the values were pretty well spread out over a large range, the high and low
values were recorded in Appendix D to represent the range of possible uncertainties for
that method. Second, if the uncertainties from the various studies appeared to fall in
groups (e.g., a couple low ones close together, and a couple high ones close together), the
lowest group was averaged and the highest group was averaged. These two average
values were then recorded in Appendix D to represent the range of possible uncertainties
for that method. Methods for which this type of data was used can be identified in

Appendix D as having a range listed instead of a single uncertainty value.
e) Exceptions

(1)  Hydraulic Gr;adient

The uncertainty of measuring the hydraulic gradient is not listed as a coefficient of
variation. This measurement is typically as simple as reading the depth off a ruler.
Therefore, the uncertainty is a factor of the smallest unit of measurement available on the
measuring tape. Barcelona et al. (1985) and Standard Method D4750-87 (ASTM, 1996)

report that commonly available measuring tapes are accurate to 0.3 centimeter.

(2)  Hpydraulic Conductivity in General
All studies of hydraulic conductivity assumed lognormal disiributions, except

those using the Unsaturated Flow Apparatus (UFA™) to estimate the vertical hydraulic
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conductivity in the vadose zone (Wright et al., 1994; Conca and Wright, 1995).
Presumably, these studies did this because spatial variability was not excluded and is
often the largest part of the total uncertainty. Additionally, the magnitude of horizontal |
hydraulic conductivity can vary much more than any other parameter. Due to the extreme
range of possible values, researchers may have found a lognormal distribution to fit the
experimental data better. Uncertainties for these lognormal distributions were computed
as coefficients of variation just as before, except the mean and variance were of the
natural log of the data. Estimation methods with lognormal uncertainties have

‘lognormal’ listed next to the uncertainty in Appendix D.

(3)  Excluding Spatial Uncertainty from Studies of Hydraulic Conductivity

Results from studies of hydraulic conductivity at the Borden (Sudicky, 1986),
Cape Cod (Wolf et al., 1991; Hess et al., 1992), and Columbus (Rehfeldt et al., 1992)
sites did not exclude spatial uncertainty. However, to use data from those studies for
determining approximate uncertainties for various parameter estimation methods, spatial
uncertainty had to be removed. To accomplish this, the method uncertainty for one
method had to be assumed so that the total uncertainty of the other methods could be
corrected to remove spatial uncertainty. The original data from these studies are
summarized in Table 3.

It is generally agreed that the laboratory permeameter method has the lowest
method uncertainty, producing the least variation among replicate analyses (personal

communications with: Michael Robinson, Researcher in Department of Civil
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Engineering, Virginia Tech; Jeff Farrar, Geotechnical Engineer with Earth Sciences

Laboratory, Bureau of Reclamation; Jason Smolensky, Hydrogeologist at SRK-Canada,

and Doctors Ed Heyse and Mark Goltz, Department of Engineering and Environmental

Management, Air Force Institute of Technology). Considering these discussions, the

method uncertainty of the laboratory permeameter was assumed to be +/- 2.0%. This

means that in the study by Sudicky (1986), the method uncertainty is +/- 2.0% and the

spatial uncertainty is +/- 8.9%.

Table 3: Hydraulic Conductivity Results Used to Exclude Spatial Uncertainty

Geom. | pof
Mean K| In(K) | o’ of | Total
Site Method (cm/s) | (cm/s) | In(K) [ CV (%) Reference

Borden Permeameter {7.2E-03 [-4.934 |0.29 |+/- 10.9 | Sudicky, 1986
[Cape Cod |Permeameter |3.5E-02 |-3.352 |0.14 |+/-11.2 |Hess et al., 1992
|[Columbus |Permeameter |6.1E-05 |-9.700 |5.5 +/- 24.2 | Rehfeldt et al., 1992
[Cape Cod [Flowmeter [1.1E-01 |-2.207 10.24 |+/-22.2 |Hessetal, 1992
|Cape Cod |Flowmeter |1.2E-01 |-2.112 ]0.09 |+/-14.2 | Wolfetal., 1991
IColumbus Flowmetef 5.5E-03 |-5.200 [4.5 +/- 40.8 | Rehfeldt et al., 1992
|Cape Cod |Grain Size  |4.0E-02 |-3.219 |0.27 |[+/-16.1 | Wolfetal., 1991
|Columbus |Grain Size  |4.5E-02 |-3.100 |3.1 [+/-56.8 | Rehfeldtet al., 1992
lColumbus Slug Test 1.7E-02 |-4.100 {1.8 |+/-32.7 |Rehfeldtet al., 1992

For the purposes of this study, the components of the total uncertainty were

assumed to be additive. If the components can be considered independent, random
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variables this assumption is true (Kempthorne and Allmaras, 1986 ; Devore, 1995).
Further, Skoog and Leary (1992) suggest that the components are independent meaning
that by traditional statistical analysis, the total variance would be equal to the sum of the
component variances. Additionally, uncertainty components of lognormally distributed
data are additive if the data is transformed to normal data (i.e., the natural log of each data
point) (Kempthorne and Allmaras, 1986).

However, not all studies used as data in the current study reported standard
deviations or variances; some of them reported coefficients of variation. For this study, it
was necessary to convert all data into coefficients of variations to account for large
differences in the means of individual studies used as data, and to have a common format
for comparison. As a result, it was assumed that the coefficients of variation of the
components were additive, so that the spatial uncertainty could be removed from the total
uncertainty. As a result of this assumption, the determined method uncertainties may
slightly underestimate their true values.

With the assumed lab permeameter method uncertainty of +/- 2.0% and the other
statistical assumptions, the spatial uncertainty for the lab permeameter method at each of
the three sites was determined (see Table 4). Since spatial uncertainty is due to the spatial
variability of the site, it seems reasonable to use this spatial uncertainty determined for
each site when removing spatial uncertainty from the total uncertainty for each of the
other methods. Since the estimation block volume varies for each method, this may not

be entirely correct; however, it seems to be the most logical way of dealing with the
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spatial uncertainty. The method uncertainties for each of the studies, as well as the

average for each method, are shown in Table 4.

Table 4: Hydraulic Conductivity Results Used to Exclude Spatial Uncertainty

Average
Total | Spatial | Method | Method
Site Method |CV (%)| CV (%) | CV (%) | CV (%) Reference

Borden |Permeameter| +/- 10.9] +/-89] +/-2.0 Sudicky, 1986

|Cape Cod JPermeameter| +/- 11.2| +/-9.2 +/-2.0| Hess et al., 1992

IColumbus |Permeameter| +/- 24.2{ +/-22.2] +/- 2'OF +/- 2.0l Rehfeldt et al., 1992

|Cape Cod [Flowmeter | +/-22.2| +/-9.2] +/-13.0| Hess et al., 1992

[Cape Cod [Flowmeter | +/-14.2] +/-9.2|  +/-5.0 Wolf et al., 1991

IColumbus|Flowmeter | +/-40.8| +/-22.2| +/-18.6] +/- 12.2| Rehfeldt et al., 1992

|Cape Cod |Grain Size | +/- 16.1] +/-9.2| +/-7.0 Wolf et al., 1991

|Columbus |Grain Size | +/- 56.8| +/-22.2| +/-34.6 +/-20.8| Rehfeldt et al., 1992

IColumbus Slug Test +/-32.7) +/-22.2| +/-10.5| +/-10.5| Rehfeldt et al., 1992

Both the Borden and Cape Cod sites are considered to be highly homogeneous
(Mackay et al., 1986b; Sudicky, 1986; Wolf et al., 1991; Hess et al., 1992; Rehfeldt et al.,
1992). The low value for spatial uncertainty (approximately +/- 9% for both sites)
determined here supports that conclusion. The nearly identical values for total
uncertainty determined for the same estimation method (laboratory permeameter) at both
sites further supports the belief that both sites have approximately the same degree of

homogeneity. Conversely, the Columbus site however, is considered quite heterogeneous
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(Rehfeldt et al., 1992). As Table 4 shows, spatial uncertainty accounts for almost three
times as much uncertainty at the Columbus site as at the Borden or Cape Cod sites.

The results in Table 4 are not ideal. It would be nice if the results of Wolf et al.,
(1991) agreed better with those of others. Wolf et al. (1991), discuss their flowmeter
results indicating that the determined total uncertainty is probably lower than it should be
as a result of well installation technique. Wolf et al., (1991) do not discuss their grain
size method results. However, a couple important conclusions can still be drawn from
Table 4. First, the rank order of the method uncertainties determined for each of these
methods appears to be in the order one would expect. A laboratory method such as the
laboratory permeameter is expected to be highly repeatable, while an indirect and
somewhat ﬁom qualitative method such as grain size analysis is expected to have low
repeatability.

Another important conclusion comes from comparing the ratios of spatial to total
uncertainty for the methods; as the number of samples increases, the ratio of spatial to
total uncertainty decreases. Table 5 contains the ratio of spatial to total uncertainty for
each method used at each of the three sites (Borden, Cape Cod, and Columbus).

The ratio for the flowmeter in the study by Hess et al., (1992) is quite a bit smaller
than that in the study by Wolf et al., (1991); this is a direct effect of the much larger
number of samples used by Hess et al., (1992). Further, the ratio for the permeameter in
the study by Sudicky (1986) is smaller than that in the study by Hess et al., (1992); again
the result of a larger number of samples. Even though Sudicky (1986) and Hess et al.,

(1992) performed their studies at different sites, the ratios for these two sites can be
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compared because the two sites are highly homogenous with very similar spatial

uncertainties. When one considers that an estimation block volume equal to the volume

of the site would eliminate spatial uncertainty altogether, this result seems very

reasonable.

Table 5: Comparing Ratios of Spatial to Total Uncertainty, By Method

Ratio | Number
Total | Spatial |Spatial/{ of
Site Method [CV (%)|CV (%)| Total |Samples Reference
Borden Permeameter| +/- 10.9| +/-8.9] 81.7% 1279| Sudicky, 1986
|Cape Cod |Flowmeter | +/-22.2( +/-9.2] 41.3% 668| Hess et al., 1992
[Cape Cod |Flowmeter | +/-14.2( +/-9.2] 64.5% 33 Wolf et al., 1991
[Cape Cod |Grain Size | +/-16.1} +/-9.2| 56.8% 33| Wolf et al., 1991
|Cape Cod |Permeameter| +/- 11.2| +/-9.2] 82.1% 825 Hess et al., 1992
IColumbus |[Flowmeter | +/- 40.8| +/-22.2| 54.4% 2187| Rehfeldt et al., 1992
~ |Columbus |Grain Size | +/- 56.8( +/- 22.2| 39.0% 214{ Rehfeldt et al., 1992
[Columbus |Permeameter| +/- 24.2| +/-22.2| 91.7% 87| Rehfeldt et al., 1992
IColumbus Slug Test +-32.7| +/-22.2| 67.8% 22| Rehfeldt et al., 1992

Even though the results in Table 4 may not be ideal, they are at least reasonable.

Furthermore, the method used to exclude spatial variability from total uncertainty was the

best one at hand, and is supported by some reasonable logic. Therefore, the results in

Table 4 were used in Appendix D.

37




(4)  Determining Hydraulic Conductivity Based on Soil Type

The study by Tietje and Hennings (1996) determined the uncertainty of hydraulic
conductivities calculated based on the soil classification types of the Food and
Agriculture Organization (FAO) of the United Nations. Uncertainties were presented for
the ratio of predicted to actual hydraulic conductivity. Tietje and Hennings (1996)
assumed that the ratios came from lognormal distributions. The results as determined by
Tietje and Hennings (1996) are not suitable for converting to a coefficient of variation for
this estimation method. As a result, the uncertainty of this method is reported in
Appendix D as a specific mean and standard deviation of the natural log of the ratios
predicted to actual hydraulic conductivities. Given a predicted value, and a desired

confidence interval, one can back out the upper and lower bounds of the actual value.
3. Estimation Block of Estimation Methods

a) General Results

Studies were found that had quantified the estimation block of particular methods.
If a study could not be found an attempt was made to calculate a reasonable estimation
block. For liquid samples this was done by dividing the volume of the sample over the
vertical screen length of the sampling device. Then the radius into the surrounding soil
was determined based on the porosity of that soil. For intact solid samples (e.g., soil
cores) the estimation block is equal to the volume of the sample actually being measured.
Thus if a 1000 cm” soil core is obtained from the site and then a five cm® sub-sample is

removed from the soil core, the estimation block is five cm®.
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However, composite samples (liquid or solid) have an estimation block equal to
the volume of material removed from the environment, thoroughly mixed, and then sub-
sampled. For examplé if three 1000 cm® soil cores are obtained from the site and mixed,
and then a five cm’ sub-sample is taken from the composite 3000 cm’ soil core, the
estimation block is 3000 cm®. Results are shown in Appendix E. When an estimation
method has (h x r) listed next to the estimation block dimensions, it indicates that the first

dimension is the height of the estimation block and the second dimension is the radius.
b) Special Considerations

(1)  Liquid samples from Large Screened Intervals

If a screened interval is large, vertical variations in the horizontal hydraulic
conductivity due to layering can be important. Several study sites have been extensively
characterized, including determination_of the vertical correlation scale for hydraulic
conductivity (Mackay et al., 1986b; Hess et al., 1992; Rehfeldt et al., 1992). The vertical
correlation scale at the Borden site was determined to be the smallest, at 10 centimeters
(Mackay et al., 1986b), so it will be used as the length to distinguish between large and

small screened intervals.

When calculating the estimation block for a method with a large screened interval,
the volume of the liquid sample is not evenly distributed over the screened interval.
Distribution of the volume is accomplished based on the ratio of the horizontal hydraulic
conductivity within éach layer, so that a layer of higher conductivity gets a higher portion

of the sample volume attributed to it. The screen length is then divided into equal lengths
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of approximately 10 centimeters and the radius is computed for each layer based on the

sample volume attributed to that layer and the porosity of the soil in that layer.

(2)  Slug Test Method of Determining Horizontal Hydraulic Conductivity

Bouwer and Rice (1976) determined functions for computing the radius of
influence for a slug test based on well construction details. Bouwer and Rice (1976)
found that the uncertainty of their functions is +/- 10-25%; it is probably a direct effect of
the fact that this method ignores the hydrogeologic properties. However, it seems like a
reasonable amount of uncertainty since the small volume of water displaced (less than a
few liters) is only expected to affect the surroundings within a radius of a couple meters
or less. For example a difference of 25% would mean that an estimated radius of two
meters is really only 1.5 meters. The half meter difference is probably within the
horizontal correlation scale. For example, Sudicky (1986) determiﬁcd the horizontal
correlation scale at the Borden site to be approximately 2.8 meters.

The functions determined by Bouwer and Rice (1976) rely on three parameters
obtained from a nomograph depending on the ratio of screen length to radius of well and
gravel pack. A nomograph is simply a chart or graph representing numerical
relationships. For this study, numerous data points were taken off the nomograph for
each parameter and a non-linear regression performed to determine equations for the three
parameters. These equations were incorporated into the functions of Bouwer and Rice
(1976) to eliminate the need to rely on a graphical method such as a nomograph. The

new functions were verified using data from the study by Bouwer and Rice (1976).
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4. Cost of Estimation Methods

Since the purpose of this study was to develop a general tool, approximate costs
were calculated for general, generic site conditions using rather general construction
details. Well construction costs were determined for only three casing sizes and only two
casing materials. However, the cost for each of these six construcfion types is a function
of well depth and screen length, so these factors are adjustable. Most published studies
did not include cost data, so the use of unit costing sources for this data was required.

For some estimation methods, the cost of the first sample is much higher than the
cost of the second sample. A groundwater sample is a good example. The first sample
will include the cost of installing the well, if the well was not previously installed for a
different reason. Subsequent samples only include the cost of physically collecting and
analyzing the sample.

In this study, costs were determined for the methods by themselves. Costs of
installing a sampling point were determined separately. For example, the cost determined
for using a bailer to obtain a groundwater sample assumes the well exists, and only
includes the acts of obtaining and analyzing the sample. Those methods that require an
existing sémpling point, have that need indicated in parentheses in the cost matrix of
Appendix F. In the bailer example, the cost is indicated as: $750 (well). This entry
indicates that an existing well is required, and the cost of obtaining and analyzing a
sample by this method is approximately $750. The cost of installing the sampling point

(e.g., monitoring well) is computed separately using Equation (37) and Table 8 in

Appendix L
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In computing approximate costs for each method, it was assumed that the
contaminant is known to be some type of organic compound typically used on an Air
Force Base. Analytical costs vary dramatically depending on what laboratory tests are
used. If the type of contaminant were completely unknown, analytical costs of a
groundwater sample would be two to three times higher.

Additionally, when computing costs for the installation of sampling points, only a
small range of construction parameters (e.g., well diameter and casing material) were
considered. Furthermore, all drilling costs were computed for a hollow-stem auger.
Otherwise, the possible number of combinations of drilling method, well diameter, and

casing material would have been too large.

5. Boundary Conditions

A requirement in creating any mathematical model of a site from the conceptual
model is to identify boundary conditions. Boundary conditions are mathematical
expressions of the state of the real system used to constrain the mathematical model in
space or time, depending on the purpose of the model. Standard Guide D5447-93
(ASTM, 1996) points out that every point along the three-dimensional boundary of the
modeled site must have an appropriate boundary condition assigned, as must any internal
sources or sinks.

In addition, non-steady-state models require the identification of initial conditions.
As the name implies, initial conditions provide a starting point for calculations. They

usually consist of a specified hydraulic head or contaminant concentration for every node
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of the model, depending upon what is being modeled. According to Standard Guide
D5447-93 (ASTM, 1996), the initial hydraulic head distribution for a transient model
often consists of a steady-state solution for the same model.

Ideally, all boundary conditions should be based on natural hydrogeological
boundary features within the real site. However, for many models there may be several
boundary surfaces of the model that do not align with a natural boundary in the real site,
because of the need to limit the size of the modeled site. In these cases, artificial
boundaries must be assigned.

Franke et al. (1987) provide a good discussion of the types of boundary conditions
and when to apply them, along with good examples. Additionally, Domenico and
Schwartz (1990) and Standard Guide D5447-93 (ASTM, 1996) briefly discuss the
importance of boundary conditions to transient models as well as the general types of
boundary conditions. Only two studies were found that explicitly discussed boundary
conditions (Cooley, 1977; Cooley, 1979). See Appendix G for a matrix of available

boundary conditions along with a list of references discussing the application of each one.
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IV. Results: Simulator Specifications

A. Methodology

Mathematical methods of simulating the uncertainty, estimation block, and cost of
each method were determined. The goal of this part of the study was to determine
methods of querying a computerized aquifer model database for parameter values at a
specific point, selected by the user as a sampling location, in the aquifer.

Object-oriented software design methods were used to formulate a verbal
specification of the site characterization simulator software. This entails specifying how
the software is going to work and what it is intended to do. The verbal specification is a
fairly informal specification method. The ultimate goal will be to take this informal
spéciﬁcation and write a set of formal specifications for the software. A computer
programmer can then take these formal specifications and write the actual simulation

software.

B. Simulating Uncertainty, Estimation Block, and Cost
Uncertainties for various parameter estimation methods were reported in several
ways, because of the way they were presented in the original studies. As a result there are
several methods for incorporating the uncertainties from Appendix D into the simulator.
Many of the methods have a constant estimation block and cost associated with
them. For those methods, implementation simply consists of looking up the estimation

block and cost when the user selects that method. However, some methods have either



an estimation block or cost that is a function of other subsurface parameter properties or
the construction of the estimation method. In these cases the simulator must calculate the
proper estimation block size or cost.

Finally, horizontal hydraulic conductivity is typically anisotropic; it has a different
value in the direction of water flow than it has transverse to the water flow. Some
methods calculate a single horizontal hydraulic conductivity (e.g. a slug test) thatis a
combination of the two values. Other methods determine two conductivities (e.g., a
pump test); but, if the method is not aligned with the water flow, the two estimated values
are again combinations of the two actual values. The simulator must determine what

value or values to report based on the method used, and the degree of anisotropy.
1. Uncertainty

a) Normally Distributed Uncertainties

The uncertainty of most paraméter estimation methods is listed in Appendix D as
a coefficient of variation. Furthermore, the method uncertainties, represented by these
coefficients of variation, are normally distributed random variables unless specified
otherwise.

When an estimation method is chosen, the simulator looks up the coefficient of
variation for that method. Once a location is specified for application of the method, the
simulator obtains the “real” parameter value by going into the computer model database
of the “real” site and averaging the parameter’s value at every node within the calculated

estimation block for that method. This value is considered to be the mean value of a
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sample size of one. If the estimation block volume is smaller than the “real site” model
discretization scale and only one node falls within, an alternate method of incorporating
spatial uncertainty must be used. See Chapter IV, Section B.2 for a discussion of this
situation.

The mean value is then multiplied by the coefficient of variation, and divided by
100 (because the coefficient of variation is reported as a percentage), to obtain the
standard deviation of the population of possible parameter values. The simulator then
obtains a random number from a normal distribution having this mean and standard

deviation and reports it to the user as the value of the parameter being estimated.

b) Lognormally Di.f;'tﬁbuted Uncertainties

The uncertainties for some methods reported in Appendix D are from lognormally
distributed populations. This is particularly true of most of the methods for estimating
hydraulic conductivity. These methods are indicated by having (lognormal) next to their
coefficients of variation. While the uncertainty of these methods is still reported as a
coefficient of variation, it is important to note that it is a coefficient of variation of the
natural logs of the parameter values.

When an estimation method with a lognormal uncertainty is chosen, the simulator
looks up the coefficient of variation for that method. Once a location is specified for
application of the method, the simulator obtains the “real” parameter value by going into
the computer model database of the “real” site and averaging the parameter’s value at

every node within the calculated estimation block for that method. This value is
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considered to be the geometric mean value of a sample size of one. If the estimation
block volume is smaller than the “real site” model discretization scale and only one node
falls within, an alternate method of incorporating spatial uncertainty must be used. See
Chapter IV, Section B.2 for a discussion of this situation.

Since the coefficient of variation is in terms of the mean and standard deviation of
the natural log of the parameter value, the simulator must take the natural log of the
geometric mean to obtain the mean of the natural log of the parameter. The mean value
(of the natural log) is then multiplied by the coefficient of variation, and divided by 100
(because the coefficient of variation is reported as a percentage), to obtain the standard
deviation of the population of possible natural logs of parameter values. The simulator
then obtains a random number from a lognormal distribution having this mean and
standard deviation. Finally, the simulator takes the exponential of the random number,

and reports the result to the user as the value of the parameter being estimated.

¢) Uncertainty of Hydraulic Conductivity Using Soil Type Method

This method relies solely on the results of a study by Tietje and Hennings (1986).
The uncertainty for this method is lognormally distributed, but it is the uncertainty of the
ratio of predicted to actual value of hydraulic conductivity. Tietje and Hennings (1986)
reported the geometric mean of the ratio to be 0.8, the natural log of which is -0.22. The
coefficient of variation of the ratio is +/- 190.7% (Tietje and Hennings, 1986), which
when multiplied by the natural log of the geometric mean corresponds toa standard

deviation (lognormal distribution) of 0.42.
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Therefore, to determine a value to report to the user, the simulator obtains the
“real” value just as for other methods. A random number is then obtained from a
lognormal distribution with a mean of -0.22 and a standard deviation of 0.42. The result
is the natural log of the ratio of the predicted to the actual value of hydraulic conductivity.
The simulator then takes the exponential of the random number and multiplies it by the

“real” hydraulic conductivity value to obtain the value to be reported to the user.

d) Absolute Ranges of Uncertainty |

Some methods have a range of uncertainty. This range may be a range of
measurement units as in the case of using a piezometer to determine hydraulic gradient
(+/- 0.3 cm). Alternately, it may be a range of coefficients of variation such as the slug
test method for estimating horizontal hydraulic conductivity (+/- 9.8-25%).

When an estimation method with an uncertainty as a range of measurement units
is chosen, the simulator will use this range to determine upper and lower bounds for the
value to report to the user. Once a location is specified for application of the method, the
simulator will obtain the “real” parameter value by going into the computer model
database of the “real” site and averaging the parameter’s value at every node within the
calculated estimation block for that method. The simulator adds and subtracts the
uncertainty from the “real” value to obtain the upper and lower bounds of possible values.
Then a random number is selected from a uniform distribution within this range and is the

parameter value reported to the user. A uniform distribution was chosen for simplicity
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and because there were an insufficient number of studies pertaining to any estimation
method to allow determination of a different distribution.

When an estimation method with an uncertainty as a range of coefficients of
variation is chosen, the simulator will select a random number within this range. The
random number is treated as the current coefficient of variation for that method and
calculation of a value to report to the user is carried out as directed for either a normally

or lognormally distributed uncertainty, as appropriate.

2. Estimation Block

Each estimation mefhod has an associated estimation block. For some methods -
the estimation block size varies depending on soil properties or construction methods. If
one of these methods is chosen, the simulator must look up the “real” parameter values
for the node at the center-point of the method's application. Next, the user must be
prompted for the construction details of the method. Considering the “real” parameter
values and the construction details, the simulator uses the estimation block equation for
that method and calculates the maximum distance from the center-point of application to
every boundary of the estimation block. Ideally, the simulator then determines which
nodes fall within the estimation block boundary. The parameter values of these nodes are
averaged to determine the “real” parameter values as available to the chosen estimation
method.

However, this study determined that estimation block volumes of many estimation

methods may be smaller than the discretization scale of the “real site” model, as indicated
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in Figure 2. A typical model discretization scale (distance between nodes of model) of
one meter was chosen for comparison. With a model discretization scale of one meter,
any estimation block volume less than oné cubic meter will be smaller than the model
scale and will capture only one model node. The line labeled Model Scale in Figure 2 is
located at an estimation block volume of one cubic meter to represent this typical model

discretization scale. The assumptions listed for Table 1 in Chapter IIl, Section B, were

used to calculate the estimation block volume for every method for which data was found.

After rank ordering the estimation block volumes, they were plotted in Figure 2, and the

rank of each volume was used as the Reference number in Table 1.

Estimation Block Volume (cm3)
]

Rank m Volume
—— Model Scale

Figure 2: Estimation Block vs. Modeling Scale
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Figure 2 clearly shows that 83% of the methods for which data was found have
estimation block volumes smaller than the chosen model discretization scale. As a result,
an alternate method for the simulator to incorporate spatial uncertainty must be
determined for instances when the estimation block of a method is smaller than the
discretization scale of the “real site” model. Incorporating this ability will require
determining how the parameter being measured varies with space and defining this
variation statistically. The simulator will then have to calculate a “real” value for the

parameter value based on the statistical definition for that parameter.

3. Cost

Each estimation method has an associated cost. For some methods the cost varies
depending on soil properties or construction methods. If one of these methods is chosen,
the simulator must look up the “real” parameter values for the node at the center-point of
the method's application. Next, the user must be prompted for the construction details of
the method. Considering the “real” parameter values and the construction details, the
simulator uses the cost equation for that method and calculates the cost of using that

method at that location.

4. Incorporating Anisotropy into Reported Hydraulic Conductivity

The horizontal hydraulic conductivity at any particular point is usually different in
the longitudinal direction of water flow than in the transverse direction to water flow.
When a method that reports a single combined value (radial direction) is used (e.g., a slug

test), the simulator needs to average the x-direction (longitudinal with the water flow) and
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y-direction (transverse to the water flow) values for every node within the estimation
block. These average values are then averaged among all the nodes in the estimation
block to determine the “real” value for horizontal radial hydraulic conductivity.
Uncertainty is then added to this value before reporting it to the user.

If a method is chosen that reports two values (x-direction and y-direction),
anisotropy must still be considered. Unless the estimation method is perfectly aligned
with the water flow, the estimated values must be adjusted. This adjustment is done by
determining the angle between the longitudinal axis of the method and the longitudinal
axis of the water flow, then using Equations (1) and (2) to determine the adjusted

hydraulic conductivities (Bear, 1979):

K. = + 5 -cos(2:0 ) )

K = - 5 «c0s(2:0 ) )]

where,
Kx = adjusted longitudinal hydraulic conductivity (cm/s)
Ky = adjusted transverse hydraulic conductivity (cn/s)
Kxx = "real" longitudinal hydraulic conductivity (cm/s)
Kyy = "real" transverse hydraulic conductivity (cm/s)

0 = angle between longitudinal axis of method and longitudinal axis of water
flow (degrees)
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The values are adjusted in this way for every node in the estimation block. These
adjusted values are then averaged for all the nodes, and uncertainty added before

reporting the longitudinal and transverse hydraulic conductivities to the user.
C. Simulator Specifications

1. General Operation

The site characterization simulator (Sim-Site) is an extension of the Groundwater
Modeling Software (GMS) developed by Brigham Young University for the U.S. Army
Corps of Engineers Waterway Experiment Station. “Reality” in the scenario is defined by

a GMS model. The user has reason to believe that a portion of this site is contaminated.

- The challenge is for the user to use site characterization techniques to build a

mathematical model, using GMS, of the “contaminated” portion of the site, including
appropriate boundary conditions, while constrained to a fixed budget.

A typical simulation would go fhrough a pre-determined number of sampling
seasons (e.g., six months or a year). At the end of each sampling season, the user is
provided the results of that season’s sampling effort. The user then uses this data to build
or modify a model of the site being characterized. After using the season’s data to update
the model, the simulator will compare the user’s model to the “real site,” but will not
provide any feedback to the user until the end of the simulation. Upon completion of a
simulation the simulator will provide the user with each season’s results, as well as a
graph of the user’s score versus season so that the user can easily see if characterization

performance improved as the simulation progressed.

53




The basic operation of the simulator is shown in Figure 3, with each step
numbered. The steps are:

1. The user starts the simulator.
2. The simulator provides the user with the opening scenario.

3. The user selects all desired sampling methods and locations for to be sampled
during the current sampling season (keeping in mind that the user has a fixed
budget). The simulator will not allow selection of a method that costs more than
the user’s remaining budget. This step can be thought of as developing the
sampling plan for the current season. '

4. The simulator queries the “real site” database for each sample the user
requested for the current sampling season.

5. The simulator adds some random uncertainty to the “real” parameter values
and reports them to the user.

6. The user creates or modifies a mathematical computer model of the site, using
GMS, from the data provided by the simulator.

7. GMS builds or modifies the model database from the data input by the user.

8. The simulator compares the database of the “real” site to the database of the
model to determine how close the model comes to representing “reality," for the
current season. The comparison is done on a node by node basis, performing a
sum-of-squares difference for each parameter. The result is converted to a score
for that season (using a 0-100 scale).

9. Steps 3 through 8 are repeated until the pre-determined number of seasons (set
at the simulation start) has passed.

10. The simulator provides the user’s results broken out by sampling season, in a
graphical format so that trends can be identified in the user’s performance.
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Figure 3: Site Characterization Simulator Operation

2. Determining Parameter Value to Report to User

When a tool is selected and applied to the site, the application will look up the
uncertainty, estimation block, and cost for each parameter associated with that tool.
However, uncertainty and estimation block size are often dependent on the soil
properties, so the application will need initial parameter values to use in calculating the
method characteristics such as estimation block size. The initial parameter values will be
determined by looking up the applicable soil properties at the center-point of tool
application. Then the estimation block volume, uncertainty (coefficient of variation in
most cases), and cost of obtaining the sample are determined based on the initial

parameters. Nothing is reported to the user at this time.
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To determine the values to be reported to the user, the application will go into the
GMS database of “real” site parameters, at thé coordinates of the center-point of the
tool’s application, and get the values of all parameters associated with that tool that are
within the calculated estimation block volume from those coordinates. All values
returned will be averaged for each parameter. This average value will then be altered to
simulate sampling and analytical uncertainties. A random number generator will be used
to select a number from the parameter’s population (see discussion in Chapter III, Section
B) based on a mean equal to the calculated average, and the coefficient of variation
associated with the chosen tool and the particular parameter. This random number will
be reported to the user as the data returned by the selected tool for that location in the site,
along with the cost of obtaining the sample.

In essence the computer program takes perfect data from the database and adds
uncertainty and error to it, just as in the real world. The true value of a parameter exists

_in the aquifer; however, the act of taking a sample and analyzing it introduces a certain

amount of uncertainty and error.

3. Beginning Scenario

At the beginning of the simulation, the user is presented with a scenario and an
aerial view map of the site and surrounding area (e.g., aerial view map of an Air Force
Base). The scenario details the hypothetical job or position of the user and the event that
has transpired to initiate the desire to perform a site characterization. The user’s role in

the simulation is that of an environmental restoration project manager. For the purpose of

56




this study, the actual details of the opening scenario are not relevant. The scenario will be

decided upon when the simulator is developed.

4. User Interaction

After the opening scenario is given to the user, the user takes control and selects
estimation methods from a pull-down menu. Once a method has been selected, the user
will select where to apply it, and provide any design data necessary (e.g., well depth and -
diameter). The application will return the kind of data associated with that method. The
user will then use this data to build a model of the site, using GMS.

For methods that essentially consist of historical records reviews, the user will be
presented with an image of the document, a summary of the interview, or notification that
no information could be found. It is up to the user to draw any conclusions about the
validity or usefulness of the information provided by a historical record review or
personal interview.

To better simulate real life, some methods will require further choices. For
example, selecting “obtain groundwater sample” will require the user to select how that
sample will be collected (e.g., bailer, multi-level sampler, pumping, HydroPunch®).
Additionally, selection of some methods will require that other actions be performed first.
An example would be choosing to obtain a groundwater sample by use of a bailer. The
user will then be prompted to identify an existing well from which to obtain the sample.
This mirrors reality, where collecting a groundwater sample via a bailer does not inc]ude

well installation. A well must exist before someone can obtain a sample from it.
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V. Conclusions and Recommendations
A. Conclusions

1. General

In any site characterization effort, careful definition of the objectives is the most
important step. If the objectives are clearly defined, the data presented in Appendices C
through F can be used, along with those objectives, to allocate funds for the best quality
samples from the most suitable locations. Additionally, the information shown in
Appendices A, B, and G will help the inexperienced environmental manager find answers
to the tough questions about site characterization; it may also refresh the memory of the

experienced environmental manager.

2. Uncertainty and Estimation Block

By comparing the uncertainty results for various methods of estimating a
particular parameter, it can be seen that the methods rank, for the most part, in the order
one would quaiitatively expect. Some discrepancies occur, but if spatial uncertainty is
accounted for most of the discrepancies are resolved. Spatial uncertainty is a function of
the estimation block size. However, the relationship is somewhat counter-intuitive; the
larger the estimation block, the smaller the spatial uncertainty.

However, it is explained by comparing the average value of many samples
obtained by a method with a small uncertainty and a small estimation block to a single

sample obtained by a method with a high uncertainty and a large estimation block. The
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average of the many small samples is likely to be near that of the single large sample
because the many samples are effectively taking an average over the same volume as the
single sample.. Additionally, the total uncertainty of the small samples (as represented by
the standard deviation of the measurements) may now be larger than the total uncertainty
of the single large measurement since the total uncertainty of the small samples now
includes the effects of spatial variability. The large sample, however, is already an
average over the larger volume and no more uncertainty due to spatial variability is added
to it.

For example, consider the methods for estimating the horizontal hydraulic
conductivity. Without looking at the results of this study, one might rank the total
uncertainty of the methods as shown in row 1 of Table 6. It is apparent that this is quite
different from the rank order of the uncertainties presented in Appendix D (shown in row
2 of Table 6). However, spatial uncertainty must still be accounted for, so the rank order
of the spatial uncertainties, based on eétimation block (larger estimation block equals less
uncertainty), is shown in row 3 of Table 6.

Estimation block is a qualitative indicator of the spatial uncertainty. To combine
the method and spatial uncertainties in a meaningful way for comparison, both must be
transformed into scaled ranks; using simple ranks (i.e., 1 to 5) does not account for the
magnitude of difference in uncertainty between methods. Therefore, the numbers in
parentheses for method uncertainty (row 2 of Table 6) are the method uncertainties from

Appendix D.
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Table 6: Comparing Total Uncertainty of Methods—Hydraulic Conductivity

Rank Order of Uncertainty

Least (1) @ 3 @ RO

Initial Rank | Slug Test | Flowmeter | Permeameter | History Grain Size
Matching

Method Permeameter | Slug Test | Flowmeter | Grain Size History
Uncertainty 2) (11) (12) 21 (25)
Spatial | History Slug Test | Flowmeter | Grain Size | Permeameter
Uncertainty 4) @) (14) (21) (25)
Total Slug Test | Flowmeter | Permeameter | History Grain Size
Uncertainty (18) (26) @n (29) 42)
Final Slug Test | Flowmeter | Permeameter | History Grain Size
Rank Matching

The numbers in parentheses for the spatial uncertainty (row 3) were determined by
rounding off the log of the estimation block volume and subtracting it from 9 (since the
largest rounded log was 8 and the largest estimation block should have the lowest spatial
uncertainty). The results were then multiplied by 3.57 to make the highest scaled rank
order value for spatial uncertainty equal to the highest scaled rank order value for method
uncertainty; without other data it seems reasonable to make spatial and method
uncertainties equally important.

Next, the scaled rank order values for method and spatial uncertainty were added
for each method to obtain the numbers in row 4 of Table 6. Finally, it can be seen that

the order of these results (row 5 of Table 6) is the same as the initial order, which makes
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sense. A technique like the lab permeameter gives a very precise estimate of the
parameter value within the sample being tested. However, the sample size is very small
compared to the size of the site, so the method really gives no idea of what the parameter
value is anywhere else in the site. A slug test, on the other hand, samples a significantly
larger volume of the site. The reported value is an estimate of the average value
throughout that volume so the uncertainty is larger. However, because of the larger
estimation block, spatial variability has less effect. |

It should be pointed out that the estimation blocks used were those discussed in
Section B.2 of Chapter IV. Different assumptions about installation details could change

the estimation block volumes.

3. Costs

Overall, the cost estimate results are satisfactory. As expected, methods with a
lower total uncertainty are usually more expensive. Depending on the price difference, an
environmental manager may discover through experience that taking many low cost, high
uncertainty measurements does a better job (for less money) than taking a few high cost,
low uncertainty measurements. The results of this study will help the environmental

manager make these tradeoffs.

4. Boundary and Initial Conditions
As expected, the references found discussing the use of boundary and initial
conditions were in agreement. The practice of modeling has been going on for a long

time, and though new processes have been added in recent years, the general application

61



of models has not changed. What were requirements to make a model work twenty years

ago are still requirements today.

B. Recommendations for Further Research

As can be seen in the estimation method matrices in the appendices, there are
many parameters for which estimation technique characteristics have not been identified.
Many of these are parameters that have only started to be considered in the last few years.
Parameters that have been studied for a long time, such as horizontal hydraulic
conductivity in the saturated zone and equilibrium sorption coefficient, have had quite a
few studies to determine the characteristics of particular estimation methods. More
research is needed to quantify the uncertainty, estimation block, and cost of the methods
for estimating those parameters that have only recéntly become of interest such as
dispersion coefficients, storage parameters (except equilibrium sorption), and all fate
pérameters (e.g., decay rate, irreversible sorption, volatilization).

Additionally, although the literature review for this study has been quite
extensive, it has not been exhaustive. There is additional data for some of these methods
that was not available for this study. A search concentrating on those methods for which
no data is listed in the matrices should be undertaken.

Finally, this study has quantified the characteristics of the various parameter
estimation techniques and provided general specifications for a site characterization

simulator. Further work must be done to take these results and create such a simulator.
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Appendix A: ASTM Standards Related to Site Characterization (ASTM, 1996)

Standard

D 420-93

D 653 -90

D 1452 - 80 (90)

D 1586 - 84 (92)

D 1587 - 94

D 2216-92

D 2434 - 69 (94)

D 2487 -93

D 2937 - 94

D 3385 - 94

D 3404 - 91

D 3441 -9%4

D 4043 - 91

Title

Standard Guide to Site Characterization for Engineering,
Design, and Construction Purposes

Standard Terminology Relating to Soil, Rock, and Contained
Fluids

Standard Practice for Soil Investigation and Sampling by Auger
Borings

Standard Test Method for Penetration Test and Split-Barrel
Sampling of Soils

Standard Practice for Thin-Walled Tube Geotechnical Sampling
of Soils

Standard Test Method for Laboratory Determination of Water
(Moisture) Content of Soil and Rock

Standard Test Method for Permeability of Granular Soils
(Constant Head)

Standard Classification of Soils for Engineering Purposes
(United Soil Classification System)

Standard Test Method for Density of Soil in Place by the Drive-
Cylinder Method

Standard Test Method for Infiltration Rate of Soils in Field
Using Double-Ring Infiltrometer

Standard Guide for Measuring Matric Potential in the Vadose
Zone Using Tensiometers

Standard Test Method for Deep, Quasi-Static, Cone and
Friction-Cone Penetration Tests of Soil

Standard Guide for Selection of Aquifer-Test Methods in
Determining of Hydraulic Properties by Well Techniques
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D 4044 - 91

D 4050 - 91

D 4104 -91

D 4105 -91

D 4106 - 91

D 4448 - 85a (92)

D 4630 - 86 (91)

D 4631 - 86 (91)

D 4643 -93

D 4696 - 92

D 4700 - 91
D 4750 - 87 (93)

D 4959 - 89

Standard Test Method for (Field Procedure) for Instantaneous
Change in Head (Slug Tests) for Determining Hydraulic
Properties of Aquifers

Standard Test Method (Field Procedure) for Withdrawal and
Injection Well Tests for Determining Hydraulic Properties of
Aquifer Systems

Standard Test Method (Analytical Procedure) for Determining
Transmissivity of Nonleaky Confined Aquifers by Overdamped
Well Response to Instantaneous Change in Head (Slug Test)

Standard Test Method (Analytical Procedure) for Determining
Transmissivity of Nonleaky Confined Aquifers by the Modified
Theis Nonequilibrium Method

Standard Test Method (Analytical Procedure) for Determining
Transmissivity of Nonleaky Confined Aquifers by the Theis
Nonequilibrium Method

Standard Guide for Sampling Groundwater Monitoring Wells

Standard Test Method for Determining Transmissivity and
Storativity of Low-Permeability Rocks by In Situ Measurements
Using the Constant Head Injection Test

Standard Test Method for Determining Transmissivity and
Storativity of Low-Permeability Rocks by In Situ Measurements
Using the Pressure Pulse Technique

Standard Test Method for Determination of Water (Moisture)
Content of Soil by the Microwave Oven Method

Standard Guide for Pore-Liquid Sampling from the Vadose
Zone '

Standard Guide for Soil Sampling from the Vadose Zone

Standard Method for Determining Subsurface Liquid Levels in a
Borehole for Monitoring Well (Observation Well)

Standard Test Method for Determination of Water (Moisture)
Content of Soil By Direct Heating Method




D 5084 - 90

D 5092 - 90

D 5093 - 90

D 5126 - 90

D 5195-91

D 5220 -92

D 5254 - 92

D 5269 - 92

D 5270 - 92

D 5314-93

D 5408 - 93

D 5409 - 93

D 5410-93

D 5447-93

Standard Test Method for Measurement of Hydraulic
Conductivity of Saturated Porous Materials Using a Flexible
Wall Permeameter

Standard Practice for Design and Installation of Ground Water
Monitoring Wells in Aquifers

Standard Test Method for Field Measurement of Infiltration
Rate Using a Double-Ring Infiltrometer with a Sealed-Inner
Ring :

Standard Guide for Comparison of Field Methods for
Determining Hydraulic Conductivity in the Vadose Zone

Standard Test Method for Density of Soil and Rock In-Place at
Depths Below the Surface by Nuclear Methods

Standard Test Method for Water Content of Soil and Rock In-
Place by the Neutron Depth Probe Method

Standard Practice for Minimum Set of Data Elements to Identify
a Ground-Water Site

Standard Test Method for Determining Transmissivity and
Storativity of Nonleaky Confined Aquifers by the Theis
Recovery Method

Standard Test Method for Determining Transmissivity,
Storativity, and Storage Coefficient of Bounded, Nonleaky,
Confined Aquifers

Standard Guide for Soil Gas Monitoring in the Vadose Zone

Standard Guide for Set of Data Elements to Describe a Ground-
Water Site; Part One--Additional Identification Descriptors

Standard Guide for Set of Data Elements to Describe a Ground-
Water Site; Part Two--Physical Descriptors

Standard Guide for Set of Data Elements to Describe a Ground-
Water Site; Part Three--Usage Descriptors

Standard Guide for Application of a Ground-Water Flow Model
to a Site-Specific Problem
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D 5474 - 93

D 5518 - 94

D 5609 - 94
D5610 - 94

D 5730 - 95a

D 5785 - 95

E 1689 - 95

Standard Guide for Selection of Data Elements for Ground-
Water Investigations

Standard Guide for Acquisition of File Aerial Photography and
Imagery for Establishing Historic Site-Use and Surficial
Conditions

Standard Guide for Defining Boundary Conditions in Ground-
Water Flow Modeling

Standard Guide for Defining Initial Conditions in Ground-Water
Flow Modeling

Standard Guide for Site Characteristics for Environmental
Purposes With Emphasis on Soil, Rock, the Vadose Zone and
Ground Water

Standard Test Method for (Analytical Procedure) Determining
Transmissivity of Confined Nonleaky Aquifers by

Underdamped Well Response to Instantaneous Change in Head
(Slug Test)

Standard Guide for Developing Conceptual Site Models for
Contaminated Sites
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Appendix B: Objectives of Site Characterization

A. Defining the Source
(Bedient et al., 1994; ASTM, 1996, D5730-95a)

Has there been some sort of chemical spill?

Has some potentially hazardous chemical entered the soil and/or groundwater?
What chemical is suspected to have spilled?
What is the flux of contaminant to the aquifer, as a function of space and time?
(Domenico and Schwartz, 1990; ASTM, 1996, E1689-95)

When did the spill occur?

How much chemical was spilled (volume, as well as location and area of spill)?

What was the nature of the spill (sudden release versus long-term leak)?

What is the infiltration rate, from the surface to the groundwater, for the area?
What are the properties of the contaminant? (Preslo and Stoner, 1990; Brusseau and
Wilson, 1995)

What is the vapor pressure (Henry’s law constant)?

What is the solubility?

What is the sorption coefficient?

What is the density and viscosity?

What is the molecular weight?

What chemicals are mixed together in the contaminant?
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B. Defining the Exposure Pathways

(Covello and Merkhofer, 1993)
How is the chemical likely to pose a threat?
Could it contaminate Ia drinking water aquifer?
‘Could it contaminate surface water via runoff?
Is there anybody or anything that can possibly be exposed to the contaminant (people
drawing water from aquifer, animals drinking from pond, etc.)?

What is the effect of the contamination if it is left alone?

C. Defining the Transport
How will chemical transport occur? (Bedient et al., 1994; ASTM, 1996, D5730-95a)
Will the contaminant be transported by groundwater flow?
Will the contaminant be transported by vadose zone (gas) transport (i.e.,
volatilization)? |
What is the site hydrogeology that will determine contaminant transport, storage, and
fate? (Barcelona et al., 1985)
What are the dominant processes? (Konikow, 1986; Domenico and Schwartz,
1990; ASTM, 1996, D5447-93)
What are the important contaminant transport processes (e.g., horizontal

and vertical advection, dispersion, diffusion)?



What are the important contaminant storage processes (€.g., equilibrium
sorption, rate-limited sorption, Qolatilization, dissolution, precipitation—if
contaminant is re-solubilized)?

What are the important contaminant fate processes (e.g., decay,
production, irreversible sorption, precipitation—if contaminant is not re-

solubilized, loss of contaminant from the system by transport)?

D. Defining the Boundary and Initial Conditions
(Franke et al., 1987; Domenico and Schwartz, 1990)
What are the system boundary conditions? (ASTM, 1996, i)5609-94)
What is the system water budget (i.e., where does water enter and exit system)?
Is the system bounded by any bodies of water or impermeable surfaces?
Are there any constant flux sources or sinks of water or contaminant?
Are there any locations where contaminant concentration is effectively constant?
What initial conditions are to be. applied to a model of the system? (ASTM, 1996,
D5610-94)

What is the steady-state head distribution (for a non-steady-state model)?
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Appendix C: Hydrogeologic Parameter Matrix—General

70



senbjuyos) jeaisAydoab pasueApy

6861 “Ie 10 pJojydld

(Anansisai) 1e)owonsued suo)

buuoq jlos JoAe Buuyuoo o} yidaqg
6861 "|E 18 pIoJydid senbiuysa) [easAydoab peoueapy
{einssaid eiod owweulp) Jajowolisuad suo)
‘£661 1€ 10 Yepni ‘5861 e 18 Buo|adieg -2861 e 18 UBIETON] Buioq ios 10 uoye|jelsul ||am bulioliuop] alqeL se1eM o} uideQ

(26)¥8-98510 '9661 ‘WiISY]

(sisAjeue aas|s) 9109 |10S

9z Uleso |10S sbesaay

‘sBuluual pue ofiel] ‘G661 ‘e 10 [98jeYM ‘0861 ‘UBIYoNUer) UBA

uonuelas Jelemios pue sielewesed [0S Woly ejewnsy

G661 1219 [99jeyY) ‘G661
‘B PUE BOUGD 661 1B 18 IUBLM 2661 WUBUM pue Bouo)

8109 |10S U0 158} (V4N) SMeledde moyp pejesnesun]

9661 'NEQON] {ysnd-j0a11p) AYIAIIONPUOD [BOLI08IT
v6-1v+ead
‘9661 ‘WLSY ‘¥661 “[e 18 oweZ 1661 ‘Jekewddey| pue Aejjowg (Aunansisel) Jejewoneuad suo)
£6-28+20 ‘9661 ‘WLSY 8100 |I0S ABojoyy eoeunsang
£6-/8v2d ‘9661 ‘WLSY 8100 |10 {uoneayissen) adA] (105
9661 SOAIND

5661 “I 19 [991ey) (1011u00 pesy sjeis-Apeals) 8100 jios uo jsey uwnjeD| {2) AiAaonpuo) oinelpAH

9/61 “1e1e ppol agueleq Jeje M

06-£605d ‘9661 ‘W.LSY -+6-S8££Q ‘9661 ‘WLSV Jejeuionju| bui-ajgnog
BlEp |BoUOISIY woly ‘ajel uohenyulf b (1eo1eA) xn|4 uetoreq

16-¥0¥€Q '9661 ‘WLSY ‘9861 “[B 18 uaain

{nls-ur) Ajewolsua] |

26-0225d ‘9661 'WLSV ‘2661 "B 1e ‘_mEm._vL

eqoid uognen|

26-9122d ‘9661 ‘WLSY|

adures jos buug]

8102 |10 J0 sisAjeue (eje|d UOISUa}) OLjBWIARID)

“MOY} JBIEMPUNOID JO D080 O} 9SIGNSURL S| UORIBIP-A
-MO1} JBTEMDUNOIG J0 UORJBIP U) FUIPNBUOE S| UORYSIP-X 810N

3

S92UdJ9J9H—XLIJe|\ J9)sweled o_mo_ommchu\f"

8U0Z 9SOpPeA

71



9661 ‘sButuusH pue efiel ]

uonnquisip azis uresB uo uoissesboy

9661 ‘sbujuuey pue eflelL

odAj |10S U0 peseq eAeH[END

¥661 “[e Je owez

(einsseid siod oiwreuAp) Jejowonsuad suo)

06-¥8050 '9661 'WLSV -(¥6)89-bEPCA ‘9661 WISV
‘1661 “[e 19 JIOM ‘9861 'AIoIPNS 19861 ‘uasiiq pue eIny

(2) uo paseq) 8109 I0S uo 156} JejeWwesunied UWN|D qE'Y

9661 ‘lleH

Dioeqdwind pue yiup) 160E] |[oM-8[bUIS

2661 “[e 18 1pjejysy ‘6861 “1e10 ZION

8]0Ye10q Ul JejewMmoy Jejjledw yim 1se} dwind jlem-ejbuis

$6-98.50

‘9661 'WASY '16-+01PQ ‘9661 ‘WISV ‘16-¥+0¥Q ‘9661

‘WLSV ‘9661 1 10 AeseD (1661 “B 19 SlIINeIN (6861 ‘UIIUD
‘G861 “|e 10 BUO|ROIEg ‘9261 ‘©01H PUE Jomnog (LS6 | ‘A|SIOAH

156} Bnig

(suonoauip-A
pue x) AJAONPUOD)
olnespAH g-1 oidonos)

(einsseid aiod anweudp) Jejewosnsuad auo)

9661 "|e 18 Aesen

uole|[ejsul ysnd jo8uIp BIA ‘s|lem

(€6)28-0S.vQ "9661 'WLSV
‘£661 "€ 1@ YepnH 'S861 “[e 18 euojedeq 2e61 e 18 UsIeON

uonejjejsul pejjup e ‘(s1ejewozeld) s|iem

peaH dneipAH

aouReq JOJe M

{uonoauip-x
Ul [ejJUoOZII0Y) XN|4 ueldIeq

9661 ‘ileH ‘1661 "B 10 lleH]

Dyoeqdwnd pue JJiip) Jjeoel; jem-sjbulg

adA} |10s woy eyewns3

MO} JOJEMPUNOLD JO L8P O] BSIGASURL] S| UD[I0BIP-A
*MO}} J67BMPUNOIE JO UORIBIP L) FUIPNYBUO) §) UORIBIIP-X BN

S90UaJ9JoaH—XLIle J9)8weled d160j0aboipAH

G661 ‘Il (p1oy) uewisdxe Jaoel) ||BM-0M | (aseyd sjesedoes
G661 ‘Il (102 jos—Aiojel0qeE)) JUuswiadxXe J80el | Ou Jl ‘euoz pejeinjes ul
Juajuo)) J8jep, sienba)

(azis uresB yum psuiquoo Alsolod ejqeurelp) 8109 10S ANs0s04 aAl08H3

8UO0Z 9SOPEA Ui JUSjU0)) JBJEM Japun ‘sAoqe 98g 8uo7 pejeinies

U1 JUsjuOy) Jeje M
BV Ao

TR

72



AA pue ezjsulelb Buisn %00qixe)} WOl ayewsy

661 ‘Led pue noz ‘9861 ‘Gieqhely

(umouy |jom st awnid Ji) ejep swnid jo sisAjeue JusWIOW

¥661 "“Ued PUe noZ ‘€86l 1e 10 Aoipns

(piey) Wuawiedxs Jeoel] |

¥661 '1s01 pue |uesid

(8100 |I0S—AIOjRIOgR]|) JUuBLULIBAXS JaDRl] |

2661 "“Ie 18 Jewenbid

(A1Anonpuoo jeouoa)e) juswisdxe uwnjod Aiojeiogen)

Wele0) uoisiedsiq
@SI9ASURI] JRJUOZLIOH

XA pue azisueldb buisn ¥0oqixe) Wwolj a1ewns3

¥661 ‘Led pue noz ‘0861 ‘Bleqheld

(umouy [jem s ewinid i) ejep swnid Jo sisAjeue Juswow

S661 ‘Il ‘b661 ‘Teyien pue AjsMm ‘661 ‘Lied pue noz
‘9861 "[e 1o UBADD 'GE6 | “[e 18 UBAND ‘£86l e 18 Ajopng

(piey) Wewipedxe Jeoel)

5661 ‘Il

(2109 jJ0s—Ai0}eloqe)) JUBWiIedxa 180el] |

9861 ‘UBA ‘9/61 Nejouls pue £8|00D

(AlAONPUOCD (BoU109(8) JuBwiedxs uWwnjod A10jeloqeT

SETEIO
uo peseq ‘|epow uojewise Jajewesed) Buiyoyew AI0ISIH

9661 ‘uep pue
ouendeD 'gge1 “'[e 10 ZIOW ‘9861 “[e 18 ZIOW ‘SB6L e 18 ZIoW

uonoalIp-A
uj pauBi[e s|jem UoieAISSqO Uim 158} Jedell pield

26-0£250 '9661 'WLSV
'26-69250 ‘9661 ‘WLSV '16-901+0 ‘9661 ‘WLSY ‘16-01¥A
‘9661 'WLSV ‘9661 ‘uer pue ouende ‘561 B 19 Buojedeg

uonoelIp-A Ul peubife sjiem uolBAIBS]O YIMm 158} dwnd

¥

B1014807) uoisiedsiq
[euipnibuoT jejuozuoH

(uonoeuip-A) AAaionpuo)
dlnelpAH g-4 didososiuy

9861 ‘UBA '9/61 ‘MeIoulS pue £8j00D

(speay 21|neipAy
uo paseq ‘jepowl uoljewnse Jejswesed) Buiyorew Ai0jsiH

9661 ‘uer pue

ouendeD 8g61 “[e 19 ZIOW ‘9861 “Ie 18 ZIOW ‘SB6L “Ie 18 ZIOW]

UORIBIIP-X
u paubl[e s|jom UoieAISsqO Yim 1se) Jedel) pleld

26-0/25Q ‘9661 WLSY|
'26-6925Q '9661 'WLSY ‘16-90L+Q ‘9661 ‘WLISY 16-501¥Q
‘0661 ‘WLSY ‘9661 ‘uep pue ouende) ‘g6l ‘|e 10 Buojedleg

AR 5 I

00USIOJOH g paulualeg E Jajoweled —
z 7 _

MO} JBJEMPUNO.D JO UOHJB.IIP O} 8SIaASURS S| LORJBID-A
*MOY JOTEMPUN0IB J0 UOHOBAI U) FBUDNYBUO) Sj UORJBID-X BN

uonoeJIp-X Ul peubife sjjem uoieAIgsqo ym 158} dwnd

(uonoeuip-x) Ayanonpuo)

73




v661 "B

19 WBUAA ‘2661 “WBLAA pue BOUOD ‘0661 ‘IUBLIM pue BOUOD (Q 2u0z BSOpPEA 10J) 8109 ||0S JO SISAjeuR YV -4N

Jswadxe Jades |
Inbl} 884} 10} dn %007

1U8I01}J800) UOISNI]

Ausonpo) Aq isnipe pue p

9zis uield pue adA} |10s uo paseq @|qe)} ul dn 3007 . Aisonyo]

{iosuag mo|4 8jqesuiad (u/b) uonoalip-z

9661 ‘'[e 18 piejieg ‘9661 ‘piejed njts-u) Jojoeiap Aj1oojeA Jeyempunoll Josues jeeH ZA ut AI0IBA Jole M
{Josuag mo|4 9jqesuiad

9661 "8 19 piejled ‘9661 ‘piejed nys-ui) Jooejep AlID0IBA Jejempunoil Josues JeaH (u/b) uonoeup-x

uswedxs Jaoel} XA ul ANOOIBA 1918 M

9661 ‘IIEH 1661 1219 JleH

az1s ujelb uo paseq enjeA ooqIxa] |

og61 ‘Bieqhesy (umouy fjom s ewnid j1) ejep swnd Jo SiISAleue Juewon
£861 e 18 Adplpng (pley) uswiyadxe Jaoel} ueioyje0) Uosiadsig

2661 “'|e 10 [ewanbid {AnAonpuod [eoujosie) Juewiledxe uwn(oo Alojeioqen g 9SIJOASURI] {BOIUBA

g pauiuelag |0QWAS Jejpweled

aJuUdIvjoyY

e Bon Sl oA, 210w s9oUdI8jo—XIe J919weled 2160]09604pAH

“MOf} JOTEMPUNOID JO UDRIBNP U BUIPNYBUO] S| UORJSID-X 10N

74




£661 ‘SqI9) pue AjjieY ‘€661 “JE 18 SqID Jajdwes |eAsl-iiNK
9661
‘sigey ‘9661 "8 18 AeseD ‘2861 ‘IPIWYDS ‘2861 I8 18 usJe N Jejdwes jojyl eiA ‘llem Bupoyuow
9661 ‘e 19 Aese) ‘2861 IPIWYIS ‘286l e 1 :m._wj_os_ Jajieq eiA ‘fjom Bunojuop
9661 e 1o
Aesed ‘p661 “'Ie 19 0WweZ ‘2861 ‘IPIWYOS ‘2861 ‘I 16 usseoN| Buidwnd eiA ‘jem Buuoyuop
26-969Q 9661 "'WLISY ‘€661 “IE 18 SBUIN Jajdwes @1vgd
G661
“le 10 owa7Z p661 “'le 10 oweZ 1661 ‘19hswddey pue Lsjjows ajduwes @youndoipAH
9661 ‘AIsuyo (1osuas sueiquiew) Jaewolisuad auo) L) Joje M Ul uonesuasuon
adA] |I0S UO paseq anjeA ainjelal
9861 “’|B 18 SIuny 8109 [10S JO sisAjeue Aliojeioge] 29} juajuo) owebio uonoely
1661 e e aifjujoey [epow xoq 10 Juawiledxa uwnjon
1661 ‘e 10 e1Quoen ‘eggsl ‘e 18 >mxom<i (urod-suo) Juswiuadxa yoreq Atoyesoqe|

G661 "'[e 1o uewebeH|
‘€661 ‘pIeyuieY pue jUOMUIRID (LE6L “'|e 18 e1KUloBy 'Bege6|

“1e 10 AexoeW ‘0861 “|e 18 SIUND ‘9861 ‘MOMURH pue uosiepuy (uweyiosi) uswiiedxe yojeq Aiojesoge]]  PM weidyeon uondios
26-9122a '9661 ‘WLSY ‘9861 e 19 Aexoepw] 8100 110s JO sisAjeur Alojeioge] ad Aysueq Ying ltos
<<<

mojaq ssed0id yoee 10} siajaweled Buisn 8)ejnd(es 10 >>>

9861 ‘"[e 1@ speqoy ejep ewn|d jJo sisAjeue JuUSWIOW
9861 ‘BBUBIOIAN PUR UBJYONUBK) URA ‘9861 *IB 10 sueqoy juswnedxe ieorl) Buiuouey

loye4 uonepieley

Xg pouluialeq

O D 1 coroa oo o oo A S92UdIdJaYy—XI)ey I9joweled 2160j0ab0ipAH

75




ezis ujelb abeisAe pue
‘Ajisonuo} ‘() Juslofe0d UOISNYIp Uo peseq ejep aimelal

£661 ‘Pieyuisy pue [yomyiels

wswiadxe yoeq Kiojeloqe

WBIIHS0D
UoISnjiq eAllde}3

nIIQ [E2HaYdS Fus() uondios PN T-2ey

€661 ‘pleyuiey pue |yomylels

Jswuedxe uwn(o2 Alojesoqe

PPOIA MS-T

BPIQ

S8l
juswuedxe uwnjoo Alojeloqen) 4 uondiog ised Jo uonoes
6861 ‘OeH pue neessnig uoienbs uoissaibay UBI01}1800)

tondiog pnury-djey

ajey uondioseq

anjeA ainjesa)

9861

(zg pue g

wsle0)
uoisiedsiq 8All08l]
aAnRpy Jus) uoydiog pauiry-sey

sojuedoud JurUIWEUOD pUB BlEp [BOLIOISIY WOL) 8)ewns] ND TdVN Ul uofejuasuod)
EjEp [BOLOlSIY Wod) sjewnsy
9661 ““|e 18 Aese) ysnd Joa.11p elA ‘ai0d |I0S
0861 ‘MOMuUBd pUB UOSIapUY P BIA ‘3100 |l0S $0 |I0S Ul UONEBIIUBOUOD

9661 “'[e 18 Isinbpur ‘e661 e 18 jueing

[1om buydwes seb pexi4

9661 ‘AIsuyo

J9jowodauad auo)

£6-¥1€SQ ‘9661 ‘WLISY
‘9661 “[e 18 AeseD ‘€661 “le 19 Jueng 6861 “IE 18 pIojydld

S0UdJ9J3H

“MO}} J0TEMPUNOID JO UORIBIIP O} 8SIBASURL S| UOHIBIID-A
“MOY JOTBMPUNOID 10 UORIJBIIP U FRUIPNIBUO] S| UOIBIIP-X SION

seb jlos

YD

Jiy Ul uoneIUBoU0D

ndiog wnpqipnbyy
231101

JojPweied

76



_ ANIIgn|oS pinbi
a|ge} ul dnxoof 9Sg pe|ooD-ledng [eoyeylodAH
umou Ji “1dvN jo dn-exew jeoiayod wolj ejewis3 NK TTdVN J0 aWN[OA Jejopy BAay
10Sg pue NA WoJj ajejnajed JVETRIITE oY)

ewuadxe yoyeq Aiojesoge]] MMy uoniued 1dvN/elem

SPJI029al [BOLIOISIY L0} 8jeWwNST
sanbiuyoe) [edisAydosb pasueapy

9661 ‘8SNoyuesIL) pUe selpul oqosd uonnen|
Jeswuedxe Jaoel) buluoliled

Juajuod 1dvN

aqe urdnyool]  H o JUEIsuo) m.bc,mI
1Uslu0D Iy

MOt} BTRAMDUNOD )0 UOHIBIN 0) BSIAASURY S| UORISND- A
*MO}} JOTBMDUNOJB J0 LOREJIP U feujpnyBuoy Sf LORJBIN-X_BION

77




ainjesay ui dn Yoo

Aoaap eoeuNs punoib je xnyj ainseay

8UO0Z 8SOpEA Ui aj1jo.d uoHeIIUBOUO) Binsealy uonezijiiejon

Jsjinbe 1emo| 2 ucm isjem oomt:m Eo.c >>o= ajewnsy WBISAG WI0L}/0] MO JBIB M

€1}, £q WIASAS W0 550]

ajewsy

ajqe} urdnyoo| 9y 1onpoid Auianios
ajewyisg

sigeyurdnyool} Zz [E18N JO OJElS UOREPXO

oﬂmE_ﬁw :o:m::mo:oo
ajdwes Jajep (10)deooe -8) 20 )
weshs o) L

ejeunis3 xny4 (10}dasoe -8) 20

ejqe} ui dn xoo._ Angnjosg coamoom -3 NO

hoaom“_ :o:om:oo

ﬁ&ﬂvﬁ%ﬁg&ag
SJUNOD [BIGOJOIN
€661 [E 10 JoloWBpeIp JuewilIadxe 180e]] BAEAIoSU0D
9661 "[& 19 ofedeyD ‘c661 e 10 JejelopaiM| EIEp P[o}} JO SISA[EUE JUBWOW 0187,
9661 "e 18 WIOUYAN ‘9661 aseyd
“leje o__mawco v661 _mc=o> ‘P661 :_m N ‘c661 “fele {saipnis yoieq) peAusp >__£:wE:oaxm % m:oo:u< ul mumm f2o8Q]

Ag poujuaieg

S U r I SO ION mmu:mh&mmlx_.sns ._EoEm._mm o_mo_owmo:&f

“MOY JOTEMPUNOJB 10 UDGOBIIP U FEUIPNBUOY ST UORORIID-X 010N




Appendix D: Hydrogeologic Parameter Matrix—Uncertainty
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Appendix E: Hydrogeologic Parameter Matrix—Estimation Block
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Appendix F: Hydrogeologic Parameter Matrix—Cost
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Appendix G: Hydrogeologic Boundary Condition Matrix
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Appendix H: Estimation Block Equations

A. Groundwater Samples—Short Screen Length (less than 10 cm).
Equations for determining estimation block size for a method that obtains a liquid

sample, utilizing a short screen length (less than 10 cm):

EBaSmr, 3)

1
22
—rw> @)

r =mr.+
e w (Tc-n-S

where,

EB = estimation block volume (cm3)
S = screen length (cm)
re = radius of estimation block (cm)
ry, = radius of well casing (cm)

V = volume of liquid purged/removed (cm®)
n = porosity of soil adjacent to screen

Well Casing
-=x
|— Estimation
Block
S
— Screen
= 2

Figure 4: Monitoring Well Detail, for Short Screen Groundwater Samples
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Via Pump or Bailer:
Assumes that the well is purged (3 well volumes) before obtaining the sample, so that the

water flowing back into the casing is considered a composite sample if sampled soon

after purging.
Use Equation (3), with
S and ry, are dimensions of the monitoring well, and
Va3-Smr 5)
where,

V = volume of liquid within the screened interval of the well casing (cm3)

Via BAT® Sampler (Zemo et al., 1994):
Use Equation (3), with

§=102cm
rw=19cm

V =35 cm® (volume of sampler, no purge)

Via HydroPunch® Sampler (Smolley and Kappmeyer, 1991; Zemo et al., 1995):
Use Equation (3), with

§=254cm
rw=19cm

V =500 cm’ (volume of sampler, no purge)
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Via Thief Sampler (Kabis, 1996):
Use Equation (3), with

S=2cm
V =40 cm® (volume of sampler, no purge)

Via Multi-Level Sampler (Gibs et al., 1993):
Use Equation (3) for each individual sampling section, with
V=Q . t
where,
V = volume of liquid obtained in sample (cm®)

Q,, = rate at which liquid is pumped (cm’/s)
t = length of time taken to obtain sample (s)
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f//‘—_——b Quw

Calculate r, separately for
each samplingsection.

_______________ Sampling
D Ny 1 Section 1
|
B

Sampling
Section 2

‘ Pl Sampling

| K | Section i
N Co -

' X

..... v Estimation
I'w I k_ \
re

Figure 5: Multi-Level Sampler
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B. Groundwater Samples—Long Screen Length (greater than 10 cm)
Equations for determining estimation block size for a method that obtains a liquid

sample, utilizing a long screen length (greater than 10 cm):

N
EB = Z EB; %
i=1
EB =S ;u-(r, | ®)
1 1 < €i>
1
2
, ar | 2 )
-r
ei w n-n-Si w
2| Ri
V=S imer - (10)
Rtot
3
tot
S (11)
K;
R= (12)
Kmin
N
Rip® ) R (3)
i=1
S
tot
N=roun Maad (14)
60
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where,
EBy,; = total estimation block volume (cm®)

EB; = estimation block volume of layer i (cm®)

N = number of layers that screened interval is divided into
S; = screen length (thickness) of layer i (cm)

St = total screen length of monitoring well (cm)
re; = radius of estimation block for layer i (cm)
ry, = radius of well casing (cm)
V; = portion of total volume purged/removed, that is attributed to

entering well from layer i (cm®)
R; = ratio of horizontal hydraulic conductivity (K;) of layer i to K; of

the layer with the lowest K;
Ry = sum of the hydraulic conductivity ratios for all layers

K; = horizontal hydraulic conductivity of layer i (cm/s)
Kin = horizontal hydraulic conductivity of the layer with the lowest

horizontal hydraulic conductivity




/— Well Casing

Note: Hydraulic conductivities (K;) as shown
here are ranked (K2 > K3 > K|); thus Kyyin = K]

Figure 6: Estimation Block for Long Screen Length Installation

Procedure:

N

N N AW

Determine number of layers (N).
Obtain "real" value of horizontal hydraulic conductivity (isotropic) for the
vertical center-point of each layer (Kj).

. Determine the value of the minimum horizontal hydraulic conductivity (Ky;;,).
. Calculate the horizontal hydraulic conductivity ratio for each layer (R;).

. Calculate the sample volume for each layer (V).

. Calculate the estimation block radius for each layer (r;).

. The total estimation block volume can now be calculated.
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C. Soil Gas Samples

Equations for determining estimation block size for soil gas sampling methods:

3

4

1
3y \3
r s —————
0 A41t

. (16)

0 4=n-0 (if no separate phase amn

contaminant is present)
where,

EB = estimation block volume (cm?)
re = radius of estimation block (cm)

V = volume of gas purged/removed (cm?®)
04 = air content of soil at location of sample

n = porosity of soil at location of sample
0, = water content of soil at location of sample

Via Fixed Gas Sampling Well:
Use Equation (15), with

VaQ g't 6

where,

V = volume of gas purged/removed (cm®)
Qg = rate at which gas is pumped (cm3/s)
t = length of time taken to purge and obtain sample (s)
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Via Soil Gas (Pitchford et al., 1989):

This assumes that the that several liters of gas are purged before obtaining the sample, so
that the gas flowing into the casing is representative of that in the surrounding subsurface.
Additionally, it is assumed that the sample is obtained by using a syringe to extract gas
from the sampling hose while a pump is drawing gas out of the installation. The syringe
actually obtains a small sub-sample of approximately a liter of gas withdrawn by the
pump.

Use Equation (15), with

V = 5000 cm®

Via Cone Penetrometer (Casey et al., 1996):

This assumes that the that several liters of gas are purged before obtaining the sample, so
that the gas flowing into the casing is representative of that in the surrounding subsurface.
Additionally, it is assumed that the sarhple is obtained by using a syringe to extract gas
from the sampling hose while a pump is drawing gas out of the installation. The syringe
actually obtains a small sub-sample of approximately a liter of gas withdrawn by the
pump.

Use Equation (15), with

V = 5000 cm®
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D. Pump Test

Equations for determining estimation block size for a pump test:

1
EB = T -RI-(S 1 +5 ) (18)
1
EB = T RI-(S 1 +5 3) (19)
EB =S jn-RP 20)
1
RI=3000-s K> (Bear, 1979) @1)
s.m Cw 1 & (Bear, 1979) 22)
Y \2r-k-B| \r, ’

where,

EB,, = estimation block volume for determining horizontal hydraulic conductivity

in x-direction (longitudinal with water flow) (m*)—see Figures 7b and 7c
EB), = estimation block volume for determining horizontal hydraulic conductivity

in y-direction (transverse to water flow) (m3)——see Figures 7b and 7c
EBpR = estimation block volume for determining a single isotropic horizontal

hydraulic conduct1v1ty based on an average of the values in the x and y-
directions (m )y—see Figure 7a

RI = radius of influence of pumping well (m)

dy = distance between pumping well and observation well in the x-direction (m)

dy, = distance between pumping well and observation well in the y-direction (m)
S 1 = screen length of pumping well (m)
S2 = screen length of observation well, located in x-direction (m)
S3 = screen length of observation well, located in y-direction (m)
sy, = drawdown in pumping well (m)

K = horizontal hydraulic conductivity (isotropic) next to pumping well (m/s)
O,y = rate at which water is pumped from pumping well (m*/s)

B = thickness of aquifer (m)
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3 @€~ (Opservation

-
""""

et ~.. Wells 3 / . Wells
'I . \\ "' d A
g Pumping ' . Yy RI
[ \ : |.
S S S E T |
'I‘ 1 'l‘ 2 '\ / dx !
\ RI ) *. Pumping K
\‘\ , 4 s‘~ Well ":
TR ‘\ Radius of IR -* ‘\ Radius of
Influence Influence
figure a figure b
Well 1 (Pumping Well 2 (Observation
Well) 11 Well) I

T

I I:,/ Well Casing ~———_

_Vj/ell Screen
Estimation Block\\

figure ¢

Figure 7:
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Estimation Block for Pump Test




Procedure:

Qw

1. Assume a radius of influence (RI)-a good starting value is where I is the

hydraulic gradient at the location of the pumping well).
. Calculate the drawdown based on the radius of influence (s,).

. Use the calculated drawdown to determine the radius of influence (RI).
Compare the new radius of influence to the previous one.
. If the new radius of influence is more then 10% different from the previous one, repeat
from step 2.
Use the computed radius of influence to determine the estimation block as follows:
a) If dy <RI and dy < RI, use Equations (18) and (19) to determine the estimation

blocks for computing the horizontal hydraulic conductivities in the x and y-
directions, respectively.
b) fdy >Rl or dy > RI, use Equation (20) to determine the estimation block for

computing a single combined horizontal hydraulic conductivity (isotropic)
based on the x and y-direction values.

wnA WP

o
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E. Slug Test
(Taylor et al., 1990):

Equations for determining estimation block size for a slug test. Choice of Equation (24)

or (25) depends whether the well fully penetrates the aquifer, or not:

EB=14 <S-1c-rez> 23)
For a fully penetrating well:
D
r =r. -exp L1 + i (24)
R A
T'w T'w
For a fully penetrating well:
-D 1 1)
YatYp|i—
11 w
r _ sr.-ex + 25)
A WD) s
Tw T'w
2.[S s.[ S\ WEAY THLAN
Y =1516+ 3.56810 % —| - 777710 % | —| +8.06410°%(—| - 3.09610!!-| — (26)
Tw Tw Ty Tw
1 3,[ S 6.[ S z 9.[S ? 1S ¢ 27
yp®229410 1 +532510% (=) - 3990105 (=) + 1.94810°% (]| - 6.84510° (= 27
rW rW rW rW

rW rW rw rW

S s\? s\3 s \4
Y ®151210 1 + 5426610 % (| - 7.09810 % (=] + 5913108 (=) - 1.92610 1. — (28)

Special cases:

S
If the term —>1000 ; then use 1000 for this term.
w

B-D ,
If the term ll\( >>6 ; then use 6 for this term.
r
w
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where,

EB = estimation block volume (cm3)
S = screen length (cm)
re = radius of estimation block (cm)
ry = radius of well casing + gravel pack (cm)
D = depth well penetrates aquifer (cm)
B = thickness of aquifer (cm)

Ground

,— Well Casing

!
|
DSi

B

1 oAb

K
Water Table 4/— Gravel Pack
' TV ' -": ___ -+ Estimation Block
|

|
-
J-.-HG.

Figure 8: Monitoring Well Detail for Slug Test

Determine r,, from Table 7, based on the diameter of the well casing:

Table 7: Determination of r, for Slug Test

Well Casing Diameter

(cm) Construction Method re (cm)
5.1 Drilled 10.2
5.1 Direct Push 25
10.2 Drilled 14.0
10.2 Direct Push 5.1
15.2 Drilled 17.8
15.2 Direct Push 7.6
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F. Single Well Pump Test with Impeller Flowmeter in Borehole
(Molz et al., 1989)

Equations for determining estimation block size for impeller flowmeter method:

EB=S-m-r )} )
1
2
4 2
r, mr. + -r 4
R e @
VagQ -t ©)

where,

B = estimation block volume (cm?)
S = vertical distance between two consecutive flowmeter readings (cm)
re = radius of estimation block (cm)

ry = radius of well casing (cm)

V = volume of liquid removed during sampling (cm®)
n = porosity of soil adjacent to screen
QO = rate at which liquid is pumped from well (cm’/s)
t = length of time from beginning of first flowmeter reading to end of second
flowmeter reading (s)
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Ground

ww Water Table

Well Casing =~ '

Well Screen K

Borehole Flowmeter

TrTTT 7 A I Location of 2nd Reading
S | oA i
_:L oo - ——.—e e | Location of 1st Reading

Figure 9: Monitoring Well Detail for Borehole Flowmeter
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G. Two-Well Tracer Test

Equations for determining estimation block size for a two-well tracer test:

1
EB=2.d y-dx»;(s 1+52) (29)
Qo
ya—" -(1 - ¢—> (Masters, 1991)  (30)
2BKI\ =
¢ marctan —y—) (Masters, 1991) G31)
dx
1
%
RT=
2

where,

EB = estimation block volume (cm?)
d, = distance between injection well and pumping well in the x-direction (cm)
dy = width of estimation block. It is the smaller of: RT and y (cm)
S = screen length of injection well (cm)
S2 = screen length of pumping well (cm)
O,y = rate at which tracer is injected into injection well (cm3/s)
B = thickness of aquifer (cm)
K = horizontal hydraulic conductivity (isotropic) adjacent to pumping well
(cm/s)
I = hydraulic gradient at the location of the pumping well
¢ = angle between the pumping well and the maximum width of plume it can
intercept (radians)
y = maximum width of plume (centered on injection well) that the pumping
well can intercept (cm)
RT = radius of injected tracer plume (cm)
V = volume of tracer injected (cm®)
n = porosity of soil adjacent to injection well
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-

Capture Zone of

e g
-
------

T Pumping Well
Injection Well - y ‘\
! N\ \ Pumping Well
S — i
\ g dx
\. RT !
Tracer Plume — ‘d{ L

Figure 10: Two-Well Tracer Test

Procedure:

Assume value for y. A good initial guess is to use RT.
Calculate ¢ based on y.

Use ¢ to determine y.

Compare new value of y to previous value of y.

nhwo =

step 2.

o

a) If RT >y, thendy, = y.
b) If RT <y, then dy =RT.

126

If new value of y is more than 10% different from previous value, repeat from

Determine estimation block volume based on the following:




H. Singk- Well Tracer Test

Equations for determining estimation block size for a single-well (drift and pumpback)

tracer test:
EB=2:-RT'd ,-S (33)
1
2
RT= (n: S) (34
x mRT+K'I't (35)
0
xsp-;t-;}:—m (36)
where,

Note:

EB = estimation block volume (cm3)
RT = radius of injected tracer plume (cm)
d, = length of estimation block. It is the

S = screen length of well (cm)
V = volume of tracer injected (cm3)
n = porosity of soil adjacent to injection well
B = thickness of aquifer (cm)
x; = distance leading edge of tracer plume will travel (from injection point) in
time t (cm)
Xsp = stagnation point—farthest leading edge of plume can travel before it can
not be recovered by pumping (cm)
K = horizontal hydraulic conductivity (isotropic) next to pumping well (cm/s)
I = hydraulic gradient at the location of the pumping well
t = length of time before beginning to recover tracer (s)
Oy, = rate at which well is pumped to recover tracer (cm’/s)

smaller of: x; and xgp, (cm)
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Tracer Plume
at Time ¢ N

Well ———\ ‘ [' Sta}gnation
\. Point

Tracer Plume '\
Immediately R

After Injection—/ =T

-
-----

€ Xsp

Figure 11: Single-Well Tracer Test




Appendix I: Cost Equations

A. Well Construction Costs

Equation for determining the cost of inétalling a well (ECHOS, 1995; RACER, 1995):
Cost=FC+P+B*(D)+A*(D-S-1)+G*(S+D+C*(D-8)+W*(S) (37

where,
Cost = total cost of installing well
FC = fixed costs ($)

P = cost of well plug
B = cost of drilling ($/m)
D = depth from ground surface to bottom of well (m)
A = cost of portland cement annular seal to ground surface ($/m)

G = cost of gravel pack ($/m)
S = length of screen (m)
C = cost of well casing ($/m)
W = cost of well screen ($/m)

via Direct Push:
Use Equation (37) with
FC=$224
P =836
B =$55
A=8%0
G=%0
C =366
W=238144
via Drilling:
Use Equation (37) with
FC =$1400

Select P, B, A, G, C, and W from Table 8.
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Well Casing —y k—l Well Diameter

Ground

S
Portland Cement
Annular Seal
1m | Gravel or
D -7 Filter Pack

Well Screen

Well Plug

Note: A direct-push installation has no annular seal and no gravel pack.

Figure 12: Well Construction Detail

Table 8: Well Construction Costs

P: B: | A: G: C: Ww:
Well Well Boring Annular Gravel Casing Screen
Diameter | Casing Plug Cost Seal Cost | Pack Cost Cost Cost
(cm) Material | Cost (§) | (¥/m) ($¥/m) (¥/m) ($/m) ($/m)
5.1 PVC 13 66 4 30 16 30
5.1 Stainless 36 66 4 30 66 144
Steel
10.2 PVC 34 92 6 55 45 52
10.2 Stainless 67 92 6 55 151 i81
Steel
15.2 PVC 85 118 31 79 82 98
15.2 Stainless 225 118 31 79 338 440
Steel
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B. Soil Core Extraction Costs
Equation for determining the cost of obtaining a soil core (ECHOS, 1995; RACER,
1995):

Cost = FC+ B*(D) (38)

where,
Cost = total cost of installing well
FC = fixed costs ($)
B = cost of boring ($/m)
D = depth from ground surface to point where core is obtained (m)

Select method of obtaining soil core. Then use Table 9 to determine the cost factors.
Note that the two methods that involve obtaining a soil core during well installation have
no boring cost directly associated with them. The boring costs for these two methods are
associated with the well that is being constructed simultaneously. These two methods
have (well) in the boring cost column as a reminder to figure in the well construction
costs.

Table 9: Soil Core Extraction Costs

FC: Fixed | B: Boring Cost
Method Cost ($) ($/m)
Drilling 1000 32
Drilling (during drilled 31 0 (well)
well installation)
Direct-push 410 55
Direct-push (during direct- 186 0 (well)
push well installation)
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