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1 INTRODUCTION

In numerical antenna modeling, the charge and current distribution can have con-
vergence problems. The charge and current distribution may not converge as the number of
basis functions in the model are increased. Dudley (1985) discusses mathematical and
numerical problems in the method-of-moments solution of antenna problems. The electro-
magnetic method-of-moments approach has mathematical limitations that contribute to
the convergence problems. These mathematical problems are not present in the electro-
static method-of-moments approach. Insight into the limitations of the method-of-
moments approach can be gained by considering electrically small antennas. The algo-
rithm developed in this report improves the convergence of the method-of-moments
approach. This algorithm allows the error in the boundary condition to be estimated on
each segment.

The numerical limitations of the method of moments can be understood by consider-
ing electrically small antennas. Electrically small antennas can be analyzed with the quasi-
static approach or with the full-wave approach. In principle, the full-wave approach should
have the same accuracy and stability properties as the quasi-static approach. The only
difference in the two methods is the numerical formulation of the problem.

In the quasi-static approach, the interaction between the charges is divided into two
parts: the static and frequency-dependent interaction terms. The static interaction terms
are much larger than the frequency-dependent interaction terms. The static interaction
term is used to compute the staticcharge distribution. The current and frequency-
dependent part of the interaction give a small correction to the staticcharge distribution.
The quasi-static approach is numerically very stable and accurate; however, it is limited to
electrically small antennas.

In the full-wave method-of-moments approach, the static and frequency-dependent

interaction terms are combined in one matrix, the impedance matrix. For electrically




small antennas, the frequency-dependent terms cancel out in the solution of the impedance
matrix. The cancellation of the frequency-dependent terms leads to round-off errors in the
solution of the matrix. The full-wave method-of~moments approach is not as stable or
accurate as the quasi-static approach.

The basis functions and boundary condition developed in this report simplify the
structure of the impedance matrix. For electrically small antennas, the impedance matrix
has large static interaction terms with small frequency-correction terms. The quasi-static
properties of electrically small antennas are explicit in the structure of the impedance
matrix. This improves the stability and accuracy of the full-wave approach without limit-
ing the scope of the applications. This approach provides a better understanding of the
error in the method of moments.

The idea for the numerical algorithm described in this report developed out of an
effort to improve the convergence of MININEC 3. The MININEC 3 code, developed by
Logan and Rockway (1986), uses square pulses to model antenna-current distributions.
The square-pulse charge distributions are implicit to the MININEC 3 code. This simple
model gives surprisingly good results. The problem with a square-pulse charge distribution
is that it does not eliminate the parallel component of the electric field on individual seg-
ments of the wire. In nature, the charges would redistribute themselves to eliminate the
parallel component of the electric fields.

The charge and current basis functions discussed in this report emulate nature. The
net charge on a segment is modeled by a square pulse. The higher order basis functions are
used to redistribute the charge on each segment to eliminate the electric field along the
segments. Legendre polynomials1 (Richmond, 1965) are used for the charge basis func-

tions. The above observations were the motivation for the numerical model developed in

1. J. H. Richmond expanded a current distribution, computed with sine and cosine basis

functions, with Chebyshev and Legendre polynomial series, which give faster convergence.




this report. The general antenna problem is too complex for an initial numerical electro-
magnetic code. A numerical code for the symmetric dipole is used to test this approach to
numerical electromagnetic modeling.

In section 2, the stability and convergence of this algorithm are illustrated with a
computer model of a dipole. The admittance at resonance and antiresonance of the dipole
is computed using one to seven basis functions per segment. The admittance for the one,
two, and seven basis function models are plotted against the matrix size. The admittance
curves agree with King’s (1956) calculations for the resonance and antiresonance of the
dipole. Their convergence and accuracy are a consequence of the new boundary condition.

For electrically small antennas, the charge distribution can be compared to the
static charge distribution (Watt, 1967). A 24x24 and a 48x48 impedance matrix were used
to show the convergence of the charge distribution model. Different combinations of seg-
ments and basis functions were used to model the charge distribution. A simple model
with two basis functions per segment gives an accurate model of the static charge distribu-
tion on the interior segments in the model. A model with eight basis functions per segment
gives the best results for the charge distribution on the entire antenna. The accuracy of
the model at the end of the wire is improved by use of a 84x84 impedance matrix with
12 segments and seven basis functions per segment. These results show that the charge
distribution converges as the number of basis functions is increased. The numerical results
indicate a very stable model of the thin-wire dipole.

The development of the algorithm includes a discussion of the different types of
errors in the algorithm. The errors fall into two classes: modeling and computational
errors. The basis functions used to model the charge distribution are only an approxima-
tion of the correct charge distribution. The second modeling error is caused by the approx-
imation of the ideal boundary condition. Error in the boundary condition induces errors in
the charge and current distributions. The interaction of the tw'o modeling errors is deter-

mined by the numerical algorithm used in computing and imposing the boundary condi-




tion. The numerical algorithm includes several sources of computational errors: evaluation
of the fields, imposing the boundary condition, and solution of the impedance matrix. The
following discussion is a qualitative discussion of the interaction of the different errors in
our numerical formulation of the dipole antenna model.

The notation is developed in section 3. This notation allows a detailed discussion of
the charge and current distribution on each segment in the antenna. The scalar and vector
potentials on each segment are a function of the charge and current basis function on the
other segments. The scalar and vector potentials are used to formulate the boundary con-
dition on each segment.

The Legendre-polynomial charge basis functions are discussed in section 4. The
current basis functions are computed from the continuity equation and the charge basis
functions. The charge distribution is modeled by N basis functions, P (t) to Py_,(t), for
each segment of the antenna. The charge distribution modeling error is P (t), Py +1(t),
plus additional higher order basis functions. The modeling error in the charge distribution
causes errors in the scalar and vector potentials.

Section 5 shows that the Legendre polynomials are a multipole expansion of the
charge distribution on the segment. The potential integral of each basis function contrib-
utes to the far, intermediate, and near fields. The potential in each region is discussed in
detail. The static part of the potential falls off as r—(n+1) for the n*® Legendre polyno-
mial. The modeling error in the charge distribution impacts the potentials and boundary
condition only on nearby segments. This algorithm is compared to the matrix transforma-
tion technique developed by Canning (1992). The numerical calculation of the scalar and
vector potentials is discussed in detail in section 6.

The scalar and vector potentials are computed from the Legendre polynomial poten-
tial integral, which is the integral of the surface charge distribution and the free-space
Green’s function. The integral is evaluated by integrating aloné the length of the segment

first, and then integrating around the circumference. The integration around the circum-




ference is evaluated by Gauss-Chebyshev integration, which has a very simple physical
interpretation. It is equivalent to replacing the surface charge with equally spaced lines of
charge parallel to the axis of the cylinder. This simple physical interpretation of the poten-
tial integral is used to deduce the error term for the numerical integration.

A sequence of Gauss-Chebyshev integration formulas can be used to estimate the
error in the angular integration. Some examples are used to illustrate the convergence of
the numerical evaluation. In addition, the static potential near the end of the segment is
plotted to show the sharp drop in the potential at the end of the segment. The potential
integral can be computed with arbitrary accuracy. The calculation of the potential integral
does not introduce errors into the boundary condition.

In principle, the electric field should be normal to the surface of a perfect conductor
at all points on the surface. In the method of moments, the ideal boundary is replaced by
an approximation of the boundary condition. The modeling errors introduced by the -
boundary condition are discussed in section 7. In addition, we discuss numerical errors
introduced by the numerical evaluation of the boundary condition. The numerical and
modeling errors primarily create high multipole errors in the charge distribution. These
errors impact only the nearby segments. The numerical method used to calculate the
boundary condition can be used to estimate the error in the boundary condition.

In section 8, we derive the impedance matrix created by these basis functions and
the boundary conditions. The impedance matrix neglects some high multipole moment
terms introduced by the current basis functions. The errors caused by this approximation
are local to each segment. The local error on each segment can be computed by extending
the impedance matrix to include extra boundary condition expansion coefficients. These
extra boundary condition expansion coefficients represent the error in the boundary condi-
tion on each segment.

The stability of the impedance matrix is evaluated by computing the condition

number. The condition number depends on the number of segments used in the model; it




does not depend on the number of basis functions used on each segment. This formulation
of the impedance matrix is compared to the polynomial numerical code developed by
Djordjevic et al. (1990).

Section 9 gives the summary and the conclusions. A list of variables and their defi-

nitions is given in appendix B.




2 NUMERICAL RESULTS

The stability and convergence of our numerical algorithm is illustrated with the
numerical calculations for a dipole. The admittance of the dipole calculated by using our
algorithm is compared to the analytic approximation of King (1956). A 4- and 8-segment
dipole models give almost identical admittances over a wide range of frequencies. Detailed
convergence tests are also run for seven different models at the resonance and antiresonance
of the dipole. These results are compared to King’s (1956) results. The numerically calcu-
lated charge distribution is compared to the static-charge distribution for electrically small
dipoles.

The dipole is described by three parameters: the total length, 2h = 1m; the wire
radius, a = 4.5401E—5; and the gap at the feed point, d = 0. In King’s (1956) notation, Q
is 20, where Q = 2 In(2h/a). Each arm of the dipole is divided into R segments. The pro-
gram uses the symmetry of the dipole to eliminate the unknowns on one arm of the dipole.
The algorithm can use one to seven basis functions per segment.

Figure 2—1 plots the admittance for an 8-segment model with three basis functions
per segment and King’s (1956) admittance; the matrix size is 24x24. The results are in
very close agreement. The convergence of the algdrithm is illustrated by comparing the
admittance computed with 4- and 8-segment models with three basis functions per seg-
ment; the matrix sizes are 12x12 and 24x24, respectively. In this model, a gap of d = 0.01
meters was used to eliminate the logarithmic singularity in the charge distribution. A
constant current is used on the source segment in the gap. The admittance for 4- and 8-
segment models is plotted in figure 2—2 as a function of dipole length measured in wave-
lengths. The 4-segment model uses a total of 8 segments to model both arms of the dipole.
The numerical calculation uses only 2-segments per wavelength at a dipole length of four
wavelengths. The error in the 2-segments-per-wavelength model is very small. The small

difference between the two admittance curves is plotted in figure 2—3. The error increases
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as fewer segments are used per wavelength.

The convergence of several dii)ole models is evaluated at the resonance frequency of
the antenna. The resonance of a 1-meter dipole is at 146.0 MHz. The admittance is com-
puted for one to seven basis functions per segment. The conductance and susceptance are
plotted in figures 2—4 and 2—5 as functions of impedance matrix size. The size of the impe-
dance matrix is determined by the number of unknowns used to model the charge distribu-
tion. The plot shows the results for three different charge distribution models: one, two,
and seven basis functions per segment. The charge distribution models with three to six
basis functions per segment are bound by the two and the seven basis function curves. The
two and the seven basis function conductance curves are within 1% of King’s (1956) com-
puted résult, the dotted line. The error in the one basis function conductance curve is less
than 1% for nine or more segments. The percentage error for the susceptance cannot be
computed. However, the error in the susceptance can be viewed as a phase error in the
admittance. The phase error is less than 1.2° for the two and seven basis function suscep-
tance curves. The phase error in the one basis function susceptance curve is less than 1°
for the nine or more segments in the model. The three curves converge to the same con-
ductance values, the typical difference in the conductance curves is 7/100% of King’s
(1956) value.

The convergence of several dipole models is also evaluated at the antiresonance
frequency of the dipole. The antiresonance of a l-meter dipole is at 281.51 MHz. The
conductance and susceptance are plotted in figures 2—6 and 2—7 as functions of the impe-
dance matrix size. The plot shows the results for three different charge distribution
models: one, two, and seven basis functions per segment. The charge distribution models
with three to six basis functions per segment are bound by the two and the seven basis
function curves. The seven basis function conductance curves are within 3/10% of King’s
(1956) computed result, the dotted line. The two basis function conductance curves are

within 3/10% of King’s (1956) result when two or more segments are used in the model.
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The error in the one basis function conductance curve is less than 1% for six or more seg-
ments. The phase error is less than 2.6° for the one, two, and seven basis function suscep-
tance curves when 14, 3, and 1 or more segments are used in the respective models. The
three curves converge to the same conductance values; the typical difference in the conduc-
tance curves is 3/100% of King’s (1956) value.

The above plots indicate that the current converges at the feed point. The current
at the feed point determines the net charge (jw) in each arm of the antenna; however, the
charge distribution could be incorrect. The convergence of the charge distribution is a very
sensitive test of the stability of our model. In our model, the charge distribution at the
junction of two segments is not required to be continuous. A discontinuity in the charge
distribution would create an error in the boundary condition. The magnitude of the discon-
tinuity in the charge distribution is a good test of the accuracy of the solution. Several
different polynomial models were tested for convergence and accuracy.

The charge distribution for an electrically small dipole was given in Watt (1967). In
the following plots, the feed vpoint is at 0 and the end of the wire is at 0.5. Figure 28
shows the results for a two-basis function model of the charge distribution with 12- and 24-
segments, for a total of 24 and 48 unknowns, respectively. The charge distribution in the
interior segments is continuous. On the feed point and end segment, the error in the linear
charge distribution model can be approximated with a quadratic charge distribution. This
quadratic charge distribution gives a quadrupole error in the potential surrounding the
segment. The charge distribution error on the feed point and end segment does not affect
charge distribution on the adjacent segment. The agreement between the 12- and 24-
segment models shows that the algorithm converges as the number of segments is
increased. The accuracy of the feed point and end segment is improved by using high-order

polynomial models. Figure 2—9 shows results for a 3- and 6-segment model with eight basis
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functions per segment2, for a total of 24 and 48 unknowns, respectively. The error at the
feed point and end segment is much smaller in this model. At the junction of the seg-
ments, the charge distribution has a small jump in value. The small difference between the
3- and 6-segment models illustrates how the solution converges as the number of segments
is increased.

The accuracy of the model at the end of the wire can be improved by using more
segments. Figure 2—10 shows the charge distribution at the end of the wire; the model uses
12 segments with seven basis functions per segment or a 84x84 matrix. This model is very
accurate near the end of the antenna. The accuracy of the model at the end of the wire is
attributed to the boundary condition, which is applied to the entire segment.

The plots of the charge distribution indicated a very stable algorithm. The errors
on the feed point and end segment do not affect neighboring segments. This stability can

be attributed to the boundary condition used in this algorithm.

2. The 8-segment model neglected the current term for the eight basis function. For

electrically small antennas the error is insignificant.
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3 ELECTROMAGNETIC EQUATIONS AND NOTATION

The algorithm solves for the current and charge distributions caused by an input
voltage at the feed point of the antenna. The algorithm is implemented for a dipole
antenna with a length, 2h, and a wire radius, a. The dipole is fed at the center with a
single-frequency voltage source. The current flow at the feed point creates a buildup of
charge on each arm of the antenna. The charge on the antenna moves in response to the
parallel component of the electric field on the surface of the wire. On a perfect conductor,
the charge moves to eliminate the parallel component of the electric field. The algorithm
developed in this report could be used to model symmetric thin-wire antennas without
closed loops.

The continuous charge distribution on the dipole is modeled in the computer with a
finite number of basis functions. Each arm of the dipole is divided into R segments with a
length, L = h/R (figure 3—1). Segment I is at the feed point, and segment R is at the end
of the wire. The position on each segment, s, is parameterized by te where -1 < t s < 1,1 s
increases in the direction of increasing s. The charge and vector current distributions on
segment s are modeled with N basis functions, Q  _(t_) and J_ _(t_), respectively. The
italic subscript s indicates the segment number, and the latin subscript n identifies the
basis function number. Bold italic variables indicate a vector quantity. The unit vector,
;‘s’ for each segment, lies on the axis of the segment and points in the direction of increas-
ing tg- The current basis function, J s 0(t b)’ overlaps with the adjacent segment, b = s — 1.
In terms of the basis functions, the charge and current distributions are approximated as

follows:

Qs(ts Je X Ts an n(ts ) (3-1)
0 :
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N-1
J(ty) = ZO 8, 4(tp) forb= s—1Iands (3-2)
n-=

The current is zero at the free end of each wire in the antenna. Equation (3—2) must van-

ish at the end of the wire. The current coefficients, 63 . and charge coefficients, Mg o 3T€
related by
V-J
p=—- -_-7&)— (3—3)

The continuity equation can be used to reduce 2N unknowns to N unknowns for each seg-
ment of the thin wire. The symmetry of the charge and current distributions is used to
eliminate the unknowns on the left arm of the dipole.

The scalar potential, ¢ s o(7), and vector potential, 4, n( 1), for each basis function is

computed with the free-space Green’s function:

1 e—JkIr—r'
0 vV’ IT—T'I
1 —7k| 7 | /
4, (n=—L J ol AV, (3-5)
drceg) s, | r—r

where ris the position of the field point, 7 is the position of the source, |7’ | is the dis-

tance from source to the field point, and k is the wave number of the exciting signal. The
free-space Green’s function is a point source solution of Maxwell’s equations. The Green’s
function is integrated over the region containing the source of the field 7, p(r), and J(*).

The units are chosen as rationalized (MKS), in free space, 1/(4we,) is 1077c2.
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The scalar and vector potential solutions to Maxwell’s equations are

2 p
¢ 0
and
At as (3-7)
2 € ) c?:

The Lorentz gauge condition is
cW-A— jwh = 0. (3-8)

The Lorentz gauge condition has been used to simplify the current term (Feynman,
Leighton and Sands, 1964) on the right side of equation (3—7). Equations (3—6) and (3-7)
relate the potentials to the general charge and current distributions, p and J, where p and J
obey the continuity equation (3-3).

The charge and current distributions, p and J, are determined indirectly with an
electric-field boundary condition. The electric field for perfect conductors must be normal
to the conducting surface. On each arm of the antenna, the parallel component of the elec-
tric field is zero on the surface. At the feed point, the input voltage is represented as a
parallel component of the electric field.

The error in the boundary condition is the line integral of the electric field from the

center of the feed point, z = 0, to the point t f on segment f:
z(t f ) z(t f )

EMF(tf) = | E-dz=¢(0) — d)(tf) —jw| A(2)-dz. (3-9)
0 0 '
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The subscript f denotes the field point on the field segment. The potentials, ¢(t f) and
A(2), are calculated with equations (3—4) and (3—5). The approximations used in the

charge and current basis functions introduce errors in the EMF(t f):

R N-1 Aty )
EMF(t) =3 3 [¢sn(0)’¢’s t f)}nsn_ jo| 6, A, _(2)-dz.

s=1n=0
0

(3—10)

Equation (3—10) relates the current and charge distributions on the source segment
s to the electromotive force (EMF) on field segment f. Ideally, this integral is a constant
equal to half of the feed-point voltage for a dipole. In practice, the continuous boundary
condition is approximated by a discrete model.

The boundary condition on each segment is imposed by expanding the EMF(t f)’

equation (3—10), on segment fas a sum of Legendre polynomials

EMF(t/) e P 5 (3-11)

m m
m=0

The N boundary conditions for each segment are imposed by setting the expansion con-

stants equal to

Crm = 0 for 0 <m < N. (3—12)
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In equation (3—13), the integral on the right is set equal to the constant, o fm defined in

equation (3—12):

1
Ay = (m+%)J P (tJEMF(t )dt ;. (3-13)

-1

Equation (3—13) represents N boundary conditions for segment f. The total number of
boundary conditions for the antenna is R-N.
Equation (3—10) is substituted into equation (3—13) to give an R-NxR-N interac-

tion matrix:

1 Z(tf )
. R N-1 .
Cpm = (m+§)J Pm(tf)si ni [¢3 ,(0)— 9, n(tf)] Mgy~ 0| & A ,(2)-dz dtf.

L1 0
(3—14)

The continuity equation (3—3) is used to eliminate either § o0 O Mg p from the above equa-
tion. Each boundary condition is a function of the N™basis function coefficients, b, Or

Ms 0
Equation (3—14) is a matrix equation:

m= Zfs mnXs n’ (3-15)

where Xgp = 63 0 OF Mg - The elements in the matrix, Z 5 mn’ will have units of impe-

dance when s = 63 1 and capacity when y The total number of unknowns is

sn= s
R-N. A combination of 5.9 q and 7 is used to model the current and charge distribution.

For simplicity, the complete matrix will be called the impedance matrix.
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4 BASIS FUNCTIONS

Harrington (1968) was the first to formulate the electromagnetic problem in the
method of moments. In his approach, each wire in the antenna is divided into several seg-
ments and the charge and current distributions on each segment of the antenna are mod-
eled with square pulses. As a result, both the current and charge distributions are discon-
tinuous. The current model can be made continuous by introducing triangular current
pulses; however, the charge distribution remains discontinuous. A smooth charge distribu-
tion can be modeled by introducing extra current and charge basis functions. These basis
functions provide a more realistic model of the charge distribution on a wire.

The first current basis function is a triangular basis function that gives a square-
pulse charge distribution. The triangular basis function shown in figure 4—1(row b) has
been used by many authors (Michalski and Butler, 1983; Hwu and Wilton, 1988). The

triangular basis function, Js O(t f)’ overlaps the two segments s—7 and s:

Joolbey) =~ l%)(l g U p ‘ (4-1a)
Tt ) = =51 -t ), (4—1b)
J 0('nf) =0for f#s—1ors. (4—1c)

The continuity equation (3-3) is used to compute the charge distribution, Q_ ;(t; )

for Js 0’
QS—I J(ts—-l ) =1/L, (4-2a)
Q, ;(t,)=~1/L, (4-2b)
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Qs J(tf) =0 for f# sor s— 1. (4—2c)

The charge distribution described by equation (4—2) is a portion of the charge distri-
bution on the segment s. The complete model of the charge distribution on the segment s
uses two triangular pulses, J_(t_) and J

11 oty )- The total charge on the segment,

Qt,) =

bor10 ~ % 0}, (4-3)
L

which is equivalent to

Qyt, ) =7, Q, (t,) (4—4a)
where

) -6
Ngo= |_st10 30} and QSO(ts)zPO(tS)for—lgtsgl.

L

(4—4b)

PO(ts) is the first Legendre polynomial with the standard parameterization, P (1) = 1.
The constant, Mg 0 is the derivative of the triangular current basis functions.

The charge and current distribution created by the first current basis function,
J, ot ), can be parameterized with either §_, or 7. ,. Equations (4-1) and (4—4) are
simple functions of § 50 and 63—1 0 The converse is not true; the 55 o are complex func-
tions of U The 53 o 3¢ calculated by integrating the continuity equation. Each 53 0 is
the sum of 7, 0 for different segments. The sum is constrained t0 be zero at the end of the

wire. The 68 0 give the simplest description of the first charge basis function.
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The higher order current basis functions modify the current in the interior of the
segment s without changing the current at the ends of the segment. The second current
basis function is a quadratic polynomial on the segment, which is zero at the ends and out-
side the segment (figure 4-1, row b). The third basis function is a cubic polynomial, which
is zero at the center of the segment, at the ends of the segment, and outside the segment

th order current basis function is an n+1 order poly-

(figure 4-1, row c). In general, the n
nomial, which is zero at n—1 interior points on the segment, at the ends of the segment,
and outside the segment. However, the locations of the n—1 interior zeros is not obvious
(figure 4-1, row d). On the other hand, the charge basis functions (figure 41, column 2)
computed from the continuity equation, are proportional to the Legendre polynomials.

In the general case, the charge basis functions are Legendre polynomials on the inte-

rior of the segment and zero outside the segment (figure 4—1, column 2). The charge distri-

bution on the segment is approximated by N charge basis functions:

_$ N-1
Q t,)=_"s0Py(t )+ % n P (t.), _ (4-5)
L n=1
6
Qs(ts—l) S_OPo(tS_I)
L

The current distribution is calculated from the continuity equation and equa-

tion (4—5). The following relations are identities for Legendre polynomials for all t:
t

J Py(p)dp = [Py(t) + P{(t)] forn=0, (4-6)
11
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1
-1
P (t)=—=—% (121" forn>o0. (4-8)
onp! dtm

Equations (4—6) and (4—7 for n=1) are verified by direct calculation. In the general case,
equation (4~T7) is differentiated and simplified with the equation (4—8) (Gradshteyn and
Ryzhik, 1980):

R0 ont1 |22 N (ng1)de M2 981 (1)1 dt®
(4-9)
For n > 2, this equation can be rewritten
P (t) = . il (121" g(nt1)n (1)
= ( i
BT (on+1)2" T (n 1) de | de?
(4-10)
The second derivative is evaluated to give
n
P_(t) = L d_ [4(n+1)nt2+ (n+1)2(t2-1) — 4(n+1)n] (t2-1)"L].
(20+1)277" " (n+1)! dt
(4-11)
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The three terms combine to give

P = — 1 Tyt - Ly
(20+1)2" " (n+1)! dt 2"n! dt™
(4—12)
The current basis functions computed from the continuity equation (3-3) are
= _Jul | _ ”
Js n(ts) = 4n+2[Pn+1(ts) Pn—-l(ts )] U, forn > 0,
(4-13a)
and
J n(’cf) =0 for f#s. (4—13Db)

These current basis functions modify the current in the interior of the segment without
changing the current at the ends of the segment.

The current on the segments s and s—1 is approximated by N current basis functions

; ~ N-1 . “
. jw juL
Js(ts )=- L.‘Z'(l —tg )63 0%~ X 4 [Pn+1(ts ) - Pn—l(ts )]‘“3773 n’
n=14n+2
(4-14a)
and
. .
T, )=—51+t,_ )6 v, | (4—14b)

Equation (4—14) models the current on the wire as a continuous function of t. The
triangular basis function creates a piecewise linear approximation of the current. The

higher order basis functions represent the difference between the current distribution and
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the piecewise linear approximation of the current distribution. For a slowly changing func-
tion, the approximation error goes to zero as the segment length, L, is decreased.

The charge basis functions model the charge distribution on each segment as a con-
tinuous function. However, the charge distribution at the junction of two segments may
not be a continuous function. In nature, this problem does not occur; the electric field at
the discontinuity would redistribute the charge to eliminate the discontinuity. The electric
field boundary condition should create a continuous charge distribution. The charge distri-
bution computed for the dipole, figures 2—8 and 2-9 in section 2, has a very small disconti-

nuity between segments.
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5 MULTIPOLE POTENTIALS OF THE BASIS FUNCTIONS

An exact model for the continuous charge distribution on a segment requires an
infinite sum of Legendre polynomial basis functions. In our numerical model, only a fixed
number, N, of charge basis functions can be used in the model. An error in modeling the
charge distribution introduces errors in modeling the potentials. The error in the potential
is discussed for three different regions: the far, intermediate, and near fields of the segment.
These basis functions allow the errors in the potentials and in the charge distribution to be
analyzed and modeled in detail.

The modeled far, intermediate, and near fields are the sum of the fields created by
the individual basis functions. Each basis function contributes differently to the far, inter-
mediate, and near fields of the antenna. The contribution to the three regions can be
examined by expanding the free-space Green’s function in a 1/r expansion (Jackson, 1975).
In this section, the expansion of the free-space Green’s function is limited to the axis of the
segment. In the near field, the basis functions are multipole expansions of the charge dis-
tribution on a segment. In particular, the basis functions represent the monopole, dipole,
quadrupole, octupole, etc., of the charge distribution; _ The potentials in the intermediate
and far fields depend on the wavelength, ), of the exciting frequency and segment length.
The intermediate and far field terms are small for electrically small antennas. This
approach is compared to the matrix transformation developed by Canning (1992).

Equation (3—4), without the constant 1/(4re,), is called the potential integral:

N y k||
ﬂan—JV{’sn(? Ty

v’ (5-1)
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The asymptotic form of the potential integral K is found by expanding the Green’s func-
tion in a 1/r series. The analysis of the integral is simplified by limiting its evaluation to
the z-axis of the wire and setting a = 0. The potential integral, g n(zo) on the z-axis, is
found by replacing the quantity |r—r| in equation (5—1) with |z,—z|, where 2 is the dis-

tance to the center of the charge distribution, P_(2z/L), on the segment s :

L/2 -ik(z4—2)
Ky (7o) =J P_(22/L) 2 fz dz. (5-2)
L/2 ’

If |L/2| << z,, the factors, 1/|z,—z| and ejkz, in the free-space Green’s function are

expanded in a power series of z /z0 and jkz, respectively:

—7kz L2 - zk kPzP
Ksn(Zo) = e J OJ Pn(2Z/L)|: E Tl_ P ]p—-ﬁ-r }dz
-L/2 k=0 Zj p=0
for z, >> L/2. (5-3)

The terms with like power of z™ are collected together as:

m=0

L/2
J P (22/L)z"dz, (5—4)
L/ 2

]k o m

—1KZ

k, (z,)=¢e¢ 770 % [ b —
s p=0 p'ZIgl p+1

where m = p+k. The integral can be simplified by making a change of variables 2z/L = t:

1
(o] m
_k PP/ 2)mt1 m
K, (2) = ¢ K% 5 [27 ' L —1/: +} P_(t)t™ds.. (5-5)
m=0{p=0 P:Z, )
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The integral factor is independent of frequency and segment length. The integral can be

evaluated by expanding t™ in terms of Legendre polynomials:

MB

P, ) (5-6)

q
where (Iél = 0 for ¢ > m. The integral reduces to
- 1
P (t)tMdt= 3 g‘él[ P, (8)P(t)dt. (5=7)

q=0
-1 -1

The integration of the orthogonal Legendre polynomials gives
1
m m 1
Pn(t)t dt = (n/(n + 5). (5-8)

-1

Form < n, CIII: = 0, the above integral vanishes; equatign (5—5) simplifies to

K, o(20) = KO 3 [ 5 1PRP( /o) (n +3). (5-9)

m—p+1
p=0 P!z 0p+

m=n

At very large distances from the segment, z, >> L, most of the terms in equation (5—9) are
small. For a fixed p, the largest term occurs for m = n. The terms with m > n involve

higher powers of 1/z,. The sum of the largest terms is

1
—kzy y iPRP(L/2)™ Y

1
g o(z0) = Il—p+l ( [(n+35) forzy>>L.

p=0 p!'z

(5-10)
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Equation (5—10) exhibits the frequency and the 1 /z0 dependence of the potential.

The term with p = 0 is independent of frequency k; it is, by definition, the near field
part potential integral. The near field of £ falls off as [L/ 2zo]n+1. The n*® basis func-
tion is the nth multipole expansion of the charge distribution on a segment. The intermed-
iate field depends on the frequency, k, but falls off faster than 1/z,, n > p > 0. The inter-
mediate field represents stored energy; they do not radiate energy to infinity. The term
with p = n has a 1/z, dependence; this term is the far field part of the potential. For the
far field term, the coefficient of the (E/(n + %) simplifies to 5 L/2[kL/2]"/(n'z,). The
factor, kL/2, simplifies to 7L/A. These results are summarized in figure 4—1 (Static Part
and Far Field columns).

Equation (5-10) has a simple physical interpretation. For a staticcharge distribu-
tion, Pn(t), the potential cancels at large distances so that it falls off as 1 /zlol'u The fre-
quency dependency of the Green’s function prevents the potential integral from canceling in
the far ﬁeld3. This leads to frequency-dependent terms in the potential integral.

The above discussion is limited to the radial dependence of the potential integral.
The angular dependence of the near field (static potential integral) is P_(cosf), where 0 is
measured relative to the axis of the segment. For the case n =0, the above discussion
needs to be modified. The first current basis function yields two square-pulse charge basis
functions, which form a dipole. As a result, the potential for the static-charge distribution

created by the first current basis function falls off as 1/ z% :

3. If the segment is the same size or larger than the wavelength, the opposite effect takes
place. In this case, the phase term causes the potentials to constructively add to give a 1/r
term for some of the basis functions. These basis functions could be used as entire basis
functions; however, the higher order basis functions may not fall off as fast. In this case,

the advantages of the basis functions would be lost.
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In our approach, the far and intermediate fields are modeled by the net charge dis-
tribution, Po(t f)’ on each segment. The high-order basis functions model the near field as
independent degrees of freedom. The high-order basis functions also model the intermedi-
ate fields, which depend on the factor, kL/2 or 7L/J, in equation (5—10). For electrically
small antennas, (h < A/47), the constant, 7L/J, is small. Therefore, the frequency-
dependent terms in the potential integral are small. The impedance matrix computed from
these basis function has small frequency-dependent terms. The properties of the fields for
electrically small antennas are explicit by the impedance matrix.

These basis functions allow the error to be discussed in detail. There are two types
of errors in this model of the charge-distribution errors. The first error is introduced by
using a finite number of charge basis functions to model the charge distribution. The sec-
ond error is caused by the numerical evaluation of the charge basis functions coefficient,
Mg o Any error in the charge distribution creates an error in the potentials. However, for
these basis functions, the impact of the errors in the potentials are limited to the near field
around each segment. The error in the charge basis functions coefficient, Mgy 18 deter-
mined by the electric field boundary condition, section 7. The detailed discussion of the
local error on each segment is given in section 8.

These basis functions create a structured model of near, intermediate, and far fields;
this simplifies the impedance matrix. The Canning (1992) used a matrix transformation
technique to add structure to the impedance matrix. The matrix transformation creates
oscillatory basis functions that model the charge distribution created by a scattering elec-
tromagnetic wave. When the oscillations in the charge distribution are larger than a wave-
length, the oscillatory basis functions have directional radiation patterns. The directional
radiation pattern.simpliﬁes the interaction between different segments. For an oscillation
period smaller than a wavelength, the potentials are evanescent, i.e., the potentials decay
exponentially in the radial direction from the segment. The matrix transformation will

reduce the number of large elements in the impedance matrix. This simplifies the solution
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of the impedance matrix. However, the accuracy of the solution depends on the accuracy
of the algorithm used to compute the initial impedance matrix.

The algorithm developed in this report is designed to accurately compute the indi-
vidual elements of the impedance matrix. The basis functions and boundary condition
combine to create a high-order multipole error in the charge-distribution model. The
admittance at resonance and antiresonance depends on the size of the matrix model. The
higher order basis functions simplify the impedance matrix and improve the convergence of
the algorithm.

In the above discussion, the wire radius was not included in the 1 /zo expansion of
the potential. However, near the surface of the segment, the finite radius must be included
in the calculation of the potential integral. The numerical calculation of the potential is

discussed in section 6.
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6 POTENTIAL INTEGRAL

The convergence of a numerical algorithm depends on the accuracy of the potential
integral calculation. Approximations in the potential integral calculation can cause conver-
gence and stability problems in the charge distributions at the end of the wire. These prob-
lems are discussed by Popovic B. D., M.B. Dragovic, and A. R. Djordjevic (1982). The
potential integral, Fogp OD the surface of the segment, was evaluated by Butler (1975) for
constant and linear charge distributions. His method cannot be generalized for arbitrary
basis functions, Pn(s). The numerical algorithm developed in this section can calculate the
potential integral, kg o to any desired accuracy.

In section 5, the charge distribution was on a line, equation (5—1). In this section,
the charge distribution will be a surface charge, 1/(27ra)Pn(Lz’/2), on the cylinder of
radius a. The cylindrical coordinate system (figure 6—1) is used to compute the potential
integral. The axis of the cylinder is the z—axis and the central cross section of the cylinder
is in the x—y plane. The potential integral is evaluated at the point r= (p, ¢, z). The
kernel has rotational symmetry about the z-axis; therefore, the equations are simplified by

setting ¢ = 0. The integration is over the surface of the cylinder, r = (a, ¢’, z):

2rcL/2
Fvn(p,Z)=—lJ J P_(22/ eIl 404y, (6-1)
2m)o JL/2 | |
where
1| = [(z—z’)2+p2+a2—2apcosgo’]1/2.

In this section, the subscript s will be dropped from the &, (r) and the charge distribution,

P_(t,). The kernel can be written as the sum of two parts: the singular part is
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27 L /2
K (p2) = _lJ J P_(2s' [L)—— dz’dy, (6-2)
27} 1/2 | 71|

and the frequency-dependent nonsingular part is

27 L /2 k|
”Ifl(paz) =—1J J Pn(2z’/L)(e ol —1) dz’ de. (6-3)
27 -1/2 | r—r |

The superscripts s and f designate the static and frequency-dependent part of the potential
integral. The electrostatic potential integral, /sz o 18 discussed in part A. The integration

of the nonsingular kernel of the potential integral, mﬁ o 18 discussed in part B.
PART A: STATIC POTENTIAL INTEGRAL

The evaluation of the potential integral can be simplified by looking at the kernel of
equation (6—1). The value of the potential integral depends on the distance, |r—r' |, from
the field point to a point on the segment. In most cases, this distance from the segment to
the field point is large compared to the radius of the wire. The integration along the length
of the segment is an excellent approximation of the potential integral, k> the angular inte-
gration is a small correction to the potential integral. For this reason, we integrate over
the length of the segment first, then use a Gauss-Chebyshev integration formula to inte-
grate around the circumference of the segment. A sequence of Gauss-Chebyshev integra-
tion formulas is used to compute the angular integration. Close to the surface of the seg-
ment, the kernal can be modified to improve the convergence. The angular integration can
be performed to any desired accuracy.

Butler (1975) analytically integrated the singular term iﬁ the kernel. The angular

integration was expanded in power series and integrated term by term. For the general
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Legendre-polynomial charge distribution, the power series is too complicated to be of use.
The nonsingular kernel can be easily integrated with a sequence of Gauss-Chebyshev inte-
gration formulas.

This numerical method is illustrated for the simple case n = 0. The general results

are given in appendix A. The integration along the surface of the cylinder yields

27
1 1
ko(0:2) =——[ ln[li:]dw’, (6—4)
27 0
where 7= L
R1+R2

R, = J(z+L/2)2+p2—2apcosw’+a2,

and

R, = J(z~L/2)2+p2—2apcosw’+a2.

The variable, R,, is the distance from the bottom edge (a, ¢’, —L/2) of the cylinder to the
field point. The variable, R, is the distance from the top edge (a, ¢, L/2) of the cylinder
to the field point. The argument of the natural logarithm in equation (6—4) can be calcu-
lated very accurately by using one of several different algebraically equivalent forms, equa-
tions (A—13), (A—14), and (A—15) in appendix A. The potential near the surface of the
wire, equation (A—15), can be simplified to improve the numerical convergence. The term
In(p2—2apcosp’ +a?) in equation (A—15) is the potential of an infinite line charge at ¢’ and
p = a. The angular integral of In(p*2apcosy’ +a?) gives the potential for an infinite cylin-
der In(p?) for p > a and In(a?) for p < a. The details are given in appendix A.

The singular part of equation (6—4) can be integrated to give exact results, equa-

tions (6—5a) and (6—5b). Equations (6—5a) and (6—5b) are not approzimations.
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. [P [(+L/24R (R —2+L/2)
ko(pz) =—| In L2 de’ for p > aand |z| < L/2,
27, p?
(6—5a)
. [P™ [(24+L/24R )R ~2+L/2)
ky(pz)=—| In L. 2 de’ for p<aand |z| <L/2
27) a2
(6—5b)

The potential at the end of the segment |z| = L/2 is discussed in appendix A.

The integral around the cylinder can be simplified by making the substitution

cosp’ = X.

1
ﬁ(s)(p,z) = %J In Hizgg] / 13};2 : (6—6)
1

This integral can be evaluated by using the Gauss-Chebyshev integration formula. The

Chebyshev polynomials are

T(x) = cos(N cos_l(x)),

where —1 < x < 1. The quadrature points are the roots of TN(x):

N cos_l(xi) = % +ir  for 0 ¢ i< N-1

x; = cos[n(i+1/2)/N].
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In the Gauss-Chebyshev integration formula each quadrature point has a weight

w, = 7/N.

The Gauss-Chebyshev integration formula for our integral is

The constant 1/7 in equation (6—6) can be expressed in terms of the total charge on the

wire, Q = L.

N—1 [1+4 7(x,
n(s)(p,z) =93 ﬁ} (6-—7)
LN i=0 [1—7(x)

The angular integration in equation (6—7) has a simple interpretation. The con-
stant surface charge density is approximated with 2N line-charge distributions with a con-
stant charge per unit length. The total charge on each line is Q/(2N). The line charge
distributions are located at ¢! = m(i+1/2)/N and p’ = a; the symmetry in the angular

distribution allows the number of terms in the sum to be reduced to N. Equation (6—7) is

equivalent to

(42) Rt : (6-8)
Kk (p,z) = — 3 dz. 6—8
s _L/2 LN i=0 [(z—z’)2+/02+a2—2apcos<pi]l/2

When N = 1, equation (6—8) is the reduced kernel apprbximation. In the reduced

kernel approximation, | r—r’ | is replaced by [(z—z’)*+p?+a?%. Equation (6-8) is a generali-
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zation of the reduced kernel approzimation. The angular integration of the potential inte-
gral is the same for the general-charge distributions, P_(2z’/L).

The error in the angular integration can be calculated by using the symmetry of the
2N line charges and a spherical harmonic expansion (Jackson, 1975) of nlsl(p,z). The spheri-

cal harmonic expansion is

® [
—(H+1

which is valid in a chargefree region, r > ((L/2)% + 32)1/ 2. The variables r, 0, and ¢
define a spherical coordinate system; r is the distance from the origin, § is the angle from
the z-axis, and ¢ is the angle measured around the z-axis (¢ = 0 in x—z plain). The m =0
terms are cylindrically symmetric. The m # 0 terms have an m—fold rotational symmetry
and vanish on the z-axis.

The rotational symmetry of the kernel ensures that all the Gauss-Chebyshev integra-
tion formulas are ezact on the zazis. The potential integral, /si L on the z-axis, uniquely
determines the value of all the cylindrically symmetric terms; they are the same for all
Gauss-Chebyshev integration formulas. The nons;}mn{étric terms represent the error in the
Gauss-Chebyshev integration formulas.

The 2N linecharge distributions and the spherical harmonic expansion must have
the same rotation symmetry. The 2N linecharge distributions, Pn(2z’ /L), are symmetric
under rotations of 27/2N radians. Consequently, the leading error term has m = 2N,
where [> m. The value of [ depends on the symmetry of the charge distribution on the
segment. The charge distribution Pn(ﬂ) is even for even n; the potential, Ylm( 6,¢), is even

if 1 is even and [> 2N. The charge distribution, Pn(ﬁ), is odd for odd n; the potential,
Ylm( 0,9), is odd if [ is odd and {> 2N+1. The radial dependence of the first error term is
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r'(2N+1) for even n and r_(2N +2) for odd n. The accuracy of the angular integration

increases quickly with the order N of the Chebyshev quadrature formula.
This error analysis must be modified if r < ((L/2)? + a?')l/ 2. In this case, the
potential is expanded using modified Bessel functions (Jackson, 1975). In a cylindrical

coordinate system:

00

K (0,8.2) = J ;O(Ay(k)cos(kz) + B, (K)sin(ks))K (kp)e 7%k
0y=

(6-10)

This expression is valid for p > a. The variable k is a continuous parameter; k is not the
wave number. The v = 0 terms are cylindrically symmetric. The error term has a 2N
rotational symmetry, v = 2N, 4N, 6N, etc. In this case, the error is a continuous function
of k. The radial dependence is determined by the Ky(kp) factor. The factor, Ky(kp), has

the limits:

- o1V
K (kp) = 22@)17/2)] forv#0 and kp << 1, (6—11a)

0=

1/2 —k 1
¢ P[l + O[H” for kp >> 1. (6-11b)

Equation (6—11a) applies near the surface, p ~ a and k << 1/a. Equation (6-11b) applies
at larger distances, p ~ L/2, where k >> 2/L. For most values of k, the error terms fall off
as p'_2N near the surface of the wire.

The angular integration can be computed with a sequence of Chebyshev quadrature

formulas with N =1, 3, 9, 27, 81. This sequence requires the -minimum number of new
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quadrature points4 for each new iteration. The error in the iterations N =1, 3, 9, 27, 81
falls off as 1/r (or 1/p) to the power 3, 7, 19, 55, 163, respectively. The power of the r
more than doubles for the second and third iteration; it almost triples for the fourth and
fifth iteration.

The error in each integration can be estimated by using the previous iteration. The

normalized error in the p iteration of the static potential integral, nlsl(r,ﬂ,o)p, is

s 5
£ (1,0.0) gt = nn(r,H,O)p [1 + errorp], (6—12)

where /cIsl(r,ﬁ,O) is the exact-potential integral. The error in the sequence of iterations

exact
obeys the relationship:

error < errorf). (6—13)

p+1

The normalized iteration difference (NID) is

S S
ﬂn(r,ﬂ,O)p_l - Kn(f:0>0)p '

NID_ (p—1,p) = (6-14)
n s
nn(r, 8,0) D
The NID can be expressed in term of the error,
NID (p-1,p) ~ €IIOT, ;= erIor,. (6—15)

The second term, errorp, in the above equation is much smaller than the first term; it can

4. L. Koyama pointed out that the Gauss-Chebyshev integration formulas have some com-

mon evaluation points.
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be neglected. The error in the pth iteration is less than errorg_l. In terms of the

NID(p—1,p), the error, is
error | < NID(p-1,p)>. (6~16)

The error in the present iteration is the less than square of the difference between the present
and previous iterations. The iteration sequence can be stopped when the NID 1is 1 0_8 for
double precision and 1 04 for single precision.

The above conclusions are verified with a computer calculation of the static
potential integral at a distance, L, from the center of a segment with a length, L, and
radius, 1/2. The NID for n = 0 and 1 was calculated for the range 0 < § < 7/2; the largest
value for this range is given in table 6-1. For n > 1, the NID is normalized with the

potential on the z-axis is

oo (L., 0)p 1™ nlsl(L,H,O)p
S
Kn(L ) O ? 0)

NID_(p—1,p) = forn > 1. (6-17)

p

R

The largest NID for n > 1 is given in table 6—1. The NID in the second row is less than
the square of NID in the first rows. The NID in the third row is limited by the precision of
the computer.

In section 5, we discussed the functional form of the potential at large distances
from the segment. This algorithm allows the static potential integral, ﬁz v to be computed
near the surface of a wire. Figure 6—2a plots the static potential integral, /si . along the
surface of the source segment and the nearest-neighbor segments. The source segment is
centered at x = 0, with a length of 10 and a radius of 1/2. Figure 6—-2b uses an expanded
scale for the static potential integrals, /si o On the surface of thé next two segments. This

plot shows that the multipole static potential integrals, - falls off very fast.
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Figure 6-2. Potential integral on the surface of a wire produced by a source on segment £,
where (a) is the potential near source and (b) is the potential on the second and third segments
(length, L=100, and radius, a=1/2).
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Table 6—1. Normalized iteration difference in the angular integration on a

spherical shell with the radius of 10 for (a) and 100 for (b).

Iteration Monopole Dipole Quadrupole  Octupole
Difference
1-2 9x1073 3x107° 3x1070 4x1073
9-3 %1070 3x1070 8x1072 9x107"
34 510700 510712 3.10712 w1012

(a) Segment length is 10 and radius is 1/2.

Iteration = Monopole Dipole Quadrupole  Octupole

Difference
1-2 2x107° 4x1070 6x1070 1x1074
2-3 7107 2.0 glap% 2.0718
34 5x1071°  5x1071° k10710 a1l

(b) Segment length is 100 and radius is 1/2.

b

Figures 6—3a and 6—-3b show the potentials for a higher aspect-ratio segment with a
length of 100 and radius of 1/2. The aspect ratio is the segment length divided by the
segment radius. Figure 6—3a shows the static potential integral, /si o for the source seg-
ment and the two adjacent segments. Figure 6—3b shows the static potential integral, fsi, o
of the next two segments. The plots show that the high-order static-potential integral,
Ky is large only on segments near the source segment.

The static potential integral, ni - for the two different aspect-ratio segments have

the same shape as the Legendre polynomial charge distribution. Therefore, the potentials
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Figure 6-3. Potential integral on the surface of 2 wire produced by a source on segment £,
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should have the same values at the end of the segment where P (1) =1. The static
potential integrals, ni o for the high aspect-ratio segment are nearly the same at the end of
the segment. For the short segment, the difference in the statié potential integrals, /si o 18
large at the end of the segment. In addition, the slope of the potentials at the end of the
segment is much higher for the high aspect-ratio wire. The shape of the potentials at the
end of the wire is determined by the details of the local charge distribution at the end of
the segment.

The charge distribution on the short segment changes very fast compared to the
wire radius. Any details in the charge distribution smaller than a wire radius are averaged
out by the potential integral. For high aspect-ratio segments, the charge distribution
changes very slowly. For high aspect-ratio segments, the values of the potential integral
will be almost the same near the end of the segment (ts =1). The sharp falloff in the
potential at the end of the segment is caused by discontinuity in the charge distribution at
the end of the segment. The sharp drop is limited to a distance of about six wire radii.
This sharp drop in the potential can affect the accuracy of the boundary-condition calcula-
tion. Details smaller than a wire radius cannot be resolved by this approach.

The shape of the vector potential integral, /s: 1= n: 11’
shape of the current basis functions. In contrast to the charge basis functions, the current

also depends on the

basis function is zero at the end of each segment. This eliminates the sharp falloff in the

s $ S .
shape of the vector potential integral, & sntl” Bsn_1 Figures 6—4 and 6—5 show the
shape of the vector potential integral, ni, bl /si -1’ for second and third current basis

function. Figure 6—4 is for a segment with a length of 10 and a radius of 1/2. Figure 6-5
is for a longer segment with a length of L = 100 and a radius of 1/2.

The plot shows that the higher multipole basis functions contribute very little to the
scalar potential integral, K: o o nonadjacent segments. The falloff in the potential inte-

gral, %> _, determines the magnitude of the off-diagonal terms in the impedance matrix.

sn’
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A detailed discussion of the individual terms and error in the impedance matrix is given in

section 8.

PART B: FREQUENCY-DEPENDENT POTENTIAL INTEGRAL

The frequency part of the kernel can be numerically integrated with the same tech-
nique used in part A. In this case, the integral of each linecharge distribution is evaluated
by Gauss-Legendre integration. The annular integral will be integrated by using the same
sequence of Gauss-Chebyshev integration formulas. The number of Gauss-Legendre quad-
rature points needed in the integration of the line-charge distributions depends on the num-
ber of segments per wavelength. In this report, we will assume two or more segments per
wavelength. The error analysis used in part A does not apply to the integration of this
part of the kernel.

The integration of the frequency-dependent part of Green’s function gives a complex
result. The real and imaginary part of the integral are considered separately. The imagi-

nary part has the form:

Imel(n) = -k ﬁ% 3 I/’n(2z’ [L)sin(k | |)/ (k| 7=
-L/2

N—1 (L/2
J )dz’.

(6-18)

The integrand and its derivatives are continuous for all | r—r/

. This integral can be accu-
rately evaluated with a Gauss-Legendre integration formula.
For electrically small antennas, the integral will have large numerical errors for the

high-order basis functions. An error in the evaluation of this integral will introduce an
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error in the feed point resistance of an electrically small antenna. Equation (6—18) can be

optimized for low frequencies by using an alternative form:

£ kq N1 0 L/2 in(k
1n o
Im(r)=-=3 | —Lf + P (22’ /L)|1-2 Tf dz|.
LN i=0 (k| rr|)

“L/2
(6-19)

The constant terms, Lég, cancel for the two square-charge pulses created by the triangular
current basis function. This cancellation would give a large roundoff error for electrically
small antennas. The impedance matrix is computed with the right side of equation (6—19).
The constant term, Lé?1 , is computed as a separate term; the L(S?1 term is added to the
potentials used to compute the Js 0 and J s1 terms in the impedance matrix. The differ-
ence between the kernel and unity must be computed with an infinite series to achieve the
desired accuracy.

The real part of the frequency potential integral, n£ o has the form:

g (L/2 ,
Rerl(r) = -3 J P_(22" /L)smﬁ[ﬁ’;—’”t] J(| 7= | )dz”.
LN i=0 Y12

(6-20)

The integrand is continuous, but its derivative does not exist at |r—r| = 0. The integra-
tion of equation (6—20) is simple for large |77 | > L. For small |r—r'| < L, the integra-
tion interval is divided into two smooth parts. The dividing line is the point where | r—r |
is minimum. On the source segment, a 7-place accuracy can be achieved by using a 42-
point Gauss-Legendre integration formula for each interval. On the other segment, a 14-

place accuracy can be achieved with 42-point Gauss-Legendre integration formula.
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7 BOUNDARY CONDITION

The boundary condition for a perfect conductor requires the electric field to be per-
pendicular to the surface of the conductor. Therefore, the parallel component of the elec-
tric field, E”, must vanish on the surface of the conductor. For thin-wire antennas, the
boundary condition is only imposed on the electric fields parallel to the length of the wire.
No boundary condition is imposed upon the electric fields perpendicular to the length of the
wire. This approximation introduces an error in the angular charge distribution on the
wire. Our discussion is limited to antennas excited at a single feed point.

In the method of moments, the boundary condition is an approximation of the ideal
boundary condition. The approximation of the ideal boundary condition introduces a mod-
eling error in the boundary condition. The boundary condition is calculated from the sca-
lar and vector potentials. The scalar and vector potentials are implicitly a function of all
the charge and current distributions on all the segments. The modeling error in the charge
distribution will induce an error in the boundary condition. Likewise, the modeling error in
the boundary condition also induces an error in the charge distribution. In addition, the
numerical evaluation of the boundary conditions will introduce errors in the boundary con-
dition. The interaction of these errors on the single segment is discussed in this section.
The general discussion is given in the next section.

The boundary condition developed in this section is a generalization of the pulse-
testing boundary condition. The pulse-testing boundary condition integrates the product of
E” and a testing function. The boundary condition is imposed by requiring the tested elec-
tric field to vanish. The testing function, w(s), is typically a triangular or square-testing
function. In this report, we only consider square-testing functions. The square-testing

function, w((t f))’ is 1 between the points #(t,) and (t,); it vanishes for all other points:
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At)
<w,E”> =| w(2) K2)-dz (7-1)
At )

The boundary condition is

In our case, N square-testing functions for each segment are required for the N charge basis
functions.

For square-testing functions, the right side of equation (7—1) is the integral of E”
between the points #(t;) and #(t,). This integral is the electromotive force (EMF) between
the points ¢, and ty. The EMF(tl,t2) is the energy gained by moving a unit charge from
point t; to point t, on the surface of the wire. Ideally, the energy gained by moving a unit

charge on the surface should be zero at all points. The EMF can be expressed in terms of

the potentials:
4t )
EMF(tftz) = ¢(t1) - ¢(t2) —jw A(2)-dz. (7-2)
At )

The width of the testing function does not need to be the same for each testing func-
tion. Michalski and Butler (1983) used variable-width testing functions to analyze scatter-
ing from a finite-length cylinder. The boundary condition for N basis functions could be
imposed by using N testing functions for each segment. The functional form of the bound-
ary condition error on each segment is controlled by the width of the N testing pulses.

However, the magnitude of the numerical error on the segment is unknown. The functional
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form and the magnitude of the error can be derived by interpreting the boundary-condition
equations in a different way.

Instead of looking at the EMF for individual testing pulse, the EMF should be inter-
preted as a continuous function on the entire antenna being modeled. The EMF(t f) on the
segment is the line integral from the center of the feed point to the point t f on the

segment f:

z(tf) z(tf)
EMF(tf) =| E(2)-dz=¢(0) — ¢(tf) —jw| A(z)-dz. (7-3)
0 0

The integration of the vector potential is a line integral along the surface of the antenna
wires. Ideally, the EMF(t f) on the antenna should be a constant equal to half of the input
voltage.

The EMF(t f) function on a segment is approximate by a sum of Legendre polyno-

mials.

N—1 .
EMF(t7) = 3 apPy(t) (7—4)

The N boundary conditions for each segment are imposed by setting the expansion con-

stants equal to

1
%ro =35Vin

The first error term in this boundary condition is Ppy(s).
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The expansion coefficient, « i is evaluated by computing the integral

1

afy = (k+-§-)J Py (1 )EME(t )t ;. (7-6)

-1

This integral can be evaluated very accurately with an M-term Gauss-Legendre integration

formula, where M > N:

M—1

ap= T BEMF( ), (7-7)

where

B = (45w, (t; )

The points t, are the quadrature points and W, are the quadrature weights. If M > N,
equation (7—7) gives extra expansion coefficients. These extra expansion coefficients, o N
to a M- represent the modeling error in the boundary condition.

The boundary-condition error is caused by using a finite number of basis functions
to model the charge distribution. The charge distribution on each segment is modeled by
the charge basis functions, Pt f) through Py (t f). The first error term in the charge
distribution is Pyt f)' The Pt f) charge basis function contributes an error, sy(t f)’ to
the scalar potential in the boundary condition. The nN(t f) error has the same shape as
Pyt f) on the source segment. The high-order charge basis functions, P (t f), Py +1(1; f)’
etc., to first approximation will cause errors, PN(t f), Py +1(t f)’ etc., in the boundary
condition. These errors could affect the numerical evaluation of the boundary condition.

The numerical evaluation of the integral introduces some error in the boundary

condition. The M-point Gauss-Legendre integration formula is exact for polynomials with
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a degree less than 2M. Thus, the first error term5 in the evaluation of the expansion coeffi-

cient, @, is caused by t2M

or Pf,l(t f) errors in the EMF(t f) function. The modeling
error terms Pt f) to Porr_ 1(t f) in the EMF(t f ) function have no impact on the numeri-
cal calculation of the coefficient a, As a consequence, the error in the far field is very
small. In general, the expansion coefficient, @, is exact for polynomials with a degree less
than 2M—k. The error in the expansion coefficient, @ is larger; however, this error is a
high-order multipole moment. The high-order multipole moments are large only in the
near fields. The error terms in the numerical boundary condition, ay through apf_y> AT€ 3
good estimate of the error in the boundary condition.

The above summary of the error analysis assumes that the potential integral is a
smooth function that can be modeled with low-degree polynomials. This is true for the
interior of the segment; however, it is not true at the end of the segment. The distance
from the peak in potential integral kg 1 to the end of the segment is 6.7 wire radius. This
sharp drop would introduce a large error in the evaluation of the expansion coefficient,
Ay The Gauss-Legendre integration with M = 4 requires a segment with an aspect ratio
larger than 85. Table 7—1 gives the minimum aspect ratio for different order Gauss-
Legendre integration formulas. The minimum aspect ratios given in table 7—1 avoid the
sharp drop near the end of the segment; the first Gauss-Legendre point is a distance of 6
wire radius from the end of the segment. The aspect ratio of the segment limits the num-
ber basis allowed on each segmeht.

The end effect could cause an error in the electric-field boundary condition at the

junction of two segments. However, if the charge distribution is continuous, the end effects

5. The general form for the error term in the integrand of the M-point quadrature formula
is snPM(s). This error term is zero at the quadrature points. The factor s™ can be
expressed as the sum of Py(s) to P(s). The first term to have a non-—zero integral is

P1\2/I(s); therefore, the first error term in the integral has the power s2M.
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Table 7—1. Minimum aspect ratio.

Order
Gauss-Legendre Aspect Ratio
Integration
4 85
5 130
6 180
7 240
8 300
9 375

cancel out. At the free end of a wire, the end effect will cause an error in the boundary
condition; this error is limited to a 6 radius distance, In addition, at the free end of a wire,
several high—order polynomials are required to model the charge distribution. These high-
order polynomials may introduce errors in the evaluation of the boundary condition. The
numerical results in section 2 show that the boundary condition is very stable at the end of
the wire. &

This boundary condition is simple in antennas wi:chout closed loops. In a loop, the
point t f can be reached by using two different integration paths. The EMF(t f) needs to
be independent of the integration path. The scalar part of the EMF is independent of the

integration path; however, the integral of the A vector depends on the integration path.

The integral of the A vector on a closed loop is evaluated with Stokes’ theorem,

% A(2)-dz= ¢, (7-8)
where ¢ is the total magnetic flux passing through the loop. In a closed perfect conducting
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loop, the magnetic flux through the loop is zero. The EMF boundary condition requires
the total magnetic flux through each loop to vanish.

The above arguments indicate that the coefficients, a,, are determined very accu-
rately for a smooth charge distribution. Near the end of a wire, the error should be a high-

order multipole moment. The magnitude of the error in the EMF boundary condition is

easily calculated.
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8 IMPEDANCE MATRIX

In this section, the basis functions and boundary condition are used to construct the
impedance matrix for the method of moments. The boundary-condition errors can be esti-
mated by computing extra terms in the impedance matrix. The errors and approximations
used in constructing the impedance matrix are discussed in detail. For the dipole problem,
the rows and columns can be arranged to eliminate the need for pivoting in the solution of
the impedance matrix. The Legendre-polynomial basis functions are compared to the
power series basis functions used by Djordjevic et al., (1990). A matrix transformation is
developed to compare the EMF boundary conditions to the pulse-testing boundary condi-
tions. The EMF boundary condition produces a matrix with smaller off-diagonal terms.

The impedance matrix relates the mth boundary condition expansion coefficient

Ofm OR segments fto the nth basis function coefficient X gy OD Segments s:

=3¥3¥Z
sn

“m fsmnXs o (8-1)
For n > 0, Xg q 18 the coefficient, Mg for the charge basis functions on each segment s.
Forn=0, x 50 is the coefficient, 63 0 of the current basis function. Note, the free end of

the wire does not require a current basis function.

Equation (8-1) can be expressed in matrix form:
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%ol (2500 201 Zso02 - 2ok - Zison| (%0
%r1 Zfs 10 Zfs 11 Zfs 12 - Zfs 1k - Zfs 1n | |{7s1
%fro Zfs 20 Zfs 21 Zfs 22 - Zfs 2k - Zfs 2n | |"s2
%p| |%sp0 %sp1 P2 Pk Zpopn||Tsk
“fm] _ZfsmO Zfsml Zfsm2 ' Zfsmk : Zfsmn_ Tsn)

(8-2)

The element, Z 5 pk’ represents submatrix and the elements « p’ ) sk and N subcol-
umns of the matrix equation (8—1). The submatrix, Z fs pko represents the interaction bet-
ween all the segments f and s in the antenna for a fixed basis function, k, and a fixed
boundary condition expansion coefficient, p. The subcolumn, « 7 represents a fixed
boundary condition expansion coefficient, p, for all the segments, f, in the antenna. The
subcolumn, 63 0 is the coefficient of the triangular current basis function for all the seg-
ments, s, in the antenna. The subcolumn, 7, o Tepresents the coefficient for a fixed charge
basis function, P (k # 0), for all the segments, s, in the antenna. The reason for this
structure will be discussed later. The boundary condition is imposed by setting the coeffi-
cients, Gro= 1/2 and G = 0 (m # 0), for each segment f.

The impedance matrix, Z depends on the EMF(t f) at the point t § on

fs mn’
segment f. The EMF(t f) is a function of the EMF caused by all the current and charge

distributions on all segments, s, in the antenna:

N-1 R N-1-R
EMF(t;)= % SEMF  (t,)+ % I EMF_ (i) (8-3)

n=0s=1 n=0s=-1

The first term represents the EMF of one arm of the dipole. The second term is the sym-
metric image term. The following calculations are for the first term in equation (8-3).

The image is computed with the same method. Note, the triangular pulse at the source is
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split between the first and second terms. The right side is labeled 51 and the left side is
labeled §_,;.

The EMF _ q(t f) on segment fcaused by the 0t basis function on segment s is

z(tf )
EMF Il(tf) =¢,(0)—9¢, n(tf) -—ijAs (2)-dz. (84)

The potential, ¢ (0), is the potential at the center of the feed point. The source electric
field is limited to a gap region; if the gap is zero, the source is a delta function. The line
integral of the vector potential runs from the center of the feed point to the point t f on
segment fin equation (8—4).

The EMF n(t fi) in equation (8—4) is expanded with the Legendre polynomials to

give the impedance matrix:

M-1
2 mn= 3 BnBME, (t7)) (8-5)

i=0

The expansion matrix, ﬂmi’ is computed with the M*® order Guassian integration formula,
equation (7—7). The impedance matrix is computed by substituting equation (8—4) into
equation (8—5). This computation of the impedance matrix naturally divides into two
parts: the scalar and vector potential terms. Variables attributed to the scalar and vector
potential terms in the impedance matrix are identified by the respective superscripts, s
and v. The scalar and vector potentials can be expressed as a function of the potential
integral, Fog > developed in section 6. A different notation is used for the potential inte-
gral, £ (t fi)' The field point is indicated by the point t fFion the surface of segment f.

th

The source is the n™™ basis function on segment s.
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The scalar potential terms in Z° divide into two cases: the triangular basis

smn

function, 63 0’ and the Legendre polynomial basis functions, U Each triangular current
basis function contributes two square pulses to the scalar potential terms in submatrices

YA in, equation (8—2). The general Legendre-polynomial charge basis functions are
fs m0 8 8

s
fs mn’

Each current basis function gives two square pulses for the charge distribution. The

used to compute the scalar potential terms in the general term, Z in equation (8—2).

pulse on the source segment s has a height —58 0/L. The other pulse is on the previous
segment, s—1, with a height 68 0 /L. Note, for the source triangular current basis function,

s =1,the k_ , 5 term is included in the image term:

M-1

S e 1
Zfs m0 ~ Eoﬂmi 4dre,
is=
5y o315 oML + U5y o) 0O
Fs 0l fi/ s 0 “(3_1)0 fi ’i(s_1)0 T
(8—6a)
forn =0 and
s M-1 1
Zfsmn =~ _ X_;oﬂmj mo[”vs n(tfi)_ﬁs (0], forn>0. (8—6b)
The notation is simplified by introducing a new variable:
M-1
‘I’fs mn ? ﬁmiﬁs n(tfi)' (8-7)

The constant, K Il(0), gives only one expansion coefficient, \Iijrs op: This constant is inde-

pendent of the boundary-condition segment, f:

c _
v smn 6m0”s n(o)'
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The 5m0 is the usual Kronecker delta 5mm =1 and 5mp = 0 for p# m. In this new nota-

tion, equation (8—6) reduces to

1 1 1
Zj‘s mOPm(tf) - mo[[q’f(s—l) m0 _\p‘} (s—1) mO]E _[q}fs m0~w§s mO] E] *
Pm(tf)és o forn=0, (8—8a)
Zfs mn m(tf) [‘ijs mn (]:‘s mn} Msn m(t ) forn>o0.

(8-8b)

The factor, P_ (t f)’ is included in the equations (8—8) and (8—9) to emphasize that Z° fomn
is the Pm(t f) expansion coefficient of the EMF on segment f. The notation can be simpli-

fied by replacing the quantity in the square bracket with a single variable, Tss mn

s 1 ms
Zs man(tf) = mons mn¥Xs n m(t ) (8-9)

The vector potential terms in the impedance matrix are computed by numerically
integrating the vector potential. The numerical evaluations of integrals use polynomial
approximations of the function. Therefore, it would be natural to expand the integrand in
terms of Legendre polynomials. The Legendre polynomials can be integrated term by term
to give Legendre polynomials. If both segments fand s are straight, then the final equation
is a simple function of ¥ fomn’

The triangular current pulse is used to compute the first column of the impedance
matrix. The higher order current basis functions are used to compute the remaining col-
umns of the impedance matrix. The current pulse, 53 (segment s and s—1), contribute the

vector potential terms. Note, for the source triangular current basis function, s = 1, the

ke 70and k., terms are included in the image term.
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_ L , :
Ay(ty) = oz, 2 kg o(bg) — g 1 (gl + [og_ 1 o(by) + kg 1 (bgdlug 4|6
0

for n = 0. (8—10a)

For the general case n > 0, the vector potential on segment b is given by a general expres-

sion,

1 ljw
47r02602

Ag(ty) =

L -
L1 5y a4

(8—10b)

The line integral in equation (8—4) is evaluated by integrating each segment individually:

sn b=1
0

Jz(tf) f_IJ Jz(tf)
A _(2)-dz= Ay (2)-dz+ [ A (2)-dz. (8—11)

s egment D z('lf)

The line integrals for segments 7 to segment f~I are integrated over the entire segment.
The last integral, the second term, is integrated over part of the segment.

The line integral element, dz, is converted to u;dz for each segment:

z(tf) 1 X z(tf) X
A n(z)-dz=b21 A, (2)-ydz+ A n(z)-'u.fdz. (8-12)
0 segment b Z(’lf)

In the general case, the integrand AS n(z)';‘b is expanding in terms of Legendre polyno-
mials. The Legendre polynomials can be directly integrated by using equations (4—6) and
(4-7).
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If the unit vectors, 1y , are constant on each segment, the 4 vector can be expanded

with Legendre polynomials:

M
-1 1.
LAty = ==L TP (i), (8-13)
Arc 602 0= bsqn- q‘'b
where
=L %jw T‘gs Palty) =M§1ﬁ iAsn(z(t'bi))-

If the vector, u o implicit in the vector potential, As n(z), is a constant, then the expansion

constant, , can be expressed in terms of ¥

bs qn’ bs qn’

Tbs q0 q(t )= {[\I}bs q0 — ‘Ilbs qll;s + [\pb(s——l) q0 + \Ilb(s—J) ql];‘s—l] Pq(tb)
(8—14)

and

~

: [‘Pbs a(n+1) ™ Vbs q(nflu)] P (ty)- (8-15)

n+1

v
Tbs qn q

The integral of the vector potential is simplified by substituting equation (8—13) into equa-

tion (8—12) and removing the constant factors from the integral. The dot product,

- T}’;s qo 0 be removed from the integral:
2(ty) M 2(t)
A, (2)-udz = p 2]w ) ub Ty, qn{ Pq(2z/L)dz. (8-—16)
7f'C 60 q = [i]
2(-1,) 2(-1,)
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For a segment of length, L, the integration of Pq(xb) can be expressed as the product of a

matrix, S, and a column vector, P (t b):

(tp)
oL
o(22/1) %07 S Pty (8-17)
Z("lb)
where
_ 1 q+1 _ q—l]
Sim vy [5m 6971 Forq >0

SOm =6151 + 61{1 For q = 0.

The integral simplifies further if ty=1

z(1p)
0
Pq(2z/L)dz = Léq.
z(-1;)

(8-18)

The integral of the vector potential, A o from the feed point to segment fis the sum of f

terms:

z(tf) '
J o(2)-dz= 1 .LZ’_EX

47c? €

0

1. M
¥ ub T

<

o Polty) + 2 "‘f Ts an > SqmPmlty)|

(8-19)
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The terms in the sum from b =  to f— I in equation (6—19) are constants; they contribute
to the expansion coefficient of PO(t f) of equation (8—19). The vector potential terms in

the impedance matrix is

M
7% P_(t,)=— ﬁfgzi-_’r" 260 4 % u,-T, S|P (t,).
fsmn m\"f arcle, 4 b=1b bs On”" 0 01=0f fsqngm| m‘\'f

(8—20)

The terms in the sum from b= 7 to f— I in equations (6—20) and (6—21) only contribute
to the P(t f ) expansion term in the impedance matrix ((51(31 = 0 for m # 0).

The impedance matrix for a single basis function on one segment is

2, = Llgs _eLlfgh o am N g
fsmn ~ 47|~ fsmn Ac? b—lb bs0n”"0 0f fsqnqm}i |’
= q=

(8-21)

where n < N and m < N for N basis functions and N_boundary conditions per segment.
The impedance matrix would include the contribution from all segments on both arms of

the dipole. The symmetry in the dipole can be used to eliminate the coefficients of the

image basis function as a variable, § ;=6 andq__ = —(—1)1117S ,, Where —s denotes the
image. At the feed point, s =1, the current pulse is split between the image and the
antenna. At free-wire ends, the current pulse must vanish.

The basis functions and boundary condition discussed in this report allow a detailed
analysis of the errors in the solution. The first step in this error analysis is to characterize
the scalar potential terms in the impedance matrix. The magnitude of each term is deter-

mined by the expansion coefficients, ¥ fs for the potential integral, £ ot f)' First we

mn’

will examine the static potential integral, &_ ot f)’ contribution to the magnitude of the
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expansion coefficient, ¥ fomn’ The plots in figures 6—2 and 6—3 show that the potential on
the surface of the source segment has the same shape as the expansion functions, Pm(ts);

consequently, the self-term, ¥ for the charge basis function, Pn(ts)’ will have the

ss nn’

largest expansion coefficient. The other terms, ¥ m = n+2, nx4, etc., will be small

§§ mn

for the self-term. The expansion coefficients, \IISS = 0, are for the even and odd
potentials when m = n+1, n+3, etc.

On the other hand, the very sharp drop in the static potential integral, K‘,Isl(t ), on

st

the adjacent segment contributes to all of the expansion coefficients, ¥ ( for all m.

st1)s mn’
The plots in figures 6—2b and 6—3b show that the scalar potentials and their expansion

coefficients, ¥ are much smaller for d > 2. At large distances, the dipole poten-

(std)s mn’
tial, g 1(t f), and the dipole potential created by each current basis function will be the
dominate terms in the impedance matrix. The frequency-dependent part of the potential
integral, /slfl(t f)’ is smooth function on all segments. The expansion coefficients of the fre-
quency-dependent part of the potential integral term contributes terms, ¥ fs with
m = 0, 1, and 2.

The computation of the boundary condition ignores expansion terms, ¥ with

s mn’
m > N. For the self-term, these terms will be sma.ll\whqr} the proper aspect ratiof is used for
each segment (table 7—1). Any errors introduced by neglecting these terms will be a high-
order multipole moment. The high-order charge basis functions in the impedance matrix
interact primarily with nearby segments.

The magnitude of the current terms depend on the constant, w?L/4c?. An addi-
tional factor of L from the vector potential, from equation (8—15) (n > 0), can be included
in this factor. The combined constant is (wL/2c)? for n > 1. In terms of the wavelength,
), the constant reduces to (7L/A)% The contribution of the high-order current basis func-

tions to the impedance matrix can be made smaller by decreasing the segment size. For 10

segments per wavelength, this constant is 1/10. For electrically small antennas, the cur-
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rent term is a small correction to the static part of the impedance matrix. The high-order
basis functions model the near fields as quasi-static interaction.

The magnitude of the current term is determined by the expansion coefficients,
1 fs mm’ of the current basis functions. The expansion coefficients can be estimated from
the current potential integral plotted in figures 6—4 and 6—5. The potential integral com-
puted from the current basis functions does not have a sharp drop at the end of the source
segment. In contrast to the charge basis function, the potential is small and smooth near
the end of the segment. On the surface of nearby segments, the potential is a smooth func-
tion; it can be described with a few low-order Legendre polynomials, m =0, 1, and 2.
However, on the surface of the source segment, the current basis function, Js " gives two

expansion coefficients, ¥ and ¥ Note: the correct evaluation of the

ssn—1 n—1 ssn+1n+41"
potentials on the adjacent segments requires both potential integrals, « s n—l(t 5) and

Kon +1(t S). The integration of the two expansion coefficients give three terms:

v v and ¥

ssn—2n—-2 “ssan’ ssn+2n+2 The terms, ¥

gandlll

88 N~2 n— ssn+2n+2

interact with charge basis functions, P__,(t ) and P +2(ts)‘

In the calculation of the impedance matrix, the high-order current term must be
approximated. In a model with N basis functions per segment, the first N expansion coeffi-
cients, ¥ ss 00 tO ‘I'SS N—] N—1’ are included in the boundary condition. The expansion
coefficients, \Ils s NN to ‘I’ss N41 N41 introduced by the current basis functions,
J, Nt s) and J 4 (t s)’ are not included in the impedance matrix. This approximation
causes an Py and P 41 error in the EMF boundary condition. The boundary condition
error can be calculated with the extra expansion coefficients, ¥ fo mm’ where N <m < M.

The solution is computed with the submatrix, Z A (m < N). The submatrix, Z

mn fs mn

(N <m < M), is used to compute the error a fm from the solution. The magnitude of the
off-diagonal elements in the impedance matrix depends on the constant, (7L/2)2
In principle, the order of the terms in the impedance matrix, equation (8—2), does

not affect the accuracy of the solution. In practice, the numerical roundoff errors in the
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solution process can create large errors in the numerical solution (Press et al., 1986). The
numerical accuracy of the solution can be improved using partial or full pivoting. Pivoting
moves the large elements to the diagonal of the matrix. Thus, the large self-interaction

terms, Z in the impedance matrix should be moved to the diagonal. However, the

88 pp’

self<interaction terms, Z with p # k are small; these terms should be off the matrix

ss pk’

diagonal. Equation (8—2) has the large submatrices, Z 5 pp’ on the diagonal. In complex

problems, the large submatrices, Z may require additional pivoting. For a dipole, the

Js pp’
large elements are already on the diagonal of the submatrix, Z fs pp° Gaussian elimination

is used on the small upper triangular part of the matrix. Back substituting is used to com-
pute the final solution.

Figures 8—1 and 8—2 show the logarithm of the magnitudes of the impedance matrix
elements for a dipole at resonances. The dipole parameters are the total length, 2h = 1m;
the wire radius, a = 4.5401E-5; and input frequency, 146.0 MHz. The colors, red, purple,
blue, green, yellow, and red indicate a range of values from 1 to 1IE—6. Matrix elements
smaller than 1E—6 are plotted as black. Figure 8—1 shows a 56-segment model with one
basis function per segment; the impedance matrix is the submatrix, Z 5 00° Figure 8—2
shows an 8-segment model with seven basis functions per segment. In figure 8—2, 45.7% of
the matrix elements are black. In Figure 8—2, the diagonal elements, Zss qp 1B the matrix

are self-interaction terms for each basis function on each segment, the ¥ expansion

ssnn

terms. The peaks parallel to the diagonal, Z are the current interaction terms,

ss n(n#2)

v and the self-interaction terms, ¥ The other terms in the peaks,

ss (n2)n’ 85 MmN’

are the nearest neighbor interactions, \IIS( The peaks in the impe-

Zs(si 1) nm’

dance matrix model the near field. The elements between the peaks model the far field.

s£1) nm’

The far field is modeled by the P 0 and P1 basis functions. The structure of the impedance
matrix, in figure 8—2, should improve the accuracy of the solution to the impedance

matrix.
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Insight into these errors can be gained by using Singular Value Decomposition
(Press et al., 1986). A matrix problem can be solved by using the eigenvectors and eigen-

values of the matrix. The it! eigenvalues, )‘i’ and eigenvectors, X,, obey equation (8—22):
In this discussion, we will assume that )‘i # 0. The solution, S, to the matrix problem,

Y = AS, (8-23)

can be found by expanding column vector, Y, in a sum of eigenvectors

N—1 .
1=0
where

The solution 1s

N—1 s.
S= %

-

x.. - (8-26)

1

!

0

The equation allows the effects of roundoff errors to be estimated. The calculation of the
expansion coefficient, .5 will include roundoff error. This error is weighted by the 1/ )‘i' A
small eigenvector will cause a large error in the solution, S. The numerical stability of a
matrix, the condition number, is measured by the ratio of the 'largest and smallest eigen-

value. The condition number is always larger than one:
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_ l’\ma,xl (8-27)
| min|

A high-condition number matrix can have large numerical errors.

The condition number is used to compare the numerical stability of the impedance
matrices plotted in figures 8—1 and 8-2. The condition numbers for figures 8—1 and 8—2
are 397.00 and 89.96, respectively. A single-precision impedance matrix is used to compute
the condition number. The high-order basis functions and boundary condition simplifies
the impedance matrix and reduce the condition number.

In general, one would expect the condition number to be a function of both the
number of segments and the number of basis functions per segment. Table 8—1 shows the
condition number as a function of the number segments (6, 12, and 24) and of the number

of basis functions per segment (1 to 7). The existing program is limited to 97 unknowans.

Table 8—1. Condition number of dipole at resonance.

Number 6 Segs. 12 Segs. 24 Segs.
of Basis

Functions
1 69.51 120.90 208.23
2 68.36 119.69 206.3
3 70.06 123.77 215.66
4 70.14 123.95
5 70.50 124.79
6 70.59 124.99
7 70.76 125.37
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Table 8—1 shows that the condition number is independent of the number of basis functions
used on each segment. The condition number depends only on the submatrix, Z 1500 The
high-order basis functions can be added to model the fine details in the charge distribution
without increasing the condition number.

The condition number for a dipole at antiresonance is much smaller. The condition
number at antiresonance is calculated for a 12-segment model. Table 8—2 shows seven

different models.

Table 8—2. Condition number of a dipole at antiresonance.

Number of 12 Segs.
Basis Functions

1 6.3002
2 6.273

3 6.4906
4 6.5077
5 6.5566
6 6.5728
7 6.5965

The impedance matrix is stable at antiresonance. The current and charge distribution
should be accurate on the antenna. However, at the feed point, the current will be very
small. A small numerical error in the overall solution would have a larger impact at the
feed point.6 The numerical results in section 2 show that this is not a problem with our

algorithm.

6. D. Fern, personal communication
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The Legendre-polynomial basis functions are closely related to the power series basis
functions used by Djordjevic et al. (1990). The two sets of basis functions, in principle, are
equivalent; however, the numerical structure of the impedance matrices has important
differences. Each power series basis function has a 1/|r—r' | term in its potential integral.

The net charge on the segment determines the magnitude of the 1/|r—r'| term. For a

basis function t™ (0 < t < 1), the net charge is 1/(m+1). The details modeled by the high-
order power series basis functions are lost in the numerical noise at large distances. The

Legendre-polynomial basis function, P, replaces the 1/|r—r/| term with a much smaller

1/|rr ]n+1 term. Each Legendre-polynomial basis function represents a distinguishable
part of the near fields. The condition number is independent of the number of Legendre
polynomial basis functions used on each segment.

The equal-width, square-pulse testing boundary condition used by Djordjevic et al.
(1990) can be compared to the EMF boundary condition by using a matrix transformation
of the impedance matrix, equation (8—1). The calculation of this matrix transformation
uses two steps. The impedance matrix is used to estimate the EMF on each segment. The

EMF(t) _, on segment fis

est
s mnt m{Ef)Xep) (8-28)

where M is the number of Gaussian quadrature points used to calculate the impedance
matrix. The high-order error estimation terms, M > N, improve the accuracy of the EMF
estimate.

The equal-width, square-pulse testing boundary condition can be evaluated from the

EMF (i) g,
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z(t54)

B2)-dz= EMF(t7; 1) 00~ EMF(t), (8-29)
z(t;)

where t, and t, g are the end points of the pulse testing function. The square-pulse testing

boundary condition, BCpt., for the ith pulse on the segment fis
fi &

M N-1 R

BC?ti =m§ 0 n{;o S:E: IZfs mn [Pm(tfi+1) - Pm(tfi)]xé’n' (8_30)

The new impedance matrix for the point match boundary condition is the coefficient of Xen

P N, [P p
fsin —m o fs mn [ m(tfi+1) - m(tfl)] (8-31)

This transformation is the sum of the rows of the matrix where the quantity in the
square bracket is the weighting coefficient for each row. The effect of the transformation is
to add the large diagonal term, Zss ape to the small off-diagonal terms in the matrix. The
addition of the large term causes additional roundoff in the matrix element. To solve the
matrix, this transformation is reversed; rows are subtracted to eliminate off-diagonal ele-
ments in the matrix. The combined effect of the transformation and solution of the matrix
is an increase in roundoff error in the solution of the impedance matrix.

The equal-width, square-pulse testing boundary condition will not work for high-
order Legendre-polynomial basis functions. The equal-width, square-pulse testing functions
are wider than the oscillation of £ (t,) near the end of the segment. The EMF boundary
condition can resolved the fine details modeled by the high-order Legendre-polynomial basis

functions. The EMF boundary condition isolates the interaction of the basis functions on
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different segments. The stability of this impedance matrix is illustrated in the condition

number calculations and numerical calculations.
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9 CONCLUSIONS

The error in the method of moments depends on the models used to approximate
the charge distribution and the boundary condition. The modeling errors in the charge
distribution and the boundary condition interact through the scalar and vector potentials.
The basis functions and the boundary condition are selected to minimize the interaction of
the two modeling errors. The algorithm used to impose the boundary condition also esti-
mates the error in the boundary condition.

The basis functions model the charge distribution on each segment with a multipole
expansion of the charge distribution. The first basis function models the net charge on
each segment. The higher order basis functions are used to redistribute the charge to elimi-
nate the parallel component of the electric field on the segment. The higher order basis
functions model the detail in the near field of the segment. The far fields of the higher
order basis functions are small. The charge distribution on one segment primarily interacts
with the nearby segments.

The modeling errors in the boundary condition implies an error in the charge distri-
bution. The charge distribution error caused by the;»boundary condition is a high-order
multipole moment. The boundary condition modeling error on different segments are iso-
lated from each other. The basis functions and boundary condition modeling errors are
local to each segment. This creates a more stable impedance matrix. The condition num-
ber of the impedance matrix is independent of the number of basis functions per segment.
The condition number depends only on the number of segments in the model.

The computed charge distribution agrees with the theoretical calculations of the
charge distribution. The high-order basis functions give the best model of the charge distri-
bution near the end of the wire. The charge distribution converges much quicker for the
high-order basis functions. For small matrix models, the high-order basis functions are

more accurate.
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For large matrix models, the convergence of the admittance depends on the matrix
size used to model the dipole. The current at the feed point of the dipole depends only on
the height of the triangular current basis function. The height is computed very accurately
by the boundary condition algorithm. Even the square and linear charge basis function
models are accurate at resonance and antiresonance. This shows that the error in the
boundary condition is a high-order multipole moment.

The numerical examples discussed in this report have high aspect-ratio segments.
For lower aspect-ratio segments, the shape of the potentials near the end of the segment
impacts the evaluation of the boundary condition. Additional work needs to be performed
to understand the limitation introduced by lower aspect-ratio segments. The current work
could be extended to model general symmetric dipoles without loops.

The basis functions and boundary condition simplify the structure of the impedance
matrix. The far field interaction is modeled by the triangular current basis functions. The
near field is modeled by the high-order basis functions. This approach combines the flexi-
bility of the full-wave approach with the stability of the quasi-static approach. The algo-
- rithm is accurate for both the near and far fields of the antenna. The error estimation

should be a useful tool in evaluating the errors in the electric-field boundary condition.
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APPENDIX A: NUMERICAL CALCULATION OF POTENTIAL INTEGRAL

In equation (6—2), the z’ integration can be simplified by integrating the potential

integral by parts n times in z’ and using equation (4-8). As a simple example, consider

S
Kl(p:z):

P, (22" /L) =

27/L/2
J dz'dy’, (A-1)

1
0

where |r—1r'| = [(z—z’)2+p2+a2~2apcosgo']1/ 2 Integrating by parts:

21 L/2 L/2
2 2
S(0a) = ??lJ (2*~(1/2)") 1 _J (Coiam L ) - WS P
4 0 L | r—r | _1j2 J1)2 L dz’ | r—r|
(A-2)
The first term is zero at + L/2:
27 L /2
2 2
K3 (p,z) = — (2 H{L/2)7)d 1 dz’dy’. (A-3)
1 27 L dz’ | r—r |
0 J-1/2
The derivative simplifies to
41 _l-2) (A—4)
dz’ | r—r| |1 |3
41 = P(cosb) 1 = (A-5)
dz’ |r—r | | r—7 |
where cosf=-22" The angle #is measured from the z-axis.

|




= dz’dy’. (A-6)

mlo) = - 1r?rr/zfz’z—@/2)2) Py(cos?)
1(02) = =97 L -
0 J1/2 | rr]

At large distance, |r| >> L/2, 8 and |r—r

are almost constant. The integral can be

approximated as

L/2
P, (cosb) 2,2
K(pa) = L J (L/2) =24, (A7)
Ifl® Jgp L
g 1, P1(cosb) 1 9
K]_(pyz) = 9 (1 —t )dt7 (A_S)
8 |
P, (cosf)
Klos) = Q21— for [1] >>L/2. (A-9)
6 |7
This integral is the dipole potential at large distances.
In the general case,
27,1
2 ,\n] 4n
s 1, \n (z2“=1)"1 d 1
k> (p,z) = 5=(~1) dz’dy’. (A—10)
n 27 0 2%n! | dz'" ||
~1
The derivative of the static potential integral can be reduced to
n
d 1 _ P (cos()))|r—r | L (A-11)
n n
dz’™ | r—r|




The final integral is

27
5 _ 1
0

1
[(1_2,2)1 P_(cos(8)) dde (A12)

211 I 1’ |n+l

The far-field form of the potential integral is explicit in equation (A—12). At large dis-
tances, the integrand is a slowly varying function; the numerical integration is very accur-
ate. Equation (A—12) is also used to calculate the potential integral close to the wire.

In the near field, the equation (6—2) must be directly evaluated. In this case, the
term In((147)/(1—7)) is not accurate for 7 near 1. Several alternate forms exist for

In((147)/(1-7)) for 7> .5:

rolpz)=—=3% In|———| for z>L/2, (A-13)
LN i=0 [R +2-L/2
ko(p2z) = —=% In|—2——| for z<-L/2, (A—14)
0 .
LN i=0 |R-z—L/2
and
N—1 [(z+L/2+R )(R -z+L/2)
B2 =23 I 1 for |z] < L/2, (A-15)
LN i=0 p*+al-2 apx
where

R, = ‘/p2+a2+(z+L [2)2apx; and R, = Jp2+a2+(z—L/2)2~2apxi.




Equation (A—15) can be simplified by separating the numerator and denominator:

Q N—1
ry(02) = ~ S In[(z+L/2+R )(R —2+L/2)] - In(p*+a™2apx))]

1=

for |z| < L/2.

(A—16)

The first term is almost constant; the numerical evaluation converges very quickly. The

second term can be analytically evaluated:

27

N—1
2ry, Ln[p*+a’2apx] =J1n[p2+a2—2apc08(s0)]dso-
N i=0

0

(A-17)

The integral is the potential integral of an infinite cylinder of radius a. This integral can

be evaluated with

2T
Jln[c+dcos(<p)]d<p = 27ln
0

2 2
ehve™=d") for ey ] >0,
2 ‘

(A-18)

where ¢ = p*+a? and d = 2ap. The square root term simplifies to J et = /(;La"‘)z.

The square root is p*—a? for p > a and a’—p? for p < a:

21
[1n[p2+a2—2apcos(<p)]d<p = 27n(p?) forp > a,
0

and

2T
[ln[p2+a2—2apcos(<p)]d<p = 27ln(a?) forp<a.
0

A4

(A—19a)

(A—19b)




This is the expected result for an infinite cylinder. The term, Ln[p2+a2—23pxi], in equa-
tion (A—16) can be replaced by Ln[p? for p > a or Ln[a? for p < a. Equation (A—15) redu-

ces to

N—1 [(z+L/2+R )(R —z+L/2)
ro(p,2) = 23 n 2
LN i=0 p?
for |z| <L/2andp a, (A—20a)
N—1 [(z+L/24+R )(R —z+L/2)
K(p2)=-23 In —
LN i=0 a?
for |z] < L/2and p < a. (A—20b)

Equations (A—20a) and (A—20b) are valid for |z| < L/2; however, when |z| = L/2

and p = a, the numerator vanishes. In this case, equations (A—13) and (A—14) are used to

compute the potential. For z = L/2, the term, R2, reduces to ,/p2+a2——2apxi. For

z = -L/2, the term, R, reduces to \/p2+a2—2apxi:

N—1 R +L
S Qv 1
ko(pz) =—=% 1In forz =1/2, (A—21a)
0 : /2, .9
LN i=0 p“+a —2a‘pxi
. 9 N—1 R2+L
kolpz)=—=3 In for z < —-L/2. (A-21b)
LN i=0 \/p2+a2—2apxi

The procedure used to simplify equations (A—20) gives

N—1
/s(s)(p,z) -Q 3 In
LN i=0

R1+L

a

for z=L/2andp<a (A—22a)

A-5




and

Kolpz)=—=% In 2 for z=-L/2 and p  a. (A—22b)
LN i=0 a
For the case, p > a,
S Q N'_]. ‘R +L-
kolpz) =—*% In|——| forz=L/2andp>a (A—22¢)
LNi=0 | p |
and
S Q N—1 [R +L]
ko(pz) = —% In|l—2—| forz=-L/2andp> a. (A—224d)
0 X
LNi=0 [ p |

Equations (A-13), (A—14), (A—20), (A-21), and (A—22) give the best convergence and

accuracy in the region close to the wire.

In the near field, the potential integral can be computed in closed form. The exact

calculation involves large cancellations at moderate distances from the wire. Only minor

simplifications are possible.

N
s 2 1+
Kea)=-23 2wt -2n), (A-23)
LN i=
N R.+R 2
EOPIL I i T N =]
LN i= L L2 L T
(A-24)
N
12} 5 11 L2 2 3 1
ng(p,z) = EI% 4.‘3_ 3|:1—2-LZ(R1+R2) 2zr[——6zz+ Vi gaz] + 2(z°~ 50%)In [i—é—;:]
1 =0
~3v (p,2) (A—25)
2 1p7 )
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