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In previous work we developed a model to predict the resistance (R_c) of ceramic targets to long rod penetration. The model was based on the cavity expansion model of Bishop, Hill, and Mott. Here we use computer simulations with the CTH code to validate our R_c model. We show that our model reproduces quite well the increase of R_c with the strength-pressure parameter, and with the cap pressure in the strength model. The increase of R_c with impact velocity predicted by the model is somewhat higher than that obtained from the simulations. We propose an explanation for this discrepancy that needs to be verified.
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Abstract—In reference 1 we developed a model to predict the resistance ($R_t$) of ceramic targets to long rod penetration. The model is based on the cavity expansion model of Bishop, Hill, and Mott. Here we use computer simulations with the CTH code to validate our $R_t$ model. We show that our model reproduces quite well the increase of $R_t$ with the strength-pressure parameter, and with the cap pressure in the strength model. The increase of $R_t$ with impact velocity predicted by the model is somewhat higher than that obtained from the simulations. We propose an explanation for this discrepancy that needs to be verified.

Introduction

In reference 1 we develop a model to predict the resistance ($R_t$, as defined in Tate’s[2] penetration model) of ceramic targets to long rod penetration. The model is based on the cavity expansion model (CEM) of Bishop, Hill and Mott. In reference 1, we assume that the strength of brittle materials (ceramics) can be represented by the material model shown in Figure 1 (taken from reference 1). The upper curve represents the fracture condition. When the state point ($Y$, $P$—where $Y$ is the equivalent shear stress and $P$ is the pressure) reaches the fracture curve, the material fractures (becomes granular) and is able to flow. The lower curve represents the flow stress condition. When the material is fractured and can flow its state point can be either below the curve (elastic response) or on it (plastic flow). The essential features of this strength model are the dependence of flow stress on pressure (known as the Mohr-Coulomb response for granular materials), and the strength drop upon fracture.

In reference 1, we apply this strength model to the CEM and obtain expressions for $R_t$. The main outcome is that $R_t$ increases with projectile velocity ($V$), which results from the pressure dependence of the flow stress. As stated in reference 1, the model needs validation, and maybe even some calibration. The crucial assumptions in the model that need validation are:
— The cylindrical CEM (which is a quasi-static model) can be applied to long rod penetration (which is a high rate dynamic process).

— The pressure field around the opening cavity is approximately homogeneous and can be represented by $P_d = \frac{1}{2} \rho_t u^2$, where $\rho_t$ is the target density and $u$ the penetration velocity.

In our view, the best way to validate the resistance model is by computer simulations. Comparing to experiments, we can never know what causes disagreements. They can be due to an inadequate material model or to the $R_t$ model, or both. Comparing to simulations, in which we use the same material model, any disagreement is due to the $R_t$ model.

We ran six simulations with the CTH code.\[4] The parameters changed were: impact velocity $v$ (1.5 and 2.5 Km/s), the slopes $\alpha_1 = \alpha_2$ (0.5 and 1), and the cap pressure $P_1 = P_2$ (10 and 4 GPa). From the results we extract $R_t$ values and compare to the model predictions. Agreement is reasonable.

In what follows, we first describe the simulations and the results obtained from them. We then compare the simulation results to model predictions, discuss the overall agreement, and indicate possible reasons for disagreement.

Simulations

Simulations were performed at SwRI with the CTH code.\[4] The projectile is a L/D = 10 tungsten alloy rod with D = 7.87 mm. The target has a depth of 254 mm and a diameter of 222 mm. In the projectile and in the target where most of the "action" takes place the cell size is 0.787 x 0.787 mm. Beyond that the target cells grow gradually by a factor of 1.022 in the radial direction and 1.018 in the longitudinal direction. The lateral
and back boundaries of the target were free boundaries. Since no detectable deformation occurred in any of the runs at either boundary, we concluded that these boundaries were virtually semi-infinite and had no effect on the penetration process. We also repeated one of the runs with a transmitting lateral boundary and got essentially the same result.

Equations of state for the projectile and target materials are those used routinely at SwRI for these materials. (Our \(R_f\) model and the Tate penetration model do not depend on equations of state.) The density of the projectile was 17.3 g/cc. The flow stress of the projectile was represented by the viscoplastic model routinely used at SwRI for tungsten alloys. It has been concluded from many previous simulations that this viscoplastic model represents a dynamic flow stress of \(Y_p = 2.0\) GPa. The density and shear modulus of the target material (99.5 alumina) were: \(\rho_t = 3.96\) g/cc, \(G = 152\) GPa. The strength model parameters used for the target were:

\[
\begin{align*}
Y_0 &= 1.5\ \text{GPa} \\
\alpha_1 &= \alpha_2 = 0.5, 1.0 \\
P_1 &= P_2 = 10.0, 4.0\ \text{GPa} \\
P_{\min} &= -0.5\ \text{GPa}
\end{align*}
\]

There were six runs as follows:

<table>
<thead>
<tr>
<th>Number</th>
<th>(V) Km/S</th>
<th>(\alpha_1, \alpha_2)</th>
<th>(P_1, P_2) GPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5</td>
<td>0.5</td>
<td>10.0</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>0.5</td>
<td>10.0</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>1.0</td>
<td>10.0</td>
</tr>
<tr>
<td>4</td>
<td>2.5</td>
<td>1.0</td>
<td>10.0</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>2.5</td>
<td>1.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

We present the results of these runs by means of penetration curves (\(p\) versus \(L\), where \(p\) is the current penetration and \(L\) the current projectile length). They are shown in Figures 2.1 to 2.6. Penetration curves include all the information needed to extract \(R_f\) values. The usual way to fit an \(R_f\) value is by running a Tate code and adjusting \(R_f\) until the final penetration depth is matched. We refer to \(R_f\) obtained in this way as "effective \(R_f\)" and denote it by \(\overline{R}_f\). Another way is to extract \(R_f\) from the slope of the penetration curve (s) where:
\[ s = - \frac{dp}{dL} = - \frac{dp}{dt} \frac{dL}{dt} = \frac{u}{v - u} \]  \hspace{1cm} (1)

By substituting \( u \) in terms of \( s \) and \( v \) into Tate's equation it follows that:
\[ R_t - Y_p = \frac{1}{2} \rho_p v^2 f(s) \]  \hspace{1cm} (2)

where:
\[ f(s) = \frac{1 - \left(\frac{s}{s_h}\right)^2}{(1 + s)^2} \]  \hspace{1cm} (3)

and \( s_h = (\rho_p/\rho_t)^{1/2} \) is the so called hydrodynamic limit. In Figures 2.1 to 2.6 we show where the slopes \( s \) are taken and the values obtained.

**Figure 2.1.** Penetration curve for run number 1.

**Figure 2.2.** Penetration curve for run number 2.
Figure 2.3. Penetration curve for run number 3.

Figure 2.4. Penetration curve for run number 4.

Figure 2.5. Penetration curve for run number 5.
We extracted \( \bar{R}_t \) values only for Cases 1 and 2 (Table 1). The final penetrations \( (p_f) \) and values obtained are given in Table 2.

\[
\begin{array}{|c|c|c|}
\hline
\text{Number} & p_f \text{ (mm)} & \bar{R}_t \text{ (GPa)} \\
\hline
1 & 80.8 & 4.63 \\
2 & 116.2 & 5.76 \\
\hline
\end{array}
\]

It should be noted that the computations were stopped when the pressure dropped to zero. This means that the actual penetrations are even somewhat larger than these \( p_f \) values (and the \( \bar{R}_t \) derived somewhat smaller). We show later that \( \bar{R}_t \) values are too low compared to the resistance model predictions and that the model predictions should be compared to \( R_t \) values extracted from the slopes \( s \). Using the slopes \( s \) shown in Figures 2.1 to 2.6 we obtain by equations 2 and 3 resistance values \( (R_t) \) for Cases 1 to 6 as given in Table 3.
Table 3
Extraction of R_t Values from Simulation Results

<table>
<thead>
<tr>
<th>Number</th>
<th>s</th>
<th>f(s)</th>
<th>R_t·Y_p (GPa)</th>
<th>R_t (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
<td>0.179</td>
<td>3.48</td>
<td>5.48</td>
</tr>
<tr>
<td>2</td>
<td>1.30</td>
<td>0.117</td>
<td>6.33</td>
<td>8.33</td>
</tr>
<tr>
<td>3</td>
<td>0.60</td>
<td>0.359</td>
<td>6.99</td>
<td>8.99</td>
</tr>
<tr>
<td>4</td>
<td>0.875</td>
<td>0.235</td>
<td>12.70</td>
<td>14.70</td>
</tr>
<tr>
<td>5</td>
<td>0.62</td>
<td>0.348</td>
<td>6.77</td>
<td>8.77</td>
</tr>
<tr>
<td>6</td>
<td>1.07</td>
<td>0.174</td>
<td>9.39</td>
<td>11.39</td>
</tr>
</tbody>
</table>

It is evident that R_t increases with impact velocity. In the next section we present the resistance model predictions for the same material parameters and compare to resistance values extracted from the simulations.

Resistance Model Predictions Compared to Simulation Results

We evaluated the resistance model expressions derived in reference 1 as a function of impact velocity v for the following parameters:

\[ \rho_p = 17.3 \text{ g/cc}, \ Y_p = 2. \text{ GPa}, \ \rho_t = 3.89 \text{ g/cc}, \ G = 152 \text{ GPa}, \ Y_o = 1.5 \text{ GPa}, \ \alpha_1, \ \alpha_2, \ P_1 \text{ and } P_2 \text{ as in Table 1. (We inadvertently used } \rho_t = 3.89 \text{ instead of } 3.96 \text{ g/cc, but in view of the minor effect on the results, less than .5% in } R_t, \text{ we did not repeat the computations.)} \]

To have a measure for differences between model predictions and simulation results we introduce the factor k in the dynamic pressure definition, namely:

\[ P_d = \frac{1}{2} k \rho_t u^2 \quad \text{(in reference 1 we used } k = 1). \]

In Figure 3 we show model predictions of R_t (V) curves for Cases 1, 2 (\(\alpha_1 = \alpha_2 = 0.5\), \(P_1 = P_2 = 10 \text{ GPa}\)) for different values of k.

The two circles (o) are the \(\bar{R}_t\) values from Table 2. The two plus (+) signs are the \(R_t\) values for Cases 1, and 2 in Table 3. We see that the \(\bar{R}_t\) values are quite low. This is because they contain the low resistance near the entrance boundary and the very low, or even zero resistance during the secondary penetration phase (see Figure 2.1). The \(R_t\) values compare more reasonably with the model predictions. We get \(k = 0.9\) and 0.6 for \(V = 1.5\) and 2.5 Km/s, respectively. Later on we try to explain why \(k\) for \(V = 2.5\) Km/s is lower than \(k\) for \(V = 1.5\) Km/s. In Figure 4 we show \(R_t\) results for Cases 1 and 2 (lower curves) and for Cases 3 and 4 (upper curves). We see that the influence of the slopes in the strength model (\(\alpha_1, \ \alpha_2\)) is reproduced reasonably well.
Figure 3. Comparison of model predictions to simulation results for Cases 1 and 2; o are $R_t$ values from Table 2. Plus signs (+) are $R_t$ values from Table 3.

Figure 4. Comparison of model predictions to simulation results. Lower curves for Cases 1 and 2. Upper curves for Cases 3 and 4. Plus signs (+) from Table 3.
In Figure 5 we show $R_t$ results for Cases 3 and 4 (upper curves) and for Cases 5 and 6 (lower curves). We see that the influence of the cap pressure ($P_1, P_2$) is reproduced reasonably well.

![Graph showing $R_t$ vs V km/s with curves for different pressures and values of $k$.](image)

Figure 5. Comparison of model predictions to simulation results. Upper curves for Cases 3 and 4. Lower curves for Cases 5 and 6. Plus signs (+) from Table 3.

For all cases, the 2.5 Km/s simulation results correspond to a lower $k$ value than that for 1.5 Km/s. One possible reason for that is the apparent decrease in resistance caused by the increase in the radial flow field at the front of the penetrating projectile head at higher velocity. Anderson, et al.[5] pointed out this effect for RHA steel. There is no reason why it should not exist for ceramic targets as well. But as $R_t$ for ceramics increases with velocity, the radial flow effect is only able to diminish this increase. Another possible reason has to do with the radial decrease of pressure. In the model we don’t include this decrease, and its influence is represented by $k$ in equation 4. We also note that the flow field is more localized at high velocity. This can be seen in Table 4, where we show the distance at which the axial velocity falls to a fraction of its peak value, normalized by the extent of the plastic zone. The value is higher at higher velocity. The localization of the flow field apparently results in a lower penetration resistance.
Table 4
Scaled Distances (Relative to Plastic Zone Extent)
for 50% and 75% Axial Velocity Decrease for Runs 1 and 2

<table>
<thead>
<tr>
<th>V (Km/s)</th>
<th>t (μs)</th>
<th>Δx 50% (Δx pl. zone)</th>
<th>Δx 75% (Δx pl. zone)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>20</td>
<td>.082</td>
<td>.124</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>.090</td>
<td>.161</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>.076</td>
<td>.168</td>
</tr>
<tr>
<td>2.5</td>
<td>10</td>
<td>.072</td>
<td>.130</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>.054</td>
<td>.103</td>
</tr>
<tr>
<td>70</td>
<td></td>
<td>.050</td>
<td>.107</td>
</tr>
</tbody>
</table>

Conclusions

In reference 1, we developed a model to predict the resistance ($R_t$) of brittle materials to long rod penetration. Assuming that the strength of brittle materials increases with pressure the model predicts that $R_t$ increases with impact velocity.

Here we validate the predictions of our model by comparing to results of computer simulations. We use the same material parameters in the model and in the simulation and are thus able to conclude about the quality of the model. We ran six simulations in which we changed the impact velocity (1.5 and 2.5 Km/s), the slope of the strength-pressure relation (0.5 and 1), and the cap pressure (10 and 4 GPa). In reference 1 we expressed the dynamic pressure as $\frac{1}{2} \rho_1 u^2$. But the pressure decreases radially. To compensate for this decrease, and also to get a measure for the extent of disagreement between model and simulation, we reran the model with the dynamic pressure replaced by $\frac{1}{2} k \rho_1 u^2$ ($k \leq 1$).

By comparing model predictions to simulation results we draw the following conclusions:

1. At 1.5 Km/s, the original model ($K = 1$) predicts $R_t$ to within 5%. This validates that the model represents the essential physical processes occurring in the simulation.
2. The model represents reasonably well the increase of $R_t$ with the slopes ($\alpha_1$, $\alpha_2$), the increase of $R_t$ with the cap pressure ($P_1$, $P_2$), and the increase of $R_t$ with impact velocity ($V$).
3. Comparing the model prediction to the true resistance ($R_t$) we get best agreement with $k = 0.8$ to 0.9 for 1.5 Km/s and $k \leq 0.6$ for 2.5 Km/s. This decrease of $k$ with velocity may be due to a radial flow field effect, or to the localization of the flow field, which is relatively faster at higher velocities. We hope to clarify this in the future.
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