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ABSTRACT

This report details the work done on developing an autoscaling system for the Low-Latitude Ionospheric Sounding Program (LLISP). The report firstly describes the performance of a number of different filtering routines for automatic cleaning of LLISP oblique ionograms. Secondly, it then presents techniques developed to automatically extract a feature vector from a filtered ionogram. A third stage uses the feature vectors to identify the prominent modes and other important features of the ionograms, and to track these modes and features as they evolve across sequences of ionograms. This work will automate the task of identifying and tracking ionospheric propagation modes in ionograms. The resulting system will be used to process current LLISP data streams to extract large volumes of significant information: this will help the understanding of ionospheric processes and can be used as input to automatic frequency management systems for communications networks.
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The Autoscaling of Oblique Ionograms

EXECUTIVE SUMMARY

The ionosphere is a region of partial ionization of the Earth's atmosphere extending from a height of about 100 km to more than 1000 km above the Earth's surface. Radio waves in the HF (High Frequency) band (roughly 3 to 30 MHz) are refracted through the ionosphere because of the presence of free electrons. The density of the refracting electrons varies with height, location above the earth, time of day, season, and intensity of solar radiation. This profile determines the propagation mode by which radio waves of a particular frequency are reflected by the ionosphere.

The reflecting property of the ionosphere mentioned above facilitates over-the-horizon communication in the HF band, but the complexity and the changing nature of the ionosphere makes the available frequencies and bandwidth difficult quantities to determine or predict. A single frequency can reach a receiver by a number of different modes which produce a distribution of time-delays from the transmitter to the receiver. Ionograms are used to determine the parameters for HF over-the-horizon communication systems. Each ionogram is a two-dimensional representation of the strength of a received test-signal for a range of frequencies and time-delays. In an oblique ionogram, the transmitter and receiver are separated by up to thousands of kilometers, and because the direct pathway from the transmitter to the receiver is obscured by the curvature of the earth, the signal reaches the receiver by bouncing off the ionosphere.

At present the information gained from this data is to a large degree qualitative: operators look at representations of individual ionograms as images and interpret interesting features in these images in terms of the underlying atmospheric physics. The sheer volume of this data, however, has saturated DSTO's capacity to make effective use of it all, creating the need for an autoscaling system that can automatically extract the salient information from raw ionograms, preferably in real time.

Thus autoscaling involves taking a raw ionogram, identifying its major features, and reducing these to a vector that usefully summarizes them. The system that is described here to do this has been developed in three overall stages. The first stage filters the raw ionograms to remove noise and enhance features, and this report describes the performance of a number of different filtering routines for automatic cleaning of ionograms. The idea behind feature extraction, the second overall stage, is to find a simple description of the traces in a symbolic form. This is achieved by finding a suitable model such that for some value of the model parameters there is a good correspondence between the shape of the trace and the shape of the model. This highlights a number of problems. Firstly, we need to choose a suitable model for the traces. Secondly, we have to find a measure of the goodness of fit and a fitting routine to determine a value of the model parameter that minimizes the measure. Lastly, we need to separate the pixels that correspond to particular traces and reduce them in number somehow because this will have a serious impact upon the overall speed of the autoscaling system (i.e., the optimization involved in fitting is the rate determining step for speed in the autoscaling system). Incorporated into the feature extraction process is a stage designed to account for broken or missing features in an ionogram. Merging is the process of reconnecting trace fragments, which clearly belong to the same propagation mode, that have become disconnected for some reason (noise, attenuation, etc.) and so have been fitted separately. Thus merging is one more step designed to move towards the ideal where one trace corresponds to one propagation mode and vice versa.
The final overall stage of the autoscaling system includes, firstly, a tracking stage that is designed to assist mode identification in circumstances where one or more of the simple modes are missing from the ionogram because of various ionospheric effects; secondly, a mode identification stage which makes use of an ionospheric model to identify the propagation modes of each trace; and lastly a measurement stage to output the desired measurements from the ionogram.

This report finishes by examining the performance of the autoscaling system against 25 ionograms that were selected by a potential user of the system.
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Chapter 1

Introduction

The ionosphere is a region of partial ionization of the Earth’s atmosphere extending from a height of about 100 km to more than 1000 km above the Earth’s surface. Radio waves in the HF (High Frequency) band (roughly 3 to 30 MHz) are refracted through the ionosphere because of the presence of free electrons. The density of the refracting electrons varies with height, location above the earth, time of day, season, and intensity of solar radiation. This profile determines the propagation mode by which radio waves of a particular frequency are reflected by the ionosphere.

Propagation Modes  The reflecting property of the ionosphere mentioned above facilitates over-the-horizon communication in the HF band, but the complexity and the changing nature of the ionosphere makes the available frequencies and bandwidth difficult quantities to determine or predict. A single frequency can reach a receiver by a number of different modes which produce a distribution of time-delays from the transmitter to the receiver. These modes can be “simple” modes, where the signal has bounced a number of times between the ground and the “F-region” of the ionosphere, where peak electron density occurs. The propagation modes may also be “complex” ones, where the signal has been reflected at some stage between less dense regions of the ionosphere and the ground, or even between the regions of the ionosphere itself.

Oblique Ionograms  Ionograms are used to determine the parameters for HF over-the-horizon communication systems. Each ionogram is a two-dimensional representation of the strength of a received test-signal for a range of frequencies and time-delays. In an oblique ionogram, the transmitter and receiver are separated by up to thousands of kilometers, and because the direct pathway from the transmitter to the receiver is obscured by the curvature of the earth, the signal reaches the receiver by bouncing off the ionosphere. A signal at a particular frequency may reach the receiver by one, or more, possible pathways corresponding to the number of times it bounced off different regions of the ionosphere before reaching the receiver. Of course, the more a signal bounces off the ionosphere, the longer it will take to reach the receiver, so differing pathways produce differing time-delays for the signal. Figure 1.1 represents the pathway of a simple 2-hop propagation mode as a signal travels from a transmitter TX to a receiver RX.

LLISP Ionograms  The oblique ionograms used here were produced under the Low-Latitude Ionospheric Sounding Program (LLISP) [1], which currently collects them as an ongoing commitment. At present the information gained from this data is to a large degree qualitative: operators look at representations of individual ionograms as images and interpret interesting features in these images in terms of the underlying atmospheric physics. The sheer volume of data from LLISP, however, has saturated DSTO’s capacity to make effective use of it all, creating the need for an autoscaling system that can automatically extract the salient information from raw ionograms, preferably in real time. This report describes the work done to produce such a system under tasks DEF 88/Ionospheric Propagation and Reception Research and ADF 93/Real Time Frequency Management for HF Communications.
Scaling and Autoscaling  Ionograms are collected at regular intervals of from 5 minutes up to an hour. The oblique ionogram, which is presented to the operator as an image, has a number of characteristic traces that correspond to the propagation modes of the signal through the ionosphere. A number of measurements are currently made manually from these ionograms, and this is called scaling. These measurements range from simple band-availability measurements, where the presence or absence of a signal received at a particular frequency is determined, to a full characterization of the propagation modes that are currently possible through the ionosphere - these quantities change from minute to minute. The goal of this project has been to automate these measurements. The approach I have taken is to apply image processing techniques to the artificial images to see what can be achieved by way of an autoscaling system.

Traces  The most prominent features in an ionogram are the traces. These are connected segments in the ionogram and reflect discrete structures and associated modes of signal propagation in the ionosphere: they are clearly visible in figure 1.2. The traces have definite physical interpretations — each trace is produced by a range of frequencies that have reached the receiver by a single mode of propagation. The ionogram and others seen latter in this report, also shows that the traces and associated modes can be obscured by noise and other effects, that they can be broken with several distinct traces being obviously associated with the one underlying structure, and that they can take quite complicated forms. Furthermore, we will see latter that traces due to more than one mode of propagation can be joined into a single complicated trace structure. Thus the primary aim of the work described here has been to isolate the most significant trace-like features, and to then perform measurements on them.

In the following discourse, if I refer to a trace as a trace structure when I want to emphasize that the trace contains signal that was received by more than one ionospheric propagation mode, and as a trace fragment or trace segment when I want to emphasize that it is only a small part of the signal received by a single propagation mode. Ideally when I use the term trace, I am referring to all the signal that corresponds to a single propagation mode and no other, and much of the processing in this autoscaling...
Figure 1.3: A typical ionogram with the information determined by an autoscaling system annotated.

Figure 1.4: The processing pyramid: each layer of the pyramid corresponds to a step in the processing scheme, where the area of the layer is represents the quantity of data at each stage.

system is to try and achieve this ideal.

The typical ionogram of figure 1.2 has been annotated with some of the sort of labels that need to be determined by the autoscaling system in figure 1.3. The propagation modes of individual traces in the ionogram, and the strengths of these modes, are used to derived parameters which characterize the ionosphere at a particular point in space and time. Therefore, in order to solve the autoscaling problem, we need to be able to separate out the traces that correspond to a particular propagation mode, and identify what that propagation mode is.

Principles of Processing Ideally an autoscaling system would produce useful quantitative summaries of ionograms by combining knowledge of the underlying ionospheric physics with well-defined requirements. Unfortunately, uncertainty about the about the contributing phenomena and the complexity of the physical models makes this approach prohibitive from both a technical and a computational perspective. Therefore the approach taken here is to produce a system that emulates the current actions of operators who manually scale visual representations of ionograms primarily by simple pattern recognition. The difficulty is, however, that while it is easy for the human eye to follow trends and extrapolate across breaks to precisely determine whether trace segments should be joined, the task is not so easy to implement as a computer algorithm.

In general terms, the steps involved in any image processing system can be represented symbolically by a pyramid (see figure 1.4). Each higher layer of the pyramid represents a successive step in the processing scheme. In each step the amount of data under consideration (represented by the area of each level of the pyramid) is reduced as it becomes increasingly more abstract. So at the first stage the
scheme manipulates all the pixels of the image, while in the final stages only derived quantities are dealt with until the desired measurements are obtained.

Thus autoscaling involves taking a raw ionogram, identifying its major features, and reducing these to a vector that usefully summarizes them. The system that is described here to do this has been developed in three overall stages. The first stage filters the raw ionograms to remove noise and enhance features, and the next chapter of this report describes the performance of a number of different filtering routines for automatic cleaning of ionograms, and evaluates their performance on the task of removing the noise from oblique ionograms. This chapter also briefly considers some of the implications of the results obtained for the further definition of the overall system.

Next, Chapters 3 and 4 reports on the second stage of the overall system which isolates each feature and finds an effective summary representation for it in a process called feature extraction. Chapter 5 details how these features are refined to account for broken and missing traces by merging features as appropriate. Mode identification and measurement stage is documented in Chapter 6 and forms the last stage of the autoscaling system. This covers tracking features as they evolve across sequences of ionograms to account for missing features. The last chapter has a performance assessment of the existing system.

**Implementation** The system is implemented under Khoros [2], a data flow visual language system for image processing that allows the user to write additional modules for special functions in the C language. The Khoros visual program for the autoscaling system is depicted in figure 1.5. Many image processing routines are available under Khoros, but the majority of the routines that comprise the autoscaling system had to be specifically written for it. The Khoros system has proven to be an excellent research platform for development of the autoscaling system in part because of the many pre-existing routines it offers. Although only one significant routine formed part of the final solution, it did allow me to eliminate those provided quickly from consideration. It is also valuable because it allows modules to be added and easily interconnected in any order and because the processing stream to be easily visualized. However, the final production version of the autoscaling system should be implemented in a manner that does not require any of Khoros, because in a production system the functionality that Khoros provides would serve no purpose and be an unnecessary burden.

**Philosophy** The terms used by ionospheric physicists to characterize an ionogram are phenomenolog- ical and descriptive — features in an ionogram are characterized in terms of the physical process that
produces them and is just as much qualitative as it is quantitative. The number and type of modes and their prominent structural features are emphasized. The result is a scaling that describes the ionogram in terms of its causes and processes rather than of what its implications are for other activities.

In contrast, communications engineers appear to be more interested in quantitative application-based descriptions, such as measures of availability of particular frequency bands. The result of this emphasis is a characterization of the ionogram in terms of its implications rather than its causes or internal structure.

In either case, gathering useful information from large numbers of ionograms is only possible if there is an automatic way of producing a useful quantitative description of each individual ionogram. It is probably much easier to produce such summary statistics for particular application-based scalings than it would be for the process-based scalings. Nevertheless, it is the more ambitious automation of the process-based scalings that has been attempted here because of its possible general application.

Musings Finally, the system presented here did not spring complete like Athena from the author's mind. Rather it is the result of many trials and discussions: in particular a number of different approaches were explored in detail and turned out to be blind alleys. A particular problem has been finding representations of traces that are robust and can be easily calculated. This is an essential practical requirement, but one that may not be reconcilable with the goal of obtaining representations whose parameters have natural interpretations in the language of atmospheric physics. Indeed the aim of this paper is not only to report the work done, but is also to get further feedback from users as to the appropriateness of the isolation and representation procedures so that they can be suitably refined in any further work. In particular, while the focus here has been on isolating and describing traces, there may be other summary statistics or descriptors that should also be produced by an autoscaling system.
Chapter 2

Filtering

The problem addressed in this chapter is the removal of "noise" from an ionogram. Noise in an ionogram is a difficult quantity to define, and the definition I have used here may need refining. As a working definition, I have defined noise to be those data points of an ionogram that clearly do not compose part of a trace or trace fragment [1]. The actual ionospheric transmission mode that corresponds to each trace or trace fragment does not affect the filtering process and so will not be considered in this chapter. Identification of the transmission mode of each trace will be made by succeeding stages of the proposed autoscaling system, and will be discussed later.

To test the various filtering procedures, I have selected four ionograms that are representative of the variety of oblique ionograms that I have observed, at least with regard to those aspects that are challenging to a filtering system. The algorithms tested here include a variety of median filters, quantile filters, contour smoothing via nonlinear diffusion, a Crimin's speckle filter, and a polynomial-fit cleaning filter. A number of other filters were tested and rejected for their poor performance; they included statistical filters based on such statistics as mean, variance, entropy and dispersion, and spatial frequency domain filtering, and convolution operations with a variety of different kernels.

A discussion of the important aspects of the four selected test ionograms follows in the next section. This is followed by an outline of the basic types of noise in imagery. Section 2.3 presents a brief introduction to the filtering algorithms, while section 2.4 describes how these algorithms were utilized in the filtering procedures. The results of the filtering procedures are presented in section 2.5; this is followed by a section of discussion and recommendations. The figures at the end of the chapter include all the test ionograms as filtered by the different procedures.

2.1 Test Ionograms

Four representative LLISP oblique ionograms were selected that had all the features I considered would be problematic for any filtering algorithm. Therefore, any filtering algorithm that performs well on these ionograms should also perform well on the majority of oblique ionograms. The four selected ionograms are shown in figures 2.1-2.4.

The first ionogram, shown in figure 2.1, has a number of ill-defined traces that are difficult to distinguish from the noise. These diffuse regions could easily be eliminated as noise by an over-enthusiastic filtering algorithm, and it is challenging to ensure that they are not removed. This ionogram has the additional problem that the traces due to one propagation mode are not completely connected.

The second ionogram in figure 2.2 presents the same difficulties as the first, along with a high level of clutter from the high adjacency of the complex-mode traces.

The third ionogram (figure 2.3) also has connectivity problems in the traces, a small number of trace fragments from complex modes, and a diffuse region at the maximum observed frequency.

The last ionogram, depicted in figure 2.4, again has connectivity problems, trace fragments, herring-bone striations, and magneto-ionic splitting (the "forked tongue" effect) in the high-angle ray of two of the simple modes.

For testing purposes, the four ionograms were filtered by hand so that only those pixels deemed to be part of the signal were present. The four hand-filtered ionograms are shown in figures 2.5-2.8.
Figure 2.1: Ionogram 1 — original.

Figure 2.2: Ionogram 2 — original.

Figure 2.3: Ionogram 3 — original.

Figure 2.4: Ionogram 4 — original.
Figure 2.5: Ionogram 1 — hand filtered.

Figure 2.6: Ionogram 2 — hand filtered.

Figure 2.7: Ionogram 3 — hand filtered.

Figure 2.8: Ionogram 4 — hand filtered.
2.2 Noise Models

There are three basic types of noise that will concern us: additive noise, multiplicative noise and impulsive noise. Additive noise is modelled by

\[ v(x, y) = u(x, y) + N(x, y) \]

where \( u(x, y) \) is the image, and \( N(x, y) \) is the noise distribution (which is commonly taken to be Gaussian and can be correlated from pixel to pixel). Multiplicative noise or speckle is modelled by

\[ v(x, y) = u(x, y) \cdot N(x, y) \]

where \( N \) is usually taken to be exponentially distributed with mean 1. The third type of noise that will interest us is called shot or impulsive noise. In this model, a collection \( S \) of the pixels of an image are selected (via some distribution) for replacement by a value which may be dictated by a second distribution. That is:

\[ v(x, y) = \begin{cases} N(x, y) & \text{if } (x, y) \in S(x, y) \\ u(x, y) & \text{otherwise.} \end{cases} \]

Again \( N \) is usually taken to have an exponential or Poisson distribution.

2.3 Algorithms

A brief description of each of the various filtering algorithms trialed on the ionogram data follows.

2.3.1 Median Filter

The median filter, a rank filter, is the simplest of the filters tested. This filter replaces each pixel in the image by the median of the pixels contained in a window around the pixel. That is,

\[ v(x, y) = \text{median}(u(x - i, y - j) : (i, j) \in W_{mn}) \]

where \( u(x, y) \) and \( v(x, y) \) are the unfiltered and filtered images, respectively, and \( W_{2k+1,2l+1} = \{-k, \ldots, 0, \ldots, k\} \times \{-l, \ldots, 0, \ldots, l\} \) for a \((2k+1) \times (2l+1)\) window. The principles of the windowing operation of a median filter is depicted in figure 2.9.

The median filter performs reasonably well on additive non-Gaussian, impulsive, and multiplicative noise.

2.3.2 Quantile Filter

The quantile filter is a straight-forward generalization of the median filter. It replaces each pixel in the image by the \( q \)-th quantile of the pixels contained in a window around the particular pixel. The quantile of a set of \( p \) values, with parameter \( q, 0 \leq q \leq 1 \), is defined to be the value that lies at position \([1 + q(n - 1)]\) in the list of values sorted in ascending order, where \([\cdot]\) denotes the rounding operation. That is,

\[ v(x, y) = \text{quantile}(u(x - i, y - j) : (i, j) \in W_{mn}) \]

where the notation is defined as above.

The quantile filter performs reasonably well on additive non-Gaussian, impulsive, and multiplicative noise when the signal is rather faint.

2.3.3 Mean Filter

The mean filter replaces each image pixel by the mean of the pixels contained in a window around the pixel, \( i.e. \),

\[ v(x, y) = \text{mean}(u(x - i, y - j) : (i, j) \in W_{mn}). \]

The mean filter is a linear filter and performs well in situations where the noise is additive Gaussian.
2.3.4 Crimin’s Speckle Filter

The Crimin’s speckle filter [3,4] is a nonlinear iterative filter based on geometric concepts, designed to reduce speckle from imagery. It has the property that narrow spines protruding from objects will be reduced, whilst wide spines are preserved. Similarly, narrow valleys are filled in whilst wide valleys are preserved.

2.3.5 Contour Smoothing via Nonlinear Diffusion

The contour smoothing algorithm tested here is a fast approximate version [5] of a nonlinear diffusion technique proposed in [6]. One iteration of the algorithm deforms the image according to the partial differential equation

$$\frac{\partial u(x,y)}{\partial t} = |\nabla u(x,y)| \nabla \cdot \left( \frac{\nabla u(x,y)}{|\nabla u(x,y)|} \right).$$

Essentially, this PDE says that the change in a particular pixel $u(x,y)$ is proportional to the product of the slope at that point and the second derivative of the image along the tangent to the gradient at $(x,y)$. In other words, sharp turns in the contours of the image will be straightened out at a rate proportional to the slope across the contours. This means that strong straight edge features will be preserved, but localized variations will be smoothed. Good speed performance is achieved in the algorithm by assuming that all contours are locally circular [5].

The locally circular assumption is utilized in the following way. Let us assume that in some neighbourhood $\mathcal{B}$ the contours are circular with centre at the origin. Then, in this neighbourhood $\mathcal{B}$, the image can be written as a circularly symmetric function

$$u(x,y) = g(\sqrt{x^2 + y^2})$$

so then

$$\frac{\partial u(x,y)}{\partial t} = |\nabla u(x,y)| \nabla \cdot \left( \frac{\nabla u(x,y)}{|\nabla u(x,y)|} \right).$$
\[ g'(\sqrt{x^2 + y^2}) \]
\[ \frac{\sqrt{x^2 + y^2}}{g'(r)} \]

\[ (2.1) \]

where \( r \) is the radius of curvature of the contour. The PDE in (2.1) has solutions \( g(t + \frac{1}{2} r^2) \). Therefore, the effect of (2.1) is to move each locally circular contour section towards its centre of curvature, reducing its radius of curvature.

The algorithm is thus implemented by estimating the centre of curvature for each pixel at every iteration. This centre of curvature is used to locate a point in the image whose value moves to the current pixel in one time step. The filtered value of the current pixel is found by a second order multinomial interpolation.

### 2.3.6 Filtering via Polynomial Fitting

This unpublished filter, developed by Whatmough [5], fits a second order multinomial in two variables to each \( 3 \times 3 \) window in the image. It assumes that the highest order coefficients of the multinomial are only influenced by noise in the image and therefore these coefficients can be used to estimate the noise in the image at each window position. The filtered value is given by a mean of the raw centre value and the window mean, weighted according to the signal and total power. This filter can thus be considered to be an adaptive mean filter.

The algorithm works in the following way. Let \( \frac{1}{\sqrt{2}}[1,1,1], \frac{1}{\sqrt{2}}[-1,0,1], \) and \( \frac{1}{\sqrt{2}}[1,-2,1] \) be the orthonormalized output of the functions \( 1, x, x^2 \) on the points \( x \in \{-1,0,1\} \). Let these three orthonormal functions be denoted by \( f_0(x), f_1(x), \) and \( f_2(x), \) respectively. Thus in 2-D, the orthonormal multinomials (up to quadratic \( \times \) quadratic) are \( f_{ij}(x,y) = f_i(x) \cdot f_j(y), \) \( x,y \in \{-1,0,1\}, \) \( i,j \in \{0,1,2\}. \)

Next, each \( 3 \times 3 \) window of the image is fitted to the second order orthonormalized multinomials just described. Therefore, a pixel \( u(x,y) \) can be written as

\[ u(x,y) = \sum_{p=0}^{2} \sum_{q=0}^{2} c_{pq} f_{pq}(x,y) \]

where

\[ c_{pq} = \frac{1}{m=-1} \sum_{n=-1}^{1} f_{pq}(m,n)u(x+m,y+n) \]

because the functions \( f_{pq}(x,y) \) form a basis.

The following assumptions are now made:

- \( c_{00} \) is proportional to the mean grey level of the image around \( (x,y) \).

- \( c_{10}, c_{01}, c_{20}, c_{11}, c_{02} \) reflect the local image detail and are also subject to noise, which is assumed to be additive Gaussian. Therefore,

\[ E(c^2_{10}) = \bar{c}^2_{10} + \sigma_n^2 \]

and similarly for \( c_{01}, c_{20}, c_{11}, c_{02}, \) where \( \bar{c}_{10} \) is the value of \( c_{10} \) with no noise, and \( \sigma_n^2 \) is the noise variance.

- \( c_{21}, c_{12}, c_{22} \) reflect only the presence of noise. Therefore,

\[ E(c^2_{21}) = E(c^2_{12}) = E(c^2_{22}) = \sigma_n^2. \]
From these assumptions, the following estimates about the non-DC component of the signal power $S$ and noise power $N$ can be made:

$$N = \frac{8}{3}(c_{21}^2 + c_{12}^2 + c_{22}^2)$$

$$S = (c_{10}^2 + c_{01}^2 + c_{20}^2 + c_{11}^2 + c_{02}^2) - \frac{5}{3}(c_{11}^2 + c_{12}^2 + c_{22}^2).$$

If $S < 0$ by the above estimate then set $S = 0$. Let the mean signal in the $3 \times 3$ window around $(x, y)$ be

$$\mu(x, y) = \frac{1}{9} \sum_{m=-1}^{1} \sum_{n=-1}^{1} u(x + m, y + n)$$

Then, in the spirit of Wiener filtering, let the new pixel value $v(x, y)$ be

$$v(x, y) = \frac{Su(x, y) + N\mu(x, y)}{S + N}$$

so that $v(x, y) \approx u(x, y)$ when $S \gg N$ and $v(x, y) \approx \mu(x, y)$ when $S \ll N$.

This algorithm seems to be a special case of the least mean squared error estimation algorithm described in [7] and is both robust and optimal [8]. The algorithm, because it is a linear regression estimation algorithm that employs normalized orthogonal basis functions, is inherently well-conditioned and will perform well even if the data is coarsely quantized (as indeed we shall see).

### 2.4 Procedures

In this section I detail how the algorithms outlined in the previous section were utilized in filtering the noise from the ionograms. The seven best procedures are reported here, and only for the best choice of window dimension, parameter values and iteration counts. Note that all ionograms were normalized to have a peak signal strength of 255 before filtering was carried out.

**Simple Median Filter**

The median filter employed had a $3 \times 3$ window, and is principally included amongst these procedures as a benchmark.

**Combined Median Filters**

The combined median filter procedure used the output of three median filters in an effort to retain more of the signal in the filter output than using a single $3 \times 3$ median filter allowed. The window width $\times$ height of these three filters were $1 \times 9$, $11 \times 1$ and $3 \times 3$. The motivating idea was that the long horizontal and vertical windows would retain more of the faint traces (along the horizontal and vertical axes) in the filter output. The results of these three filters were combined by first taking the output of the $1 \times 9$, except where it was zero in which case the value of $11 \times 1$ was used, except where it was also zero, in which case the result of the $3 \times 3$ window gave the pixel result.

**Small Quantile Filter**

A quantile filter with a $3 \times 3$ window was used with $q = 0.75$ and then the output was rescaled to 255. The value of $q = 0.75$ was visually determined to be the best for a $3 \times 3$ window.

**Larger Quantile Filter**

A quantile filter with a $5 \times 5$ window was used with $q = 0.8$ and then the output was rescaled to 255. This resulted in more smoothing and the retention of fainter structure in the filter output than in the case of the smaller quantile filter.
Mean and Speckle Filter

Two filters were used in series for this filter procedure. Firstly, a mean filter with a $3 \times 3$ window was applied to the image to smooth out the signal and then the output was rescaled to 255. Then, to remove the speckle noise, a Crimin's speckle filter was applied to the image for one iteration. Finally, to remove noise residual from the background, all values below 20 were clipped from the ionogram.

Convolution and Contour Smoothing

Two filters were used in series for this filter procedure. Firstly, the image was convolved with a circle of diameter 5 to reduce the shot noise in the ionogram. Next, after rescaled to 255, the ionogram was filtered for 10 iterations using the contour smoothing filter. Finally, to clean up the background, all values below 10 were clipped from the image.

Polynomial-Fit Filtering

The polynomial-fit cleaning filter was applied to the ionogram for 10 iterations and the background cleaned by clipping all values below 20 after first being rescaled to 255.

2.5 Results

Eight separate statistics were gathered for each of the seven procedures on all four test ionograms. These statistics were

1. The percentage of signal pixels accepted by the filtering procedure, as measured against the hand filtered ionograms.

2. The percentage of noise pixels rejected from the ionogram by the filtering procedure.

3. The percentage of the background pixels (a zero value in the original image) that became signal pixel in the filtered ionogram. This is indicative of the amount of smoothing carried out by the filtering procedure.

   The following statistics are of lesser interest. They were gathered mainly as a "sanity check" on the filter output to ensure that nothing pathological had happened. A small value in each of these tests indicates a good result.

4. The magnitude decrease (as a percentage) in those signal pixels which have a filtered value less than the original.

5. The magnitude increase (as a percentage) in those signal pixels which have a filtered value greater than the original.

6. The magnitude decrease (as a percentage) in those noise pixels which have a filtered value less than the original.

7. The magnitude decrease (as a percentage) in those noise pixels which have a filtered value greater than the original.

8. The amount that the background pixels have increased in magnitude, expressed as a percentage of the summed magnitude of the true signal pixels. This statistic will also be indicative of the amount of smoothing in the filtered ionogram.

The results of the seven filtering procedures are reported in table 2.1.
### Table 2.1: Filter Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3 median</td>
<td>1</td>
<td>60.26</td>
<td>99.83</td>
<td>0.09</td>
<td>0.22</td>
<td>0.05</td>
<td>0.61</td>
<td>0.00</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>60.09</td>
<td>99.30</td>
<td>0.27</td>
<td>0.14</td>
<td>0.04</td>
<td>0.28</td>
<td>0.00</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>76.13</td>
<td>99.61</td>
<td>0.19</td>
<td>0.62</td>
<td>0.10</td>
<td>1.31</td>
<td>0.00</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>73.83</td>
<td>99.82</td>
<td>0.26</td>
<td>0.30</td>
<td>0.11</td>
<td>0.64</td>
<td>0.00</td>
<td>0.45</td>
</tr>
<tr>
<td>Combined median</td>
<td>1</td>
<td>73.11</td>
<td>99.76</td>
<td>0.15</td>
<td>0.08</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>81.71</td>
<td>96.08</td>
<td>0.65</td>
<td>0.19</td>
<td>0.05</td>
<td>0.26</td>
<td>0.00</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>87.05</td>
<td>98.09</td>
<td>0.32</td>
<td>0.45</td>
<td>0.10</td>
<td>1.18</td>
<td>0.00</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>85.09</td>
<td>98.89</td>
<td>0.42</td>
<td>0.30</td>
<td>0.09</td>
<td>0.65</td>
<td>0.00</td>
<td>0.79</td>
</tr>
<tr>
<td>Quantile 3x3</td>
<td>1</td>
<td>82.39</td>
<td>92.73</td>
<td>0.44</td>
<td>0.18</td>
<td>0.10</td>
<td>0.58</td>
<td>0.00</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>90.21</td>
<td>84.09</td>
<td>1.35</td>
<td>0.04</td>
<td>0.38</td>
<td>0.23</td>
<td>0.00</td>
<td>4.04</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.37</td>
<td>88.06</td>
<td>0.84</td>
<td>0.64</td>
<td>1.19</td>
<td>2.31</td>
<td>0.21</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>90.42</td>
<td>91.03</td>
<td>0.94</td>
<td>0.11</td>
<td>0.70</td>
<td>0.92</td>
<td>0.04</td>
<td>2.38</td>
</tr>
<tr>
<td>Quantile 5x5</td>
<td>1</td>
<td>80.53</td>
<td>90.63</td>
<td>0.50</td>
<td>0.13</td>
<td>0.16</td>
<td>0.61</td>
<td>0.00</td>
<td>3.94</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>88.92</td>
<td>96.02</td>
<td>2.05</td>
<td>0.05</td>
<td>0.50</td>
<td>0.26</td>
<td>0.00</td>
<td>8.56</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91.61</td>
<td>97.66</td>
<td>1.15</td>
<td>0.36</td>
<td>1.58</td>
<td>2.63</td>
<td>0.13</td>
<td>8.04</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>91.72</td>
<td>98.71</td>
<td>1.33</td>
<td>0.06</td>
<td>0.87</td>
<td>0.79</td>
<td>0.05</td>
<td>2.70</td>
</tr>
<tr>
<td>Mean 3x3</td>
<td>1</td>
<td>94.35</td>
<td>61.81</td>
<td>1.80</td>
<td>0.28</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>3.57</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>96.33</td>
<td>85.54</td>
<td>2.28</td>
<td>0.88</td>
<td>0.08</td>
<td>0.90</td>
<td>0.00</td>
<td>5.00</td>
</tr>
<tr>
<td>+ speckle</td>
<td>3</td>
<td>97.45</td>
<td>66.27</td>
<td>1.73</td>
<td>2.09</td>
<td>0.64</td>
<td>3.24</td>
<td>0.00</td>
<td>5.64</td>
</tr>
<tr>
<td>+ clipping</td>
<td>4</td>
<td>97.06</td>
<td>85.21</td>
<td>1.64</td>
<td>0.91</td>
<td>0.17</td>
<td>1.12</td>
<td>0.00</td>
<td>2.72</td>
</tr>
<tr>
<td>Convolution w. circle</td>
<td>1</td>
<td>91.49</td>
<td>94.66</td>
<td>1.36</td>
<td>0.29</td>
<td>0.00</td>
<td>0.61</td>
<td>0.00</td>
<td>4.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>95.37</td>
<td>92.85</td>
<td>3.88</td>
<td>1.28</td>
<td>0.11</td>
<td>2.70</td>
<td>0.00</td>
<td>8.77</td>
</tr>
<tr>
<td>+ contour</td>
<td>3</td>
<td>93.82</td>
<td>91.19</td>
<td>2.00</td>
<td>4.70</td>
<td>0.81</td>
<td>10.53</td>
<td>0.00</td>
<td>8.03</td>
</tr>
<tr>
<td>smoothing</td>
<td>4</td>
<td>94.13</td>
<td>94.54</td>
<td>1.74</td>
<td>1.59</td>
<td>0.36</td>
<td>3.16</td>
<td>0.00</td>
<td>4.18</td>
</tr>
<tr>
<td>Polynomial-fit</td>
<td>1</td>
<td>88.59</td>
<td>89.35</td>
<td>0.69</td>
<td>0.28</td>
<td>0.00</td>
<td>0.61</td>
<td>0.00</td>
<td>1.74</td>
</tr>
<tr>
<td>cleaning</td>
<td>2</td>
<td>94.52</td>
<td>94.68</td>
<td>1.91</td>
<td>0.27</td>
<td>0.18</td>
<td>0.37</td>
<td>0.00</td>
<td>4.11</td>
</tr>
<tr>
<td>+ clipping</td>
<td>3</td>
<td>95.41</td>
<td>90.23</td>
<td>1.08</td>
<td>1.57</td>
<td>0.89</td>
<td>2.72</td>
<td>0.00</td>
<td>4.37</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>95.58</td>
<td>96.31</td>
<td>1.27</td>
<td>0.71</td>
<td>0.26</td>
<td>0.89</td>
<td>0.00</td>
<td>2.05</td>
</tr>
</tbody>
</table>

### 2.6 Discussion and Recommendations

#### 2.6.1 Objective Comments

By the quantitative results in table 2.1, the best performer is the convolution/contour smoothing procedure. The polynomial-fit filtering with clipping procedure is not quite as good a performer but is faster in execution. If speed is critical, the 5×5 quantile filter performs nearly as well with a very fast execution time.

Both the 5×5 quantile filter and the convolution/contour smoothing procedure have a high smoothing property as indicated by the higher values of the background magnitude increase percentages, and this is borne out when one examines figures 2.23–2.26 and figures 2.31–2.34. The best performer, the convolution/contour smoothing procedure, has some decrease in the signal magnitude (particularly on ionogram 3 at 4.70%), but this is not a problem when compared with the much larger noise magnitude decrease. None of the techniques trialed display any notable increase in the magnitude of the noise still present after filtering.

The 28 filter results are presented in figures 2.11–2.38 in the appendix. Note that the printing process has emphasized the low-valued pixels so that the noise background appears stronger than its actual magnitude.

A number of further observations can be made after examining the filter outputs in figures 2.11–2.38:

- The median filter is over-enthusiastic at removing noise. It leaves the traces very fragmented.
- The combined median filter leaves a number of vertical and horizontal artifacts.
- The smoothing in the 5×5 quantile filter is much higher than in the 3×3. For this reason one may argue that the 3×3 better reflects reality, depending on the resolution of the trace-truth problem.
- The polynomial-fit cleaning procedure is the second-best performer by table 2.1 and has a low level of smoothing in figures 2.35–2.38.
2.6.2 Chosen Filter

In addition to the quantitative tests of table 2.1, there are two issues hinted at above in the objective comments that have dictated the final choice of filtering procedure for the autoscaling system. Firstly, the autoscaling system must process many ionograms and needs to be as fast as is reasonable, and for this reason the convolution/contour smoothing algorithm is an undesirable choice. Secondly, I have noted that any filtering procedure that produces a lot of smoothing in the ionogram is more likely to erroneously connect traces segments that should not be connected (i.e., those that are due to different propagation modes). This is important, because in the next processing stage of the autoscaling system, the feature extraction stage, traces are defined to be contiguous regions of connected pixels. The polynomial-fit cleaning procedure is a good compromise solution for all these problems: it is the second-best performer by table 2.1; it is reasonably fast, although not as fast as the quantile filter; and qualitatively it has an acceptable level of smoothing which is lower than that of the convolution/contour smoothing procedure.

2.6.3 Issues of Interpretation

During the process of hand-filtering, all pixels in the region of what appeared to be trace fragments were assumed to be signal and were left untouched. This will not be true if multiplicative or additive noise is present. A more precise assessment by an expert of noise and signal would be helpful. For example, in [1] it is noted that the herring-bone striations are an artifact of the method of ionogram formation. Is, then, the true ionogram trace a smooth ridge formed by trimming off the striations or is the true trace a thickened ridge formed by smoothing out the energy in the striations along the ridge? Accurate measurements will require these questions to be resolved. It seems however, that this is a very ill-defined problem.

It may well be that an expert assessment would dictate a different choice of winning filtering algorithm than the one I have chosen based on the quantitative results of table 2.1. For example, it may be that figures 2.31–2.34 indicate too much smoothing, resulting in traces that are broader than reality. This problem may be suitably titled the trace-truth problem by analogy with the ground-truth problem of Remote Sensing.

Using my own assessment of “truth” (that portion of the ionogram deemed to be signal) we can examine the noise and signal distributions. An examination of the distributions histograms in figure 2.10 reveals the following. Firstly, it is clear that the ionograms are highly quantized. Secondly, this quantization along with dynamic range control has produced a pronounced lack of signal below about 80 in the histogram of the original ionogram resulting in an apparent thresholding of the ionogram. (Note that the threshold of 80 here will not reflect the level at which the ionogram signal was actually thresholded at because I have rescaled the ionogram.) These two limitations on the ionogram data I have would make it difficult to assess what noise model would be most appropriate, but it seems clear that it is dominated by some form of impulsive noise.

It would be advantageous to have ionogram data for processing that has a finer quantization and a larger dynamic range for the following reasons. Firstly, background noise of the type that has been removed by the present analogue to digital conversion process would still not present a problem to any of the noise filtering algorithms I have discussed. Secondly, thresholding is fine for presentation to a human operator, and in some sense I have been forced to do it here (along with rescaling) to assess the performance of the various filters, but it is really premature to do any thresholding and rescaling before the feature detection stage. This would ensure better preservation of information for the feature detection algorithms.
Figure 2.10: The histogram plots of ionogram 1, the hand-filtered version of ionogram 1, and the noise in ionogram 1 based on the hand-filtered signal.
Figure 2.11: Ionogram 1 — filtered by $3 \times 3$ median filter.

Figure 2.12: Ionogram 2 — filtered by $3 \times 3$ median filter.

Figure 2.13: Ionogram 3 — filtered by $3 \times 3$ median filter.

Figure 2.14: Ionogram 4 — filtered by $3 \times 3$ median filter.
Figure 2.15: Ionogram 1 — filtered by combined median filters.

Figure 2.16: Ionogram 2 — filtered by combined median filters.

Figure 2.17: Ionogram 3 — filtered by combined median filters.

Figure 2.18: Ionogram 4 — filtered by combined median filters.
Figure 2.19: Ionogram 1 — filtered by $3 \times 3$ quantile filter with $q = 0.75$.

Figure 2.20: Ionogram 2 — filtered by $3 \times 3$ quantile filter with $q = 0.75$.

Figure 2.21: Ionogram 3 — filtered by $3 \times 3$ quantile filter with $q = 0.75$.

Figure 2.22: Ionogram 4 — filtered by $3 \times 3$ quantile filter with $q = 0.75$. 
Figure 2.23: Ionogram 1 — filtered by $5 \times 5$ quantile filter with $q = 0.8$.

Figure 2.24: Ionogram 2 — filtered by $5 \times 5$ quantile filter with $q = 0.8$.

Figure 2.25: Ionogram 3 — filtered by $5 \times 5$ quantile filter with $q = 0.8$.

Figure 2.26: Ionogram 4 — filtered by $5 \times 5$ quantile filter with $q = 0.8$.
Figure 2.27: Ionogram 1 — filtered by mean and speckle filters.

Figure 2.28: Ionogram 2 — filtered by mean and speckle filters.

Figure 2.29: Ionogram 3 — filtered by mean and speckle filters.

Figure 2.30: Ionogram 4 — filtered by mean and speckle filters.
Figure 2.31: Ionogram 1 — filtered by convolution with a circle of diameter 5 and then with a contour smoothing filter.

Figure 2.32: Ionogram 2 — filtered by convolution with a circle of diameter 5 and then with a contour smoothing filter.

Figure 2.33: Ionogram 3 — filtered by convolution with a circle of diameter 5 and then with a contour smoothing filter.

Figure 2.34: Ionogram 4 — filtered by convolution with a circle of diameter 5 and then with a contour smoothing filter.
Figure 2.35: Ionogram 1 — filtered by polynomial-fit cleaning filter.

Figure 2.36: Ionogram 2 — filtered by polynomial-fit cleaning filter.

Figure 2.37: Ionogram 3 — filtered by polynomial-fit cleaning filter.

Figure 2.38: Ionogram 4 — filtered by polynomial-fit cleaning filter.
Chapter 3

Feature Extraction: Data Reduction

The most prominent features in an ionogram are the traces. These are connected segments in the ionogram and reflect discrete structures and associated modes of signal propagation in the ionosphere; they are clearly visible in figures 2.1–2.4. (Connectivity is defined here to be 8-connectivity, i.e., a pixel may be connected to any of its 8 nearest neighbours including the diagonals). These figures also show, however, that the traces and associated modes can be obscured by noise or other effects, that they can be broken with several distinct traces being obviously associated with the one underlying structure, and that they can take quite complicated forms. Thus the primary aim of the work described in this chapter has been to separate the significant trace shapes so that latter stages can use them to compute feature vectors that summarize trace location and extent for each important propagation mode.

There are two assumptions in dealing with an ionogram as a collection of distinct traces, where traces are defined to be a contiguous area of connected pixels. The first assumption is that a trace will be the product of a single ionspheric propagation mode. Secondly I assume that for each possible propagation mode, there is at most one trace that corresponds to it. Of course, these simplistic assumptions are commonly violated in ionograms, and a number of steps have been incorporated into the autoscaling system to try and cope with these eventualities. The first assumption can be violated when traces are erroneously connected, and the branch selection stage that is discussed in this chapter tries to address this problem. The merging stage, to be discussed in a latter chapter, is designed to deal with those situations where a trace is cut into disconnected segments, breaking the second assumption. In this way we will approach the ideal where all the signal that corresponds to a single propagation mode and no other has been isolated into a single trace of the ionogram. Remember that I will refer to a trace as a trace structure when I want to emphasize that the trace contains signal that was received by more than one ionspheric propagation mode, and as a trace fragment or trace segment when I want to emphasize that it is only a small part of the signal received by a single propagation mode.

The idea behind feature extraction is to find a simple description of the traces in a symbolic form. This is achieved by finding a suitable model such that for some value of the model parameters there is a good correspondence between the shape of the trace and the shape of the model. This is represented in figure 3.1. This highlights a number of problems. Firstly, we need to choose a suitable model for the traces. Secondly, we have to find a measure of the goodness of fit and a fitting routine to determine a value of the model parameter that minimizes the measure. Lastly, we need to separate the pixels that correspond to particular traces and reduce them in number somehow because this will have a serious impact upon the overall speed of the autoscaling system (i.e., the optimization involved in fitting is the rate determining step for speed in the autoscaling system). The last problem, fitting, is our concern in this chapter — the others will be dealt with in successive chapters.

The structure of the complete feature extraction stage is summarized in figure 3.2, which shows the individual steps of the feature extraction process developed for the autoscaling system. The input is a clean ionogram produced by filtering via the polynomial fitting process presented in the previous chapter. The filtered image is firstly treated to a simple step that normalizes the ionogram and then sets all the pixel values below a certain level to zero. This step is performed because of the significant amount of low level noise that still remains in the ionogram after filtering that can interfere and slow down later stages.

The second step takes the grey-valued filtered image and, in a process called thinning, produces a
skeleton that captures the shape of the traces in a single pixel wide line. The next stage, *trimming*, removes artifacts left by the thinning process. These stages are to reduce the amount of data under consideration.

Lastly, the thinned and trimmed traces are fitted with parameterized curves. The final feature vectors consist of the parameters describing the best fitting curve along with entries giving the start and finish of the trace. The status of an example ionogram at each stage of feature extraction is shown in figure 3.3.

The next sections of this chapter describe in detail the algorithms used to carry out each of these steps, up to and including the trimming stage.

### 3.1 Test Data

The same four representative LLISP oblique ionograms that were selected for testing filtering algorithms in the previous chapter are used again here: they are shown in figures 2.1–2.4. The traces they contain are a good selection of the types observed in practice. Thus I will use them as a representative set of traces here to report the feature extraction results in a manageable way. (Chapter 7 will present the results of the autoscaling system upon pathological cases.) Nevertheless a caveat should be mentioned. That is, trimming and fitting require certain parameters to be specified. These should be chosen to coincide with natural cut-off points that are apparent in appropriate statistics compiled over all ionograms. As the data set used here is quite small, the values determined from this data set may need to be revised in practice. These parameters, where they exist, will be indicated plainly in the following discussion.

### 3.2 Zeroing Pixels

Firstly, the dynamic range of the filtered pixel values is stretched so that the maximum pixel value in each ionogram is 255 — this is called normalization. This ensures that the threshold used in the next step is always in constant proportion with the maximum signal level. The normalized filtered image is then treated to a simple step that sets all the pixel values below a certain level to zero. The histogram in figure 3.4 depicts the distribution of pixel values for the four filtered test ionograms. The histogram does not show any obvious break or gap indicating a likely separation between noise and signal, but usually those pixels with a magnitude of 20 or less seem to contribute little to the signal of the traces. Indeed,
when these low level pixel values are zeroed out, the result of the thinning stage to follow contains considerably less structures which are due to the presence of noise.

3.3 Thinning

The aim of thinning is to reduce each trace to a smaller collection of pixels that still effectively characterize its shape. At the same time the process must preserve the trace's significant features to assist future processing stages. Thinning was chosen since traces are basically line-like objects whose thicknesses are essentially irrelevant to the problem of recognizing it and identifying its associated mode. (Nevertheless, strength and thickness are, of course, important to the problem of determining the bandwidth of any available frequency channel, but we are not concerned at this stage about making these measurements). Therefore thinned traces, which have been transformed from a broad but line-like object many pixels wide to just a single pixel wide skeleton, should retain all the information necessary to recognize modes. At the same time a lot of spurious information should have been removed.

In summary, thinning reduces the amount of data to be considered while preserving a fundamental shape, or skeleton, that is topologically similar to the original trace. Thus thinning is also known as skeletonization, or alternatively as the medial axis transform.

Traditionally, thinning is performed on binary-valued images, and consequently is requires that the ionogram be converted into a binary-valued form. This process will be discussed in a moment. Originally, the thinning stage employed in the autoscaling system was a binary-valued one [9]. However, using an idea by Roughan [10], the binary thinning routine can be simply modified to achieve a good grey-scale thinning algorithm, as we will consider in a moment.

Firstly, though, let us consider binary-thinning, and consequently thresholding which must precede it.

3.3.1 Thresholding

Thresholding is a simple algorithm that converts the filtered ionogram to a binary-valued pixel image.
Figure 3.3: One test ionogram at each stage of the feature extraction process.
All pixel values equal to or above a certain threshold are set to one in the output, and all those below are set to zero. This step is necessary because binary thinning algorithms are designed only to deal with binary-valued data. Because we have zeroed all the pixels below a certain level in the previous step described in Section 3.2, we have in effect decided that every pixel value above this level is relevant for further processing. Therefore, the obvious value for the threshold is a value of one so that every non-zero pixel is retained in the binary-valued pixel image.

### 3.3.2 Binary Thinning

Binary thinning can be achieved in two general ways [11]. The first approach is based on the fundamental definition of a skeleton as points that are in some sense far from the boundaries. Thus the skeleton of an image can be computed by determining the closest boundary point to every point in an object. If a point is closest to more than one boundary point, then it is included in the skeleton. Figure 3.5 shows the skeleton of a rectangle and how it can be computed by this approach.

This direct approach, however, has two drawbacks. First, it requires each connected component in the image to be identified and processed separately; second, it is computationally intensive. A more efficient approach is to successively delete the edge points of regions until the thinned line is achieved. Edge-point erosion can be effectively carried out by repeatedly traversing the image with a 3×3 window. Erosion in each window is performed according to a set of rules to ensure three things: first, end points must not be removed; second, connectedness must be preserved; and third, excessive erosion of regions must not occur [11]. As the approach uses only local operations, it is computationally efficient and does not require prior segmentation of the image into separate regions.

The algorithm used here is due to Zhang and Suen [11,12], and involves successive passes of two basic edge erosion operations. It assumes that the image is binary-valued, and proceeds by labelling pixels in the 3×3 window according to the following regime:

<table>
<thead>
<tr>
<th>$p_0$</th>
<th>$p_2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_8$</td>
<td>$p_1$</td>
<td>$p_4$</td>
</tr>
<tr>
<td>$p_7$</td>
<td>$p_5$</td>
<td>$p_0$</td>
</tr>
</tbody>
</table>

Two measures of the neighbourhood of the pixel $p_1$ are used: the first, denoted by $N(p_1)$, indicates the number of nonzero pixels $p_2, p_3, \ldots, p_8$; the second, $S(p_1)$, indicates the number of 0→1 transitions in the ordered sequence $p_2, p_3, \ldots, p_8$.

The first erosion operator flags a pixel for deletion if the following conditions are met:

1. $2 \leq N(p_1) \leq 6$
2. $S(p_1) = 1$
3. $p_2 \cdot p_4 \cdot p_8 = 0$
4. $p_4 \cdot p_6 \cdot p_8 = 0$

Flagged pixels are deleted only at the end of a complete pass through the entire image by the operator. The first condition ensures that an end-point of a thinned line is not deleted (corresponding to the case when $N(p_1) = 1$) and that regions are not eroded (corresponding to the case when $N(p_1) \geq 7$). The second condition is violated when the window contains a line that is only one pixel wide, and so ensures that a thinned line is not broken by the thinning procedure. The conditions $p_2 \cdot p_4 \cdot p_6 = 0$ and $p_4 \cdot p_6 \cdot p_8 = 0$ will be satisfied whenever the pixels $p_2, p_4, p_6, p_8$ are in any configuration except the following:

\[
\begin{array}{|c|c|}
\hline
1 & 1 \\
\hline
1 & 0 \\
\hline
1 & 0 \\
\hline
1 & 1 \\
\hline
\end{array}
\]

and so any pixel $p_1$ with such neighbours will not be deleted.

The second pass is very similar to the first and marks pixels for deletion that satisfy the following:

1. $2 \leq N(p_1) \leq 6$
2. $S(p_1) = 1$
3. $p_2 \cdot p_4 \cdot p_8 = 0$
4. $p_2 \cdot p_6 \cdot p_8 = 0$

Once again, flagged pixels are deleted only at the end of a complete pass through the entire image. The conditions $p_2 \cdot p_4 \cdot p_8 = 0$ and $p_2 \cdot p_6 \cdot p_8 = 0$ will be satisfied whenever the pixels $p_2, p_4, p_6, p_8$ are in any configuration except the following:

\[
\begin{array}{|c|c|}
\hline
0 & 1 \\
\hline
1 & 1 \\
\hline
1 & 0 \\
\hline
1 & 1 \\
\hline
\end{array}
\]
and so any pixel $p_1$ with such neighbours will not be deleted.

The first and second passes are repeated alternatively until no more pixels can be removed. Once this stage is reached, one last cleanup removes any unnecessary corner pixels from the thinned lines [13]. This is carried out in a single pass across the image by a third $3 \times 3$ window that looks for pixels satisfying the following condition

$$p_2 \cdot p_4 \cdot p_7 \lor p_4 \cdot p_6 \cdot p_9 \lor p_6 \cdot p_8 \cdot p_9 \lor p_2 \cdot p_8 \cdot p_9 = 1.$$ 

This condition ensures that all pixels $p_1$ with neighbours in any of the following configurations

$$
\begin{array}{ccc}
\begin{array}{ccc}
0 & 0 & 0 \\
1 & 0 & 1 \\
1 & 1 & 1 \\
\end{array}
& \\
\begin{array}{ccc}
1 & 0 & 0 \\
1 & 0 & 1 \\
1 & 0 & 0 \\
\end{array}
& \\
\begin{array}{ccc}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
\end{array}
& \\
\begin{array}{ccc}
1 & 1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 0 \\
\end{array}
& \\
\end{array}

will be deleted.

For more details on the complete thinning algorithm, see the pseudo-code below in algorithm 1.

**Algorithm 1**

1. % pass one
2. for each row
3.   for each column
4.     place window
5.     if $p_1 = 0$ continue
6.     end if
7.     if $2 \leq N(p_1) \leq 6$ and $S(p_1) = 1$
8.       if $\bar{p}_4$ or $\bar{p}_6$ or $\bar{p}_8$ or $\bar{p}_2 \cdot \bar{p}_9$
9.         mark for deletion
10.     end if
11.     end if
12. end for
13. end for
14. delete marked pixels
15. % pass two
16. for each row
17.   for each column
18.     place window
19.     if $p_1 = 0$ continue
20.     end if
21.     if $2 \leq N(p_1) \leq 6$ and $S(p_1) = 1$
22.       if $\bar{p}_4$ or $\bar{p}_6$ or $\bar{p}_8$ or $\bar{p}_2 \cdot \bar{p}_9$
23.         mark for deletion
24.     end if
25.     end if
26. end for
27. end for
28. delete marked pixels
Figure 3.6: A comparison of the binary thinning routine I originally proposed to use for the autoscaling system against the new grey-scale approach. Note that the trace and its two skeletons are lined up vertically, and that the binary thinning routine has not produced a skeleton that passes through the high intensity region of the trace around the nose.

```plaintext
until no deletions
  % remove corner points
  for each row
    for each column
      if p2 \cdot p4 \cdot p7 or p4 \cdot p6 \cdot p9 or p6 \cdot p8 \cdot p5 or p2 \cdot p8 \cdot p5
        delete pixel
    end if
  end for
end for
```

3.3.3 Grey-Scale Thinning

The binary thinning approach has problems in its treatment of the traces in an ionogram, and this can be seen in figure 3.6. In this example, which depicts an enlargement of a trace around the junction frequency, we can see how the binary thinning approach has failed to correctly capture the true shape of the trace because it has failed to track the trace around the nose along the high intensity ridge-top. This is because in binary thinning all information about the intensity of any pixel is not utilized, and consequently we need to consider a grey-scale thinning algorithm.

A method to generalize binary-thinning algorithms to give grey-scale thinning is presented in [10]. This is simply achieved in the following way. Firstly, a set of thresholds \( t_i : i = 1, ..., N \) are chosen such that \( t_i < t_{i+1}, i = 1, ..., N - 1 \) and \( t_N = 255 \), where 255 is the largest pixel intensity in the image because of the normalization already performed on the ionogram. Next, a series of binary thinnings are performed according to algorithm 1 above (or indeed, any other binary thinning routine will also serve) with the additional condition that for the \( i \)-th application of the routine a pixel is only removed if its intensity lies in \( [0, t_i] \). That is, on the first application, in the edge erosion operators in the first and second pass only flag a pixel \( p_1 \) for removal if its intensity \( I(p_1) \) satisfies \( I(p_1) \in [0, t_1] \) in addition
to the four conditions already presented for each pass, and so on until the modified binary thinning routine has been applied \(N\) times and no more pixels can be removed. This process has been represented diagrammatically in figure 3.7.

The only matter that needs to be settled now is the manner in which we select the thresholds \(\{t_i : i = 1, \ldots, N\}\), and their number \(N\). This has been achieved using an automatic threshold selection algorithm due to Whatmough [14]. Essentially, this algorithm firstly places a convex hull over the log of the histogram of pixel intensities in the ionogram. Then, the algorithm seeks to minimize the area (actually, the exponential of the area) between the convex hull and the histogram in the following way. Think of the convex hull of the log histogram as a rubber band stretched tight across the log histogram and tied to the \(x\)-axis at the origin and 255, the maximum pixel intensity (see figure 3.8(a)). Then, imagine that a number of weights (up to the maximum \(N\)) are suspended on strings from the rubber band at particular intensities so that the rubber band is weighted down until it hits the log histogram at that particular intensity without moving laterally (see figure 3.8(b)). This will have produced a reduction in the exponential area between the rubber band and the log histogram. The final threshold values are determined by a dynamic programming procedure that adjusts the position in intensity and number (up to \(N\)) of the thresholds until a minimum exponential area is achieved between the rubber band and the log histogram.

The next matter to consider in the automatic threshold selection is how many thresholds \(N\) are necessary. Figure 3.9 shows the results of using 6 versus 16. Note that in the case of 16 levels, the grey-scale thinning procedure has done a slightly better job of following the high intensity regions of the separated \(x\) and \(o\)-ray. Qualitatively, it was found that 16 levels produced a noticeable improvement over a smaller number of levels, whilst more than this number did not seem to have appreciable effect. This is not surprising when one considers the quantized nature of the pixel intensity of LLISP ionograms (see figure 2.10). Therefore a maximum of 16 levels was settled upon for the grey-scale thinning of LLISP ionograms using automatic threshold selection.

The four grey-scale thinned ionograms produced by applying this algorithm are shown in figures 3.22–3.25.
Figure 3.8: Automatic threshold selection via the exponential hull method.

Figure 3.9: A comparison of the effects of using different numbers of levels in the grey-scale thinning algorithm.
A Faster Grey-Scale Thinning

The time required to produce a grey-scale skeleton by the approach presented above could become significant, particularly in the case of 16 levels as is used here, if one needs to obtain the fastest possible autoscaling system. Therefore the following ideas, which are an original extension of Roughan's scheme for generalizing binary thinning algorithms to produce grey-scale skeletons [10] would be worthwhile implementing. They are similar in some regards to the grey-scale thinning algorithm of [15].

Consider what would happen if the number of levels in the grey-scale thinning algorithm above was increased until it equaled the number of grey levels in the image, which in our case is 255. If this were to occur, the values of the set of thresholds \( \{ t_i : i = 1, \ldots, N \} \), where \( N = 255 \), would be obvious and natural, so that no information in the grey levels of the image was lost. However, the cost of repeatedly applying what is effectively a binary thinning algorithm would be prohibitive.

We can produce the same result by a much speedier approach in the following way. In the grey-scale algorithm above we perform a number of loops across the entire image (the same in number as a single application of a binary thinning algorithm) \( N \) times. Instead, we can consider the image as a list of pixels in ascending order of their pixel intensities. All we have to do is look at the beginning of our list for pixels \( p \) such that \( I(p) \in [0, t_1] \) which might satisfy the erosion conditions instead of searching through the entire image. All such pixels are considered before removal in the usual manner using two passes until no more can be marked for deletion as before. Then the pixels of the next highest unit of intensity are considered on their own: if none are marked for deletion, then move on to the next highest intensity. If some have been marked for deletion, then re-consider all the pixels of lower intensity, because a higher pixel's removal may free up a lower one for deletion. This process is repeated until pixels of the highest intensity have been considered. These tests could be made very fast by various book-keeping data structures. In this way, the repeated looping through the ionogram is avoided using an ordered list of pixel intensities that combines a pointer to the pixel's location in the ionogram.

3.4 Trimming

The thinned ionograms in figures 3.22-3.25 still contain two particular types of unwanted rubbish. First, there are a number of small isolated lines that are due to noise that were not removed by filtering. Second, a lot of small “spines” occur along the major thinned lines. Obviously, the removal of these artifacts would greatly improve the quality of the thinned ionograms. This can be done by the rather straightforward process of trimming.

Trimming starts from the assumption that the longer a thinned line is, the more likely it is to be significant (i.e., a portion of a thinned trace) rather than inconsequential (a spine or thinned noise). Therefore, if lines or spines are shorter than a certain critical threshold, they should be removed.

Some definitions are needed to express this process precisely. A thinned ionogram is said to be composed of branches, which are caused by noise, spines, or the thinning of true traces. The end-points of a branch are called vertices and are at the end of a line or a junction of two or more branches. They are pixels that have three or more neighbours or only one neighbouring pixel. The major branches are those branches that contribute to the representation of the essential trend or shape of the ionogram trace — that portion that a human can clearly detect is relevant at a glance. All other branches are termed minor branches, some of which are spines and are an artifact of thinning, or spurious because they do not contribute to the representation of the important details of the trace's shape. Further, any branch that has only one common end-point with another branch is termed a terminal branch. Those end-points that lie on the end of a terminal branch that have only one neighbour are called terminal points. These concepts are illustrated in figure 3.10.

The aim, then, of trimming is to distinguish between major and minor branches of a single large trace structure and remove all minor branches from it. In addition, we also want to remove the fragmentary thinned structures in the thinned ionogram that are due to the presence of noise\(^1\). If these are small in total length, then they should be completely removed. An obvious approach to achieving these two goals is to remove all branches from a trace structure that have length less than a critical threshold, and all contiguous major branches which have accumulated length less than a critical threshold. It remains to choose a suitable value for this threshold. If the lengths were distributed according to a mixture of two

\(^1\)Sometimes these may not be due to noise but are too small to be distinguished from it.
distributions, one for the minor branches and one for the major branches, then it is reasonable to hope that the distribution of branch lengths would be bimodal, and the location of the minimum between the two peaks would be a good value for the critical threshold. Figure 3.11 depicts the histogram of branch lengths for our four test ionograms.

Figure 3.11: A histogram of branch lengths of the four thinned test ionograms. The histogram values for branch lengths in the range 0–4 are off scale.

Unfortunately the actual distribution of lengths appears to be monotone decreasing (and might be most appropriately modelled by an exponential distribution): it is not bimodal so there is no clear choice of threshold. Therefore the choice will be somewhat arbitrary and must be made on the conservative side to ensure that no short lines corresponding to trace fragments are removed. In the algorithm here the threshold was set to remove all minor branches that have a length of 10 or less pixels. The results of trimming with this value using the simple minded approach presented above can be seen in figures 3.26–3.29.

On badly behaved ionograms this trimming approach can fail, and this occurs when a spurious branch near the end of a trace's skeleton is actually longer than the branch that really corresponds to the end of a trace. When this happens, the shorter true component is deleted in preference to the longer spurious component. This is demonstrated in figure 3.12. Situations like this can also happen because loops are not explicitly dealt with in the implementation, and are broken arbitrarily at one of the junctions, so that when trimming occurs, a broken loop can form the longest pathway, and the actual true ends of the
Figure 3.12: The presence of a loop and magneto-ionic splitting has caused the trimming algorithm to fail in this case because spurious branches near the end of the trace skeleton form a pathway that is actually longer than the true trace branches near the end points.

Figure 3.13: Branch selection by choosing those branches of the thinned-trimmed ionogram trace that correspond to the longest pathway through the structure.

Traces are cut off. Therefore this problem could be partially addressed by detecting loops in the trace structure and dealing with them appropriately. However, I will introduce shortly a far more sophisticated approach to trimming.

3.5 Branch Selection

The result of thinning and trimming the traces of a filtered ionogram by the processes we have just considered is a branch structure that can still be rather complicated. It will contain a principal set of branches that correspond to the important shape of the ionogram trace, plus other branches that are not relevant to the shape but are longer than the length threshold used in the preceding trimming stage. Branch selection is the process of choosing the branches of the thinned-trimmed traces that are deemed to be important to the shape of the trace. These components will be used in the next stage of feature extraction described in the following chapter. Currently, branch selection is performed using the simplistic approach of choosing those branches in the structure that correspond to the longest pathway. This approach is depicted in figure 3.13.

Sometimes these branches can be difficult to interpret due to the high adjacency of the traces, which results in different traces that are due to different propagation modes being erroneously joined in the branch structure of the thinned-trimmed traces. A bad example of this behaviour can be seen in figure 3.14. Furthermore, sometimes noisy and diffuse areas of the trace can produce long spurious branches. (See figure 3.15 for an example of these spurious branches.) Cases like these will present
Figure 3.14: Erroneously connected and difficult to interpret branch structures due to traces of high adjacency. This pathological case is difficult to interpret even for a human expert. a) region of unfiltered ionogram. b) Trimmed, thinned, filtered version of a).

Figure 3.15: An example of spurious branches in the branch structure of thinned-trimmed ionogram traces. a) An enlargement of region of an unfiltered oblique ionogram. b) An enlargement of the same region of the thinned and trimmed version of the ionogram.
problems for the simple-minded approach to branch selection proposed above.

In Chapter 7, there is a detailed assessment of the performance of the autoscaling system on a collection of "interesting" (i.e., difficult) ionograms, which were independently chosen by an expert user. These ionograms highlight the need to implement a more sophisticated approach to branch selection.

I will outline shortly how a more sophisticated branch selection could be implemented.

3.6 Improved Trimming

The approach I propose for improved trimming is based on the observation that the trimming of branches should only take place if they are "perpendicular" to the direction of the trace at that point. This could be implemented in the following way, but time constraints have not allowed me to include this in the system developed so far.²

Consider the difficult case of the thinned ionogram trace in figure 3.16. This thinned structure is clearly a difficult example for the autoscaling system to process. Because of the high adjacency of traces of differing propagation modes, an erroneous connection of the traces has occurred and the assumption that one trace structure corresponds to a single propagation mode has been violated. Furthermore, loops are present that will be difficult for the simple trimming approach presented above to handle. (In fact, the trace segment of figure 3.12 is an enlargement of the end of the trace depicted in figure 3.16.) This trace clearly shows the need for a more sophisticated approach to trimming.

The new approach I propose proceeds in the following manner. Firstly, if the maximum length of the trace structure is less than a critical threshold, then we delete it just as before. Secondly, if it is long enough to consider, then we construct a piece-wise linear approximation to the thinned structure as follows. Between every vertex (including terminal points) of the thinned structure, we draw a line segment. If any pixel in a branch of the thinned structure is more than the width of two pixels away from the line segment that contains the branch's vertices, then consider one of these distant pixels to be an imaginary vertex of an additional branch and break the line segment into two. If there are still more pixels over two pixel widths from the new line segments, then add another imaginary vertex, shifting them both if necessary (figure 3.17). Repeat these steps if necessary.

After an accurate (to two pixel widths) piece-wise linear approximation to the thinned structure has been completed, the next step is to delete any pixels that do not contribute to the shortest 8-connected path between its bounding vertices. This will remove small loop structures from the thinned ionogram as is shown in figure 3.18. Furthermore, any small loop caused by 8-connected vertices also indicate the presence of pixels that can be removed (figure 3.19). Sometimes there may be a choice between possible pixels that could be removed, and when this occurs delete those that are furthest from the linear segment.

²Since writing this portion of the report, an improved thinning algorithm based on these ideas has been developed by David Kettler [16] and the results of this routine are incorporated in chapter 7.
Figure 3.17: The procedure for adding imaginary vertices to the piece-wise linear approximation to the thinned trace structure.

Figure 3.18: Removing pixels that do not contribute to the shortest 8-connected path between bounding vertices has the effect of removing small loops or holes from the thinned trace structure as in (a). When this has been performed, it is sometimes possible to remove vertices and “straighten out” the approximation as in (b).
Figure 3.19: The presence of small loops due to a number of adjacent vertices indicates the presence of pixels that can be removed.

Alternatively, in this situation, do not delete those pixels that offer the best possibility for straightening up the piece-wise linear approximation across the neighbouring segments (i.e., preserve the pixels that are closest to a “straightened out” line segment that would be formed if the nearest vertex to these pixels was deleted). After removing these pixels, see if it is now possible to remove some vertices from the piece-wise linear approximation in the neighbourhood of the removed pixels such that the two pixel error condition is still satisfied for the remaining pixels. This will have the effect of straightening out the approximation (see figure 3.18(b)).

Next, delete any short (below a critical threshold) terminal branch that is approximately perpendicular to other branches in its neighbourhood by testing the angle of intersection of the linear segments. Further, if any non-terminal branch is perpendicular to the traces it connects, which are roughly parallel, then delete it. This will have the effect of removing the “steps” from the “ladder” structures in the thinned trace. Next, cut non-terminal branch structures at the point that they are perpendicular to long series of roughly straight line segments. This will have the effect of separating out branches that are unlikely to be of the same propagation mode as the long straight segments, and will make branch selection much easier.

These steps have been performed by hand upon the difficult trace of figure 3.16. The results are shown in figure 3.20. Note that in this figure these steps have also had the effect of breaking the trace down into separated traces that more closely correspond to a single propagation mode, and so has made branch selection in this case straightforward.

The steps involved in the improved trimming algorithm for each trace are summarized as follows:

1. If the length of the longest pathway through the thinned structure is less than a critical threshold, then delete it, and terminate the processing for this trace.

2. Construct a piece-wise linear approximation to the thinned trace structure thus:

   (a) Identify all pixels that are vertices (those that have 3 or more neighbours or are terminal points).
   (b) Draw a line segment between adjacent vertices.
   (c) If any pixel is more than 2 pixel widths away from its corresponding line segment, then add imaginary vertices one at a time, moving them as necessary, until all pixels are close enough.

3. Delete pixels that do not contribute to the shortest 8-connected path between its bounding vertices. If there is a choice, delete the one that is furthest from its corresponding line segment, or keep
Figure 3.20: The advanced procedure for trimming a thinned ionogram trace. a) Piecewise-linear approximation to the trace structure. b) Final result.
pixels that are closest to the line segment that would be formed if the closest vertex was deleted.

4. Remove pixels indicated by small loops that result from 8-connected vertices.

5. Of those vertices having only two neighbouring connected vertices, see if it is possible to demote any of them to pixels and still satisfy the 2 pixel error condition.

6. Delete short terminal branches that are approximately perpendicular to the line segments that they join.

7. Delete non-terminal perpendicular branches between approximately parallel segments.

8. Cut non-terminal branch structures at the point that they are perpendicular to long series of roughly straight line segments.

The thinned filtered test ionograms have been hand-trimmed using this algorithm and the results can be seen in figures 3.34-3.37.

3.7 Improved Branch Selection

After the improved trimming of a trace structure, the branch selection problem is much easier. In fact, the branches selected by longest pathway in trace structures hand trimmed according to the improved algorithm can be seen in figures 3.38-3.41, and no problems are evident in these cases. However, there are still some difficulties that it may occasionally have to cope with, so we still need to suggest something more sophisticated than the “longest pathway” approach if we want to have the greatest chance of success in dealing with an ionogram. The first problem must cope with relates to the separation of x- and o-rays, which are features that sometimes occur at the high frequency end of an ionogram trace.

3.7.1 Separation of X and O Rays

The LLISP ionograms upon which I have developed this autoscaling system do not strongly exhibit a phenomenon called magneto-ionic splitting, which can cause the upper ray of traces (the portion that points up and to the left and is sometimes missing from a trace) to have a “forked tongue” (see figure 3.21 for an example of a trace with this behaviour). The left-hand branch of the forked tongue is called the

![Image](a)
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Figure 3.21: The “forked tongue” effect of magneto-ionic splitting.

o-ray and the right-hand one the x-ray. This forked tongue effect is much more significant in oblique ionograms such as the FMS ionograms collected by High Frequency Radar Division.

In ionogram traces where there is magneto-ionic splitting, it is important to ensure that one ray is selected by the branch selection scheme, and currently no special provision is made to cater for these occurrences in my system. However, a solution to the problem of separating the x- and o-rays has been developed by Dr Matthew Roughan in his system for trace extraction [17], and his approach could easily be integrated into my system. The most appropriate place for this integration to occur is in the branch selection stage. By doing this, the autoscaling system presented here would be applicable to an even
broader class of oblique ionograms. Special treatment of this problem is important in ionograms where the thinning algorithm has failed to separate the rays – see figure 3.9 for an example where this has occurred.

3.7.2 Selecting "Smooth" Branches

The improved thinning algorithm makes the problem of selecting the branches for fitting much easier. However, we can still improve on the longest pathway branch selection scheme already mentioned. Visually, an ionogram trace corresponding to a single propagation mode is recognizable because it is a smooth curve. Thus a better approach to branch selection is to select the longest smoothly bending pathway through the branch structure, and this could be efficiently determined from the piece-wise linear approximation to the trace already computed by the improved trimming algorithm.
Figure 3.26: Ionogram 1 — trimmed and thinned.

Figure 3.27: Ionogram 2 — trimmed and thinned.

Figure 3.28: Ionogram 3 — trimmed and thinned.

Figure 3.29: Ionogram 4 — trimmed and thinned.
Figure 3.30: Ionogram 1 — selected branches.

Figure 3.31: Ionogram 2 — selected branches.

Figure 3.32: Ionogram 3 — selected branches.

Figure 3.33: Ionogram 4 — selected branches.
Figure 3.34: Ionogram 1 — hand trimmed by improved algorithm.

Figure 3.35: Ionogram 2 — hand trimmed by improved algorithm.

Figure 3.36: Ionogram 3 — hand trimmed by improved algorithm.

Figure 3.37: Ionogram 4 — hand trimmed by improved algorithm.
Figure 3.38: Ionogram 1 — selected branches of hand trimmed traces, trimmed according to improved algorithm.

Figure 3.39: Ionogram 2 — selected branches of hand trimmed traces, trimmed according to improved algorithm.

Figure 3.40: Ionogram 3 — selected branches of hand trimmed traces, trimmed according to improved algorithm.

Figure 3.41: Ionogram 4 — selected branches of hand trimmed traces, trimmed according to improved algorithm.
Chapter 4

Feature Extraction: Fitting

The next stage of the feature extraction process after skeletonization, trimming and branch selection centres on finding a small number of parameters that efficiently describe the shape of the selected branches in the thinned ionograms. This will be done by fitting a model shape to the thinned-trimmed traces, i.e., by determining the best parameters such that a model's shape is closest to the given trace. The resulting feature vector is then passed on to subsequent processing stages (to be described in forthcoming chapters) which will identify disjoint pieces of the same underlying trace and merge them, and track their evolution over sequences of ionograms. The results can then be used to identify ionogram traces with propagation modes.

It may be possible to perform feature extraction by fitting directly to the filtered ionogram traces (without first thinning and trimming them) using an optimization procedure similar to the one presented in this chapter. In some circumstances (where there are no confusing branches present) this could achieve a better fit for each trace, but this would be at a cost of greatly increased computation. This increase would be very significant, because the optimization procedure used for fitting is the most computationally intensive algorithm employed in the whole autoscaling system. I have already attempted fitting directly to the filtered traces using a number of Hough transform techniques (some of which were novel variations) with a variety of different trace models. The problems encountered by this methodology proved insurmountable and so these approaches were reluctantly abandoned\textsuperscript{1}.

There are two key aspects to fitting after the principal branches have been selected according to the methods presented in the previous chapter. They are: selecting a suitable model and finding a method of determining the best model parameters. These elements are depicted in figure 4.1.

4.1 Feature spaces and associated parameterizations

Two aspects of an ionogram trace are essential for characterizing for future matching, merging and tracking stages, and consequently identifying its propagation mode. They are: its location in the frequency / group-delay space of the ionogram, and its shape. Therefore we seek a quantitative description of these properties.

The output of the feature extraction process will be a single point, one for each trace, in a multi-dimensional space called the feature space. Let \( f(x, \beta) \) denote the trace model with model parameter \( \beta \) on the ionogram with pixel coordinates denoted by \( x \). The feature space is derived from model parameters \( \beta \) by adding to them details of the size and location of the trace (figure 4.2). As a consequence, the choice of model determines the characteristics of the feature space, and we must carefully consider what model is most appropriate for the traces.

Let us firstly, though, consider what criteria we wish the feature space to satisfy, because the properties of the feature space will drive the choice of model. Therefore we have the following criteria for the feature space.

\textsuperscript{1}These problems were due to the nature of the ionogram traces — they are not describable by any reasonable analytic model. Therefore, when a generalized Hough transform \[18\] approach is employed with such a model, the activity in the Hough space will be spread out across a range of cells. As a consequence, there is no peak in the Hough space that corresponds to values of the parameter model for which there is a best match of the model to the trace. Various techniques were tried to overcome this but to no avail.
Figure 4.1: The elements of the fitting stage of feature extraction. The selected branches of a trimmed-thinned ionogram trace (a) is fitted to a model (b) so that for some value of the parameter (b) there is a good correspondence of the model to the selected traces as shown in (c).

Figure 4.2: The relationship between the ionogram, its model, and the feature space.
Criterion 1 The feature space must have a small number of dimensions.

Criterion 2 The feature space must encode information on the position, scale and shape of traces and these will preferably be independent dimensions of the feature space.

Criterion 3 The mapping from trace to feature vector should, as far as is possible, preserve distances: shapes that are close should map to feature vectors that are close; while features that are close should produce shapes that are close when they are replotted in the original space.

The need for the first criterion to be satisfied by the feature space is obvious: a low dimensional representation of a trace will produce short feature vectors and so reduce the data that is passed on to further processing stages. Ideally this reduced data set will still retain all the information relevant to any further processing and simply be representing it in a more abstract form. This goal is the basis of the remaining two criteria.

Criteria two and three above are motivated by the need to know the relative positions and shapes of different traces so that in the end their propagation modes can be determined. If the autoscaling system is to make sensible decisions as to whether two traces are the same or are different, distances between feature vectors must reflect natural measures of the distances between the shape of traces. For example, if a small change in the shape of a trace produces an exponential change in the model's best fit, then this criterion would be poorly met. Traces corresponding to a particular mode can move and evolve between successive ionograms; the autoscaling system must be able to decide whether a trace is a translation of a similar shape in a previous trace or not. Furthermore, this allows interesting possibilities such as classification of traces by their shape so that incompletely understood ionospheric phenomena that manifest themselves as perturbations in trace shape can be identified. We will consider these ideas in more detail later.

The three criteria above dictate characteristics that the model must have. The first characteristic follows immediately from the first criterion above.

Characteristic 1 The model must have few parameters.

To be able to compare traces by their feature vectors (the reasoning behind criteria two and three above) we need to be able to describe their shape irrespective of position using the model parameters. Therefore, it must be possible to translate and resize the model using a simple transformation of the model parameters. Consequently, the model must be invariant under magnification and translation. Moreover as changes of size and location will be common when attempting to merge trace segments, it seems reasonable to require that the best fit to a resized and translated set of data should be easily derived from the best fit to the original data by a simple linear transform of the parameters defining the best fit to the original data. (Note that this implicitly restricts the fitting metric as well as the family of curves.) Therefore, the second model characteristic is:

Characteristic 2 It must be possible to translate and resize the trace by a simple linear transformation of the model parameters.

As noted previously, interference, noise, insufficient antenna gain and other effects can break traces, so that an ionogram may have two or more distinct traces that are nevertheless clearly associated with the one underlying structure. These structures should manifest themselves as smooth curves in ideal ionograms, so merging can be carried out by smoothly extrapolating trace segments and checking for overlaps. This is termed merging. Thus:

Characteristic 3 The model must allow extrapolation past the end of an existing trace in a manner consistent with the general trend of the trace.

Lastly, because we want the model to have as few parameters as possible, and at the same time we want it to smoothly follow the general shape of the trace we must make a compromise between the two. That is, we want the trace to follow the general shape of the trace without being too complicated due to following every minor detail. Yet, at the same time, the model must be a reasonable representation of the trace. The degree to which we compromise between the two will be determined by the needs of future processing stages. Now, the eye is an excellent judge of the shape of the traces, and so we use it as the ultimate arbiter in this decision. That is, if it appears that the model doesn't follow trace behaviour to the human eye, then we must choose a better model. Therefore the last characteristic that the model must have is:
Characteristic 4 The model must be flexible enough to follow the usual behaviour of traces, yet restrictive enough that abnormal behaviour is highlighted.

The next section will present the development of a model that has these characteristics.

4.2 Choosing a Model and Metric

We need to choose a parameterization family \( \mathcal{F} \) of curves \( \mathcal{C} \) that meet the requirements for the trace model. As ionogram traces in general look like smooth curves, it is sensible to consider polynomials as candidates for our model. In fact, it seems likely that polynomials parameterized as linear subspaces are the only family of curves that could satisfy these requirements. There appear to be two possible ways of defining the family of curves.

Firstly, we could define the family by

\[
\mathcal{F} = \bigcup_{\beta} \mathcal{C}_\beta \tag{4.1}
\]

where the curves are given by

\[
\mathcal{C}_\beta \equiv \{ x : f(x, \beta) = 0 \} \tag{4.2}
\]

and

\[
f(x, \beta) \equiv \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} x^i y^j. \tag{4.3}
\]

Note that \( x \) will be used to denote the vector \( x = (x, y) \) where \( x \) and \( y \) represent frequency and group-delay, respectively. The vector \( \beta \) will denote the parameter vector defining a curve \( \mathcal{C} \equiv \mathcal{C}_\beta \); its components will be denoted by \( \beta_i \) or \( \beta_{ij} \).

Secondly, we could instead define

\[
\mathcal{F} = \bigcup_{\beta} \mathcal{C}_\beta \]

where

\[
\mathcal{C}_\beta \equiv \{ (x(t), y(t)) : x(t) = \sum_{i=0}^{P} \beta_{it}, y(t) = \sum_{j=0}^{Q} \beta_{jt} \}. 
\]

However, this parametric approach has many difficult problems relating to determining a suitable parameter \( t \). For example, if arc length is used, then suitable starting points must be chosen and recorded. Therefore we will use the parameterization found in (4.3).

The model (4.1,4.2,4.3) can be made to have the first characteristic by a suitably small choice of \( P \) and \( Q \). Furthermore, any model of this type has the ability to extrapolate past the data points to which it was fitted in a smooth manner, so it has characteristic 3. The model will have the fourth characteristic again if a suitable choice of \( P \) and \( Q \) is made. We will show that it can be made to have the second characteristic in subsection 4.2.2 to follow.

4.2.1 Metrics for Curve Fitting

Given the form of the model, the next issue to be addressed is which metric should be used to determine how well the model fits the trace.

Let \( S = \{ x_n \}_{n=1}^{N} \) be the set of data points to which we wish to fit a particular curve \( \mathcal{C} \) of the model \( \mathcal{F} = \bigcup_{\beta} \mathcal{C}_\beta \). To do so, we need to define a metric \( d(\mathcal{C}, S) \) for the goodness of fit of \( \mathcal{C} \) to \( S \): once \( d \) has been chosen we then choose a particular curve \( \mathcal{C} \equiv \mathcal{C}_\beta \) by solving

\[
\min_{\beta} d(\mathcal{C}_\beta, S). 
\]

The properties that we would like \( d \) to have are:

- The best fit to a rotated data set should be the rotation of the best fit to the original data.
- The best fit to magnified and translated data should be the magnified and translated version of the best fit to the original data.
Therefore, a possible candidate for metric $d$ is the standard distance metric as follows.

Since the distance $d(x, y) = \| x - y \|^2$ is invariant under rotation, translation and magnification of the data, then $d(C_\beta, S)$ also has these properties. Therefore, we define $d(C_\beta, S)$ to be the sum of the squared Euclidean distances of the set of points $S$ from the curve $C_\beta$ by

$$d(C_\beta, S) = \sum_{n=1}^{N} \min_{x \in C_\beta} \| x_n - x \|^2.$$  

In other words, we are attempting to minimize the distance between each data point in the set $S$ and the closest point to it on the curve $C_\beta$ by varying $\beta$. This is depicted in figure 4.3.

The disadvantage of this metric is that the function $x = \arg \min_{y \in C_\beta} \| x_n - y \|^2$ can be a discontinuous function of the data point $x_n$ if $C_\beta$ is curved. Thus $d(C_\beta, S)$ may have discontinuities in its first and higher derivatives. Also the metric is not consistent with any reasonable statistical model for how the data is formed, for example from knowledge that the data points recorded are formed by random perturbation of points on the underlying curve. In fact, in the case of errors in both $x$ and $y$, the least squares estimate is a biased estimator even when fitting straight lines [19]. An alternative model that is motivated by a statistical model of formation of data could be developed (see [20] for the issues) but would require a lot of additional work.

\subsection{4.2.2 Change of Coordinates}

Let us now examine the behaviour of the model (4.1,4.2,4.3) under the change of size and position

$$x' = \alpha(x - u)$$  

where $u$ denotes the shift in origin and $\alpha$ the magnification parameter.

If $C_{\beta(1,0)}$ denotes the best fit in the original coordinate system and $C_{\beta(\alpha,u)}$ denotes the best fit in the new coordinate system after applying (4.5), then

$$x \in C_{\beta(1,0)} \iff x' = \alpha(x - u) \in C_{\beta(\alpha,u)}$$

and so

$$f(x, \beta(1,0)) = 0 \iff f(x', \beta(\alpha, u)) = 0.$$  

This follows from

$$f(x, \beta(1,0)) = \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} x^i y^j$$

53
\[
\begin{align*}
&= \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} \left( \frac{x'}{\alpha} + u \right)^i \left( \frac{y'}{\alpha} + v \right)^j \\
&= \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} \sum_{r=0}^{i} \binom{i}{r} \frac{x'}{\alpha}^r \sum_{s=0}^{j} \binom{j}{s} \frac{y'}{\alpha}^s v^{j-s} \\
&= \sum_{r=0}^{P} \sum_{s=0}^{Q} x'^r y'^s \frac{1}{\alpha^{i+r+s}} \sum_{i \geq r} \sum_{j \geq s} \binom{i}{r} \frac{x'}{\alpha}^r \left( \frac{y'}{\alpha} \right)^s v^{j-s} \beta_{ij} \\
&= f(x', \beta(\alpha, u)).
\end{align*}
\]

This gives the resulting lemma.

**Lemma 1** Under the coordinate change \( x' = \alpha(x - u) \), the curve of best fit transforms from \( C_{\beta} \) to \( C_{\beta'} \) where \( \beta' = A \beta \) with

\[
A_{rs,ij} = \begin{cases} 
\frac{1}{\alpha^{i+r+s}} \binom{i}{r} \frac{x'}{\alpha}^r \left( \frac{y'}{\alpha} \right)^s v^{j-s} & i \geq r, j \geq s \\
0 & \text{otherwise}.
\end{cases}
\]

Furthermore, the metric defining the best fit transform is

\[
d(C_{\beta(\alpha,u)}, S') = \alpha^2 d(C_{\beta(1,0)}, S).
\]

Note, though, that a parameter vector \( \beta \) only defines \( C_{\beta} \) uniquely up to arbitrary scaling of \( \beta \). Therefore it is permissible to arbitrarily rescale the matrix \( A \) above. In particular one reasonable choice is to rescale \( A \) so that \( \det(A) = 1 \). Since \( A \) is upper triangular, \( \det(A) \) is just the product of the diagonal elements. This gives

\[
A_{rs,ij} = \begin{cases} 
\frac{\sum_{i=0}^{P} \sum_{j=0}^{Q} \binom{i}{r} \frac{x'^{i+r}}{\alpha^{i+r+s}} \left( \frac{y'}{\alpha} \right)^s v^{j-s} \beta_{ij}}{\alpha^{i+r+s}} & i \geq r, j \geq s \\
0 & \text{otherwise}.
\end{cases}
\] (4.6)

Thus we see that the best fitting curve remains essentially unchanged under a change (4.5) and in the fitting metric \( d(C_{\beta}, S) \) defined by

\[
d(C_{\beta}, S) \equiv \sum_{n=1}^{N} \min_{x \in C_{\beta}} \|x_n - x\|^2
\]

and the model given by the family \( \mathcal{F} \) of parameterized curves \( C_{\beta} \), specified by

\[
C_{\beta} \equiv \{(x,y) : f(x, \beta) = \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} x^i y^j = 0\}.
\]

Furthermore, the transformation is linear, so the model (4.1,4.2,4.3) has characteristic 2.

**Chosen Model**

The complete trace model that I chose is

\[
C_{\beta} \equiv \{x : f(x, \beta) = 0\}
\] (4.7)

where the function \( f \) is quartic in \( y \) and linear in \( x \), given by

\[
f(x, \beta) \equiv \sum_{i=0}^{4} \beta_i y^i + \beta_x x.
\] (4.8)
This choice was made because traces are approximately\(^2\) \(x\) is a function of \(y\), with the addition that \(y\) is sometimes constant (i.e., a trace may be a long straight line roughly parallel to the frequency axis).

Simpler models were tried that employed quadratics and cubics in \(y\) with and without an implicit \(x\) term. It was found that these did not have the ability to track the trace around the nose region closely enough, or have enough “bends” to follow the upper and lower-angle rays of traces.

### 4.2.3 Other Models Tried and Rejected

We now review some of the various models for traces that were considered and rejected in deciding on a suitable feature vector.

The first model was based on the observation that the majority of ionogram traces are essentially smooth “corners”. That is, they are composed of a bend extending out to two “straight” sections (one or both of which may be absent). These features would seem to be well fitted by a generalized hyperbola: the two straight sections would be modelled by the asymptotes and the remainder of the hyperbola would form the corner. The hyperbola was parameterized using the implicit model

\[
f(x, y : \beta) = \cos \theta_1 \cos \theta_2 (y - y_0)^2 - \sin (\theta_1 + \theta_2) (x - x_0) (y - y_0) + \sin \theta_1 \sin \theta_2 (x - x_0)^2 - k \sin^2 (\theta_1 - \theta_2) = 0
\]

where the parameter vector \(\beta = (x_0, y_0, \theta_1, \theta_2, k)\) consists of the location \((x_0, y_0)\) where the two asymptotes intersect, the angles \(\theta_1\) and \(\theta_2\) that the two asymptotes make with the \(x\)-axis, and the constant \(k\) defining how close the hyperbola is to the asymptotes.

This model proved to be unsatisfactory because of unreliable placements of the asymptotes. Sometimes the intersection of the asymptotes would be located in the middle of a roughly straight trace as depicted in figure 4.4. This poor placement can nevertheless still provide a good fit through aligning one of the asymptotes with the trace and then choosing a very small constant \(k\) to force the hyperbola to be close to the asymptotes. The resulting hyperbola is close to all points on the trace, but the associated model is a misleading indication of the trace’s shape.

\(^2\)The ionograms that were used to develop this model were taken during a period of high sun-spot number, where the underlying layers of the ionosphere have only a small effect. However, during periods of low sun-spot number this assumption is frequently violated and a different model is needed — see chapter 7.
Similar problems with asymptote placement dogged several other promising models: for instance the general conic model,
\[ \beta_1 x^2 + \beta_2 y^2 + \beta_3 xy + \beta_4 x + \beta_5 y + 1 = 0, \]
where \( \beta = (\beta_1, \beta_2, \ldots, \beta_5) \), and the cubic model
\[ \beta_1 x^2 y + \beta_2 xy^2 + \beta_3 x^2 + \beta_4 y^2 + \beta_5 xy + \beta_6 x + \beta_7 y + 1 = 0, \]
where \( \beta = (\beta_1, \beta_2, \ldots, \beta_7) \). Therefore both were abandoned.

Other approaches investigated involved explicit models in which frequency was expressed as a function of group delay (i.e., \( x \) is expressed as a function of \( y \)). One of the explicit models trialed was the rational polynomial
\[ x = \frac{\beta_1 y^2 + \beta_2 y + \beta_3}{\beta_4 y^2 + \beta_5 y + 1}, \]
The motivation for this model was that it included horizontal asymptotes that should give a good model of the long straight end-segments of traces. This approach again ran into problem with asymptote placement and had to be also abandoned.

Finally, feature spaces of these particular forms are not, of course, the only ones possible. For example, feature vectors are often compiled from Fourier descriptors of shapes [11]. This approach was rejected here, however, because they work best with shapes that have closed boundaries and non-empty interiors and they cannot be easily extrapolated. Furthermore, many other types of models can be rejected because they only capture local information about the trace.

### 4.3 Fitting the Model

Given that the model, the family \( \mathcal{F} \) of parameterized curves \( \mathcal{C}_\beta \), is specified by
\[ \mathcal{C}_\beta = \{ (x, y) : f(x : \beta) = 0 \} \]
and the fitting metric \( d(\mathcal{C}_\beta, \mathcal{S}) \) by
\[ d(\mathcal{C}_\beta, \mathcal{S}) \equiv \sum_{n=1}^{N} \min_{x \in \mathcal{C}_\beta} ||x_n - x||^2 \]
it remains to determine which parameter \( \beta \) corresponds to a curve \( \mathcal{C}_\beta \) that best fits a given trace \( \mathcal{S} \). That is, given a trace consisting of the set of points \( \mathcal{S} = \{ x_i \} \), \( x_i = (x_i, y_i) \), \( i = 1, \ldots, n \), we wish to find parameter values \( \beta \) such that the curve \( f(x, y : \beta) = 0 \) best fits the data. The function \( f \) is smooth, and usually the number of data points \( n \) is much larger than the number of model parameters, \( |\beta| \). Therefore, the fitting problem is the one of determining a \( \hat{\beta} \) such that
\[ \hat{\beta} = \arg \min_{\beta} d(\mathcal{C}_\beta, \mathcal{S}). \]

We can express the above fitting problem in the following way. Let \( \hat{x}_i \) denote the closest (using Euclidean distance) point on the curve \( f(x : \beta) = 0 \) to point \( x_i \). Let \( \gamma_i = \hat{x}_i - x_i \) be the distance between them.

With these definitions,
\[ ||\gamma_i||^2 = \min_{x \in \mathcal{C}_\beta} ||x_n - x||^2, \]
and the fitting problem can be expressed as
\[ \min_{\beta} \sum_{i=1}^{n} ||\gamma_i||^2 \]
subject to \( f(x_i + \gamma_i : \beta) = 0 \)

where \( || \cdot || \) is the Euclidean norm. This problem is called orthogonal distance regression (ODR): it is nontrivial, but algorithms to solve it can be found in [21–23]. (The distance gets its name from the fact that the line \( \hat{x}_i - x_i \) is orthogonal to the tangent of \( f \) at \( \hat{x}_i \)).
Figure 4.5: The distance measure of points from a curve in classical distance regression emphasizes the points along rapidly changing intervals of the curve.

Explicit Models

Some of the models that I tested were explicit functions: $x$ was expressed as a function of $y$.

For the special case of fitting an explicit model, ODR reduces to an unconstrained optimization problem. In this case the orthogonal distance of a point $(x_i, y_i)$ to the curve is now got by finding a point $(\tilde{x}_i, \tilde{y}_i)$ on the curve (i.e., that satisfies $\tilde{x}_i = f(\tilde{y}_i : \beta)$) such that $(\gamma_i, \epsilon_i) = (\tilde{x}_i, \tilde{y}_i) - (x_i, y_i)$ is as small as possible. This can be written as:

$$\min_{\beta} \sum_{i=1}^{n} (\gamma_i^2 + \epsilon_i^2)$$

subject to $x_i + \gamma_i = f(y_i + \epsilon_i : \beta)$

Since the constraint is linear in the $\gamma_i$, it can be eliminated to give the unconstrained optimization problem

$$\min_{\epsilon_i, \beta} \sum_{i=1}^{n} [(x_i - f(y_i + \epsilon_i : \beta))^2 + \epsilon_i^2] .$$  

(4.10)

Again the algorithms in [21–23] include an option for ODR on explicit curves: this is more efficient than ODR on implicit curves as the minimization is now unconstrained.

Finally it is instructive to compare (4.10) with the standard nonlinear least squares method for estimating the parameter values $\beta$. In this case only the observed dependent variable $x_i$ is assumed to be in error. Thus the nearest point on the curve to $(x_i, y_i)$ is the point $(x_i + \gamma_i, y_i)$ where

$$x_i = f(y_i : \beta) - \gamma_i$$

where $\gamma_i \in \mathbb{R}$ is the error in observation $x_i$. If the errors are normally distributed with zero mean, then the maximum likelihood estimate $\hat{\beta}$ of $\beta$ is the solution to the classical least squares problem

$$\min_{\beta} \sum_{i=1}^{n} [x_i - f(y_i : \beta)]^2 .$$

This gives a simpler minimization problem than (4.10), but at the price of giving undue weight to points in sections of the curve where the dependent variable is changing rapidly (figure 4.5).
4.4 Robust Fitting

The robustness of fit of the curve to the trace is greatly improved in three ways. They are, firstly, by performing the fitting in a normalized local coordinate system; secondly, by determining good initial guesses to the final parameter values; and lastly, by weighting the fit to each pixel of the trace according to its intensity. We will now consider these three aspects in detail.

4.4.1 Local Coordinates

Given an individual segment, we normalize its coordinate system for robustness’ sake in the following fashion. The underlying principal is to transform the fitting problem to a local coordinate system in which the fitting problem should be reasonably well conditioned.

Note that the multivariate function describing the curves is chosen to be

\[ f(x, \beta) = \sum_{i=0}^{4} \beta_i y^i + \beta_5 x. \]

Suppose that the set \( S \) of data points is constrained in the interval \( [x_{\text{min}}, x_{\text{max}}] \times [y_{\text{min}}, y_{\text{max}}] \). Then we rescale the data and curve fitting problem (preserving the aspect ratio) by moving to a new coordinate system such that

\[ [x_{\text{min}}, x_{\text{max}}] \times [y_{\text{min}}, y_{\text{max}}] \rightarrow [-z, 0] \times [0, 1], \]

where

\[ z = \frac{x_{\text{max}} - x_{\text{min}}}{2(y_{\text{max}} - y_{\text{min}})}. \] (4.11)

There is one proviso with this formula for \( z \): if \( y_{\text{max}} - y_{\text{min}} < 10 \) then we set \( y_{\text{max}} - y_{\text{min}} = 10 \) in it. This is to ensure that the coverage of the local coordinate systems in \( y \) is never less than 10 pixels because with 4 degrees of freedom on this axis in the model we need to have some variation along it for numerical stability. Equation (4.11) then gives that

\[ x' = \frac{1}{y_{\text{max}} - y_{\text{min}}} (x - \left( \frac{x_{\text{max}} + x_{\text{min}}}{2}, y_{\text{min}} \right) ) \] (4.12)

where \( x' \) is the value of \( x \) in the new coordinate system.

The reason for this normalization is to ensure that the constant \( \beta_0 \) in the best fitting polynomial over this region will almost certainly be comparable in size to the coefficient of higher order powers. This in turn allows us to replace the “correct” normalization

\[ \sum_i \beta_i^2 = 1 \]

by the ad-hoc, but easier to work with, normalization

\[ \beta_0 = 1. \]

Thus, the trace model is the curve defined by

\[ C_\beta = \{(x, y) : f(x : \beta) = 1 + \sum_{i=1}^{4} \beta_i y^i + \beta_5 x = 0 \}. \] (4.13)

These normalizations are needed since the implicit definition of curves \( C \) in our chosen family \( \mathcal{F} \) means that the curves are uniquely specified by a given parameter set only up to arbitrary scaling of that parameter. Therefore a particular member of the one dimensional family of parameters describing a particular curve must be chosen. The choice \( \beta_0 = 1 \) is the most convenient to work with (it is easy to implement within the framework of the ODR package) but it may result in numerical instability if \( \beta_0 \) is small compared to the remaining parameters. The above choice of coordinates, in which the curve is deliberately off set from the origin along the \( x \) axis should avoid this problem.

Therefore, in our fitting procedure, we fix \( \beta_0 = 1 \) and choose the remaining parameters \( \beta_1, \ldots, \beta_5 \) to minimize \( d(C_\beta, S') \) using the orthogonal distance regression package.
4.4.2 Initial Guess

To fit (4.13) using the ODR algorithm [21–23] (called ODRPACK) required a number of supporting functions and a first-guess of \( \beta \). The approach adopted here to computing the initial guess is to first select 14 points \((x_1, y_1), \ldots, (x_{14}, y_{14})\) along the selected branches of the trace. Ten of these points are evenly spaced along the length, with an extra two packed evenly into the two end intervals. These extra at the ends are to ensure that the initial guess pays particular attention to the ends of the trace. Substituting these 14 points into (4.13) gives 14 equations in five unknowns, which are solved in the least squares sense using the Moore-Penrose inverse to find an initial estimate of \( \beta \).

4.4.3 Pixel Weighting

The robustness of the fit can be improved by weighting each pixel in the fit according to its magnitude. In this way, an intense pixel is more likely to be closely fitted by the model. This can be done by rewriting (4.9) as:

\[
\min_\beta \sum_{i=1}^{n} ||w_i \gamma_i||^2
\]

subject to \( f(x_i + \gamma_i : \beta) = 0 \)

where \( w_i \) are a set of weights that are proportional to the intensity of the \( i \)-th pixel in \( S \), the set of pixels in the thinned-trimmed ionogram trace.

4.4.4 Measuring Performance of Fitting Routines

Determining whether the model in (4.13) will satisfy the perturbation criteria in general is a difficult task because a precise mathematical description of all the possible traces is not available, or is too unwieldy. However, we can obtain an indication of the model measured against the perturbation criteria by examining the results of a number of the fits. In particular, the inverse condition number of each of the fits is a good indication of its quality — a value of one is ideal.

A scatterplot of the inverse condition numbers versus the length of the traces for the fits to the 4 test ionograms can be seen in figure 4.6. The inverse condition number of the ODR fits [23] is sometimes very small, indicating that the performance of the model in (4.13) is sometimes poor when measured against the perturbation criteria. We will examine the problematic traces in more detail in the next section.

4.5 Results

The results of fitting using the model in (4.13) can be seen in figures 4.15–4.26. Figures 4.15–4.18 depict the fit of the model to the original trimmed ionograms, and note the mess in figure 4.16 that is the result of fitting to the cluttered trace structure. Figures 4.23–4.26 show the dramatically improved fit that results when the improved trimming algorithm is used.

Note that five parameters describe each curve on the ionogram and that each curve has only been plotted in the region where the trace it fits resided. These four figures demonstrate that the feature extraction process presented here has done a good job of finding a small number of parameters that describe well the individual traces in most cases. The only exceptions are evident in figure 4.24. Nevertheless it is clear that on the simple ionograms the feature extraction process performs well.

Let us look more closely at the reasons for the poor fit of traces in test ionogram 2 (figure 4.24). Each trace has been individually numbered in the trimmed (by the improved algorithm) version of the ionogram as seen in figure 4.7. From figure 4.24 it can be seen that traces 6, 13, 14, 17, 20, 24, 27, and 29 have problems. The improved trimmed versions of these traces, along with the initial guesses and the final fits for each of them, can be seen enlarged in figure 4.8. We will now examine these traces and determine why the fitting routine has failed in each case.

Table 4.1 presents a number of details of the fitting procedure for each of the problematic traces of ionogram 2. Firstly note that shorter traces will be numerically less well conditioned than longer traces for the following reasons (see also figure 4.6). The shorter a trace segment, the more likely it is that it will look like a straight line. Furthermore, it is possible for smaller and smaller portions of an ever
Figure 4.6: Scatterplot of log of the inverse condition numbers versus the length of the traces for the fits (figures 4.15–4.18) to the 4 test ionograms.

Figure 4.7: Ionogram 2, the version trimmed using the improved algorithm, with traces labelled.
increasing model to look more and more like a straight line. This magnified region of the model thus fits the short trace segment ever more closely as the model parameters grow without bound, and so the fitting routine will never converge. In other words, the model parameters are in a region outside the basis of attraction of a finite-valued minimum and is in a region where the minimum is at infinity. It is important therefore to have a good initial guess for the model parameters to avoid this regime. The fitting failures of ionogram 2 are due to this problem, in addition to inadequacies of the model, fitting routine and plotting function as we will see.

Trace 6 is a rather short trace of 17 pixels, so this will have a negative impact upon the stability of the optimal fit. The initial guess for this trace has rather large values and a wild bend at the upper right termination of the trace, and this has thrown out the final fit (figure 4.8). In fact, the ODRPACK fitting algorithm did not converge before the 100 iteration limit was reached (table 4.1). This indicates that the initial guess computed by the methods outlined in subsection 4.4.2 is inadequate in this case. In addition, these problems have probably been exacerbated by weak performance of the ODRPACK fitting routine, as is noted in table 4.2. Suggested replacements for the initial condition computations and curve fitting algorithm are discussed in the next section.

Trace 13 has similar problems to those of trace 6, but with the distinction that its greater length has resulted in better numerical conditioning: the fitting algorithm converged on a parameter vector whose values are better scaled (after fitting, the largest \( \beta_i \) is not as large as for trace 6) and the inverse condition number is therefore an order of magnitude larger. There is evidence of unwanted bends at the ends of the initial guess which the fitting routine has not straightened out. The improvements required to fix the problems with this trace are consequently the same as for trace 13.

Trace 14 violates the assumption that the trace is largely a function \( x \) of \( y \) because it is downward bending at both ends. This has led to wild oscillations in the initial guess and large coefficient magnitudes. Furthermore, the fitting routine did not converge on a solution and was terminated at 100 steps. The coefficients increased in size in the final fit, making the oscillations even wilder. This behaviour highlights a weakness of trace model (4.13) for this trace.

Trace 17 is a very short trace, but the initial guess for it seems to be a good one in this case, because it is reasonable well scaled and has no evidence of bends at its ends. However, the fitting routine did not converge in 100 iterations and the final fit has wild oscillations. This is due to the fitting routine "wandering off" as it tries to strike the pixels ever more closely with the model by wildly oscillating
it backwards and forwards across them. This problem can be fixed by replacing the fitting routine as discussed in the next section. I expect this is all that is required to correct the problem that this trace exhibits and so changing the model is not required here.

Trace 20 is practically horizontal and consequently the initial guess has set $\beta_5 \sim 0$, the coefficient of $x$. However, the initial guess has set some of the coefficients of $y$, in particular $\beta_4$, to be very large, and this should be discouraged in the initial guess. A new problem is evident here: there is a problem with the plotting of traces with $\beta_5 \sim 0$ and this has caused the strange right-angle bend at the left-hand end of the initial guess. This problem with plotting is not fatal, but it would be nice to have decent plots to examine in all cases and eliminate one possible source of confusion. However, writing a general plotting routine for implicit algebraic curves is not a trivial task, and I considered that my time was better spent in other areas. For this reason I have lived with these limitations. On this trace the fitting routine did converge on a solution, but it is a bad one with large coefficients and wild oscillations as the fitting routine has tried to “paint over” the locations of the pixels. These problems will be fixed using a better initial guess and fitting routine as explained in the next section.

There is another subtlety with this trace, however. Note that because $\beta_5 \sim 0$ in the initial guess, ODRPACK would normally eliminate this variable from consideration by treating it as fixed at zero for reasons that I will not go into here (see [23]). As a consequence, to overcome its treatment as a constant, I reset $\beta_5$ to the small but nonzero value of 0.001 whenever this occurs in the initial guess. This really is what is usually called a “hack” and probably contributes to my obtaining a final fit with wild oscillations. It should be corrected by using a better fitting routine to the one provided for implicit models in ODRPACK.

Trace 24 is suffering from the same problems as trace 14 only more so because the model is even less appropriate to the trace here than it is in the case of 14. It is not appropriate to this trace because the bending up of the trace at both ends means that the assumption that $x$ is a function of $y$, or $y$ is constant, has been violated. This means that the model has not been able to produce a good fit by a smooth curve, so it has painted over the pixels with wild oscillations. However, trace 24 has a better conditioned initial guess and final fit than trace 14, and it converged when 14 didn’t, but this is no comfort and is simply due to its increased length.

Trace 27, similar to the case of trace 17, has a good initial guess, but the fitting routine did not converge on a solution and produced a fit with fairly wild oscillations, extremely large coefficients, and very poor conditioning at the solution. The remedy in this case is the same as trace 17: replace the fitting routine.

Trace 29 has no $y$ variation in the pixels at all. As a consequence, all the coefficients of the initial guess are zero within the limit of precision. This should be tested for as a special case in the initial guess routine, and when it occurs the initial guess should be set to $y = c$, where $c$ is a constant, and then the fitting routine can be skipped altogether. This is the best and simplest way to deal with this situation.

### 4.6 Discussion

We will now look into aspects of fitting, and consider ways of addressing the problems as suggested in table 4.2.
Table 4.2: Correcting the Fitting Problems of Traces in Ionogram 2

<table>
<thead>
<tr>
<th>Trace Number</th>
<th>Problem fixed by improved:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial Guess</td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
</tr>
<tr>
<td>13</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>✓</td>
</tr>
</tbody>
</table>

4.6.1 Advantages of Model Fitting Approach

Besides the advantages for merging and tracking, model fitting has other possibilities that could be exploited. Two obvious examples are in the detection of travelling disturbances and nose extensions.

Travelling disturbances in the ionosphere produce characteristic perturbations in the shape of ionogram traces in the nose region to form a "double nose" (figure 4.9(a)). Detecting their presence in an ionogram is of interest to ionospheric physicists. The model fit to traces could be used to produce a feature vector for the detection of these travelling disturbance artifacts (figure 4.9).

Nose extensions in ionogram traces (figure 4.10) are believed to be due to the presence of off-great-circle reflection between the transmitter and receiver, and their presence in an ionogram is also of interest to ionospheric physicists. Their presence can also be detected using model fitting. This could be achieved by finding a roughly horizontal branch that extends out of the thinned-trimmed ionogram trace in the region where the bend of the trace fit occurs. This is demonstrated in figure 4.10.

4.6.2 Improved Fitting Algorithm

The ODRPACK [23] solution to the ODR problem in the case of an implicit model using the classic quadratic penalty function method to solve the constraint problem. Following the notation of (4.9), the penalty function used is

\[ P(\beta, \gamma; r_k) = \sum_{i=1}^{n} \left( r_k \left[ f(x_i + \gamma_i; \beta) \right] + \gamma^{T} \gamma \right) \]

where \( r_k \) is the penalty term. ODRPACK solves a sequence of unconstrained minimization problems

\[ \min_{\beta, \gamma} P(\beta, \gamma; r_k) \]

for a series of values of \( r_k \) tending to infinity. As a consequence of this, the speed of fitting is poor and the final fit suffers from all the false minima and quirks penalty function methods engender.

There are a number of other possible approaches to the fitting problem. These include various techniques to approximate the orthogonal distance of points from the curve [24–26]. The advice of Professor Powell [27,28] was to try the simplest and most direct approach: use a non-gradient based minimization procedure with an objective function that computes the sum of orthogonal distances. This objective function will be a rather complicated one, because it will have to compute the distance of each point from the curve using an optimization procedure. However, the closest point will not change much between each call to the objective function, so this could be made quite fast.

A very promising algorithm for fitting is presented by [29] that is essentially a Gauss-Newton algorithm with line search. In the region of the solution, the algorithm switches to a second order method.
Figure 4.9: One application of the model fitting approach is to use the model’s fit to obtain a feature vector based on the deviations of pixels in a trace’s skeleton from the fit for use in the detection of travelling disturbances.

Figure 4.10: Nose extension could be detected using the model fitting approach.
to get quadratic convergence if progress towards the minimum is slow. Let $\tilde{x}_i = x_i + \gamma_i$ be the closest point on the curve to $x$ as in (4.9). Then formulation of the problem can be stated as

$$\min_{\gamma_1, \ldots, \gamma_n, \beta} \frac{1}{2} \sum_{i=1}^{n} \left\| W_i^{1/2}(\tilde{x}_i - x_i) \right\|^2$$

subject to $f(\tilde{x}_i; \beta) = 0, \ i = 1, \ldots, n$

where $W$ is a matrix of non-negative weights for every element of the residual. The authors linearize the constraints to obtain

$$\min_{\delta \gamma, \delta \beta} \frac{1}{2} \sum_{i=1}^{n} \left\| W_i^{1/2}(\tilde{x}_i + \delta \tilde{x}_i - x_i) \right\|^2$$

subject to $E\delta \tilde{x} + F\delta \beta = -f, \ i = 1, \ldots, n$

where $E$ and $F$ are matrices of second derivatives of $f$ with respect to $\tilde{x}$ and $\beta$, respectively. They then eliminate the constraints using a weighted QR factorization to give an unconstrained optimization problem. This approach is considerably more sophisticated than the penalty function method used in ODRPACK, and it allows for infinite and zero weights in $W$. Using an algorithm such as this would give a great improvement in the fits over that obtained by ODRPACK and should address all the fitting routine problems noted in table 4.2.

### 4.6.3 Improved Initial Guess

The method presented in subsection 4.4.2 for determining an initial guess at the parameter values makes use of only 14 of the set of pixels comprising a thinned-trimmed ionogram trace. We can improve on this at little computational cost so that all the points in this set are used for the initial guess. This is done in the following way.

As in (4.3), let our model function be denoted by

$$f(x, \beta) = \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} x^i y^j.$$  

The "proper" approach to finding an initial guess for $\beta$, the vector of parameters $\beta_{ij}$, would be to find a reasonable solution to the problem given by

$$\min_{\beta} \sum_{k=1}^{n} \gamma_k^2 + \epsilon_k^2$$

subject to

$$\sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} (x_k + \gamma_k)(y_k + \epsilon_k)^j = 0, \ k = 1, \ldots, n$$

$$||\beta|| = 1$$

which is equivalent to the fitting problem in (4.9) with an additional constraint on $\beta$. This additional constraint is to ensure that the fitting problem is better normalized and so eliminate the problems of large coefficients noted in section 4.5. Of course, solving (4.14) for an initial guess is out of the question, because to solve it would be to solve the whole fitting problem.

A "quick and dirty" solution to (4.14) is given by the solution to

$$\min_{\beta} \frac{1}{2} \sum_{k=1}^{n} \left| \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} x_k^i y_k^j \right|^2$$

By defining the matrix $A$ to be

$$A_{k,ij} = x_k^i y_k^j$$
(using lexicographic ordering of the second index $ij$) then (4.15) can be rewritten as

$$\min_{\beta^T\beta=1} \beta^T A^T A \beta. \quad (4.16)$$

It is well known that the solution to (4.16) is given by $\beta = v_{\text{min}}$, where $v_{\text{min}}$ is the right singular vector corresponding to the smallest singular value of $A$, denoted by $\sigma_{\text{min}}$. In this case,

$$\beta^T A^T A \beta = v_{\text{min}}^T A^T A v_{\text{min}} = \sigma_{\text{min}}^2.$$

The problem with the “quick and dirty” approach is that the residual

$$\left| \sum_{i=0}^{P} \sum_{j=0}^{Q} \beta_{ij} x_i^j y_k^j \right|^2$$

has no geometric interpretation. That is, a rescaling of the problem in (4.16) can produce an entirely different minimum $\beta$ which will be wildly different in how well it solves the problem in (4.14). We can alleviate this normalization problem by down-weighting each row in $A$ by the size of vector $A_k$ and form the new matrix $B$ with elements given by

$$B_{kl} = w_k A_{kl}$$

where

$$w_k = \frac{1}{\left( \sum_i A_{kl}^2 \right)^{1/2}}.$$

The problem now becomes

$$\min_{\beta^T\beta=1} \sum_{k=1}^{n} w_k \left| \sum_l \beta_l A_{kl} \right|^2 \iff \min_{\beta^T\beta=1} \beta^T B^T B \beta. \quad (4.17)$$

In conclusion, the solution to (4.17) employs all the pixels in the trace to compute an initial $\beta$ that is normalized such that $\|\beta\| = 1$. This will overcome the problems of large coefficients encountered in trace 20 and the wild oscillations in traces 6 and 13. Note that with this approach, the constant term is no longer set to one (section 4.4.1) and so $\beta_0$ has a non-zero value. Therefore, in the fitting procedure, this must be treated as a fixed weight to avoid a zero-valued solution.

### 4.6.4 Improved Model

Traces 14 and 24 of test ionogram 2 have highlighted an inadequacy of the existing model in (4.13) (see table 4.2). These traces violated the assumption that all traces are either a function $y$ of $x$, or $y$ is constant, and they show the need to cater for traces that bend at both ends. To achieve this we need to add an $x^2$ term to the model. Thus, the trace model is the family of curves defined by

$$C_\theta \equiv \{(x, y) : f(x; \beta) = \beta_0 + \sum_{i=1}^{4} \beta_i y^i + \beta_5 x + \beta_6 x^2 = 0\}. \quad (4.18)$$

Note that in (4.18) above the $\beta_0$ is not normalized to one, but it will need to be fixed throughout the fitting procedure at the value determined by the initial guess routine (of the previous subsection) so that the trivial zero solution is avoided.
Figure 4.11: Ionogram 1 — initial guess for implicit multivariate quartic polynomial fit.

Figure 4.12: Ionogram 2 — initial guess for implicit multivariate quartic polynomial fit.

Figure 4.13: Ionogram 3 — initial guess for implicit multivariate quartic polynomial fit.

Figure 4.14: Ionogram 4 — initial guess for implicit multivariate quartic polynomial fit.
Figure 4.15: Ionogram 1 — implicit multivariate quartic polynomial fit.

Figure 4.16: Ionogram 2 — implicit multivariate quartic polynomial fit.

Figure 4.17: Ionogram 3 — implicit multivariate quartic polynomial fit.

Figure 4.18: Ionogram 4 — implicit multivariate quartic polynomial fit.
Figure 4.19: Ionogram 1 — initial guess for implicit multivariate quartic polynomial fit (hand trimmed).

Figure 4.20: Ionogram 2 — initial guess for implicit multivariate quartic polynomial fit (hand trimmed).

Figure 4.21: Ionogram 3 — initial guess for implicit multivariate quartic polynomial fit (hand trimmed).

Figure 4.22: Ionogram 4 — initial guess for implicit multivariate quartic polynomial fit (hand trimmed).
Figure 4.23: Ionogram 1 — implicit multivariate quartic fit to hand-trimmed traces.

Figure 4.24: Ionogram 2 — implicit multivariate quartic fit to hand-trimmed traces.

Figure 4.25: Ionogram 3 — implicit multivariate quartic fit to hand-trimmed traces.

Figure 4.26: Ionogram 4 — implicit multivariate quartic fit to hand-trimmed traces.
Chapter 5

Feature Extraction: Merging

This chapter details a further aspect of the feature extraction process that is designed to account for broken or missing features in an ionogram. Merging, is the process of reconnecting trace fragments, which clearly belong to the same propagation mode, that have become disconnected for some reason (noise, attenuation, etc.) and so have been fitted separately. Thus merging is one more step designed to move towards the ideal where one trace corresponds to one propagation mode and vice versa.

Figure 5.1 depicts a situation where two traces, which are clearly due to the same propagation mode, have produced separate trace fits, and consequently, each has a different collection of parameters that describes its shape. Obviously, we would like to be able to represent these two traces with the one feature vector for the sake of economy. Not only that, we would like to know that they are really connected (in the sense of being produced by the same propagation mode) so that when we come to mode identification the ideal that each trace has a single, different and distinct propagation mode associated with it will be true. Through the improved trimming algorithm of section 3.6, we have already ensured that each trace fragment has a single generating propagation mode. Now we are ensuring that for each propagation mode there is only one trace that it generated.

There are many candidates for merging. Any group of two (or more) trace fits could possibly be due to the one propagation mode and consequently are candidates. Furthermore, merging is a difficult task, and I have found that no single test for merging works in all cases. Therefore a battery of tests is required to solve this problem. In this chapter I will present a range of tests that vary in sophistication to apply to the merge problem.

![Figure 5.1: Two thinned trace segments that are clearly due to the same propagation mode are depicted in (a) and their corresponding fits in (b).](image)
Figure 5.2: The first test for merging examines the distance between the closest end-points of two traces. If it is less than a threshold, then the two traces could possibly be merged.

5.1 Merge Tests

The obvious brute force approach to merging involves the following steps. Firstly, we would find the error in the best fitting curves to each segment independently, and we can do this simply by recording it during the fitting procedure. Secondly, we must find the best fitting curve to both segments simultaneously and then compare the error in the joint fit with the errors in the two independent fits and decide whether the joint fit is adequate.

The problem with this approach is that the computational cost of repeatedly fitting curves is very expensive, especially if the approach is extended to tackle the problem of deciding whether three of more segments are all part of the one trace. This combinatorial explosion of joint fits means that this approach is just not feasible. Because of this high cost, cheaper alternatives are necessary. We will now consider a number of such tests for merging.

5.1.1 Test 1: Distance Between End-Points

The first test of merging is also conceptually and computationally the simplest. It involves determining if the distance between the closest end-points of two candidate traces is less than a threshold. This threshold is set conservatively large so that all traces that should be merged will be closer, but at the same time many traces that should not be merged are eliminated as candidates. This is depicted in figure 5.2.

5.1.2 Test 2: Overlap in Group Delay

The second test for merging, called the overlap in group delay test, tries to detect when a trace completely overlaps another along the y-axis. If the traces are separated in the range of their y values then all is well — they could possibly be merged. If not, and one trace completely overlaps the other, then the traces cannot be merged. A small margin (of 5 pixels) is ignored for the purposes of computing overlap around the edges of the enveloping trace. This is to ensure that horizontal traces, which will overlap in group delay, will still be considered as candidates. Lastly, if there is a partial overlap of the y values merging is still possible. These principles are depicted in figure 5.3.

5.1.3 Test 3: Midpoints

The third test compares distances to midpoints with distances between endpoints to try and determine if one trace is bending away from the other. More precisely, this test determines if there is a midpoint on one trace that is closer to the other trace than the minimum distance between their endpoints (less a margin of 5 pixels). The margin is to allow for small turnings away at the end of a trace due to noise. If the trace fragments do bend away from one another significantly, then it is not likely that they are due to the same propagation mode, and so they should not be merged. See figure 5.4 for an example of the application of these principles.
5.1.4 Test 4: Equidistance

This test extends on the principles behind the midpoints test. There we tested to see if two traces bent away from one another as an indication that merging them should not take place. Here we go one step further: if the traces are roughly parallel in a region of substantial overlap (along either the $x$ or $y$ axes) at their closest ends (the ends that would be joined if they could be), then they should not be merged. An example of this occurs in figure 5.5.

5.1.5 Test 5: Horizontals

This test, called the horizontals test, is designed to eliminate merge candidates where each trace is predominately horizontal and at significantly different $y$-values (figure 5.6). When such situations occur, it is obvious that the two traces cannot be part of a larger trace due to the same propagation mode.

We can test for these situations simply in the following manner. Firstly, we determine if the two traces are separated in their $y$-range — if they are not then terminate this test as nothing more can be
determined. If they are, then it is necessary to determine that their ends are either overlapping or not too far apart along the x axis — the closer they are, the sharper the bend needs to be to merge them, and the less desirable the merge becomes. A separation of less than the average of their two lengths projected along the x axis is deemed to be acceptable to continue with this test. A separation of more than this indicates once again that this test is not applicable and it cannot determine anything. Finally, we test to see if the y-range from the top of the upper trace to the bottom of the lower trace is more than two times the y-range of the individual traces. If it is, then the two traces cannot be merged. If not, then this test again cannot determine anything certain about the situation.

5.1.6 Common Coordinate Systems

In section 4.4.1 I showed how to transform to local coordinates so that fitting is reasonably well conditioned. As a result, in the merging problem, we will have two such local coordinate systems, one for each trace under consideration. The problem is that we need to have the two traces in the one common coordinate system for the remaining merge tests (figure 5.7).

Let \( S_1 \) and \( S_2 \) denote the set of points corresponding to trace 1 and 2, respectively. Further, let \( x_i \) and \( x'_i \) denote the image plane and transformed local coordinates, respectively, of trace \( i \), with translation and scale parameters \( u_i \) and \( \alpha_i \) given by

\[
x'_i = \alpha_i(x_i - u_i), \quad i = 1, 2.
\]

Note that, from (4.12), \( u_i \) is given by

\[
u_i = (u_i, v_i) = \left( \frac{x_{i\text{max}} + x_{i\text{min}}}{2}, y_{i\text{min}} \right), \quad i = 1, 2
\]

and that

\[
\alpha_i = \frac{1}{y_{i\text{max}} - y_{i\text{min}}}, \quad i = 1, 2.
\]

We now need to determine a common coordinate system for \( S_1 \) and \( S_2 \) in which to carry out the merging test. We will denote this common coordinate system by \( x'' \).

Just as explained in section 4.4.1 for fitting, for the remaining merge tests to be well conditioned in the common coordinate system, the mapping to the common coordinates must satisfy

\[
[x_{\text{min}}, x_{\text{max}}] \times [y_{\text{min}}, y_{\text{max}}] \rightarrow [-z, z] \times [0, 1]
\]
where

\[
\begin{align*}
x_{\text{max}} &= \max\{x_{1_{\text{max}}}, x_{2_{\text{max}}}\}, \\
x_{\text{min}} &= \min\{x_{1_{\text{min}}}, x_{2_{\text{min}}}\}, \\
y_{\text{max}} &= \max\{y_{1_{\text{max}}}, y_{2_{\text{max}}}\}, \\
y_{\text{min}} &= \min\{y_{1_{\text{min}}}, y_{2_{\text{min}}}\}.
\end{align*}
\]

This gives that

\[
z = \frac{x_{\text{max}} - x_{\text{min}}}{2(y_{\text{max}} - y_{\text{min}})}
\]

so that the mapping to the common coordinates \(x''\) is given by

\[
x'' = \alpha(x - u) = \frac{1}{y_{\text{max}} - y_{\text{min}}}(x - (\frac{x_{\text{max}} + x_{\text{min}}}{2}, y_{\text{min}}))
\]

as before. It now remains to determine the transformation of each of the individual local trace coordinates to this new common coordinate system.

We know that traces 1 and 2 are locally transformed according to (5.1). Therefore, by substituting for the image coordinates in (5.2), we get that the transformation from the local image coordinates \(x'_i\) of trace \(i\) to the common coordinates \(x''\) is given by

\[
x'' = \frac{\alpha}{\alpha_i}(x'_i - \alpha_i(u - u_i)).
\]

Expressing this solely in terms of parameters in the two local coordinate systems we get that

\[
\alpha = \frac{1}{\max_i\{\frac{1}{\alpha_i} + v_i\} - \min_i\{v_i\}}
\]

and

\[
u = \frac{1}{2}(\max_i\{\frac{x'_{i_{\text{max}}}}{\alpha_i} + u_i\} - \min_i\{\frac{x'_{i_{\text{min}}}}{\alpha_i} + u_i\}), \min_i\{v_i\}).
\]
5.1.7 Test 6: Second Order Approximation

This next test is mathematically the most difficult test\(^1\) and is also significantly novel [30]. It relies on the principle that the Hessian of the fit to each trace segment alone can be used to compute a second order approximation of the joint fit. This test proceeds in the following manner.

1. Find the best fitting curves to each segment independently (Chapter 4).

2. Compute the Hessians for these fits and use them to construct a second order approximation to the fitting metric as a function of the curve parameters.

3. Form the sum of second order approximations to fits to both traces in a common coordinate system and compute the parameters that minimize this approximation.

4. Decide whether the error in the overall approximation is significantly larger than the errors of the two independent best fits.

The advantages of this approach are firstly that it is very fast because once the initial independent fits have been computed only low order matrix manipulations are needed. Secondly, it can be easily extended to looking at joint fits of more than two traces. Its disadvantages stem from the fact that it is based on a second order approximation. This approximation may not be very accurate, especially in ill-conditioned problems that are the result of poor parameterizations or poorly behaved curves. Furthermore, some fitting metrics, in particular orthogonal distance regression (ODR), may have discontinuities in their second derivatives. This may happen in ODR when the curve has two branches and the data point is midway between them. A slight perturbation in parameters may now jump the closest point on the curve to the data point from one branch of the curve to the other in a discontinuous manner.

Experience has shown that this test is the most sensitive for determining whether two traces should be joined when the decision is a close one. However, when the traces are of wildly different placement, this test can actually be wrong, because the second order approximation to the joint fit is extremely poor. Therefore, I have set out to eliminate these wild cases firstly using tests 1–4.

We will next consider how to obtain an accurate second order approximation to the fitting metric for a single trace.

Constructing Second Order Approximations to the Fitting Metric

In the course of finding the best fitting curves \(C_{\beta_1}\) and \(C_{\beta_2}\) to two segments \(S_{\beta_1}\) and \(S_{\beta_2}\), the fitting routine will minimize the value (see (4.4))

\[
dl_i = \sum_{n=1}^{N_i} \min_{x \in C_{\beta_i}} \|x_{i,n} - x\|^2
\]

where \(d_i\) is the error of the best fit. Note that the parameter vector \(\beta = [\beta_0, \ldots, \beta_5]^T\) for model function (4.13) has the element \(\beta_0\) normalized to one (section 4.4.1) or some other fixed value when the improved initial guess algorithm is used (section 4.6.3). Let \(\beta_i^* = [\beta_1, \ldots, \beta_5]^T\) be defined to be the vector of free parameter values as determined by the fitting routine, and \(H_i^*\) be the matrix of second derivatives showing the sensitivity of \(d_i\) to changes in \(\beta_i^*\).

Now because \(\beta_i^*\) was determined by fitting under the assumption that \(\beta_0 = 1\) (or some other fixed value), it makes sense to consider the larger vectors

\[
\beta_i = \begin{bmatrix} 1 \\ \beta_i^* \end{bmatrix}
\]

and consider the sensitivity to \(d_i\) to changes with respect to \(\beta_i\). Let \(H_i\) be the Hessian for \(d_i\) with respect to the full vector \(\beta_i\), so that to a second order approximation

\[
d_i(\beta) \sim d_i + \frac{1}{2}(\beta - \beta_i)^T H_i (\beta - \beta_i)
\]

---

\(^1\)In fact, this particular test took longer to develop and get working than any other existing module in the entire autoscaling system.
(because the first derivative will be zero at the minimum determined by the fitting procedure). We can determine \( \mathbf{H}_i \) from \( \mathbf{H}_i^* \) and the condition that \( d_i(\beta) \equiv d_i(\beta/\|\beta\|) \) should be invariant to changes of magnitude in the best fitting parameters. To see this, first let

\[
\mathbf{H}_i = \begin{bmatrix}
    n_i & h_i^T \\
    h_i & \mathbf{H}_i^*
\end{bmatrix},
\]

where \( n_i \) and \( h_i^T \) will be determined after the following development. Next, note that the condition \( d_i(\alpha \beta_i) = d_i(\beta_i) \) for all \( \alpha \) implies that

\[
d_i(\alpha \beta_i) \sim d_i + \frac{(1-\alpha)^2}{2} \beta_i^T \mathbf{H}_i \beta_i = d_i(\beta_i) = d_i.
\]

Therefore \( \beta_i^T \mathbf{H}_i \beta_i = 0 \) and \( \mathbf{H}_i \beta_i = 0 \) since \( \mathbf{H}_i \) is positive semi-definite as it is the matrix of second derivatives at a minimum. Therefore,

\[
\begin{bmatrix}
    n_i & h_i^T \\
    h_i & \mathbf{H}_i^*
\end{bmatrix}
\begin{bmatrix}
    1 \\
    \beta_i^*
\end{bmatrix} = 0
\]

and so

\[
\begin{bmatrix}
    n_i \\
    h_i
\end{bmatrix}
- \begin{bmatrix}
    h_i^T \beta_i^* \\
    \mathbf{H}_i^* \beta_i^*
\end{bmatrix}
\]

which gives that the components \( h_i \) and \( n_i \) of \( \mathbf{H}_i \) in (5.5) are given by

\[
h_i = -\mathbf{H}_i^* \beta_i^*
\]

\[
n_i = \beta_i^T \mathbf{H}_i^* \beta_i^*.
\]

Note that the condition \( \mathbf{H}_i \beta_i = 0 \) implies that (5.4) can be reduced to

\[
d_i(\beta) \sim d_i + \frac{1}{2} \beta^T \mathbf{H}_i \beta.
\]

However, this is not the most accurate approximation we can construct for \( d_i(\beta) \) since it satisfies

\[
d_i(\beta) = d_i\left(\frac{\beta}{\|\beta\|}\right)
\]

only for \( \beta = \beta_i \). If instead we were to construct an approximation of the form

\[
d_i(\beta) \sim d_i + \frac{1}{2} \beta^T \mathbf{L}_i \beta
\]

then this would satisfy (5.6) for all \( \beta \). The problem then becomes how do we choose \( \mathbf{L}_i \) to be consistent with the known matrix of second derivatives \( \mathbf{H}_i \). In other words, we have to show that at \( \beta = \beta_i \)

\[
d_i + \frac{1}{2} \beta^T \mathbf{L}_i \beta = d_i + \frac{1}{2} (\beta - \beta_i)^T \mathbf{H}_i (\beta - \beta_i)
\]

to second order. The solution to this problem occurs when we let \( \mathbf{L}_i = \|\beta_i\|^2 \mathbf{H}_i \) as we will now show.

To prove this, consider the function

\[
g_i(\beta) \equiv \frac{1}{2} \beta^T \mathbf{L}_i \beta.
\]

After noting that

\[
\frac{\partial}{\partial \beta_i} \left[ \|\beta\|^k \right] = \frac{\partial}{\partial \beta_i} \left[ \frac{1}{2} (\sum_j \beta_j^2)^{k/2} \right]
= -k \frac{2 \beta_i}{2 (\sum_j \beta_j^2)^{k/2+1}}
= -k \beta_i \frac{1}{\|\beta\|^{k+2}}
\]
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we have that
\[
\begin{align*}
\frac{\partial g_i}{\partial \beta_k} &= \frac{[L_i \beta]_k}{\|\beta\|^2} - \frac{\beta^T L_i \beta}{\|\beta\|^4} \beta_k,
\end{align*}
\]
and
\[
\begin{align*}
\frac{\partial^2 g_i}{\partial \beta_k \partial \beta_l} &= \frac{[L_i \beta]_k [L_i \beta]_l}{\|\beta\|^2} - \frac{2[L_i \beta]_k \beta_l}{\|\beta\|^4} - \frac{2[L_i \beta]_l \beta_k}{\|\beta\|^4} + \frac{\beta^T L_i \beta \delta_{kl}}{\|\beta\|^4} + 4 \frac{\beta^T L_i \beta}{\|\beta\|^6} \beta_k \beta_l,
\end{align*}
\]
where \( \delta_{kl} \) is the delta function. Thus if \( H_{g_i}(\beta) \) is the Hessian of \( g_i(\beta) \) at the location \( \beta = \beta_i \), we have that
\[
H_{g_i}(\beta_i) = \frac{L_i}{\|\beta_i\|^2} - \frac{2}{\|\beta_i\|^4} [L_i \beta_i \beta_i^T + \beta_i \beta_i^T L_i] - \frac{\beta_i^T L_i \beta_i}{\|\beta_i\|^4} I + 4 \frac{\beta_i^T L_i \beta_i}{\|\beta_i\|^6} \beta_i \beta_i^T.
\]
If we choose that \( L_i = c H_i \), where \( c \) is a scalar constant, then \( L_i \beta_i = c H_i \beta_i = 0 \) from before. Therefore, the Hessian \( H_{g_i}(\beta_i) \) reduces to
\[
H_{g_i}(\beta_i) = \frac{c L_i}{\|\beta_i\|^2}
\]
at \( \beta = \beta_i \). So if we set \( c = \|\beta_i\|^2 \) then the approximation
\[
d_i(\beta) \sim d_i + \frac{1}{2} \frac{\beta^T L_i \beta}{\|\beta\|^2} = d_i + \frac{1}{2} \frac{\beta^T (\|\beta_i\|^2 H_i) \beta}{\|\beta\|^2}
\]
has \( H_i \) as its Hessian at \( \beta = \beta_i \) and is a generally more accurate approximation than
\[
d_i(\beta) \sim d_i + \frac{1}{2} (\beta - \beta_i)^T H_i (\beta - \beta_i).
\]

Deciding Whether Two Segments Are Part of the Same Trace

We now suppose that we have independently identified the best fits \( C_1 \equiv C_{\beta_1} \) and \( C_2 \equiv C_{\beta_2} \) to the traces \( S_1 \) and \( S_2 \) as per Chapter 4, and we next wish to decide whether they can be adequately fitted by the one curve.

First, however, we must move to a common coordinate setting for two segments, since both were fitted in their own coordinate setting with this setting optimized for numerical stability. Having specified the common coordinate system \( x'' \) as in section 5.1.6, suppose that the transformations necessary to map from the individual coordinate settings are
\[
x'' = \alpha_i (x'_i - u_i), \quad i = 1, 2.
\]
These in turn induce a transformation to a common parameter setting for the curves, given by
\[
\gamma_i = A_i \beta_i, \quad i = 1, 2
\]
where the \( A_i \) are determined by (4.6). Therefore, for the model function defined by (4.13) and \( \beta_i \) by (5.3), the transformation matrix is given by
\[
A_i = \begin{bmatrix}
1 & v_i^2 & v_i^3 & v_i^4 & u_i \\
0 & \frac{1}{\alpha_i} & \frac{v_i^2}{\alpha_i} & \frac{v_i^3}{\alpha_i} & \frac{v_i^4}{\alpha_i} & 0 \\
0 & 0 & \frac{1}{\alpha_i^2} & \frac{3 v_i}{\alpha_i} & \frac{3 v_i^2}{\alpha_i} & \frac{6 v_i^3}{\alpha_i} & 0 \\
0 & 0 & 0 & \frac{1}{\alpha_i^3} & \frac{4 v_i^2}{\alpha_i^2} & \frac{6 v_i^3}{\alpha_i^2} & \frac{4 v_i^4}{\alpha_i^2} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\alpha_i^4} & \frac{5 v_i^3}{\alpha_i^3} & \frac{10 v_i^4}{\alpha_i^3} & \frac{10 v_i^5}{\alpha_i^3} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\alpha_i^5} & \frac{6 v_i^4}{\alpha_i^4} & \frac{15 v_i^5}{\alpha_i^4} & \frac{20 v_i^6}{\alpha_i^4} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{\alpha_i^6} & \frac{7 v_i^5}{\alpha_i^5} & \frac{21 v_i^6}{\alpha_i^5} & \frac{35 v_i^7}{\alpha_i^5} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{\alpha_i^7} & \frac{8 v_i^6}{\alpha_i^6} & \frac{28 v_i^7}{\alpha_i^6} & \frac{56 v_i^8}{\alpha_i^6} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{\alpha_i^8} & \frac{9 v_i^7}{\alpha_i^7} & \frac{36 v_i^8}{\alpha_i^7} & \frac{84 v_i^9}{\alpha_i^7} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{\alpha_i^9} & \frac{10 v_i^8}{\alpha_i^8} & \frac{45 v_i^9}{\alpha_i^8} & \frac{120 v_i^{10}}{\alpha_i^8} & 0 \\
\end{bmatrix}
\]
where \( u_i = [u_i, v_i]^T \).

Note that if merging of the traces \( S_1 \) and \( S_2 \) were possible, then we would have one parameter \( \gamma \) for a curve that adequately fits both traces. In this new coordinate setting the distance metric to be minimized for the joint fit is
\[
d(\gamma) = \sum_{i=1}^{N_i} \sum_{n=1}^{N_i} \min_{x'' \in \gamma_i} \|x''_n - x''_n\|^2
\]
\[
= \sum_{i=1}^{N_i} \alpha_i^2 d_i(A_i^{-1} \gamma)
\]
where $d_i(\beta)$ are the error metrics for the best fits to the individual traces, and $x_{i,n}$ is the $n$-th point of trace $S_i$ in the common coordinate system.

At this point there are two options for proceeding further, a direct approach and an indirect approach, to minimizing (5.8).

**Direct Approach**

In this approach we simply substitute in the previously determined second order approximations to $d_i(\beta)$, giving

$$d(\gamma) \sim \sum_{i=1}^{2} \alpha_i^2 d_i + \frac{1}{2} \sum_{i=1}^{2} \alpha_i^2 \|\beta\|^2 \frac{\gamma^T A_i^{-1} \gamma}{\|A_i^{-1}\|^2}.$$  

(5.9)

We then choose $\gamma$ to minimize this function.

Unfortunately, this approach has two disadvantages. Firstly, minimization of (5.9) is a nonstandard eigenvalue problem: it can be solved, but would require tweaking of the usual packages. Secondly, the $d(\gamma)$ of (5.9) is invariant to scaling but is not in the more convenient form of a function $d(\gamma/\|\gamma\|)$.

**Indirect Approach**

Returning to (5.8), we note that if we define

$$g_i(\gamma) \equiv \alpha_i^2 d_i(A_i^{-1}\gamma)$$

then at any point $\gamma = A_i \beta$ we have that

$$H_{g_i}(\gamma) = \alpha_i^2 A_i^{-1} H_i(\beta) A_i^{-1}.$$  

(This follows from straightforward results on the effect of linear transformations on derivatives in multivariate calculus). Therefore in particular at the point $\gamma_i = A_i \beta_i$ where we know the Hessian of $d_i(\beta)$ is $H_i$, we have that the Hessian of $g_i$ is

$$H_{g_i}(\gamma_i) = \alpha_i^2 A_i^{-1} H_i A_i^{-1}$$

and this satisfies

$$H_{g_i}(\gamma_i) \gamma_i = \alpha_i^2 A_i^{-1} H_i A_i^{-1} A_i \beta_i = \alpha_i^2 A_i^{-1} H_i \beta_i = 0.$$  

Therefore we could approximate $g_i(\gamma)$ by

$$g_i(\gamma) \equiv g_i(\gamma/\|\gamma\|) \sim \alpha_i^2 d_i + \frac{1}{2} \alpha_i^2 \frac{\gamma^T A_i^{-1} H_i A_i^{-1} \gamma}{\|\gamma\|^2} \|A_i \beta\|^2$$

without any real loss of information: the Hessian of this function agrees with that of $d_i(\beta)$ at the minimum $\beta_i$ and this is really all the information we have.

Following this approach would give an alternative approximation to $d(\gamma)$ of

$$d(\gamma) \sim \sum_{i=1}^{2} \alpha_i^2 d_i + \frac{1}{2} \sum_{i=1}^{2} \alpha_i^2 \|A_i \beta\|^2 \|A_i^{-1} H_i A_i^{-1}\| \gamma^2.$$  

As a function of $\gamma$ this can be easily minimized by choosing $\gamma$ to be the smallest eigenvalue of the matrix

$$H \equiv \sum_{i=1}^{2} \alpha_i^2 \|A_i \beta\|^2 A_i^{-1} H_i A_i^{-1}.$$  

Regardless of which approach is used, having chosen the $\gamma$ that minimizes an approximation to $d(\gamma)$, it remains to decide whether the estimated error in fitting both curves simultaneously is significantly greater than the sum of the errors incurred in fitting each separately. We do this by placing a statistical interpretation on the errors as follows.
Statistical Interpretation of Errors

First, for convenience, for any given point \( x \) define the best approximation to \( x \) on \( C \) by

\[
x_C \equiv \arg \min_{y \in C} \| x - y \|^2.
\]

Now for each trace segment \( S_i \) consider the residuals

\[
\epsilon_{i,n} = x_{i,n} - [x_C]_{i,n}, \quad n = 1, \ldots, 2N_i.
\]

If we suppose these to be Gaussian random variables with zero mean and unknown variance, then our best estimate for the variance \( \sigma_i^2 \) is

\[
\sigma_i^2 \sim \frac{\alpha_i^2 d_i}{2N_i - 5}.
\]

(5.10)

Note here that we are looking at the residuals in the common coordinate setting for both traces, and the denominator must be reduced by the number of free parameters used in the minimization (as \( C_\beta \) is invariant under scaling of \( \beta \), although there are nominally 6 free parameters in \( \beta \) in practice there are only 5).

Now if the curve \( C_{\gamma^*} \) defined by the parameter choice \( \gamma^* \) that minimizes \( d(\gamma) \) fits both segments reasonably closely, we would expect that at worst the distribution of its residuals would be similar to the worst of the distributions of residuals after the best fit to each trace independently. Thus if we define

\[
\sigma^2 = \max_i \sigma_i^2
\]

(5.11)

we would expect that \( \frac{d(\gamma^*)}{\sigma^2} \) should be \( \chi^2_{2N_1 + 2N_2 - 5} \) distributed, and we can use a standard \( \chi^2 \) test to decide whether \( d(\gamma^*) \) is significantly larger than anticipated. Using the \( \chi^2 \) integral, we compute the probability \( P(\chi^2_{2N_1 + 2N_2 - 5} > \frac{d(\gamma^*)}{\sigma^2}) \), and if this probability is less than 0.1, then we say that the distribution of errors of the estimated joint fit is not consistent with the two traces segments belonging to the same underlying trace. A tougher test would be to define

\[
\sigma^2 = \frac{1}{2N_1 + 2N_2 - 5} \sum_{i=1}^{2} \alpha_i^2 d_i
\]

and to use this value as the variance parameter to normalize \( d(\gamma^*) \) before making a \( \chi^2_{2N_1 + 2N_2 - 5} \) test.

Two questions remain to be answered before the second order test can be used. They are, firstly, the value of \( d_i \) for each of the individual trace fits, and secondly, the Hessian at these fits must be determined. We will now consider how to determine \( d_i \), the error in the individual fits.

Fitting Error

The ODRPACK fitting routine returns to the user the value of the fitting metric at its termination (any other reasonable fitting routine would also return such a value). It would be reasonable to expect that this is the value of \( d_i \) that should be used in the merge test, but this is not so for the following subtle reasons.

It is important to realize that the pixel locations in the ionograms are in error \( \pm 1/2 \) pixels in both \( x \) and \( y \) directions because of their quantized nature. Therefore, the error in the fit cannot have a variance less than the sum of variances of error in the pixels because of the uncertainty in their locations, even though the fitting routine may sometimes say otherwise. If the width of a pixel is \( p \) for trace \( i \) in its normalized local coordinate system, and assuming that the true pixel location is uniformly distributed across the entire square, then the variance of the error in each direction is

\[
\sigma_i^2 = E[(x - \mu)^2] = \frac{p^2}{12}.
\]

From section 4.4.1, the width of a pixel is given by \( p_i = 1/(y_{\max} - y_{\min}) \). So if trace \( i \) is \( N_i \) pixels long, then the error in the fit will be never less than \( N_i p_i^2 / 6 \). Therefore, if the fitting routine returns that the fitting error is \( d_{in,1} \), then the value of \( d_i \) we use in our \( \chi^2 \) test for merge is given by

\[
d_i = \max(d_{in,1}, N_i p_i^2 / 6).
\]

(5.12)
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The need for this was confirmed in experiments. Short traces could be fitted extremely closely by the fitting routine, but it was found that the error in this case for the individual fits bore little relationship with the error of a joint fit, even when it clearly should take place.

Estimating the Hessian

The ODRPACK routine purports to return the Hessian at the solution [23] to the user when desired. However, the matrix it returns is wrong in the implicit case because it is computed without regard to the constraints. For this reason it is necessary to compute an estimate of the Hessian oneself, using the method I present below.

From (4.9), the fitting problem for a single trace can be simply expressed as solving the minimization problem

$$\begin{align*}
  &\min_{\beta_{j,1}, \ldots, \beta_{j,N}} \sum_{n=1}^{N} w_n (\delta_{x_n}^2 + \delta_{y_n}^2) \\
  &\text{subject to } f(x_n + \delta_{x_n}, y_n + \delta_{y_n}, \beta) = 0, \quad n = 1, \ldots, N
\end{align*}$$

(5.13)

where $L$ is the number of free model parameters and $N$ is the number of pixels. Let

$$z = [\delta_{x_1}, \delta_{y_1}, \delta_{x_2}, \delta_{y_2}, \ldots, \delta_{x_N}, \delta_{y_N}]^T$$

and then (5.13) is a special case of the problem

$$\begin{align*}
  &\min_{\beta_{j,1}, \ldots, \beta_{j,N}} \sum_{k=1}^{2N} t_{k-1}^2 z_k^2 \\
  &\text{subject to } f_n(z, \beta) = 0, \quad n = 1, \ldots, N
\end{align*}$$

where $t_{2i-1} = t_{2i} = \sqrt{w_i}$, $f_n(z, \beta)$ is a collection of functions formed from $f(x_n + \delta_{x_n}, y_n + \delta_{y_n}, \beta)$ by substituting in each coordinate pair $(x_n, y_n)$ and re-indexing onto the relevant elements of $z$ in each case. Now let us assume that the minimum of this problem occurs at $z^*, \beta^*$. Then,

$$f_n(z, \beta) \sim f_n(z^*, \beta^*) + \sum_k \frac{\partial f_n}{\partial z_k}(z^*_k - z_k) + \sum_j \frac{\partial f_n}{\partial \beta_j}(\beta^*_j - \beta_j)$$

$$\sim 0 + J_z(z - z^*) + J_{\beta}(\beta - \beta^*).$$

For all $n$ together, we get the matrix equation

$$f = 0 + J_z(z - z^*) + J_{\beta}(\beta - \beta^*).$$

If $\beta$ is set close to $\beta^*$, and $z$ is adjusted to restore the constraint, then

$$J_z z = J_z z^* - J_{\beta}(\beta - \beta^*).$$

The required minimum is the solution $z$ that minimizes $\sum t_k^2 z_k^2$. To eliminate the weights, let $D = \text{diag}(t_i)$, $r = Dz$, and $r^* = Dz^*$. Then,

$$J_z D^{-1} r = J_z D^{-1} r^* - J_{\beta}(\beta - \beta^*).$$

The solution that minimizes $||r||^2$ is

$$r = (J_z D^{-1})^+ (J_z D^{-1} r^* - J_{\beta}(\beta - \beta^*))$$

and therefore

$$||r||^2 = r^T D^{-1} J_z^T (J_z D^{-1})^+ (J_z D^{-1})^+ J_z D^{-1} r^*$$

$$- 2r^T D^{-1} J_z^T (J_z D^{-1})^+ J_z D^{-1} r^*$$

$$+ (\beta^* - \beta^T) J_{\beta}^T (J_z D^{-1})^+ J_z D^{-1} r^*$$

Now the second term is equal to zero because when $\beta - \beta^* = 0$, $||r||^2$ is minimized. From the third term, we obtain that the Hessian of the distance metric at the solution is

$$H = 2J_{\beta}^T (J_z D^{-1})^+ J_z D^{-1} + J_{\beta}.$$
In the special case,

\[
J \cdot D^{-1} = \begin{bmatrix}
\frac{\partial f}{\partial x}(x_1 + \delta_{x_1}, y_1 + \delta_{y_1}, \beta^*)/t_1 & \frac{\partial f}{\partial y}(x_1 + \delta_{x_1}, y_1 + \delta_{y_1}, \beta^*)/t_1 & 0 \\
0 & 0 & \frac{\partial f}{\partial x}(x_2 + \delta_{x_2}, y_2 + \delta_{y_2}, \beta^*)/t_2 \\
0 & 0 & 0 \\
\frac{\partial f}{\partial y}(x_2 + \delta_{x_2}, y_2 + \delta_{y_2}, \beta^*)/t_2 & \ldots & 0 \\
\vdots & \vdots & \vdots \\
0 & \ldots & \frac{\partial f}{\partial y}(x_N + \delta_{x_N}, y_N + \delta_{y_N}, \beta^*)/t_N \\
\end{bmatrix}
\]

and

\[
[J_B]_{ij} = \frac{\partial f}{\partial \beta_j}(x_i + \delta_{x_i}, y_i + \delta_{y_i}, \beta^*).
\]

Note that for any matrix \( J \) with the structure

\[
J = \begin{bmatrix}
a_1 & b_1 \\
a_2 & b_2 \\
\vdots & \vdots \\
a_N & b_N
\end{bmatrix}
\]

it is easily confirmed that the Moore-Penrose inverse of this matrix is

\[
J^+ = \begin{bmatrix}
a_1/(a_1^2 + b_1^2) \\
b_1/(a_1^2 + b_1^2) \\
\vdots \\
a_N/(a_N^2 + b_N^2) \\
b_N/(a_N^2 + b_N^2)
\end{bmatrix}
\]

and we obtain that

\[
J^{+T}J^+ = \begin{bmatrix}
1/(a_1^2 + b_1^2) & 1/(a_2^2 + b_2^2) \\
1/(a_2^2 + b_2^2) & \ldots \\
\vdots & \vdots \\
1/(a_N^2 + b_N^2)
\end{bmatrix}
\]

Using this result, we obtain that the Hessian \( H \) is given by

\[
[H]_{ij} = 2 \sum_{n=1}^{N} \left[ \frac{w_i \frac{\partial f}{\partial x} \frac{\partial f}{\partial y}}{\left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2} (x_n + \delta_{x_n}, y_n + \delta_{y_n}, \beta^*) \right].
\]

(5.14)

5.1.8 Test 7: Extrapolation

The extrapolation test is the test of last resort because it is so computationally expensive. This test computes how well the extension of one trace fits the pixels of another (figure 5.8). It does this by computing the closest point of the fit of the longer trace to the pixels of the shorter using an optimization routine. The distance computed is compared with the sum of scaled versions of the error from the individual fits using a \( \chi^2 \) test as is done for the second order test.

5.1.9 Other Tests

Many other possible tests could be designed for merging. I will discuss two promising and powerful tests here that have not currently been implemented, but are based on observations of the behaviour of traces in the merging routine.
Figure 5.8: Test 7, the extrapolation test, examines how well the fit to the longer trace extrapolates to fit the shorter one.

**Hough Test**

One promising idea is to use a Hough transform [18] for detecting lines, and is based upon the following observation. Traces in ionograms are smoothly changing curves, which look on a small scale like straight lines away from the junction frequency. We can use this behaviour to design a test that can cope with breaks in the traces that occur along straight sections using the Hough transform (figure 5.9). By taking the Hough transform of the end sections of the trace fragments (of the filtered ionograms) we can determine the best possible straight line fit the ends. If these straight lines fit well the thinned skeletons of the other trace then the traces should be merged.

This test could be extended so that not only does it indicate when a merge is possible because the two straight line fits are almost identical, but it could also be used to eliminate those merge candidates where the line fits do not intersect one another in an acceptable way. By acceptable I mean that the point of intersection must be close enough to the region of the two traces (figure 5.10).

This Hough test will eliminate all the possible merges that the horizontals test already eliminates, but it would be practical to keep both because the horizontals test is very fast and by running it first some computational saving could result.

**Intersection Test**

There is one property of traces that has not yet been exploited in any of the merge tests that have been described so far. That is, no trace of a single propagation mode ever crosses over a trace of a different mode. This principle could be used to construct a test that would eliminate many more possible merges in the following way. Perhaps the simplest way to implement this would be to join a line between the closest end points of the two candidate traces and if this line intersects any other trace then the two candidates should not be joined (figure 5.11).
Figure 5.9: A merge test based on the Hough transform. The two trace fragments in (a) have been fitted at their ends with straight lines using the Hough transform, and these lines have been plotted on the filtered traces in (b).

Figure 5.10: An extension of the Hough test for merging. In (a) the intersection point between the straight line fits to the ends of the two traces is too far away from the region of the two trace for a merge to be possible. The closeness of the intersection point in (b) indicates that a merge is possible in this case.
5.2 Combining the Results

Currently the battery of merge tests just described is implemented as an ordered sweep through all the traces. Firstly, trace 1 is considered against trace 2 as candidates for merging. Then each of the tests are performed on these two traces in the order presented until one indicates conclusively either that the two traces should or should not be merged or no more tests remain to be performed in which case the traces are left as separate. If the tests indicate that 1 and 2 should be merged, then these two traces are eliminated from further consideration and traces 2 and 4 are tested for merging. If not, then trace 1 is tested against trace 3 using all the merged tests in order, and so on.

There are a number of points worth noting here. Firstly, the ordered treatment of traces above assumes that a trace will only be broken into at most two pieces. Rarely this will not be true however, and it may be necessary to consider applying these tests to more than two traces. The tests can be modified to achieve this, especially the second order test. Secondly, only tests 6 and 7 actually indicate that a merge should occur — all the others indicate either that it may be possible or that it is not possible. These two tests also give a good initial guess for fitting the two traces jointly. The fitting routine is called with this initial guess, as per the previous chapter, and the feature vectors from the ionogram fits are changed to reflect the fact the two trace fragments are now represented by the one fit. Lastly, it would be better to treat the collection of tests as a fusion problem rather than as an arbitrary preferential ordering. This approach may offer some advantages over the current approach, but it has not been investigated because of time limitations.

5.3 Results

The results of the merging procedure upon the selected branches of the fitted hand-trimmed ionograms shown in figures 5.14–5.17 can be seen in figures 5.18–5.21. (The traces that were pointed out so that the merged traces are not obscured.) The places where traces have been merged is indicated by arrows. Qualitatively, these merging results are good — no traces have been erroneously merged, nor are there any obvious cases where traces should have been merged which weren't.

However, there are problems with the estimation of the variance \( \sigma^2 \). To get these good results I found it necessary to add additional scaling to the estimate of the variance in the residuals for longer traces. For traces less than 60 pixels in length, no modification was required. But for traces over 160 pixels, \( \sigma^2 \) was enlarged by a factor of 10, and lengths between 60 and 160 were scaled to obtain a linear characteristic in this region. This seems to be the result of correlation in the residuals, as the following shows.

Figure 5.12 depicts the residuals along the \( x \) axis of a fit to a trace of 171 pixels. It is clear from this figure that the residuals hardly satisfy the assumption that they are normally distributed and uncorrelated. The presence of linear ramps indicates some sort of correlation structure.
Figure 5.12: A plot of the residuals along the x-axis of a fit to a trace of 171 pixels. Note the piece-wise linear pattern of these errors, which are due to the quantized nature of the pixel locations from the fit which is locally linear.

Let the residuals in x be denoted by $\epsilon_{x,n}$, and similarly for y. In estimating the variance in section 5.1.7, we have assumed that the residuals $\epsilon_{x,n}, \epsilon_{y,n}$ are uncorrelated, but this is not true. We assume here now only that there is no cross-correlation between $\epsilon_{x,n}$ and $\epsilon_{y,n}$, but that they can be correlated within themselves, and that the residuals are stationary and have zero mean. Therefore,

$$E[\epsilon_{x,n}] = 0$$

and

$$E[\epsilon_{x,n}\epsilon_{x,m}] = c_{|n-m|}$$

If we compute the autocorrelation sequence by

$$c_{mn} \equiv c_{|n-m|} \equiv c_r = \frac{1}{N-r} \sum_{i=0}^{N-|r|-1} \epsilon_{x,i}\epsilon_{x,i+r}$$

then the resulting covariance matrix $[C]_{mn} = c_{mn}$ will indicate the degree to which the estimate of $\sigma^2$ in (5.10,5.11,5.12) will deviate from the true value. The unbiased estimate of the autocorrelation sequence of the residuals in figure 5.12 is shown in figure 5.13. From this we can see that the residuals are positively correlated out to 4 pixels and at a range of 5–8 pixels they are negatively correlated. This indicates that there is indeed a problem with the estimate of $\sigma^2$ in (5.10,5.11,5.12). In simple terms, the sequence of residuals will thus act as if we have only one in four of the samples with a resulting smaller sample size, and the estimate of $\sigma^2$ should reflect this. These effects will be more pronounced in longer traces, as observed in the need for a fudge factor mentioned above.

5.4 Feature Extraction: the Output

The output of all the feature extraction processing that I have described in this and the previous chapters is a single feature vector for each trace, each of which corresponds to a single and distinct propagation
Figure 5.13: A plot of the autocorrelation sequence of residuals along the x-axis of a fit to a trace of 171 pixels. The sequence has been truncated at 20 because beyond this correlation length the estimate is not an accurate one due to the length and nonstationary effects.

mode. But what is the feature vector? The feature vector is taken from the parameter values $\beta$ that describe the best fit of the model to each of the traces. To this is added information about location of the traces, and this is obtained from the $x$ and $y$ range of the trace.
Figure 5.14: Ionogram 1 — implicit multivariate quartic fit to hand-trimmed traces.

Figure 5.15: Ionogram 2 — implicit multivariate quartic fit to hand-trimmed traces.

Figure 5.16: Ionogram 3 — implicit multivariate quartic fit to hand-trimmed selected traces.

Figure 5.17: Ionogram 4 — implicit multivariate quartic fit to hand-trimmed traces.
Figure 5.18: Ionogram 1 — Merge result of hand-trimmed traces.

Figure 5.19: Ionogram 2 — Merge result of hand-trimmed traces.

Figure 5.20: Ionogram 3 — Merge result of hand-trimmed selected traces.

Figure 5.21: Ionogram 4 — Merge result of hand-trimmed traces.
Chapter 6

Mode Identification and Measurement

In this chapter the final stages of the autoscaling system are presented. These are, firstly, a tracking stage that is designed to assist mode identification in circumstances where one or more of the simple modes are missing from the ionogram because of various ionospheric effects. Secondly, a mode identification stage which makes use of an ionospheric model to identify the propagation modes of each trace. Lastly, possible further measurements are outlined. The flow of these stages in the autoscaling system is represented in figure 6.1.

6.1 Time-Series Tracking

The motivation for the time-series tracking stage is that ionograms are collected at regular intervals during which they usually do not change a great deal. Therefore, information gleaned from one ionogram can be used to make the task of identifying the modes of successive ionograms much easier. An example of a sequence of ionograms is shown in figure 6.2.

In figure 6.2, in the third ionogram of the sequence the 1-hop is almost completely missing, and what remains is unlikely to survive filtering. This absence could present difficulties to a mode identification scheme that did not realize when this has occurred. However, it is rather obvious when the modes are tracked across successive ionograms.

The time-series tracking could be achieved by a simple matching of the feature vectors in successive ionograms. In figure 6.3, it can be seen that there is an excellent correspondence between the shape of merged fits of successive ionograms that are due to the same propagation mode, even though they may move around in group-delay and frequency. Therefore, the feature vectors determined from the previous processing stages is ideal as an input to the tracking stage. This approach has beneficiary side effects demonstrated in figure 6.3(b): sometimes fragments of traces that it has not been possible to join up can be identified using the best possible match from the previous ionogram.

The first step in matching features across successive ionograms is to transform \( \beta \) from each of the fits into the same coordinate system using (5.7) so that the fits being compared are at the same scale. The best match can be made invariant under translation in the following way. Let \( \beta_i = [\beta_{i,0}, \ldots, \beta_{i,5}]^T \) and \( \beta_j \) be the two model vectors from the fits to the traces of interest, and \( \{x_{\text{imin}} \leq x_i \leq x_{\text{imax}}, y_{\text{imin}} \leq y_i \leq y_{\text{imax}}\} \) \( \{x_{\text{imin}} \leq x_j \leq x_{\text{imax}}, y_{\text{imin}} \leq y_j \leq y_{\text{imax}}\} \) be their coordinates, respectively. Equation (5.7) is used to define the transformation matrix \( A \) and (5.1) with \( \alpha = 1 \) defines the coordinate transform \( u = (u, v) \). Then the best match can be found by solving

\[
\begin{align*}
\min_{u,v} & \| \beta_i - A\beta_j \|^2 \\
\text{subject to} & \quad x_{\text{imin}} < x_{\text{jmax}} \\
& \quad x_{\text{jmin}} < x_{\text{imax}} \\
& \quad y_{\text{imin}} < y_{\text{jmax}} \\
& \quad y_{\text{jmin}} < y_{\text{imax}}.
\end{align*}
\]

After finding the best match between each pair of trace fits, a search is performed to find the best
possible set of these matches between the features subject to the condition that the translation of a particular propagation mode's trace from one ionogram to the next should be similar to that of other traces (i.e., the black arrows from figure 6.3(a) to 6.3(b) should all point in roughly the same direction). As a possible extension to this approach, a Kalman filter could be used to predict the location of each trace of a particular propagation mode in the next ionogram to narrow down the number of possible comparisons between trace fits.

6.2 Mode Identification

The purpose of mode identification is to determine the hop number of traces that are due to simple propagation modes through the ionosphere. This is the second last stage in the overall autoscaling system, and the first one that will produce quantiative results for the user.

The mode identification stage is broken up into a number of smaller steps (figure 6.4). The first of these determines which trace in the fitted ionogram is the 1-hop trace. Mostly this will be the right-most trace except mainly in two special circumstances. Sometimes when the ionosphere contains a strong sporadic-E layer and the path length from transmitter to receiver is short a trace that bounces off this layer may extend in frequency out past the 1-hop trace. (This situation occurs in HFRD's FMS oblique ionograms [17].) However, it is possible to identify traces due to sporadic-E layers in group-delay using simple geometric considerations and thereby eliminate them. Secondly, the 1-hop trace may be missing from the ionogram, but the tracking stage of the previous section has been designed to recognize when this occurs. If the 1-hop trace is missing, then we continue the processing using the 2-hop trace instead and we must make some corresponding changes later on. Thus, after eliminating the two special cases, determining the 1-hop trace fit (or substituting the 2-hop) should be quite straightforward.

The next step assumes that we have a reasonable ionospheric model for oblique ionogram traces that can be used to predict the higher hops from knowledge of the 1-hop. Given then that we have a fit for the 1-hop trace (ignoring for a moment the complication of substituting a 2-hop for a non-existent 1-hop), we now have to find the parameters for this simplified ionospheric model so that there is a good correspondence between the 1-hop trace of the model and the 1-hop fit. This is not a trivial procedure because of the complexity of even a simplified ionospheric trace model as we will see.

Once a good fit of the ionospheric model's 1-hop (or 2-hop) to the appropriate trace of the ionogram has been obtained, the next step is to determine where this model predicts the higher order hops will
Figure 6.2: Shown here is a sequence of four successive ionograms, with the drift of the junctions for the first three simple modes noted by the wavy lines. Note that in the third ionogram the 1-hop is almost completely missing, and what remains is unlikely to survive filtering. This absent 1-hop trace could present difficulties to a mode identification scheme that did not realize when this has occurred, but it is rather obvious when the modes are tracked across successive ionograms.
Figure 6.3: The merged fits of two successive ionograms are depicted in (a) and (b). In addition, in (b), the merged fits of (a) have been overlaid, using a simple translation, onto the corresponding fits of (b) showing that successive ionograms often do not change a great deal in character and that there is an excellent correspondence between the shape of the fits of the corresponding propagation mode. This characteristic can be used to assist in identifying the propagation modes of an ionogram given the hop numbers for the traces in the previous ionogram. In addition, a fragment in (b) that was not identified as belonging to a longer trace by the merging procedure has been identified by its close correspondence to the more extensive fit of the previous ionogram.

Figure 6.4: The intermediate stages in mode identification.
occur. Then, lastly, these trace predictions are cross-matched against the other fitted traces in the ionogram — the correspondences that occur will indicate the propagation mode of the important ionogram trace fits. Any traces that are not identified by this procedure will be due to complex propagation modes and are of lesser interest.

### 6.2.1 Ionospheric Model

Let us now consider the ionospheric model in more detail. The model is due to Dr Ken Lynn [31] and was produced by range converting a vertical incidence ionogram, based on a single parabolic layer, to an oblique incidence one. The model firstly defines the equation for a trace of a vertical ionogram derived from a parabolic electron density as

\[
h_1 = h_0 + \frac{b}{2} f_1 \ln \left[ \frac{1 + f_1}{1 - f_1} \right]
\]

(6.1)

where \(h_0\) is the height of base of ionosphere (200–300 km), \(h_1\) is the vertical reflection height, \(b\) is the distance from base to peak electron density heights (10–150 km), and \(f_1\) is a parameter of the model with range \(0 < f_1 < 1\). Using conversion formulae for sky range [31], the equivalent oblique ionogram’s time-delay \(t\) (in milliseconds) is given by

\[
t = \frac{1}{150} \left[ a^2 + (a + h_1)^2 - 2a(a + h_1) \cos \left( \frac{d}{2a} \right) \right]^{1/2}
\]

(6.2)

and its frequency \(f\) by

\[
f = \frac{f_s f_1}{\left[ 1 - \left( \frac{a}{150} \sin \left( \frac{d}{2a} \right) \right)^2 \right]^{1/2}}
\]

(6.3)

where \(a\) is the radius of the earth (6371 km), \(d\) is the path length (distance of transmitter to receiver (300–6500 km)), and \(f_s\) a frequency scaling parameter. Higher hops can be calculated by dividing path length by the hop number and multiplying the resulting time-delay by the same factor.

Substituting (6.1) into (6.2) and (6.3) and including the hop number denoted by \(n\), the resulting model for an oblique ionogram trace is given by the following parametric equations with parameter \(0 < f_1 < 1\) and variables \(h_0\), \(b\) and \(f_s\):

\[
\begin{align*}
t(f_1) & = \frac{n}{150} \left[ a^2 + \left( a + h_0 + \frac{b}{2} f_1 \ln \left[ \frac{1 + f_1}{1 - f_1} \right] \right)^2 - 2a \left( a + h_0 + \frac{b}{2} f_1 \ln \left[ \frac{1 + f_1}{1 - f_1} \right] \right) \cos \left( \frac{d}{2an} \right) \right]^{1/2} \\
f(f_1) & = \frac{f_s f_1}{\left[ 1 - \left( \frac{a}{150} \sin \left( \frac{d}{2an} \right) \right)^2 \right]^{1/2}}
\end{align*}
\]

(6.4)

An example of the traces that this model produces for a range of hop numbers is depicted in figure 6.5.

### 6.2.2 Range Conversion Fit

We now have a suitable ionospheric model with which to predict the location of higher hops given a good fit to the 1-hop (or 2-hop) just by varying \(n\) in (6.5). The problem that has to be solved is how to find a set of values for \(h_0\), \(b\), and \(f_s\), given the feature vector for this one trace.

The first step in such a procedure is to compute an initial guess for these three parameters that can be further refined by an optimization procedure. We can construct a good initial guess from the following. Firstly, note that the minimum time-delay in the oblique trace will be set by \(h_0\), and secondly the sharpness of the nose will be determined by \(b\) — the smaller the sharper. So then the first step in determining an initial guess is to set \(h_0\) so that the model’s \(y\)-value is equal to the minimum \(y\) value of the 1-hop trace. Next, we set \(b\) to be equal to a typical value, say 100 km, because we will allow the optimization procedure to adjust this value. We are interested here only in seeing the initial guess place the trace in the correct region. Thirdly, we set the scaling factor \(f_s\) to be a value such that the junction frequency of the ionospheric trace model (the right-most frequency at the nose) corresponds to the right
most value of the fitted trace, $x_{\text{max}}$. A one dimensional search through $f_1$ will be required to determine the junction frequency of the ionospheric trace model.

Once the initial guess has been determined for $b_0$, $b$, and $f_s$, the next step is to call an optimization procedure with a suitable objective function to refine the correspondence between the oblique trace model and the trace fit. Any minimization algorithm that does not require derivatives would be suitable for this optimization procedure. Each invocation of the objective function will select a number of points on the fitted trace, perform a one-dimensional search through $f_1$ to find the closest points on the ionospheric trace model, and then compute the distance between each pair. The value returned by the objective function will be the sum of the square of the distances between these pairs. The number and distribution of the points along the fitted trace will have to be determined by experimentation.

### 6.2.3 Cross-Matching the Traces

The process of cross-matching the predicted higher hops of the ionospheric model (6.4) against the fitted traces of the ionogram will be straightforward (figure 6.6). All that is required is to determine if there is a trace that lies under the predicted higher hops for much of its length. Note that the predicted traces are least accurate around the nose region, so emphasis should be placed on the lower ray when determining a match.
Figure 6.7: The scope of measurements that could be determined using the autoscaling system include the maximum observable frequency (MOF) which occurs at the nose of each of each simple propagation modes, and the group delay width of each of the traces. The complex modes are those modes left over after identifying the simple propagation modes.

6.3 Measurements

The full scope of the measurement has yet to be resolved, and will need to be more fully determined by user's requirements. None the less, the sort of measurements that could be determined by this system are illustrated in figure 6.7.

The principles that would be used to implement this stage include the following. Firstly, contiguous pixels in the ionogram will be matched against the mode-identified trace-fits, and this will give the pixels in ionograms that correspond to particular identifiable propagation modes. Figure 6.7 has the trace fits for all the significant and identifiable traces overlaid on the filtered ionogram to demonstrates this principle. Secondly, measurements will be guided by the polynomial fits. That is, the junction frequency of each of the simple modes occurs in the region where there is a zero-crossing in the first derivative of the fitting polynomial. Lastly, to cater for any discrepancy between the trace fit and the actual ionogram trace, all measurements will be taken from the actual ionogram data. For example, once the position of the junction has been determined on the fit, this information is used to search in this region of the original ionogram to find the actual junction frequency on the ionogram. This will eliminate any error induced by a mismatch between trace and its fitted polynomial.
Chapter 7

Assessment

In this chapter the performance of the autoscaling system is examined against 25 ionograms selected by a potential user to represent a range of observed phenomena. These ionograms are by no means statistically representative and were chosen because they highlight some of the unusual effects that are observed. Finally, this chapter finished with some comments on further work that is needed and a conclusion.

7.1 Assessment Results

The assessment ionograms at various stages of processing can be seen in figures 7.1–7.25. The trimmed ionograms (figures 7.1(d)–7.25(d)) were obtained from the thinned ionograms using an improved trimming algorithm [16] based on the proposed algorithm presented in section 3.6. Table 7.1 presents an assessment of the problems and indicates what areas need to be addressed to improve the performance of the autoscaling system as it stands.

It is apparent from these ionograms that the single greatest improvement to the system will be obtained by making the changes to the fitting stage suggested in section 4.6.2. The wildly oscillating trace fits that are characteristic of failed fitting (because of either an inappropriate model or limitations of the ODR fitting routine (section 4.5)) have obscured many of the successful fits and consequently may make the performance of the system seem worse than it is. Implementing these changes would eliminate all the problems highlighted in table 7.1 by a “2”, “3”, or “5”. Using the improved trimming algorithm of [16] based on section 3.6 has eliminated almost all of the problems associated with high adjacency in ionograms and consequently the erroneous connectivity between traces of differing propagation modes that results. Implementing a branch selection scheme according to section 3.7 (which was achieved by hand here when a particular ionogram required separation of o- and x-rays) would deal with all the cases highlighted by a “1” in table 7.1. It is hard to say much about the performance of the merging routine until the other problems are fixed along with improving the estimate of variance of the residuals (section 5.3). If this estimate was upgraded, then I would expect that most, if not all, of the problems of missing a potential merge (indicated by a “6”) would be eliminated. At least there is no evidence of the merging routine doing damage to the traces by erroneously connecting two traces of differing propagation modes. In this collection of ionograms, there are three that contain traces that have been broken into more than two segments (indicated by a “7”). This provides evidence that sometimes, at least, it is necessary to consider merges of more than two components.

There is one ionogram in the collection that requires special treatment for a phenomena called “Spread-F” that causes wide diffuse traces to form in the ionogram that are so diffuse that nothing useful can be determined from these traces (figure 7.10 and indicated by an “8” in table 7.1). When this is present in a trace, it is necessary to flag it and ensure that it is not accidentally passed to the existing stages of the autoscaling system. Regions of such phenomena could be recognized from clusters of vertices in the piecewise-linear approximation to the thinned trace structure, but this idea will need some work. These regions were deleted by hand in assessment ionogram 10 between figures 7.10(d)–(e) using a pixel editing program.

Finally, it is worth pointing out that none of the problems highlighted by these ionograms were
unexpected and their solutions have been presented in earlier chapters, except for the problem associated with spread-F phenomena.

7.2 Further Work

I have already pointed out a few deficiencies of the existing system that need to be addressed. The first, that of the need for an improved trimming algorithm, has already been solved [16] while this report was being written. For the others including branch selection, x- and o-ray separation, fitting model, fitting routine, and residual variance estimation I have indicated the improvements that need to be made. I don’t foresee these to be more difficult than trimming to solve conclusively, and some of them (eg., a new fitting model) will be a great deal easier to solve. The idea for detecting spread-F phenomena in thinned- trimmed traces will need further thought, but this is a problem that affects a minority of LLISP ionograms. The tracking and mode identification stages need to be implemented as presented in chapter 6. This will not be difficult because both of these stages are fairly clear-cut optimization problems as I have defined them. With these improvements in place, the autoscaling system will be a fully functional solution to the autoscaling problem.

One issue I have not dealt with in this report is how confidence measures can be obtained for the results the system produces. These measures are highly desirable, because it would allow the system to recognize and report when an ionogram trace falls outside those that it is capable of handling. The key to this is in the fitting stage. Because fitting is integral to the whole philosophy of this autoscaling system, when it fails for a trace then scaling will fail for this trace also (and the reverse is probably true too). Consequently, detecting fitting failure will allow us to determine confidence measures. We already know that the failure mode for fitting is for the trace fit to oscillate wildly backwards and forwards across the region of the trace. Therefore, the basis of a confidence measure is to determine when there are rapid sign changes in the derivative of the trace fit.

7.3 Conclusion

In conclusion, I have presented a system for autoscaling oblique ionograms that employs a number of successive steps divided up into three overall stages of filtering, feature extraction and measurement. The steps involved in feature extraction include thinning, trimming, branch selection, fitting and merging to reduce each trace of a particular propagation mode to a symbolic form. The measurement stage includes a tracking step to account for missing traces between successive ionograms, a mode identification stage and the final measurement step. When all the suggested improvements are in place, this system will offer a solution to the autoscaling problem across a broad range of oblique ionograms.
Table 7.1: Performance of Processing Stages on the Assessment Ionograms

<table>
<thead>
<tr>
<th>Ionogram</th>
<th>Initial Guess</th>
<th>Thinning</th>
<th>Trimming</th>
<th>Branch Selection</th>
<th>Fitting</th>
<th>Merging</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>2,3</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2,3</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>2,3</td>
</tr>
<tr>
<td>9</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1,8</td>
<td>2,3</td>
</tr>
<tr>
<td>11</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1</td>
<td>✓</td>
</tr>
<tr>
<td>12</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>13</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>15</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>16</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>17</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>18</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>19</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>20</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>21</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>22</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>23</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>24</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>25</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Notes:
1. The presence of c- and x-rays requires special treatment.
2. The model used for fitting is inappropriate for some traces.
3. The optimization routine used for fitting needs improvement for some traces.
4. Thinning could be improved on some of these traces.
5. An inappropriate model used in fitting has meant that some traces were not merged that should be. This is a deficiency of the fitting stage, not of merging.
6. Some traces were not merged that could be. Better estimates for the variance of the residuals is required.
7. Contains traces that were broken into more than two fragments.
8. Special treatment was required for the presence of Spread-F phenomena which can cause problems for branch selection if it is not dealt with.
Figure 7.2: Assessment Ionogram 2.
Figure 7.3: Assessment Ionogram 3.
Figure 7.4: Assessment Ionogram 4.
Figure 7.5: Assessment Ionogram 5.
Figure 7.6: Assessment Ionogram 6.
Figure 7.9: Assessment Ionogram 9.
Figure 7.10: Assessment Ionogram 10.
Figure 7.12: Assessment Ionogram 12.
Figure 7.13: Assessment Ionogram 13.
Figure 7.15: Assessment Ionogram 15.
Figure 7.16: Assessment Ionogram 16.
Figure 7.17: Assessment Ionogram 17.
Figure 7.19: Assessment Ionogram 19.
Figure 7.20: Assessment Ionogram 20.
Figure 7.21: Assessment Ionogram 21.
Figure 7.22: Assessment Ionogram 22.
Figure 7.23: Assessment Ionogram 23.
Figure 7.24: Assessment Ionogram 24.
Figure 7.25: Assessment Ionogram 25.
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