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1 Introduction

The problems that arise during reliability analysis of a fault tolerant computer system can be broadly classified into those relating to the construction of the model, and those relating to the solution of the model. The construction of a model of a complex fault tolerant system consists of selecting an appropriate “language” for the description of the system, abstracting the important characteristics of the system to be studied, and expressing these characteristics in the description language. The underlying stochastic representation of the system can then be automatically determined from the description language; the solution of the underlying stochastic process provides estimates of the desired measures. Some examples of modeling languages that are appropriate for simplifying the model construction task are combinatorial models, such as reliability block diagrams [20] and fault trees [2]. Such combinatorial models are useful because they provide a concise representation of the system; however, they are not able to model the dynamic system behavior in response to a fault or an error.

The first topic considered under the auspices of this grant was concerned with the development of techniques for incorporating fault and error modeling techniques into combinatorial models. A second area of research conducted under the current contract concerns the development of fast, accurate algorithms for the solution of fault tree models. Several different techniques were developed for producing bounded approximations for both static and dynamic combinatorial models. (The techniques were applied specifically to fault trees, but are also applicable to reliability block diagrams.) Techniques for the consideration of truncated fault trees were derived which could be used to produce bounded estimates of system reliability from partially developed fault trees.

Other topics considered include the analysis of phased missions; a new technique for combining models for multiple phases was derived. We also investigated the problem of sequence dependencies. Three different types of sequence dependencies were defined, and associated solution techniques were developed. Papers describing the results of these two efforts are in preparation, and will be submitted as they are completed.
2 Solution of Dynamic Combinatorial Models

2.1 Background

Combinatorial models are used for reliability prediction because they provide a concise representation of the failure (or success) modes of a fault tolerant system, but they cannot accurately model dynamic behavior intrinsic to the fault recovery process. For example, they cannot be used to model transient faults, and they cannot address the issues concerned with the amount of time needed to recover from a fault, or even the probability that recovery from a fault is successful. But if the combinatorial model of a system is used in conjunction with the behavioral decomposition technique, the modeler can use a combinatorial model to describe the system structure and fault occurrence behavior, and use a different model type for describing the fault/error handling behavior. One way in which the two may then be combined is by converting the combinatorial model to a Markov chain (which is capable of modeling more complex and dynamic behavior, but which is more cumbersome for the modeler to use), and then adding the dynamic fault/error handling behavior to the resulting Markov chain [6, 11].

The combinatorial model to Markov chain conversion consists of enumerating the sequences of events that may occur. Starting from the initial configuration, each operational configuration becomes a state in the Markov chain. The potential size of the state space is reduced by allowing the combination of identical components into single basic events. This method is applicable to fault trees with replicated inputs, or with complex gates, such as m-out-of-n gates with non-identical inputs; it is also applicable to non-series/parallel reliability block diagrams, and to other combinatorial models of non-repairable systems as well. The resulting set of states and transitions constitutes a continuous-time Markov chain (CTMC) [7] which is solved for time dependent state probabilities. The sum of the operational state probabilities gives the reliability of the system. We note that the traditional methods for combinatorial model solution [3, 14, 18, 19, 20, 21] are not applicable once we add the dynamic fault/error-handling behavior.

We recently developed a new algorithm [9] that enables the inclusion of the fault/error handling behavior in the combinatorial model, but which obviates the need for the Markov chain solution. As the state space is expanded in a breadth-first search, each state's contribution to the system unreliability is calculated exactly. This method is applicable to the same class of systems as the conversion to Markov chain approach described in the previous paragraph (fault trees with replicated (shared) inputs, multiple occurrences of identical component types, and complex gates, and to non-series/parallel reliability block diagrams or other combinatorial models of non-repairable systems). The algorithm evaluates the probabilities of single-point failure, near-coincident faults, and exhaustion of redundancy separately. There is no need to store the entire state space of the system; once the leakage from a state is generated, and its children states are generated, the state is discarded.

This new method for combinatorial model solution effectively removes many of the shortcomings of the model. While using a language that is familiar to many reliability engineers, this method (when combined with behavioral decomposition and coverage modeling) allows a more realistic analysis of system unreliability.

2.2 Achievements

Under the auspices of the current contract progress on the development of the algorithm produced several tangible results. First, a prototype version of the algorithm has been implemented, thus demonstrating the feasibility of the approach. This implementation was effected in standard FORTRAN-77 and currently runs on a Sun workstation. Models of several real systems were solved
using the new method, and the solution was compared to more traditional Markov chain solution techniques. In the preliminary version, the new solution method took approximately 50 percent longer than the alternative method, but resulted in the saving of over 1 Mbyte of disk space for intermediate files. The application of this algorithm to analysis of the I/O network of the AIPS (Advanced Information Processing System, under development at C.S. Draper Lab), was reported in [9].

Second, a technique for intelligently truncating the model was developed. Since the model construction and solution phases are combined, the model can be truncated at any point in the process, and bounds on the reliability of the system can be produced. If the bounds are determined to be too loose, the solution can continue with no loss of work. This method may be contrasted with other methods [1, 5, 4, 15] in which either the entire model is generated a-priori and then reduced, or the model is regenerated from the start when the bounds are unacceptable large. This method also removes from the modeler the burden of trying to guess at which point the truncation should be performed. The modeler can instead define a maximum width of the error interval (as a percentage of the nominal value) that is acceptable, and the solution can proceed until this criteria is met. A paper describing this work [9] is scheduled to appear in the IEEE Transactions on Reliability in June 1989.

3 Reduced Fault Tree Models

Fault tree models are well accepted and solution methods are well known [16, 17], but exact analysis of fault trees with many basic events is often quite expensive, both in terms of developing the model and in solving the model once it is developed. We developed several techniques that can be used to reduce the effort associated with developing and solving a fault tree model for a given system. The techniques addressed three different kinds of problems. First, we developed two different techniques for truncating standard solution techniques for static combinatorial models. The first technique applies to systems solved by exhaustive state enumeration, while the second applies to sum of disjoint products techniques. When considered in combination with techniques for truncating the solution of dynamic combinatorial models, one can produce fast, accurate approximations to the reliability of complex fault tolerant systems.

We also developed two methods for reducing the actual fault tree model of a system (as contrasted with the aforementioned techniques for truncating the solution of the fault tree model). We defined a truncated fault tree which is an a-priori fault tree reduction, and considered techniques for extracting a truncated fault tree from a full fault tree model of a system that may be too large for exact analysis. We then defined an additional gate type the functional dependency gate that can help simplify the fault tree description of a complex system.

A paper describing this work [12] will be presented at the 8th Symposium on Reliable Distributed Systems and will be published in the proceedings.

4 Phased Missions

Fault tolerant systems are often used in missions that are characterized by several phases, where the system structure, failure and recovery processes, or success criteria can change with each phase. The analysis of the reliability of such systems is hampered by the existence of more than one phase, since separate models must be developed for each phase. The problem arises because the models for the separate phases must be linked together, so that the solution at the end of one phase becomes the initial conditions for the beginning of the second phase.
We developed a methodology for automated analysis of phased missions, based on a Markov chain solution. Assuming that the phase change times are deterministic, we presented a methodology for combining models for each phase into one. This results in a model that can be substantially smaller than what is required by other methods. We defined a unified framework for defining the separate phases using fault trees, and for constructing and solving the resulting Markov model. A paper describing this work is being prepared for submission to IEEE Transactions on Reliability.

5 Fault Trees and Sequence Dependencies

A major disadvantage of fault tree analysis is the inability of fault tree models to capture sequence dependencies in the system, and still allow an analytic solution. Systems exhibiting various types of sequence dependencies are usually modeled via Markov models. Markov models have the advantage of providing the flexibility to model a very large class of systems, but have the disadvantage of being difficult to construct.

The gap between fault trees and Markov chains can be narrowed by describing as much of the system as possible in terms of a fault trees, converting the fault tree (automatically) to a Markov chain and then altering the Markov chain to reflect the behavior that cannot be captured in the fault tree model. This approach has been used successfully in HARP, where the redundancy management and fault and error handling behavior of the system is automatically incorporated into the Markov chain that is constructed from the fault tree description.

There are several different kinds of sequence dependencies in fault tolerant systems. We identified three such dependencies, and described the definition, implementation and application of specific gates to express these behaviors in fault tree models. The use of these gate types still allow an analytic solution, and are useful in modeling complex fault tolerant systems.

The first type of sequence dependency we described is termed functional dependency and it arises in the following situation. Suppose that the failure of some component A causes components B and C to become inaccessible or otherwise unusable, so that they should also be considered to have failed. That is, components B and C are functionally dependent on component A. However, the failure of either B or C does not affect the functionality of A. We present a functional dependency gate to model this situation.

The second type of sequence dependency investigated arises from the use of cold spares (spares that can not fail until switched into active operation). If component B is a cold spare for component A, then the failure of component B cannot occur until after A has failed and B is switched into active operation. We introduced a cold spare gate to model this situation, and developed an analytic solution of the resulting model.

The third type of sequence dependency considered occurs in the following situation. Suppose that components A and B have both failed, but system failure occurs only if A failed before B did. If B failed before A did, then the system is still operational. We defined an implementation of the Priority AND gate [13][16] to model this situation. Our implementation allows an exact solution, and is comparable to Fussel's solution. A paper describing this work [10] will be presented at 1990 Reliability and Maintainability Symposium, and will be published in the proceedings.
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