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1 INTRODUCTION

This is the Final Report on a Phase I STTR effort entitled “Hierarchical Process Control of Chemical Vapor Deposition.” The work was performed jointly by Technology Assessment and Transfer and the University of Cincinnati (UC). It was shown that not only was process control for CVI feasible, but the anticipated improvements in product quality through increased densification and the reduction in processing time were substantial. Thus, the potential economic impact of this work is considerable, and could lead to a viable production technology. Specifically:

- University of Cincinnati developed a generic approach to the intelligent processing of materials (IPM), applied simulations of it to CVI materials processing, and developed a rapid convergence artificial neural network and used it to discover improved regions of the CVI processing parameter space;
- Technology Assessment & Transfer developed subprocess in situ state models for chemical vapor infiltration (CVI) of silicon carbide fiber preforms, and used them to identify in situ process sensors of considerable promise and as artificial neural network training pairs.

Nearly all ceramic matrix composite (CMC) processing today is performed under isothermal-isobaric conditions ranging from 900 to 1200°C and 5 to 20 Torr. Typical processing times for 6 mm-thick sections are measured in hundreds of hours. Processing geometries and methods of heating also result in large density gradients including premature surface pore closure and low ultimate density. Several methods have been proposed to eliminate these problems. Most notable among these has been the so-called "forced flow thermal gradient" method. While exhibiting considerable improvement in processing conditions, this method requires special fixturing for every part processed and is not, therefore, a method that holds great promise for mass production of CMCs.

TA&T has been exploring alternative technologies with special emphasis on microwave processing including methods of pulsed temperature and pulsed pressure. Two research microwave reactors have been built, and preliminary results have been encouraging. But it if either method is to be successful it is clear that process controls are necessary. In fact, it will be shown in this report that dramatic improvement in both final density and processing time can be achieved by tracking an optimum processing trajectory in real-time. It also will be shown in this report that this optimum trajectory can be found and tracked using the hierarchical control methodologies that have been developed and expanded during the course of this work. Finally, it will be shown how in situ sensors have been identified and how they could be incorporated into a complete process control scheme for microwave CVI during a Phase II effort.
Production of advanced engineering materials requires a processing operation that is more tightly controlled than conventional systems that use variables defined at the process boundary. This requirement can be met by achieving accurate control of in situ process variables that are defined beyond process environmental boundaries. This goal is complicated by interactions among the variables – interactions that may also be nonlinear – as well as by measurement and actuation limitations. IPM was developed to reduce these processing difficulties by combining knowledge of material properties with process apparatus design in such a way as to compensate for these interactions.\textsuperscript{1,2} The IPM control architecture also was designed to exploit a comprehensive process knowledge representation in order to optimize goal trajectories for processing variables.

This work was conveniently divided into two initially independent paths. Along one path, the generic structure for the hierarchical process model was expanded and adapted for CVI (Tasks 1 and 2). Along the other path, models of the CVI process at the materials level were expanded to serve as subprocess in situ state models (Task 3), and to direct in situ sensor evaluation (Task 4). The interrelationship among these tasks is shown in Figure 1, reproduced from the original Phase I proposal. This figure also shows how the Phase I tasks lead naturally into a Phase II effort, and how that Phase II effort would be completed with transfer of the technology. All tasks were successfully completed, as was a detailed outline of a Phase II effort. This report comprises the following additional six sections:

II Survey and critique of commercially available IPM control systems;
III Description of the IPM system that was developed during this Phase I work;
IV In situ state model requirements;
V Description of the in situ state model developed during the course of this Phase I effort, and of the preliminary computer simulations of the CVI process;
VI Evaluation of potential in situ process control sensors, and their use in feedback control;
VII Outline of a Phase II effort.

II SURVEY OF THREE COMMERCIALY AVAILABLE IPM CONTROL SYSTEMS

Although there exists a wide variety of materials processing techniques, nearly all of them exhibit certain common principles. For example, the transport of energy, mass, and momentum, and the goals of high uniformity and reproducibility, are essential elements of all materials processing approaches. An ideal process control system would be one that fundamentally addresses generic materials processing principles and eliminates the need for continuous control fine tuning for interacting process elements or for developing one-of-a-kind solutions for each processing case. Of course, processes capable of only marginal performance will be unlikely to produce premium products even with the most capable control system. This leads to the important, and often overlooked, conclusion that one focus of any processing research effort must be on improving the capability of the process apparatus


and the models that represent it in order to achieve the process controllability required for advanced engineered materials. Therefore, one aspect of this Phase I effort was to compare existing IPM systems developed by commercial process control manufacturers.

**FIGURE 1 PHASE I TASK INTERRELATIONSHIPS & PHASE II OUTLINE**
Typical of the design methods and perspectives for IPM systems are those developed independently by MTS Systems Corporation, General Electric Research, and United Technologies Research Center. A preliminary evaluation of these processing systems, represented in Figures 2 through 4, suggested a nested process representation mated to a hierarchically partitioned control system whose levels are organized according to the principle of increasing control precision with decreasing materials properties intelligence. Upper control levels are dedicated to managing product optimization with adaptation to process migration while minimizing disturbances and conflicts in the control space. This is typically implemented with a combination of quantitative process models and qualitative knowledge augmented by real-time sensor process data for the purpose of linking materials goals to product results.

The MTS system is typical. It utilizes a hierarchical control architecture that employs a heterogeneous knowledge representation system (HKRS) at the upper level to synthesize a nested process description model (see Figure 5). This process model then enables the derivation of process variable trajectories. These satisfy a cost function that is equal to the variance between actual and ideal material. Specific properties of the ideal quality material are distributed throughout the model state space by a dynamic process planner (DPP). The predictive attribute of this planner is necessary to accommodate the timing mismatch between slower model-based process variables and faster environmental variable actuation. Interpretation of process dynamics is provided by a fuzzy logic controller (FLC) that interfaces the DPP to the environmental control loops. This system is illustrated in Figure 5.

The HKRS is the repository for encodable process knowledge including process influences, mathematical algorithms, empirical variable, and process sensor data. It also includes support utilities such as an object-oriented language, relational database, and expert system shell. In characterizing complex materials variables, it frequently is necessary to use in situ sensor data to translate dimensional information into more interpretable units. (The MTS gas arc welding sensor is a typical example whereby an optimum mapping is achieved for the control of weld geometries that are obscured by debris.) The use of neural networks by MTS to transform such sensor data may be a nontransferable and process-specific approach. It warrants research to achieve more efficient generic data transformation solutions, using, for example, micromechanics, which offers promise for facilitating in situ data transformation in on-line materials characterization.

Process actuation is constrained to the environmental boundary in IPM systems, primarily due to incomplete understanding of how to implement in situ actuation. Thus, due to the serial process influence of process variables, the realization of minimum-variance process variables needs highly accurate trajectory planning for environmental variables. MTS material

quality is, therefore, largely determined by the simulation performance of the DPP, and of its capability for accurate planning of environmental and process variable trajectories based on the process description model synthesized by the HKRS. The weakness of this design is that the planning accuracy is directly proportional to simulation time. This is the same resource that must be allocated to provide environmental variable values sufficiently in advance to meet their real-time actuation requirements.

The effect of a knowledge-based process simulator consuming time resources in planning variable trajectories to a specified accuracy is shown in Figure 6. Typical simulation curves describe diminished performance with extended simulation times. This can make it difficult to satisfy timing constraints in multi-variable planning for complex processes. Concern arises over planning enhancement that may be achievable through evolution of the HKRS-DPP structure for multi-variable complex processes as opposed to enhancement achievable by alternative approaches. Research at the Air Force Materials Directorate by Laube and Stark has demonstrated the merit of a direct in situ process controller employing multi-variable process-state sensor feedback for linear control of process variables. This IPM
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FIGURE 5 DETAILS OF MTS INTELLIGENT MATERIALS PROCESSING
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enhancement is illustrated in Figure 7 where planner process variable references are combined with in situ-state compensation derived from intrinsic process domain knowledge to expedite real-time process control.

III CURRENT IPM IMPLEMENTATION

Several IPM research demonstration projects have been carried out at the Air Force Materials Directorate over the past five years to advance materials process design and control technologies. An outcome achieved from this effort has been the evolution of an IPM approach defining a systematic blueprint for the manufacture of complex engineered materials. The intelligent subprocess control structure developed consistently provides reduced processing time, process disorder, and parameter variability across a range of material processes when compared to traditional process control systems defined at process boundaries. This system includes process decomposition into a hierarchy of subprocess with direct in situ compensation of controlled variables employing simultaneous multi-loop controllers that extend beyond process boundaries that are coordinated by an intelligent control model derived from an ANN trained with independent process description models. A diagram of this system is shown by Figure 8.

Figure 8. Intelligent Subprocess Control Model

---

The nested process representation utilized by MTS Systems Corporation and other IPM vendors is limited for accommodating process design advancements such as the independence axiom. This axiom provides for the decoupling of processes through subprocess design such that iterative control interactions are substantially reduced. Decoupling provides the minimization of cross linkages for the subprocess elements of Figure 8. These linkages are represent by either diagonal or triangular coefficients in the mapping matrices of equation (1). The realization of reduced process disorder and accompanying control simplification are of substantial benefit. Challenge then arises in achieving sensor-actuator connections to subprocesses form hierarchical control elements and identification of appropriate controller compensation for each feedback loop of the control structure.

\[
\begin{bmatrix}
\delta \\
\mu
\end{bmatrix} = \begin{bmatrix}
M_{11} & \cdots & I_{11} & \cdots & E_{11} & \cdots & u_1 \\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
M_{nn} & \cdots & I_{nn} & \cdots & E_{nn} & \cdots & u_n
\end{bmatrix}
\text{subprocess mapping (1)}
\]

FIGURE 9 INTELLIGENT SUBPROCESS CONTROL STRUCTURE

---

Comprehensive measurement and actuation are necessary for the control of in situ variable trajectories. The attribution of in situ sensor data is a frequent requirement for translating the sensed characterization of materials into more interpretable dimensional units which is practical, but often require inefficient and process-specific solutions. Further, actuation of in situ subprocesses is generally relayed through the environmental controllers and their subprocesses because of presently inadequate implementation technologies for direct in situ actuation. Environmental is situ actuation is achievable because the coupling between environmental variables typically is minimum thereby permitting an approximate one-to-one correspondence between environmental references $v_1$ to $v_n$ and environmental variables $y_1$ to $y_n$. These relationships are clearer when viewed from the control structure perspective of Figure 9.

Control compensation with the direct controller of Figure 9 defined by equation (2), requires process modeling capable of accurately describing process state information and its transition along trajectories including the aggregate of process influences. In situ model identification must provide for the accommodation of nonlinear state variables because of anticipated complex subprocess relationships. Continuous nonlinear models of the form of equation (3) can approximate the relationship between, $x$ and $y$, where $x$ is a vector of subprocess states and $y$ of environmental variables input to the model identifier. The nonlinear identification approximation of equation (4) models $f$ employing radial basis functions.\textsuperscript{13} The function parameters of Table 1 form a linear combination of Gaussian hypersurfaces whose proper values minimize the error between true state values and those estimated by $f$. Linearization about operating points of interest $x_o$, $y_o$ may then be achieved when required by employing the partial derivative representation of equation (5) to provide required linear state estimates.

$$v = G(r - x)$$  \hspace{1cm} \text{in situ controller} \hspace{1cm} (2)$$

$$\dot{x} = f(x, y)$$  \hspace{1cm} \text{nonlinear in situ state model} \hspace{1cm} (3)$$

$$\dot{x}_i = \sum_{i=1}^{n} A_i \exp \left\{ -\sum_{j=1}^{m} \gamma_{ij} (x_j - \mu_{ij})^2 - \sum_{k=1}^{p} \rho_{ik} (y_k - \tau_{ik})^2 \right\}$$  \hspace{1cm} \text{nonlinear identification} \hspace{1cm} (4)$$

$$\dot{x} \equiv f(x_0, y_0) + \left. \frac{\partial f}{\partial x} \right|_{x_0, y_0} \Delta x + \left. \frac{\partial f}{\partial y} \right|_{x_0, y_0} \Delta y$$  \hspace{1cm} \text{model linearization} \hspace{1cm} (5)$$

\textsuperscript{13} Ibid
Following identification of the linear in situ state model of equation (6) an in situ compensator matrix $G$ can be defined to provide necessary control commands $v_1$ to $v_n$ that achieve in situ state trajectories of interest. Substitution of controller equation (2) into (6) yields a closed-loop state equation defining $G$ matrix coefficient values in terms of in situ state model $A$ and $B$ matrix coefficients. A decoupled controller is further obtained when the $G$ coefficient values can be selected to realize $BG$ and $(A-BG)$ either as diagonal or triangular matrices. However, in situ regulation employing this direct state-sensor feedback and linear variable actuation may require periodic in situ model re-identification and re-linearization episodes as a processing cycle progresses in order to maintain the benefits of unconditional stability, reduced disorder, and speed of response.

$$\dot{x} = Ax + By$$

$$= Ax + BG(r - x)$$

$$= (A - BG)x + BGr$$

in situ state model \[6\)

<table>
<thead>
<tr>
<th>TABLE 1 RADIAL-BASIS FUNCTION PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{x}_k$</td>
</tr>
<tr>
<td>$A_i$</td>
</tr>
<tr>
<td>$\gamma_i$</td>
</tr>
<tr>
<td>$\mu_i$</td>
</tr>
<tr>
<td>$\rho_r$</td>
</tr>
<tr>
<td>$\tau_r$</td>
</tr>
</tbody>
</table>

The requirement for compensator design in the environmental control loops is to achieve tracking of controlled variables $u_1$ to $u_n$ with references $v_1$ to $v_n$ at minimum variability since all process parameters are influenced by error in these variables with reference to Figure 8. Conventional PID controllers are beneficially employed at this level in order to retain industry standard functions useful to process operations. With the product of subprocess $K$ and controller $P$ gains equaling unity of less around environmental control loops, unconditional stability is assured when $P$ equals $1/K$. Controlled variable steady-state error minimization is concurrently achieved by the selection of a controller integral term adequate to cancel residual differences between reference inputs and process measurements. Contemporary feedback loop implementation permit a total controlled variable error approaching 0.1% error in $y_1$ to $y_n$ can be approximated by averaging $n$ identical measurement channels through sensor fusion to yield a total error of $1/\sqrt{n}$ times the error of a single measurement.\[14\] This method

Physics and chemistry first principles are effective and widely employed for the process description purposes of modeling process outputs for specified inputs and conditions, and are readily modifiable to accommodate process changes. Process description models accordingly are a repository of encodable knowledge typically including mathematical algorithms, analytical functions, empirical relationships, and qualitative representations. Unfortunately, their utility for process control purposes is frequently constrained by complexity and execution time requirements in on-line real-time applications. However, a neural network approximator may be trained off-line to emulate independent process description models which may then be used on-line as an intelligent control model for real-time execution. This architecture is illustrated in Figure 9 which also shows system control stability provided by in situ and environmental controllers independent of the intelligent control model.

A two-dimensional example CVD/CVI process model is described in Figure 10 for the transport of energy, mass, and momentum. This first-principles model defines heat transfer, mass transfer, and fluid flow through iteration of its partial differential equations for laminar flow in an axis symmetric reactor. With this data a two-layer ANN structure of 12 input and 100 output neurons is trained by back propagation for use on-line to predict process variable goal trajectories and generate in situ control references representing the intelligent control model.\(^\text{15}\)

The ANN predicted growth rate shown for beta alumina is a function of specified reactor temperature, pressure and axial position. Predicted variable trajectories may be regenerated along a processing cycle for improved control accuracy as necessary to accommodate a migrating process. This is shown by the sequential intelligent control model episodes of Figure 11.

\[ \begin{align*}
\nu_r \frac{\partial}{\partial r} (p\nu_r) + \nu_z \frac{\partial}{\partial z} (p\nu_z) &= -\frac{\partial p}{\partial r} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{\rho} \frac{\partial p}{\partial r} \right) + \frac{\partial}{\partial z} \left( \frac{1}{\rho} \frac{\partial p}{\partial z} \right) \\
\nu_z \frac{\partial}{\partial z} (p\nu_z) + \nu_r \frac{\partial}{\partial r} (p\nu_r) &= -\frac{\partial p}{\partial z} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{\rho} \frac{\partial p}{\partial r} \left( \frac{k}{C_p} \frac{\partial \phi}{\partial z} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{k}{C_p} \frac{\partial \phi}{\partial r} \right) \right) \\
\nu_z \frac{\partial}{\partial z} (\phi) + \nu_r \frac{\partial}{\partial r} (\phi) &= -\frac{\partial \phi}{\partial z} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{k}{C_p} \frac{\partial \phi}{\partial z} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{k}{C_p} \frac{\partial \phi}{\partial r} \right) + S_h \\
\nu_z \frac{\partial}{\partial z} (p\omega_j) + \nu_r \frac{\partial}{\partial r} (p\omega_j) &= -\frac{\partial \omega_j}{\partial z} + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{k}{C_p} \frac{\partial \omega_j}{\partial z} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{k}{C_p} \frac{\partial \omega_j}{\partial r} \right) + R_j \\
R_i &= -k_f \sum_{i=1}^{m} [A_i]^{n_i} + k_e \sum_{i=1}^{m} [B_i]^{n_i} 
\end{align*} \]

radial momentum conservation
axial momentum conservation
energy conservation
mass conservation
deposition rate

**FIGURE 10 CVD/CVI TRANSPORT PROCESS DESCRIPTION MODEL**

Advanced materials contain specialized properties provided by sophisticated microstructures whose yield are not high when conventional processing methods are employed. Notably, research at the Air Force Materials Directorate has shown that the limitation of nested process representations historically used by IPM vendors can be substantially improved by application of the independence axiom illustrated in Figure 12. This characterization beneficially provides a quantitative description of subprocess variable interactions by the mapping matrices of equation (1). Increased subprocess variable cross coupling typically encountered at upper process levels accordingly necessitates greater control complexity to prevent the inefficiency of extended control complexity to prevent the inefficiency of extended control interactions and resulting process disorder.

Subprocess influence diagrams, like that shown in Figure 13, are conceptualized in terms of the associated physical process apparatus, modeled subprocess variable state transitions, and linkages defining subprocess interactions. The linkages in Figure 13 characterize Navier-Stokes gas dynamics subprocesses on the left-hand side an substrate deposition chemical kinetics on the right-hand side in a simplified one-dimensional model. Inlet reactant mass flows, reactor temperature, and pressure/exhaust flow are at the process environmental level constituting raw material and energy inputs. The B matrix coefficients in the in situ subprocess state-space model of Figure 8 specifically describe the linkages.
Figure 12. Intelligent Materials Processing Schema
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FIGURE 13 GENERALIZED PROCESS INFLUENCE DESCRIPTION
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between environmental and in situ subprocess variables, with off-diagonal terms indicating cross coupling. The A coefficients correspondingly define the linkages between in situ subprocesses variables and material parameters. For ideal uncoupled subprocess each environmental variable affects only one in situ subprocess variable which, in turn, affects only one material parameter. This ideal is unachievable in most processes, however, but the degree of coupling may be reducible both by process apparatus design and operation. For example, the deleterious influence of gas stream nucleation reactions on material parameters may be reduced by decreasing reactor gas residence time with a multi-port gas injection and scavenging manifold and increased exhaust flow rate. Table 2 defines the parameters of the generalized CVD process description.

<table>
<thead>
<tr>
<th>TABLE 2 RELEVANT PROCESS PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
</tr>
<tr>
<td>$C_2$</td>
</tr>
<tr>
<td>$C_3$</td>
</tr>
<tr>
<td>$T_s$</td>
</tr>
<tr>
<td>$P$</td>
</tr>
<tr>
<td>$T_w$</td>
</tr>
<tr>
<td>$D$</td>
</tr>
</tbody>
</table>

At the environmental boundary subprocess models are identified as transfer functions in terms of their gains $K_n$ and time constants $t_n$. The function of the environmental control loops is to satisfy process boundary first-principles including unconditional stability and loop implementations having low instrumentation error to achieve minimum controlled-variable variations. PID controllers are beneficially employed at this level to retain industry standard functions useful for integrated process operations. Controlled variable steady-state error minimization is traditionally obtained by tuning the controller integral term to cancel residual differences between reference inputs and environmental measurements. Contemporary implementations permit a controlled-variable error approaching 0.1% of full scale employing ultra-linear instrumentation.

The fusion of sensor data $x_1$ to $x_n$ is a frequent requirement for translating the sensed characterization of subprocess parameters into dimensional units interpretable for control purposes. Further, actuation of in situ subprocess variables is relayed through environmental control loops which is practical because of negligible environmental cross coupling permitting an approximate one-to-one correspondence between environmental variable references $v_1$ to $v_n$ and in situ actuation variables $y_1$ to $y_n$. However, in situ subprocess model identification must provide for the accommodation of nonlinear state variable trajectories, owing to anticipated complex subprocess interactions, in order to define the in situ compensator described by equation (2). Continuous nonlinear models of the form of equation (3) therefore can approximate the relationship between in situ actuations $y_n$ and controlled variables $x_n$ with nonlinear identification employing the functions of equation (4). Linearization about actuator and controlled variable operating points is achieved by equation (5) to obtain the linear in situ
state model of equation (6). Substitution of controller equation (2) into (6) then yields a closed-loop state equation defining in situ compensator coefficient values G.

In situ compensation and multi-variable subprocess sensing for linear-control of in situ variables provides the merit of substantial reduction in process disorder than is possible in the absence of this intermediate control level. Benefit is achieved by more precise actuation of the $x_n$ and $y_n$ state variables and their in situ subprocess interdependencies, identified by the A and B coefficient matrices, than can be obtained through conventional iteration of the $u_n$ environmental variables. While environmental control references are generated by the in situ compensator shown in Figure 8, in situ references are provided by the ex situ planner described subsequently.

A consequence of our program in intelligent materials processing has been the evolution of a generic blueprint for the design of hierarchical processes and corresponding control structures. Optimum control of many materials processes required initial modeling and periodic remodeling, when in situ and environmental subprocesses migrate, to achieve effective actuation along process variable trajectories describing mappings between material properties of interest and controllable variables. The task of the ex situ planner is to provide this modeling function with output in the form of in situ and environmental references appropriate for real-time process control. Essential elements of the ex situ planner include comprehensive process description models augmented by available in situ sensor data and a materials product characterization interpreter whose combined aggregation is translated into executable control references by and ANN structure.

The utility of Nye's\textsuperscript{16} geometric perspective relating thermal, mechanical, and electrical material influences enables a quantitative description of their physical properties in terms of responses to material influences. This perspective is shown by Figure 14 with material entropy, strain and displacement responses to thermal, mechanical, and electrical influences. The merit of this material description provides a definitive characterization for product design and process optimization purposes including improved measurement and control structures. For example, if electrical responses arising from temperature or stress gradients result in undesirable material properties, then material compound modifications may be sought to attenuate these responses.

Tailoring the chemical and physical nature of CVD/CVI deposition requires exact understanding to control the chemical processes occurring in a reactor including knowledge of combined equilibrium, kinetic, and transport subprocesses. Physical and mathematical models may then be usefully employed to provide mechanisms essential for deposition control. Equations capable of describing a CVD reactor are complex, nonlinear, and result in considerable solution difficulty for the general case in the absence of simplifying assumptions for geometry and flow. Beneficially, a neural network approximator has been developed specifically to emulate process description models which may be employed on line for real time control.\textsuperscript{17}

\begin{itemize}
  \item Physical Properties of Crystals, Nye, J. F. (Oxford University Press, 1989)
  \item Process Advisor, CAD-CHEM IV, AI Ware, Inc., Cleveland, OH
\end{itemize}
Process modeling required development of a semi-quantitative description of the CVI process. The foundations for this work were the models initially proposed by Gupta and
Evans, Sotirchos, Morell, and Naslain. The work of Gupta and Evans comprised a starting point for most of this modeling effort. That effort took two directions: simplified, qualitatively correct, and detailed numerical modeling. The first objective of this work was to achieve a process description that would evoke an intuitively clear image of the deposition process. It had to be sufficiently accurate in its predictions to allow process improvement through intelligent adjustment of parameters, and to serve as a guide for sensor development and process automation and control.

This was pursued by an approach of reverse modeling, similar to reverse engineering. The starting point was the creation of a compendium of process models that had appeared in the literature. These published models invariably were assembled from various simplified descriptions of reaction kinetics, fluid flow and diffusion, and heat transfer. For each of the published models, these fundamental concepts were combined to form a set of coupled, linear differential equations that then could be solved numerically. The results that were presented were limited by the author's interests, and by the many approximations deeply imbedded within each submodel. Thus, the sensitivity of the model predictions to these approximations would not be not easy to assess, and confidence in these numerical predictions would be highly suspect.

The approach taken to resolving this problem was to disassemble the published models, assess the underlying approximations, determine the fundamental principles involved, reduce the description to intuitively clear, mechanistically accurate phenomena, and finally to summarize the CVI process in a way that was useful to both the process engineer and the process control engineer. It was hoped that this approach would result in subprocess model descriptions that would fit into the IPM modular approach as it evolved. As background to the effort, it is useful to describe several key terms.

**Poiseuille Flow** In the continuum regime, also called “Poiseuille flow”, molecular structure can be ignored and the fluid treated as a classical continuum obeying the nonslip condition at the fluid-pipe wall boundary. This leads to the familiar parabolic fluid velocity profile for flow in round pipes, and a flow rate that varies as the square of the pressure gradient, linearly as the length, and as the fourth power of the pipe radius.

**Knudsen Flow** In the free molecular flow regime, also called “Knudsen flow”, the molecular mean free path becomes an appreciable fraction of the pipe radius. As this regime is approached, achieved by reducing the fluid pressure, the flow rate begins to exceed that of Poiseuille flow. This occurs because the boundary layer begins to vanish and, in fact, begins to lose its meaning, as does the concept of a “fluid” in the classical, continuum sense. Therefore, the requirement of a velocity continuum at the fluid-pipe boundary wall also begins to vanish. As the pressure is further reduced, the boundary layer vanishes altogether and the frequency of inter-molecular collisions diminishes until molecules are colliding only with the pipe wall. This condition is defined as fully developed Knudsen, or free molecular, flow.


In this final regime, the “flow” is actually a process of diffusion, and occurs independently for each of the constituents. One consequence of this is that the phenomenon of increasing the flow rate by increasing the pressure gradient is conceptually incorrect. As seen from the point of view of the kinetic theory of gases, increasing the pressure actually increases the species concentration. Thus increasing the pressure gradient actually increases the concentration gradient and it is this that drives the molecular diffusion. It follows that increasing the system pressure by increasing the pressure of a so-called “carrier” gas in the Poiseuille regime will not increase the flow of the reactant gas coexisting in the Knudsen regime because such an increased carrier gas pressure would have no effect on the reactant gas concentration.

Fick Diffusion In the continuum diffusion regime, also called “Fick diffusion”, the dynamics of individual species subjected to pressure gradients are described by Poiseuille flow. In other words, the species are treated as classical continua. Nevertheless, one species can diffuse through another species. The concentration gradient drives this diffusion in the direction of decreasing mole fraction at a rate that is proportional to a diffusivity of one species through a second so that both species must be specified. Furthermore, if $J_{AB}$ is the flux of species A through species B, and $J_{BA}$ is the flux of species B through species A, then $J_{AB} = -J_{BA}$.

With these three definitions as background, we now can describe some aspects of the CVI process and TA&T’s progress toward developing a useful in situ state model for process control.

V CURRENT IN SITU STATE MODEL FOR MICROWAVE CVI

The goal of any CVI process is to achieve high matrix density in a reasonable time. The major impediment to this is premature pore closure that traps voids, i.e. trapped pore spaces, so that these pore spaces can no longer be infiltrated with the reactant gases. We assume that it is adequate to model the fiber preform as a system of parallel cylindrical pores, and to express their interconnectedness in an actual preform using an effective “tortuosity” factor.

The first question is, “Does the initial pore size distribution influence the way the pores close off?”

Following Gupta and Evans, the concentration of a species resulting from species diffusion can be expressed as

$$\frac{d}{dz} \left[ R(z)^2 D(z) \frac{dX}{dz} \right] - 2kRX = 0 \quad (7)$$

where $X$ is the concentration, $k$ is the reaction rate (with reactions treated here as first-order processes), $R(z)$ the pore radius, and $D(z)$ the diffusivity probably, but not necessarily, Fickian. Initially, the pores are of uniform cross-section so that neither $R$ nor $D$ depend on $z$, the distance along the pore. Then the equation is easily solved with the result that

---
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\[ X(z) = X_0 \frac{\cosh \alpha z}{\cosh \alpha L} \]  

(8)

where \( \alpha = (2k/R_0D)^{1/2} \), \( R_0 \) is the initial pore radius, the pore length is \( 2L \), and \( X_0 \) is concentration at each end of the pore. This function is plotted in Figure 15. Not surprisingly, this predicts that the concentration initially is higher at each end of the pore, i.e. at \( z = \pm L \). Therefore, if the temperature is uniform in the \( z \)-direction so that the reaction rate also is uniform, initially more material will be deposited near the surface than at the middle. If the pore radius initially is large the deposition rate will be limited by the reaction rate. As the process proceeds, ultimately diffusion changes from Fickian to Knudsen. In this case, one might suspect that diffusion into the interior would become increasingly difficult so that the concentration ratio \( X_0/X(L) \) would become even larger. Thus the initial reaction limited deposition would change to diffusion limited. This would lead to premature pore closure.

But if the interior temperature is higher than the surface temperature, the rate of reaction at the interior can be increased over that at the surface and premature pose closure can be avoided. For a first-order process, the reaction rate is proportional to the negative of the concentration. The constant of proportionality is the usual heterogeneous rate constant \( k \) given by

\[ k = k_0 e^{-E_A/RT} \]  

(9)
The deposition rate can be approximated by the product $X_k$. This is equivalent to assuming a uniform concentration and thus is strictly applicable only at the beginning of the process. Nevertheless, this suggests that by increasing the temperature of the interior sufficiently over that of the surface, this deposition rate can be increased at the center of the preform. It is clear from the form of $\alpha$ that this temperature gradient depends on the initial pore radius. Using a surface temperature of 917°C and an interior temperature of 1067°C, and an activation energy of 120 kJ/mole for the reaction $\text{CH}_3\text{Cl}_3 + \text{H}_2 \rightarrow \text{SiC} + 3\text{HCl}$, we have shown that $(X_k)_{\text{center}} = (X_k)_{\text{surface}}$ when $r_0 = 0.55 \mu\text{m}$. Since Gupta and Evans had used their full numerical solutions to predict this condition would occur for some value of the initial pore radius $1 < R_0 < 4 \mu\text{m}$, we considered our estimate a good first approximation.

As we continued to develop and expand these ideas, we discovered certain series expansions for the pore radius did not appear to be converging. We investigated this issue at great length and discovered that the expansions were, in fact, converging but were initially diverging. Therefore, a simple approximation to the conditions needed to avoid premature pore closure could not be achieved. This was a crucial discovery because it meant that the only approach was one involving the full set of processing equations -- including the non-linear gas diffusion equation. This observation fully defined the remaining modeling effort.

Simplified examples of the relationships used during the development of subprocess models are the following:

\begin{align*}
\text{available microwave power density} & \quad S = \frac{1}{2} \omega \varepsilon_\omega |E|^2 \quad (10) \\
\text{absorbed microwave power density} & \quad P = \kappa S \quad (11) \\
\text{thermal diffusion/temperature distribution} & \quad \kappa \nabla^2 T + P = c \frac{\partial T}{\partial t} \quad (12) \\
\text{mass transport/concentration diffusion} & \quad \frac{d}{dz} \left( r^2 D \frac{dC}{dz} \right) - 2k r C = 0 \quad (13) \\
\text{deposition rate} & \quad \frac{dr}{dt} = -\frac{M b k C}{\rho} \quad (14) \\
\text{definition of first-order reaction} & \quad \frac{dC}{dt} = -k C \quad (15) \\
\text{reaction rate constant} & \quad k = k_0 \exp(-E_A / RT) \quad (16).
\end{align*}

The variables and parameters in these expressions have the following meanings:

\begin{itemize}
\item $S$ = available microwave power density (W/m$^3$),
\item $\omega$ = angular microwave frequency (s$^{-1}$),
\item $k_0$ = reaction rate constant,
\item $E_A$ = activation energy,
\item $R$ = temperature.
\end{itemize}
\[ \varepsilon_n = \text{electrical permittivity of free space (farads/m)}, \]
\[ \kappa'' = \text{dielectric loss factor of the material (dimensionless)}, \]
\[ E = \text{microwave electrical field strength (V/m)}, \]
\[ \kappa = \text{thermal conductivity of the material (W/m K)}, \]
\[ T = \text{temperature of the material (}^\circ\text{C or K)}, \]
\[ P = \text{microwave absorbed volume power density (W/m}^3\text{)}, \]
\[ z = \text{distance along a cylindrical pore axis (m)}, \]
\[ r = \text{pore radius (m)}, \]
\[ D = \text{diffusivity of gas along pore (} m^2/\text{s}), \]
\[ C = \text{species concentration (moles/m}^3\text{)}, \]
\[ M = \text{molecular weight of the deposited solid (kg/mole)}, \]
\[ b = \text{stoichiometric coefficient of the deposited species (moles/mole)}, \]
\[ \rho = \text{mass density of the deposited species (kg/m}^3\text{)}, \]
\[ k = \text{reaction rate coefficient (m/s)}, \]
\[ k_0 = \text{reaction rate constant (m/s)}, \]
\[ E_A = \text{activation energy for the deposition reaction (kJ/mole)}, \]
\[ R = \text{universal gas constant (kJ/mole K)}. \]

These are the basic forms that must appear in any model of the deposition process. For each of the various published models, some form of these equations are combined to produce a set of coupled, linear differential equations. These then are solved numerically to obtain a global description of the process. This global description relates the environment of the processing chamber or applicator to aspects of the material product. It does not expose any relationships that might exist among the subprocesses, such as those embodied in equations (10) - (16), the environmental conditions, and the material properties. Furthermore, even at the global level, the results that are presented, and that are available to the designer, are limited by the author's interests, by the many approximations deeply and invisibly imbedded within each submodel, and such a mundane issue as the amount of publication space available. Thus, the sensitivity of the model predictions to these approximations is not easy to assess, and confidence in these numerical predictions is highly suspect. Under these conditions, the prospects for developing advanced process controls are severely circumscribed.

TA&T's approach was to disassemble these published models, assess the underlying approximations, determine the fundamental principles involved, reduce the description to intuitively clear, mechanistically accurate phenomena, and finally to summarize the CVI process in a way that should be useful to both the process engineer and the process control engineer. This approach should result in subprocess model descriptions that will perfectly fit IPM as it evolves.

In addition to these equations, a description of the temperature distribution is necessary. During heating by conventional means, energy is supplied to the sample from its exterior surface. Thus, this surface is at a higher temperature than the interior surface. Since reactant gas also enters the preform across this surface, the gas tends to react on the surface more rapidly than it does toward the interior. Microwave heating is unique in that microwave energy is deposited throughout the material. The equilibrium temperature is reached when the
rate of energy lost through radiation and convection is equal to the rate at which microwave energy is dissipated in the sample. Since energy can be lost only through the exterior surface, and since microwave energy is dissipated uniformly throughout the sample, the exterior surface reaches a lower temperature than the interior surface -- the opposite of that achieved with conventional heating. Thus premature pore closure is avoided. This is the key rationale for microwave heating for CVI processing.

In order to determine the temperature profile achieved with microwave heating, equation (12) is solved. It will be assumed that the material to be processed is shaped as a cylindrical tube with cylindrical pores modeled as capillary tubes lying along the radial axis. In this static case, equation (12) reduces to

$$\frac{1}{\kappa} \frac{d}{dz} \left( \frac{dz}{dz} \right) = -P$$

where $z$ is the radial distance along the pore. This also is a good model for a silicon carbide preform wound over a high purity alumina mandrel because the mandrel will not absorb microwave energy, and if no gas flows along the inner axis of the mandrel then, in the steady state, no heat will flow radially from the preform into the mandrel. Therefore, in the steady state, the mandrel is thermally “invisible” to the process. The solution to this static problem is

$$T(z) = \frac{P}{4\kappa}(a^2-z^2) + \frac{P}{2\kappa}b^2\ln\left(\frac{z}{a}\right) - \frac{P}{2\kappa}(b^2-a^2) + T_w$$

where $a$ and $b$ are the outer and inner radii respectively of the preform, $h$ is the rate of convective cooling at the outer surface in W/m² K, and the last term is the temperature of the free stream gas that cools this surface at $z = a$. It is worth noting that the temperature difference between the inner and outer surface depends only on the absorbed power and not on the rate of convective cooling.

In order to explore this static temperature profile, it is useful to create a surface map of $T(a)$ and $T(b)$ versus $P$ and $h$. An example is shown in Figure 16 where the nearly horizontal axes represent $P$ from 0 to 200 MW/m³, the axes coming forward to the left represent $h$ from 1500 to 2500 W/m² K, and the vertical axes represent the differences between the surface temperatures and the free stream temperature. For process control, plots of this type could be stored as tables and used to find specific sets of operating conditions. Alternatively, equation (8) can be inverted to find $P$ and $h$ in terms of a given pair of temperature values, such as $T(a)$ and $T(b)$. As an example, consider developing silicon carbide for which $\kappa = 10$. If we let $a = 3$ cm, $b = 2.5$ cm, $T(a) = 900^\circ$C, $T(b) = 1100^\circ$C, and the free stream temperature = 500°C, then $P = 169$ MW/m³ and $h = 1945$ W/m² K. These values then can be inserted into equation (8) to obtain the temperature profile of the heated preform. The results are shown in Figure 17. The reverse temperature gradient that results from this volumetric heating is evident. An obvious question is whether such high microwave power density and such high cooling rates can be achieved.

If the microwave power is pulsed, this approximation must be modified since the alumina will place a thermal load on the preform even if the alumina itself does not absorb microwave energy.
FIGURE 16 CONTOUR PLOTS OF T(a) AND T(b) VERSUS P AND h
TA&T performed extensive, detailed modeling of its CVI microwave applicator. This modeling took account of the microwave feed system, dimensions, wall losses, etc. The results of this analysis are plotted as contour maps of a quantity proportional to the $|E|^2$ term of equation (10). One example is shown in Figure 18. In this particular case the true, maximum available microwave power density, $S$ in Watts per m$^3$, is determined using the approximate relationship

$$S = 2 \times 10^6 \text{ (contour value) (W/m}^3)$$

Thus we see that there is sufficient power to achieve the necessary temperature gradient.

**Example of simulated process control**

On the basis of the experience described above, Fortran computer code was written to solve the coupled equations (10) through (16). One of the input parameters was the reactant gas pressure. It was mentioned above that the gas pressure normally was between 5 and 20 Torr. This low pressure has to be maintained in a conventional CVI reactor because the walls and the gas itself are at temperatures sufficiently high that homogeneous reactions can occur.
Under the conditions of volumetric heating achieved by the absorption of microwave energy the walls and gas remain considerably cooler and the reaction is largely heterogeneous. Thus, the gas pressure can be higher, and in a microwave reactor may be typically 600 Torr. Under conditions of low pressure processing, the molecular mean free path is greater than the typical pore radius and gaseous diffusion is Knudsen. Under conditions of high pressure processing, most molecular collisions are with other molecules and gaseous diffusion is Fickian. The distinction between these two diffusion regimes were accounted for in the computer code.

The code was verified by reproducing the results of Gupta and Evans including those demonstrating the dependence of premature pore closure on initial pore radius. Additional preliminary results are shown in Figure 19 which shows the dependence of trapped porosity and processing time on reactant gas concentration at the surface. Parameter values were typical of CVI processing conditions and are note quoted here because the results of more extensive studies are described below. But these results do show that for nearly an order of magnitude reduction in processing time the trapped porosity falls from about 0.0051 to 0.0023.
FIGURE 19 TYPICAL CVI SIMULATION PREDICTIONS
In other words, below some porosity, surface gas concentration has a much greater influence on processing time than on porosity. It will be seen below that this tendency is common to most processing conditions. This program then was used in an attempt to find improved processing conditions.

Processing goals are very simple to define. They are:

- achieve minimum trapped porosity (0% is the ultimate goal);
- achieve minimum processing time.

The first assures optimum materials properties; the second assure maximum economic benefit. With these in mind, attempts were made simply to improve processing conditions by changing the conditions in real-time. Since this would require some criteria for change, this simple example would demonstrate the advantage of using an in situ sensor to direct the process. For reasons that will be discussed in the next section, it was imagined that this sensor could provide some measure of the density profile along the length of a pore. Two simulations were compared.

The constant processing conditions were:

- surface gas concentration, \( C_o = 1 \text{ mole/m}^3 \)
- initial pore radius, \( r_o = 10 \mu \text{m} \)
- convective cooling rate, \( h, = 500 \text{ W/m}^2\text{K} \)
- pore length, \( L, = 5 \text{ mm} \)
- gas pressure, \( P, = 1 \text{ atm} \)

The free stream gas temperature was the only adjustable process variable. It is easy to imagine that the temperature of a carrier gas such argon could be varied to change the surface temperature of the preform. The processing time can be estimated by assuming that premature pore closure does not occur so that the pores on exterior surface close last. In that case, integration of equation (14) with \( C \) replace by \( C_o \) gives the total processing time. The processing time for the parameter values listed above with a free stream gas temperature of 25 °C was computed to be about 34 hours. By solving the coupled set of processing equations, it was shown that the trapped porosity was about 0.002. Within the limits of accumulated computational error, this represents zero trapped porosity. When the free stream gas temperature was raised to 125 °C the processing time fell to 12 hours but the trapped porosity was 0.128. Such a high trapped porosity was unacceptable. Therefore, a modified processing scheme was devised based on a measurement of the density profile.

In this modified scheme, the pore radius was continuously monitored only at the midpoint along the length of the pore. The initial free stream gas temperature was again 25 °C. When the radius of this midpoint pore equaled on half the initial radius of the pore, \( r_o \), the free stream gas temperature was raised to 125 °C. In other words, it was assumed that after the midpoint of the pore had closed sufficiently, the process could be accelerated without fear of premature pore closure. Under these conditions, the processing time was reduced to 18.3 hours leaving a trapped porosity of 0.034. A considerably more elaborate scheme resulted in a processing time of 17.2 hours with a trapped porosity of 0.015. Since the pore radius could be inferred from density measurements, this simulation demonstrated that considerable processing improvement would be possible with in situ sensors.
These numerical solutions required many hours of computer CPU time. They were not, therefore, very suitable for real-time control. Furthermore, they were not especially useful in finding the optimum set of processing conditions. It was decided that a rapidly converging, artificial neural network might offer a viable alternative, and that this could be readily accommodated by the control scheme shown in Figure 12. Thus, the code used above now was used to generate suitable training pairs. It was decided to restrict the adjustable parameters to the four quantities: initial pore radius, reactant species concentration, free stream carrier gas temperature, and convective cooling rate. The values used to define the corners of the parameter hypercube were:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_0 )</td>
<td>1, 10, 100 ( \mu )m</td>
</tr>
<tr>
<td>( C_0 )</td>
<td>0.5, 1 mole/m³</td>
</tr>
<tr>
<td>( T_{\text{in}} )</td>
<td>298, 500 K</td>
</tr>
<tr>
<td>( h )</td>
<td>400, 600 W/m² K</td>
</tr>
</tbody>
</table>

Simulations were generated for 25 combinations of these values. The maximum possible processing time was again determined from equation (14). At each nearly equally spaced time intervals within this time, the process simulation was stopped and the radial profile recorded at 25 points along the length of the 5mm pore. Process simulation at a point at the center of the parameter space completed the set of data on which the artificial neural network would train.

The neural network was used to predict the trapped porosity and total processing time for a pore residing in a 1-D slab. The neural network was trained using 25 training pairs which contained four parameters and the resulting trapped porosity and total processing time. The neural network structure used consisted of four inputs \( r_0, C_0, T_{\text{in}}, h \); a hidden layer of 8 neurons, and an output layer of only 2 neurons - the processing time, \( T_{\text{pt}} \), and the porosity, \( \phi \). The network was trained using the 25 training pairs provided, consisting of one point at each corner of the training space, for 100,000 epochs. The plots of the training data versus the neural network response after training for \( T_{\text{pt}} \) and \( \phi \), shown as the first two figures in Appendix A, indicate that the network provided a reasonable approximation of the points, but that the fit of the training set should be much better.

The learning was based on a gradient descent of the error with small errors making small network changes while large errors make large changes. The training method was evident in the plot of the training data versus the network response for \( T_{\text{pt}} \). The data for \( T_{\text{pt}} \) spanned 5 orders of magnitude - from 16.4 to 1.49 \( \times \) 10⁷ seconds. The plot showed that for most runs, the fit was far from ideal. However, for the points 1.49\( \times \)10⁷ and 0.7464410⁷ s the fit was reasonable. Hence, a small error in approximating the point 1.49\( \times \)10⁷ would dominate the weight adjustments making it difficult to learn the other points which were orders of magnitude smaller. Attempts were made to train the network after removing the largest 5 points with the result being \( \phi \), and \( T_{\text{pt}} \) could be recalled very accurately. Thus, a reasonable limit should be placed on \( T_{\text{pt}} \) even though larger trapped porosity values would obviously result.

The trained network, based on all 25 data pairs, was used to predict \( T_{\text{pt}} \) and \( \phi \) based on the 6 possible combinations of \( r_0, C_0, T_{\text{in}}, and h \). Plots of these results are shown in Appendix A. The contour maps are not labeled due to the uncertainties discussed above. The surface maps are used in conjunction with these contour maps to locate extrema, although
relative magnitudes remain undetermined. Nevertheless, unexpected regions of the processing space can be seen that suggest substantial improvements in the processing protocols may be developed. Further studies will be pursued to include the local pore density as input, and to use this data to guide real-time, in situ process control.

VI EVALUATION OF POTENTIAL IN SITU SENSORS

A measurement of the density profile was assumed to be operative during the simulations discussed above. Decisions on when to change the processing parameters to maintain zero trapped porosity while achieving minimum processing time were based on an effective pore radius that, in turn, could easily be deduced from these density measurements. The decision that a real-time density profile measurement was needed was based on numerous processing simulations combined with continual reassessments of sensor possibilities and advantages. An example of this assessment is shown in the chart, Figure 20. Not included in this figure is a cost comparison.

<table>
<thead>
<tr>
<th>SENSOR</th>
<th>INFORMATION OBTAINED</th>
<th>FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>beta-source/detector</td>
<td>average porosity</td>
<td>simple to use, average porosity only</td>
</tr>
<tr>
<td>gas-phase spectroscopy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>laser thermal pulse</td>
<td>near-surface porosity</td>
<td></td>
</tr>
<tr>
<td>thermal imaging</td>
<td>porosity, rate of temp. change</td>
<td></td>
</tr>
<tr>
<td>pyrometer</td>
<td>surface temperature</td>
<td></td>
</tr>
<tr>
<td>acoustics</td>
<td>density / porosity</td>
<td></td>
</tr>
<tr>
<td>laser ultrasonics</td>
<td>bulk modulus, density, temp.</td>
<td></td>
</tr>
<tr>
<td>μ-focus x-ray</td>
<td>density / porosity</td>
<td></td>
</tr>
<tr>
<td>broad-beam x-ray</td>
<td>density, porosity</td>
<td>simple to use</td>
</tr>
<tr>
<td>microwave scattering</td>
<td>coating thickness, electrical</td>
<td>thickness &amp; permittivity interrelated</td>
</tr>
<tr>
<td></td>
<td>permittivity</td>
<td></td>
</tr>
</tbody>
</table>

preferred for CVI subprocess control

FIGURE 20 COMPARISON OF SELECT IN SITU PROCESS CONTROL SENSORS
**X-ray radiometry**  
It is the comparison of cost between micro-focus and radiometric x-ray, and the fact that sufficient density information could be obtained from broad-beamed, radiometric x-rays that indicated the later is more suitable for process control. In the current conceptualization of the x-ray density measurement, and x-ray beam would be collimated to a beam width of about 1mm. Manufacturers and users have suggested this dimension is not unreasonable. The collimated beam would intersect the cylindrical preform along a cord, as shown in Figure 21. The x-ray source would be mounted on a motor-driven translation stage that would permit rastering the beam from a line tangent to the outer surface of the preform to a line tangent with the interior of the preform. A simple detector on the receiving side would be used to record count rate as a function of position, and a simple correction would be used to account for the varying amount of material through which the beam had to pass. An algorithm would be developed to convert these measurements into the corresponding radial measurements needed for in situ control. This hardware and software design will be implemented during a Phase II effort.

**Gas Analysis**  
Gas phase spectroscopy remains an option to be considered under a Phase II effort. Gas analysis may give valuable information concerning the deposition rate and the rate of the interdiffusion of reactant and product gases. This would not be practical in a conventional, hot wall reactor where homogeneous reaction dominate the production of gas products such as HCl. But during microwave processing, only the preform is heated so that the reactions are, for the most part, heterogeneous and the reaction products are more closely related to reactions occurring in the preform.

![FIGURE 21 IN SITU X-RAY DENSIMETER FOR REAL-TIME CONTROL](image-url)
Several methods of gas analysis are available. The most direct is by quadrupole mass spectrometry. The advantage is that gas species are readily identifiable. The disadvantage is long data acquisition times and the cost of multi-stage turbo pumping. Laser induced fluorescence is another option. It could be costly and requires relatively long times to obtain sufficient data for analysis. A more direct approach may be atomic absorption. A low power dye laser could be rastered across a bandwidth and an absorption recorded by a broadband detector. Perhaps the simplest method would be one that utilizes the compact gas analyzers used by regulatory agencies to detect gas emissions. Since HCl is both a standard by product of CVI SiC processing and a contaminant, an HCl cell should be available. Other cells could be designed, such as for MTS and the methyl radical, so that instead of a continuous spectrometer, a discrete spectrometer would have been affected. These options will be considered in more detail during a Phase II effort.

VII OUTLINE OF A PHASE II EFFORT

This Phase I effort has achieved the following:

- The broad feasibility of process control for CVI was demonstrated;
- The crucial importance of hierarchical IPM in realizing this control was demonstrated;
- The essential role played by an artificial neural network in building the needed expert system data base was demonstrated;
- An in situ sensor was identified and its role in controlling CVI process control was simulated.

Thus, the goal of each of the four tasks has been reached. This control technology now needs to be implemented on a microwave CVI system. TA&T has two such systems: one operating at 2.6 kW and a large, six-magnetron system supplying 7.5 kW. The larger system was designed and built with computer hooks built in. It is ready to run under process control. This control would be implemented under a Phase II effort. This implementation would, at a minimum, require completing the following tasks.

- Complete design of the hierarchical control scheme;
- Complete the process control hardware interface;
- Implement the software for CVI control;
- Complete implementation of the rapid convergence artificial neural networK;
- Install x-ray in situ density sensor;
- Interface x-ray in situ density sensor with control structure;
- Perform extensive ANN training and product evaluation.

A detailed proposal will be submitted as requested.
APPENDIX
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