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SUMMARY

A detailed report on the results of the first year of funding under this grant was submitted to AFOSR on July 14, 1993. Acknowledgement of technical acceptability of this report was returned on August 24, 1993. The present report is an update on activities for the second year of funding.

Research leading to a detailed characterization of antiproton annihilation in nuclei has resulted in a published analysis of fast deuteron production from carbon and uranium targets. This follows previously reported work and publications by our group on gamma-ray, neutral and charged pion, proton, and neutron production. The deuteron measurements are important to our SHIVA Star antiproton-catalyzed microfission experiment at the Phillips Laboratory, Kirtland AFB, in that they help constrain theoretical models of light nuclei production and subsequent energy deposition in the target.

Work continues at SHIVA Star on working fluid formation and target compression for the microfission experiment. Excellent progress has been made, both theoretically and experimentally, on these important aspects of the experiment.

The Penn State group, working in collaboration with Los Alamos National Laboratory physicists, trapped and held up to 721,000 antiprotons per beam injection pulse from the LEAR accelerator during July, 1993. This was a crucial step to the ultimate goal of transferring large numbers of antiprotons to the Phillips Laboratory for the antiproton-catalyzed microfission experiment.

RESEARCH OBJECTIVES

The objective of this research is to accurately characterize the yields and energy spectra of charged and neutral elementary particles emitted from antiproton annihilation at rest in nuclei (carbon, bismuth and uranium), and to develop design objectives for the subcritical antiproton-catalyzed microfission experiment to be carried out at the Phillips Laboratory, Kirtland AFB, NM.

RESULTS OF RESEARCH

(1) LIGHT NUCLEI EMISSION: During the last year we have completed our efforts on identifying from existing data (LEAR experiment PS183) light nuclei, and have a good signal for deuterons produced
in carbon and uranium. We formed a collaboration with theoretical Russian physicist Dr. Alexander Sibirtsev of the Institute of Theoretical and Experimental Physics, Moscow. This followed naturally after he published a significant analysis of our previously published proton data (A. Sibirtsev, Z. Phys. A 345, 59, 1993). A paper prepared by Dr. Sibirtsev and ourselves (Appendix I) has been published recently. The importance of this work is that it provides, along with the earlier proton analysis, a theoretical basis for understanding light nuclei emission, and subsequent energy deposition in the target.

(2) TARGET COMPRESSION AT SHIVA STAR: Recently first results on working fluid formation inside solid liners at SHIVA Star were published by the High Energy Plasma Division, Phillips Laboratory, Kirtland AFB (Appendix II). This is an important first step in development of the antiproton-catalyzed microfissision experiment. Although Penn State personnel are not co-authors on this paper, we have followed this work very closely and participated in computer simulations of these effects.

The Penn State analysis of target compression at SHIVA Star, written in collaboration with Drs. Bell, Degnan, Hussey and Mullins of the Phillips Laboratory, is scheduled to appear in the July 15 issue of the Journal of Applied Physics (Appendix III).

An experiment on solid liner implosion without working fluids was carried out last December at SHIVA Star. The results were in excellent agreement with simulations. A Phillips Laboratory/Penn State collaborative paper has recently been submitted to Phys. Rev. Letters (Appendix IV). Further experiments with working fluids are planned for SHIVA Star later this year.

Therefore, we feel we are making excellent progress toward a theoretical and experimental understanding of target compression for the SHIVA Star antiproton-catalyzed microfissision experiment.

(3) ANTI proton TRAPPING: During July, 1993 the Los Alamos/Penn State team, working on LEAR experiment PS200, trapped up to 720,000 from accelerator pulses from the LEAR machine. The antiprotons were held in the Los Alamos catcher trap, which is capable of holding up to as many as 10 million antiprotons. Further tests of trapping with multiple pulse filling made possible by electron cooling and improved vacuum are currently in progress.
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\textbf{Abstract.} Deuteron yields from 20–350 MeV kinetic energy in antiproton annihilation at rest in $^{12}\text{C}$ and $^{238}\text{U}$ targets are compared with a coalescence model calculation. Agreement of the data with the model up to approximately 80 MeV is good. However, from 80 to 350 MeV the model increasingly underestimates the yield, by as much as on order of magnitude. These results, along with previously reported failures to explain proton spectra with first order rescattering of pions, suggest that other mechanisms are manifest in relatively rare, high energy light nucleus emission, e.g. $B>0$ annihilations or possible six quark interactions.

\textbf{PACS:} 13.75.Cs

1. Introduction

During the last ten years much effort has been devoted to the experimental search for multinucleon phenomena in antiproton-nucleus annihilations. The possibility of antiproton annihilation on more than one nucleon has been an important topic of discussion ever since it was suggested by Pontecorvo \cite{1} in 1957.

In the framework of the conventional picture, the antiproton annihilates on a single nucleon and produces mesons that are rescattered in the nuclear environment. In this case the baryon number of the annihilating system is equal to zero. However, there also exists the possibility of annihilations that directly involve several nucleons simultaneously ($B>0$ annihilations). The principal question arises as to how to distinguish between $B>0$ annihilation and more prosaic forms of the interaction.

Obviously, a reliable signature for multinucleon annihilation is of special interest \cite{2-4}. An attractive $B>0$ signal involves enhancement of the strange particle yield. Following Rafelski and Hagedorn \cite{2}, enhanced production of strange hadrons can also be the signature of the quark-gluon plasma. Cugnon and Vandermeulen \cite{4} calculated the total yield of strange and nonstrange particles in $B>0$ annihilation and predicted strangeness as a clear signal for multinucleon phenomena. However, a detailed analysis of experimental data on strange particle production confirmed the conventional annihilation picture \cite{5}. It is likely that rescattering of annihilation mesons ($\bar{p} + N \rightarrow M, M + N \rightarrow K, Y$) explains strangeness production without a $B>0$ mechanism.

Another possible signature for multinucleon phenomena is enhancement of fast nucleon production. Obviously, at low antiproton energies nucleons are not produced directly in $\bar{p}N$ annihilations (in the case of $B=0$), and we must incorporate conventional rescattering mechanisms ($\bar{p} + N \rightarrow M, M + N \rightarrow N$) in order to explain the data. Because low energy nucleons are produced via deexcitation of the nucleus, we pay special attention to secondary nucleons with kinetic energies above 20 MeV. One component of fast nucleons is produced in the rescattering of annihilation mesons, or the two-step process. We hypothesize that a second component of very high energy nucleons can be produced via antiproton interaction with several bound nucleons, followed by the transfer of annihilation energy to one of the nucleons. Experimental data on proton production in $\bar{p}^{12}\text{C}$ and $\bar{p}^{238}\text{U}$ annihilation at rest show significant yields of fast protons with energy above $\sim 600$ MeV \cite{6}. Although interpretation of these results by means of the two-step process seems reasonable to the first approximation \cite{7}, it was necessary to incorporate a large probability for antiproton absorption on two bound nucleons, or six-quark objects ($q^6$), inside the nucleus to explain the data in detail \cite{6, 7}.

Our previous studies of fast proton production in $\bar{p}^{12}\text{C}$ and $\bar{p}^{238}\text{U}$ annihilation at rest \cite{6, 7} resulted in two essential conclusions. First, because nucleons already exist inside the nucleus, one needs an energetic projectile to knock them out. The only question is how
to produce such projectiles in $\bar{p}N$ annihilation. Second, a large $q^6$ admixture was required to fit the fast proton data. The possible existence of such $q^6$ states is an intriguing problem in its own right.

Consequently, we have turned to the production of fast deuterons in antiproton-nucleus annihilations. The main background to the $B > 0$ and $q^6$ processes is deuteron formation via the coalescence mechanism [8]. In the conventional picture, we consider the cascade process that involves annihilation pions in rescatterings in order to create neutron-proton pairs. When a pair possesses a wave function which overlaps with the deuteron, these nucleons may coalesce to form a deuteron. As was shown by Lobov and Sibir奁ev [9] and Gugelot and Paul [10], high energy pairs have large relative momenta $q$ and thus, because of the $q^{-2}$ dependence of the deuteron form factor, cannot form a deuteron. Thus, we need to involve other production mechanisms.

The deuteron data discussed in this paper above 120 MeV deuteron kinetic energy have been reported previously [11]. A cut of mass $> 1580$ MeV was made to isolate the deuteron signal. A separate analysis of these data indicated that contamination of particles with the same $q/M$, e.g. alpha particles, is $< 1\%$. As in the previous study of proton spectra [6], data from another experiment [12] on low-energy deuterons have been used to provide a complete deuteron spectrum above 20 MeV kinetic energy.

2. Coalescence deuterons

Deuteron spectra below $\sim 120$ MeV from high energy proton-proton, proton-nucleus and heavy ion collisions have been successfully explained by a coalescence model [8–10]. The model assumes that $n-p$ pairs form a deuteron when the $n-p$ wave function overlaps with the deuteron wave function. Sata and Yazaki [8] formulated the coalescence model for composite particle spectra from high energy collisions in terms of a density matrix formalism and the internal wave function of the composite particle. The deuteron production cross section is given by

$$\frac{d^3 \sigma_{p+A \to d+X}}{d^3 Q} = \sigma_0 \int d^3 q \phi(q) D_{np}(q, Q),$$  \hspace{1cm} (1)

where $\sigma_0$ is the inelastic cross section for $\bar{p}A$ interactions, $\phi(q)$ is the deuteron wave function squared, and $D_{np}(q, Q)$ is the $n-p$ two-particle density matrix, with total momentum $Q$ and relative momentum $2p$ for the $n-p$ state. The deuteron wave function is parameterized by Alberi et al. [13] as

$$\phi(q) = \sum_i A_i \exp(-B_i q^2),$$  \hspace{1cm} (2)

where $A = \{9.007, 20.035, 9.724, 2.142, -0.184\}$ (GeV/c)$^{-3/2}$ and $B = \{1277.26, 370.595, 88.625, 18.904, 2.494\}$ (GeV/c)$^{-2}$. The two-particle density matrix was calculated using the cascade model COMIC, described

<table>
<thead>
<tr>
<th>Target</th>
<th>Ref. [12]</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}$C</td>
<td>96±5</td>
<td>98</td>
</tr>
<tr>
<td>$^{40}$Ca</td>
<td>114±5</td>
<td>131</td>
</tr>
<tr>
<td>$^{63}$Cu</td>
<td>152±17</td>
<td>178</td>
</tr>
<tr>
<td>$^{92}$Mo</td>
<td>188±15</td>
<td>195</td>
</tr>
<tr>
<td>$^{98}$Mo</td>
<td>199±16</td>
<td>208</td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>229±16</td>
<td>245</td>
</tr>
</tbody>
</table>

Table 2. Number of deuterons produced with kinetic energies from 20–350 MeV per 1000 annihilations. The errors for [11] are listed (first) statistical and (second) systematic.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}$C</td>
<td>20–120</td>
<td>96±5</td>
<td>11±1±2</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>120–350</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>20–120</td>
<td>229±16</td>
<td></td>
<td>245</td>
</tr>
<tr>
<td></td>
<td>120–350</td>
<td>15±1±2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Number of deuterons per 10 MeV/c per 1000 antiprotons versus deuteron momentum for a $^{12}$C and b $^{238}$U. The solid squares are data, the line coalescence model predictions. The scatter of data and model predictions above $\sim 600$ MeV/c is statistical.
in detail in [14]. We assume antiproton annihilation on a single nucleon, followed by rescattering of the produced pions in the nuclear environment.

In Table 1 yields of deuterons with kinetic energies from 20 to 120 MeV produced in antiproton annihilation on various nuclei [12] are compared with model calculations. In Table 2 we show deuteron yields up to 350 MeV for \(^{12}\)C and \(^{238}\)U annihilation. Yields are studied for two deuteron energy regions in order to compare the experimental data of Hofmann et al. [12], and present results [11], with model predictions.

The low energy deuterons are quite reasonably reproduced by the calculations based on the conventional annihilation picture and the coalescence model. However, high energy deuterons are underestimated by the model by a factor of \(\sim 2-10\). The deuteron momentum spectra are shown in Fig. 1. Noticeably the high momentum (\(\gtrsim 550\) MeV/c, or 80 MeV kinetic energy) component of the deuteron spectra is not well reproduced by the model calculations.

3. Conclusions

We have attempted to explain high energy deuteron production by antiproton annihilation at rest in \(^{12}\)C and \(^{238}\)U targets in terms of a coalescence model. We find that yields below about 80 MeV are in agreement with the coalescence model. However, yields above 80 MeV increasingly are underestimated by the model, by a factor of \(\sim 2-10\) averaged over target and deuteron energy.

At the highest energy (350 MeV), the discrepancy is over one order of magnitude.

As in the case of proton production [6, 7], it appears that models based on first order rescattering do not explain the high energy part of the deuteron spectrum. This suggests that other phenomena, e.g. \(B > 0\) interactions, are manifest in the relatively rare high energy part of the spectra of protons and deuterons.
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APPENDIX II
Formation of plasma working fluids for compression by liner implosions
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(Received 9 June 1993; accepted for publication 14 December 1993)

Research on the formation of a hot hydrogen working fluid, which may be used in multiple concentric solid-density liner implosions, is reported. In such implosions, an axisymmetric outer liner is driven by a multi-megampaxial discharge, and a coaxial inner liner is driven by a working fluid contained between the liners. The fluid is shocklessly compressed to high pressure as the outer liner implodes around it. In the work reported here a 10 to 100 Torr pressure, hydrogen filled coaxial gun discharge was used to inject plasma into a diagnostic chamber simulating an interliner volume. Spectroscopically determined electron densities of between $10^{17}$ and $10^{18}$ cm$^{-3}$ and electron temperatures in the 0.5–2.0 eV range were obtained with a fair degree of reproducibility and symmetry. Two-dimensional, time-dependent magnetohydrodynamic computer simulations of the working fluid formation experiment have been performed, and the computations suggest that the present experiment achieves electron number densities and temperatures at the lower extreme of these limits, and neutral densities $\sim 0.3–1.0 \times 10^{19}$ cm$^{-3}$. The simulations further suggest that the upper range, and beyond, can be achieved in a more energetic version of the present experiment.

I. INTRODUCTION

Electromagnetically imploded solid liners have been employed at a number of laboratories throughout the world as a means of achieving high energy density for a variety of applications. These solid liners are essentially solid Z pinches in which the mass of the shell imploded by J×B forces is sufficiently high that Joule heating during the run-in phase of the implosion is insufficient to cause vaporization. Such devices have achieved depth average implosion velocities of approximately 10 km/s, with inner surface velocities that are a factor of two higher. Chernyshev has recently proposed that such liners can be used to compress magnetic flux that is interior to the inner surface of the liner to sufficiently high density that the field can, in turn, implode a central target or liner. This magnetic “working fluid” decouples outer implosion nonuniformities from the central implosion and offers the possibility of coupling non-spherical liner implosion energy onto a spherical compression target. A possible drawback to such a system is related to the divergence-free, vector nature of the magnetic field and to the intrinsic cylindrical symmetry of the system.

At the Phillips Laboratory we are exploring the possibility of using hot hydrogen as the working fluid in place of the magnetic field. This concept is shown schematically in Fig. 1. Such an arrangement avoids the intrinsic symmetry problem of the fields but introduces a whole new set of difficulties associated with shock waves and pressure uniformity in the hydrogen. For the Phillips Laboratory working fluid scheme, the exclusion of as much magnetic flux from the payload volume as possible is important if spherical symmetry of the implosion is to be achieved. A mixture of plasma and flux would result in a combination of cylindrical and spherical symmetry in the liner implosion. Cylindrical compression is at best two-dimensional, whereas spherical symmetry would result in a three-dimensional compression. A predominantly spherical implosion is superior to a cylindrical one because the former enhances the volume compression ratio.

A relatively uniform pressure distribution in the working fluid as it is compressed by a liner is preferred. Avoiding shock formation during compression makes it easier to keep the distribution uniform, and may be achieved by having the fluid sound speed greater than the inner surface implosion velocity of the outer liner. Uniform, shockless compression of the fluid also suggests applications other than spherical implosions, such as high pressure equation of state studies or hypervelocity projectile acceleration. While the peak liner implosion velocity might reach 10–20 km/s, this is achieved only at late times after the hydrogen has been significantly compressed.
Calculations suggest that an initial temperature in the range of 1 eV is sufficient to assure isotropy, and wall heating considerations dictate that the lowest possible temperature should be used. Knowing the initial temperature, an estimate of the required initial density from the desired final pressure can be made. A factor of ten to twenty radial convergence is routinely obtained from cylindrical plasma Z-pinch implosions, while significantly greater convergence has proven difficult to achieve. If similar limitations are assumed to apply to solid liners, and if a quasi-spherical implosion is produced as shown in Fig. 1, it appears that the working fluid can be compressed by a factor of 1000 to 8000 in density.

Because of various energy loss mechanisms, including radiative losses and phase transitions such as molecular dissociation and atomic ionization, the working fluid pressure will not increase like that of a $γ = 5/3$ ideal gas. Instead, it has been determined from two-dimensional CALE calculations that these non-ideal processes may be accounted for by using an effective $γ$ of 1.2–1.4. If the ultimate goal is to reach a pressure in excess of 10 Mbar, an initial pressure of 30–600 bar (depending on the assumed radial compression and assuming $γ = 1.4$) is desired in the interliner volume. Such initial pressures can be achieved in a 1 eV plasma of heavy particle number density in the range of $1.0 \times 10^{19} - 2.0 \times 10^{20}$ cm$^{-3}$, for implosions with no central liner. This initial pressure requirement is eased somewhat when a central liner is employed, because the fluid volume compression ratio is larger for the same diameter compression ratio.

The purpose of this program, then, is to determine how a uniform, 1 eV, $1.0 \times 10^{19} - 2.0 \times 10^{20}$ atom/cm$^3$ working fluid can be produced. Experimental and computational efforts to that end are reported in this paper.

II. EXPERIMENTAL APPROACH AND DIAGNOSTICS

The experimental effort, which began in July 1990, used an inverse Z-pinch discharge in a coaxial gun to heat and compress a plasma and to inject it into a "payload region" which simulated an interliner volume. Such a device is shown schematically in Fig. 2, which shows how the working fluid injection system would mate with the solid liner. Figure 3 shows an engineering drawing of the actual experimental chamber. The chamber was typically prefilled with hydrogen to a pressure of between 10 and 100 Torr. Other gases, including deuterium and helium, were also used. In this paper, only those results with hydrogen are discussed. A 44.4 $μ$F capacitor bank, storing 35.5 kJ at 40 kV, delivered up to 500 kA to the coaxial gun. The inverse Z-pinch discharge was initiated along a cylindrical pyrex insulator, which was concentric with the gun inner electrode and axially located at the current feed point (see Fig. 2). The current sheath produced by this discharge was driven down the length of the coaxial gun, thus sweeping the prefill gas into the payload volume. The array of rods that surround the insulator and define the outer boundary of the gun allowed the current sheath to expand without excessive shock to the insulator, greatly increasing the insulator life. The chamber was designed to facilitate electrically "floating" the outer conductor and to allow the installation of magnetic flux exclusion inserts in the annular nozzle downstream from the insulator. The experiments

![FIG. 2. Schematic of the inverse Z-pinch/coaxial gun working fluid device. Note that the breakdown occurs initially across the insulator, initiating an inverse pinch that heats and partially ionizes the hydrogen. The magnetic force from the discharge then pushes the gas to the right, down the barrel of the coaxial gun, into the payload volume. Even though there was no solid liner present in these experiments, we have indicated where such a liner would be placed.](image)

![FIG. 3. Diagram of the experimental chamber using the open annular nozzle geometry.](image)
have successfully injected substantial plasma into the payload volume with an outer con- 0 that was initially either floating or grounded.

In the gun geometry described above, some magnetic flux from the gun discharge was pushed through the annular nozzle into the payload volume. As explained in the introduction, such flux could have deleterious effects on a spherical implosion. It is possible to exclude flux from the payload volume by inserting flux-excluding axial vane in the annular nozzle. Operation with magnetic flux exclusion inserts will be the topic of a future paper.

An optical multichannel analyzer (OMA) was used to measure the spectral characteristics of the light emitted from the plasma. The optical signals were transmitted through four silica-cored optical fibers of 200 µm diameter. The fibers were oriented to provide chordal views across the payload volume, perpendicular to the axis of the gun. Wavelengths less than 400 nm are sufficiently attenuated in silica that the spectral analysis in this experiment was effectively limited to the visible region. The spectral lines of interest in this range include Hα, Hβ, and Hγ at 656.3, 486.1, and 334.0 nm, respectively. The OMA vidicon detector gate pulse was sufficiently short (~1 µs) that the spectral sampling represented a small fraction of the plasma time evolution.

Other diagnostics used include magnetic field and voltage probes, and high-speed photography using gated microchannel plate (MCP) and rotating mirror fast framing cameras. The MCP camera gate pulse length (i.e., the exposure time) for the results presented in this paper was 200 ns. The microchannel tube gain was set to give appropriate image intensification during this gate time.

III. TIME-DEPENDENT NUMERICAL SIMULATION CODE

To help understand the physics of the working fluid experiment, design experimental hardware, interpret experimental data, and investigate new applications and scaling to different parameter regimes, dynamic computer simulations were performed with MACH2. This code solves the time-dependent, single fluid, multi-temperature, non-ideal radiation magnetohydrodynamic (MHD) equations on a two-dimensional mesh that is composed of arbitrarily shaped quadrilateral cells. A patchwork of logically rectangular collections of cells, which are called blocks, can be made to form an image of the cross section of an axisymmetric experiment; this multiple block structure is ideal for performing numerical simulations of complex experimental configurations such as the coaxial gun and payload volume of this experiment. The code is an arbitrary Lagrangian Eulerian (ALE) code that computes the time-evolution of all three components of the velocity and magnetic vector fields that are fundamental to MHD. Finite differences are computed with a finite volume technique, and a second-order accurate Van Leer convection scheme is used. Magnetic field advection is accomplished via the flux-conserving constrained transport algorithm of Evans and Hawley that has been generalized to work on non-orthogonal meshes in an ALE code.

For a magnetic field of mass density, ρ, moving with velocity, u, in the presence of a magnetic induction, B, the code solves the fluid momentum equation

$$\rho \frac{Du}{Dt} = -\nabla P + J \times B,$$

the mass continuity equation

$$\frac{DP}{Dt} + \rho \nabla \cdot u = 0,$$

the ion energy equation

$$\frac{D\epsilon_i}{Dt} = -P \nabla \cdot u + \nabla \cdot (\kappa_i \nabla T_i) + \Phi_{el},$$

and the electron energy equation

$$\frac{D\epsilon_e}{Dt} = -P \nabla \cdot u + J \cdot E + \nabla \cdot (\kappa_e \nabla T_e) - \Phi_{el} - \Phi_{ER},$$

where D/Dt represents the usual convective derivative. It is assumed that the atomic occupation numbers can be derived from equilibrium relations of statistical mechanics from the local values of the electron (ion) temperature, $T_{ei}/\eta$, and the mass density, ρ. It is further assumed that the working fluid is optically thin so that radiation emitted locally by a plasma parcel is not reabsorbed. To check the sensitivity of the results to the thin approximation, additional simulations were performed in which radiative cooling was turned off. Two models for the radiative cooling rate, $\Phi_{ER}$ in Eq. (4), have been used. In the standard model,

$$\Phi_{ER} = a_R \rho \chi_{Planck} T_e^4,$$

where $a_R$ is Stefan’s constant, c is the speed of light, $\rho \chi_{Planck}$ is the Planck mean opacity for hydrogen, and its inverse, representing an average photon mean free path, is much greater than the linear dimension of the experiment. However, at low temperatures, below ~2 eV, the radiative cooling can be dominated by oxygen impurities that are present in the experiment, and the model of Eq. (5) is insufficient. An alternate model for the radiative cooling rate of hydrogen with a fraction, by number, of oxygen contaminant has been used. The simulations discussed in this paper that include a radiative cooling model used the alternate model with a fractional oxygen impurity of 1 oxygen atom per 10⁵ hydrogen atoms.

The dynamical equation for the magnetic field is the magnetic induction equation

$$\frac{\partial B}{\partial t} = -\nabla \times E.$$

The electric field, E, is obtained from a generalized Ohm’s law

$$E = \eta J - u \times B + \frac{J \times B}{en_e} - \frac{\nabla P}{2en_e}.$$

The displacement current is assumed to be relatively small so the current density is simply
\[ \mathbf{J} = \frac{\nabla \times \mathbf{B}}{\mu_0} \]  

(8)

This set of equations is closed by equations of state for the electron and ion pressures: \( P_{e(i)} = P(\rho, T_{e(i)}) \), and by models for the various transport coefficients. The \( \kappa \) are the thermal conductivities of the electrons and the ions. The plasma resistivity, \( \eta \), is related to the applicable collision frequency: \( \eta = m_i \sqrt{e^* n_e} \). The electron number density, \( n_e \), depends on the mass density and the mean ionization state, which is computed from the Saha equation and hence is a function of \( \rho \) and \( T_e \). In general, the code uses either analytic models or Los Alamos National Laboratory SESAME\textsuperscript{11} tables for the equation of state and for thermal conductivities, and for the electrical resistivity. For simulations of the working fluid experiment, classical analytic models were used in which the thermal conductivity is proportional to \( T_e^{5/2} \) and in which the electrical resistivity is proportional to \( T_e^{-3/2} \). The total pressure, \( P \), is the sum of the ion and electron pressures. Small changes to the temperature are related to small changes to the specific internal energy by a specific heat: \( dE_{e(i)} = c_{e(i)} \times (T_{e(i)}) dT_{e(i)} \). \( \Phi_{e(i)} \) is an electron-ion coupling term.\textsuperscript{18} The code has no model for shear viscosity. The code does include an artificial compressional viscosity, but it is not used in the present simulations.

The simulations of the experiment take place on a two-dimensional mesh of cells that is fixed in the laboratory frame. A time-dependent, self-consistent two-loop RLC circuit model is used to compute the current from the capacitively produced discharge.

Solutions to the dynamic equations (1)–(4) and (6) are strongly influenced by the boundary conditions which are applied to the mass density, the various transport coefficients, the electron and ion specific energies, the components of the magnetic field, and to the components of the velocity. The metallic electrodes are assumed to be perfect electric conductors and modest thermal conductors.

**IV. RESULTS**

The MCP and fast framing cameras were used to determine whether luminous plasma was injected into the payload volume and to infer the symmetry of the injected plasma from its luminosity. The plasma gun and the payload volume are connected by an annular nozzle. In the experiments reported herein, the annular nozzle was open. Experiments with either a conducting mesh or axial vanes bridging the interelectrode gap were also performed, but are not discussed here. The magnetic field probe signals were used to infer the plasma sheath velocity, the current density within the sheath, and as an additional confirmation of whether the plasma was injected into the payload volume. The MCP photos and the OMA data indicated that, with an open annular nozzle (Fig. 3), substantial plasma injection occurred. For a 50 Torr hydrogen prefill, the initial arrival was azimuthally asymmetric, but the plasma luminosity became more uniform with time. This behavior is illustrated in Fig. 4, where MCP photographs looking along the gun axis show plasma luminosity at 6, 8, and 18 \( \mu \)s after the initiation of the gun discharge. The time of smallest asymmetry, based upon plasma luminosity, typically occurs approximately 15 \( \mu \)s into the bank discharge.

The causes of azimuthal asymmetry are unclear. One possibility is suggested by studies of discharge initiation versus initial gas fill pressure in the chamber. These studies showed a decrease in the number of current spikes formed during initiation with increasing gas pressure. As the number of spikes decreased, the luminosity of each spike became more pronounced. The initiation was acceptably uniform at pressures as high as 70 Torr, but at 90 Torr the initiation became too asymmetric to produce the desired condition in the payload volume. It is possible that instabilities introduced during the initiation phase carry over.
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into the injection phase. This phenomenon requires more study before a definite statement can be made.

Generally, the plasma in the payload volume was sufficiently uniform to permit the electron number density, \( n_e \), and kinetic temperature, \( T_e \), to be obtained from the H\( \beta \) and H\( \gamma \) lines in the spectrum. The optical spectra showed a predominantly hydrogen plasma, with occasional silicon lines evident if a glass shielded magnetic field probe was in the OMA fiber field of view, or if the glass insulator broke during a shot. The electron temperature was calculated assuming a plasma in local thermodynamic equilibrium (LTE). For the Balmer series transitions \( (n_{\text{lower}} = 2) \), the requirement for collisional processes to dominate radiative decay and recombination processes is only \( n_e > 10^{14} \text{ cm}^{-3} \) (Ref. 19) and was easily satisfied at all times beyond a few \( \mu \text{s} \) in this experiment.

The spectra were fitted with Lorentzian functions, and the fitted values were used in the calculations of electron density and temperature. The electron temperature is given by Griem:\(^2\)

\[
kT_e = \frac{E' - E}{\ln((\lambda^3 g' \lambda' / \lambda^3 g)),}
\]

where \( E' \), \( \lambda' \), and \( f' \) are the excitation energy, center wavelength, and oscillator strength, respectively, for the H\( \gamma \) transition, \( E \), \( \lambda \), and \( f \) are the corresponding quantities for the H\( \beta \) transition, and \( g' \) and \( g \) are the degeneracies for the lower state of each transition. The quantities \( I \) and \( I' \) are intensities that are obtained from the fitting process. In the present case, the lower state is the same and the degeneracies cancel. Note that Eq. (9) depends only on the relative populations of the two excited states of the species.

Calculation of the electron density can be more difficult, since it is usually necessary to measure absolute intensities. However, in the case of hydrogen, Stark broadening of the H\( \beta \) line can be used. The electron density is given by\(^2\)

\[
n_e = C(n_e, T_e) \Delta \lambda^{1/2},
\]

where \( \Delta \lambda \) is the full-width at half-maximum of the peak in the spectrum. The coefficient \( C(n_e, T_e) \) is a slowly varying function of both \( n_e \) and \( T_e \) and is based on Stark profiles for hydrogen. This coefficient is discussed in more detail in Ref. 22.

Optical spectra were obtained in the experiment by viewing the plasma in the payload volume along various chords in the plane whose normal coincided with the axis of symmetry. A representative spectrum is shown in Fig. 5. This spectrum has been fit with Lorentzian functions and the intensities and linewidths obtained from the fits have been used to calculate an electron temperature from Eq. (9) of 0.5-2.0 eV. An electron number density can be obtained from Eq. (10), and the data suggest that \( n_e \sim 0.1-1.0 \times 10^{18} \text{ cm}^{-3} \). The heavy-particle number density can be obtained from the electron number density if the degree of ionization is known. The fractional ionization is quite sensitive to the electron temperature if Saha equilibrium is assumed, and is 10% at 1.2 eV at an ion density of \( 1.0 \times 10^{19} \text{ cm}^{-3} \). These numbers are typical of the plasmas obtained in the experiments described here. Interpretation of the data, however, is complicated by spatial nonuniformity, and the possibility of resonance absorption. In fact, for some experiments, the H\( \alpha \) line \( (n = 3 \text{ to } n = 2) \) at 656.3 nm manifests as a net absorption feature.

The magnetic field was measured with B-dot probes at three axial locations near the outer electrode of the plasma gun as shown in Fig. 3. The B-dot signals were time integrated to yield a signal proportional to the total current flowing between the radial position of the probe and the center conductor. Experimental time histories of the magnetic field at the three probes are compared to the computed discharge current and the simulated magnetic probe signals in Fig. 6. The general shape of the computed signals compares favorably with the experimental data. However, the experimental data do show some azimuthal asymmetry that is not quantified in this figure, and this can account for some of the difference between data and simulations. Approximately 400 kA of the 500 kA discharge current reached the most upstream probe (probe 1) at 5 \( \mu \text{s} \), and the current decayed thereafter on a time scale of approximately 50 \( \mu \text{s} \). The most downstream probe (probe 3) was located in the payload volume. Both the experimental and the simulated current traces indicate that between 100 kA and 150 kA appeared in the payload volume. The magnetic flux associated with this current is undesirable for the reasons stated in the introduction. Based on past experience with flux-excluding vanes,\(^2\) we are confident that the current in the payload volume can be substantially reduced without significant reduction of the fraction of the total mass delivered to that volume.

The time-evolution of the MHD simulation is illustrated in Fig. 7, where isocontours of the heavy particle number density are shown at 4, 8, and 12 \( \mu \text{s} \) after the beginning of the discharge. The initial discharge ionizes the hydrogen prefill, and leads to an azimuthal magnetic field of approximately 1 T that drives the hydrogen plasma radially outward during the first 4 \( \mu \text{s} \) of the discharge and

---

**FIG. 5.** Optical multichannel analyzer spectrum of a 30 kV, 44.4 \( \mu \text{F} \) capacitor discharge into 20 Torr of hydrogen. The spectrum was taken 16 \( \mu \text{s} \) into the discharge with a 2 \( \mu \text{s} \) window. The spectrum has been corrected for detector response and is fitted with Lorentzian functions.
FIG. 6. Comparison between the experimental time-integrated magnetic field probes and the MACH2 simulated current at the three axial probe locations (see Fig. 3). (a) Probe 1, (b) probe 2, and (c) probe 3 for a 40 kV, 44.4 μF capacitor bank discharge into 20 Torr of hydrogen. In each frame, the dashed line represents the experimental data, the plus signs represent the capacitor bank current, and the diamonds represent simulated probe data.

axially downstream during the subsequent time of the simulation. The magnetic pressure of the field exceeds the thermal pressure of the plasma and is sufficient to compress the plasma sheath, driving it through the annular nozzle into the payload volume for times greater than 12 μs. The amount of mass that is driven into the payload volume after 15 μs in this simulation is approximately 1.1 mg, which represents 15% of the prefill mass. Some of the mass initially in the gun is driven out through the space between the posts that forms the outer electrode of the gun. The posts are simulated by a flow-through boundary condition in the MHD computations.

The simulation predicts an average heavy particle number density (ions plus neutral atoms) of between 0.3 and 1.0×10^{19} cm^{-3} at an electron temperature of between 0.35 and 0.75 eV in the payload volume after 20 μs. The higher (lower) density regions are colder (warmer). At these densities, ionization recombination rates are sufficiently large to permit the assumption of Saha ionization equilibrium. The degree of ionization is quite sensitive to temperature, and at an ion density of 1.0×10^{19} cm^{-3} varies from less than 0.2% at 0.75 eV to full ionization at 3 eV. The degree of ionization of the relatively cool hydrogen plasma is predicted to be <1% in this simulation. This places the simulated electron number density ~1.0×10^{16} cm^{-3}, or at least an order of magnitude below the value suggested by the data if the issue of resonance absorption is ignored. The thermal pressure at the midplane of the payload volume is predicted by the simulation to range between 2300-3800 Torr (3-5 bar) in the radial direction at times later than ~15 μs. It is found that the pressure varies by a factor of 2-3 in the axial direction. These values are well below the 30-600 bar pressure that is desired for a working fluid.

It is important to consider the sensitivity of the electron temperature, and hence the degree of ionization, predicted by the numerical simulation to the models for radiative cooling and for thermal conductivity. It was found that increasing the fraction of oxygen contaminant above the 10^{-4} level that was used in the simulations previously discussed increased the radiative cooling rate and decreased the electron temperature and fractional ionization. At the other extreme, if the radiation cooling model is turned off, the temperature was found to range from 0.4 eV near the axis to 1.0 eV near the outer edge of the payload volume. If, in addition, thermal conduction to the walls is forbidden, the electron temperature falls into the range 0.4-0.9 eV in the payload volume at times beyond 15 μs. At these slightly higher temperatures, the fractional ionization is an order of magnitude higher and brings the simulated electron number density closer to the values.
measured in the experiment. Although neither radiative cooling nor thermal conduction represent substantial cooling mechanisms at this energy level, they do strongly affect the degree of ionization of the plasma if Saha equilibrium is assumed.

A variety of other potential experimental configurations were investigated with MHD simulations to help obtain a design that yields a greater pressure in the payload volume. Furthermore, a new driver capacitor bank has been constructed that provides up to 125 kJ of stored energy.

The first simulation suggested that increasing the gun energy may increase the fraction of the gas fill that is driven into the payload volume, and may increase the temperature of the plasma. Therefore, a second MACH2 simulation of this plasma gun geometry driven by an 88.8 μF, 40 kV gun discharge (71 kJ) and a 20 Torr hydrogen prefill was performed. The second simulation predicted a greater mass density in the payload volume after ~15 μs than was obtained in the first. In the later case, the larger magnetic pressure from the more energetic discharge was sufficient to push twice the mass of plasma, or 30% of the total prefill, into the payload volume as the less energetic discharge. In the more energetic case, the average heavy particle density was found to range between 0.3 and 1.0 x 10^19 cm^-3 and the temperature was between 0.6 and 1.0 eV after 20 μs. This behavior is illustrated in Fig. 8 where isocontours of the heavy particle number density are shown at 4, 8, and 12 μs after the beginning of the discharge. Comparison between this figure and Fig. 7 shows that the plasma reaches the payload volume somewhat sooner in the more energetic case. Nevertheless, the pressure of the injected hydrogen working fluid was still found to be substantially less than the desired level. Additional simulations with different gun geometries suggest that the desired pressure may be obtained with a more energetic discharge in a gun with a larger ratio of gun to payload volume.

V. CONCLUSIONS

The injection of plasma into a ~100 cm^3 "payload" diagnostic volume through an open annular nozzle, using ~40 kV, ~0.5 MA discharges in a 10 to 100 Torr hydrogen filled coaxial gun, was studied. Comparison of MACH2 2-1-dimensional MHD simulations with experimental results indicate that a plasma ionized at approximately the 1% level was injected into the payload volume, creating a pressure of between 3 and 5 bar. Direct measurements of the plasma pressure have not yet been made. From data obtained with optical spectroscopy, it was deduced that the temperature was in the 0.5–2.0 eV range. Estimates of the electron number density, made from the measured widths of spectroscopic lines, placed the value in the range between 0.1 and 1.0 x 10^18 cm^-3. This estimate ignores the possible effect of resonance absorption which may decrease this value somewhat. The measured electron number density was at least an order of magnitude greater than the value predicted by numerical MHD simulations performed with the code MACH2. From experiments, it was estimated that the neutral plus ion number density was ~3.0 x 10^18 cm^-3 for a 44.4 μF, 40 kV gun discharge in a 20 Torr hydrogen prefill. The neutral plus ion number density for higher energy operation was predicted by numerical simulations to be between 3.0 x 10^18 and 1.0 x 10^19 cm^-3. This is close to the range required for the intended applications. At any energy level so far investigated with the MACH2 code, the pressure was found to vary by ~30% in the radial direction, and to vary by a factor of 2–3 in the axial direction at times after the transient portion of the plasma injection process. In addition, there was experimental photographic evidence of azimuthal asymmetry. The ramifications of such pressure variations on solid liner implosions are not yet clear.

The pressure in the payload volume of the present geometry is predicted by MHD simulation, and inferred from spectroscopical measurements, to be substantially less than the 30–600 bar values that are desired for solid liner applications. In future work, superior gun designs will be investigated at higher energy, and direct pressure measurements in the payload volume will be attempted. Techniques to improve pressure uniformity in the payload volume, and the effect of the hot working fluid on an actual implosion liner in the payload volume during injection will be studied. Future work will also explore techniques to exclude magnetic flux from the payload volume.
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ABSTRACT

Compression by a spherical solid liner of a gold target surrounded by a hydrogen plasma is simulated. Two-dimensional simulations that treat only a subset of the physics included in the one-dimensional code were performed in an attempt to assess multidimensional effects. A one-dimensional numerical code has been developed to study the effects of thermal radiation and conduction. Results of pressure, density and energy deposited for different initial plasma conditions are presented and discussed. Results from both one- and two-dimensional codes show that the average target density at peak compression is 39 - 43 gm/cm\(^3\), using the SHIVA Star facility at 90 kV discharge.
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I. Introduction

Electromagnetically imploded solid liners have been employed at some laboratories as a means of achieving high energy densities and pressures.\textsuperscript{1-7} Solid liner implosions are essentially hollow shell z-pinches\textsuperscript{8} or $\theta$-pinches in which the mass of the liner is sufficient to prevent vaporization of the liner during the run-in phase of the implosion. At the Phillips Laboratory we are planning to use solid liner implosions to compress a hot hydrogen working fluid which will in turn compress an inner target. The advantages of a working fluid include decoupling of outer implosion non-uniformities from the central implosion and the possibility of transferring non-spherical liner energy onto a spherical target.

One application of this technology is antiproton-catalyzed microfission. Antiproton annihilations have been shown to be a strong source of neutrons\textsuperscript{9} and pions\textsuperscript{10} which, under conditions of high density, enable a significant reduction in burn time and hence, size of fissile targets. The concept of antiproton-catalyzed microfission\textsuperscript{11-12} will be tested by compressing a small fissile target with an electromagnetically imploded solid liner. A subcritical test is possible at this time, with presently limited numbers of antiprotons available. To simulate the compression of a solid target, a one-dimensional (1-D) Lagrangian hydrodynamics with radiation code, HYDRAD,\textsuperscript{13} has been developed. A two-dimensional (2-D) magnetohydrodynamics (MHD) code, C-language Arbitrary Lagrangian Eulerian (CALE),\textsuperscript{14} is used in order to assess multidimensional effects. Since thermal radiation and conduction are not available in this version of CALE, 1-D calculations with radiation and thermal conduction are performed to study their effects.

The solid liner implosion system is shown schematically in Fig. 1. The quasispherical liner is imploded by a 16 MA peak discharge from the Phillips Laboratory SHIVA Star capacitor bank, which stores 5.3 MJ of energy with 1300 $\mu$F of capacitance at 90 KV. The current which flows through the liner forces it to collapse inward. A tapered spherical aluminum liner (1 mm to 2 mm
thick) encloses 45°-angle conical electrodes and a sealed chamber with a 4-cm radius; a gold target (gold is used instead of uranium due to availability of parametric information, e.g., equation of state, opacity, etc.) and a hydrogen plasma used as a working fluid are placed in the chamber. The implosion is designed to result in an isotropic, adiabatic compression intended to avoid generating shock waves in the target, which lead to undesirable high-temperature, low-density conditions. However, there is a trade-off between the requirement that the working fluid temperature, and hence its sound speed, be high enough so that the plasma will be compressed adiabatically, and the requirement that thermal losses to the walls be minimized. A hydrogen plasma with a temperature between 1-5 eV and density between $10^{19}$-$10^{20}$ cm$^{-3}$ best satisfies these requirements.\textsuperscript{15,16}

In Section II, HYDRAD is described. In Section III, results with different initial plasma parameters, specifically $T_0 = 2$ eV, 5 eV and $n_0 = 1 \times 10^{19}$ cm$^{-3}$, $6 \times 10^{19}$ cm$^{-3}$, are presented. In Section IV, 1-D results including radiation effects are presented and discussed.

II. Description of HYDRAD and CALE

A. HYDRAD

i) One-Dimensional Hydrodynamics

The model of HYDRAD assumes spherical symmetry and fluid-like solids. The one-dimensional Euler equations in spherical geometry are

\[
\frac{\partial v}{\partial t} - \frac{\partial r^2 u}{\partial m} = 0 \quad \text{ (continuity),} \tag{1}
\]

\[
\frac{\partial u}{\partial t} + r^2 \frac{\partial p}{\partial m} = g \quad \text{ (momentum),} \tag{2}
\]

and

\[
\frac{\partial E}{\partial t} + \frac{\partial r^2 up}{\partial m} = ug - K_{th} + q_{ext} \quad \text{ (energy).} \tag{3}
\]

Here, $v = 1/\rho$ is the specific volume, $u$ is the fluid velocity in the radial ($r$) direction, $g$ is the external force, $p$ is the pressure, $E$ is the internal energy, $m$ is the mass coordinate, $K_{th}$ accounts
for the rate of energy loss due to thermal radiation conduction and $q_{\text{ext}}$ is the rate of change of external energy sources.

We use a radiation thermal conduction model\textsuperscript{17} to calculate thermal radiation and conduction loss. Thermal conduction due to electrons and ions is included in the calculation by using the following equations, for both plasma and metallic solids:

$$K_{\text{th}} = -\frac{1}{\rho} \nabla \cdot (\kappa \nabla T),$$

(4)

$$\kappa = \kappa_i + \kappa_e + \kappa_r,$$

(5)

and

$$\kappa_r = \frac{16\sigma L_R T^3}{3},$$

(6)

where $T$ is the temperature, $\sigma$ is Stefan-Boltzmann constant, $L_R$ is the Rosseland mean free length, and $\kappa_i$ and $\kappa_e$ are, respectively, the ion and electron thermal conductivities.

Since a strong shock wave may be created in the solid target due to its initial low temperature, it is necessary to use a sophisticated numerical scheme to account for large pressure and temperature gradients. Therefore, we adopt the piecewise parabolic method (PPM).\textsuperscript{18} The PPM scheme is an extension of Godunov's approach,\textsuperscript{19} which has; 1) a Riemann solver to handle wave interactions, 2) higher order interpolation techniques, and 3) special monotonicity constraints and discontinuity detectors. The scheme is one of the most accurate numerical methods for hydrodynamics simulations.\textsuperscript{19} The accuracy of the method is second order in time and third order in space. Instead of mixing a Lagrangian step and an Eulerian remap step, a pure Lagrangian scheme is used.

The Cranck-Nicholson scheme\textsuperscript{20} is used for solving the thermal conduction equation and the free stream flux limiter\textsuperscript{20-22} is imposed on thermal conduction coefficients, $\kappa_r$ and $\kappa_e$, to compensate for the diffusion approximation. The numerical model for radiation calculations in HYDRAD is similar to the model of MEDUSA,\textsuperscript{22} except that HYDRAD uses one temperature only.
ii) Equation-of-State and Rosseland Mean Free Path

To simulate solids, including the target and liner, under compression a three-term model\textsuperscript{17} is used to calculate the equation-of-state (EOS), namely,

\[ E = E_e(v) + E_i^T(v, T) + E_e^T(v, T), \]  
\[ P = P_e(v) + P_i^T(v, T) + P_e^T(v, T), \]

where \( E_e(v) \) and \( P_e(v) \) are, respectively, the energy and pressure of the cold isotherms, and subscripts \( i \) and \( e \), respectively, indicate the thermal contributions from ions and electrons. Thermal contributions from ions and electrons are expressed in analytical forms.\textsuperscript{17} The cold isotherms are generated from the SESAME equation-of-state (EOS) library,\textsuperscript{23} and have been fit by a polynomial function to improve computation speed. The advantage of using this three-term model is that the temperature can be analytically computed without interpolation. The EOS model is reasonably accurate up to \( T = 20 \) eV.

With relatively low initial temperature compared to the temperature required for full ionization, the hydrogen gas is not fully ionized throughout the compression cycle. We therefore use the Saha equation\textsuperscript{24} to calculate the EOS for the hydrogen plasma. Although the Saha equation may not be appropriate for hydrogen beyond solid density, the model is well justified since the Fermi energy is much smaller than the thermal energy.

We use power-law approximations based on SESAME opacity library for calculating the Rosseland mean free path in the solids, i.e.,

\[ L_R = A \rho^{\alpha} T^\beta, \]  

where \( A, \alpha \) and \( \beta \) are chosen to fit the SESAME opacity curves in the region of \( T \leq 10 \) eV. Thermal conduction in the solid in this temperature regime is still dominated by electron thermal conduction, because the photon mean free path is much shorter than the electron mean free path. Since most temperatures in solids are below 10 eV, simulation results are not sensitive to this parameterization.
Photon absorption in hydrogen is dominated by shell absorption at temperatures below 10 eV. Since there is no analytical expression for opacity in this temperature regime, we use a Maxwellian distribution function to fit the Rosseland opacity curves for hydrogen in the SESAME opacity library for temperatures under 20 eV. Above 20 eV, we use bremsstrahlung\textsuperscript{17} absorption cross sections to calculate the opacity.

iii) Pressure due to Magnetic Field

The system circuit for a solid liner compression can be schematically expressed as a simple RLC circuit shown in Fig. 1. The resistance $R$ is considered to be constant throughout the compression cycle. If the liner inductance is constant in time, the current can be analytically expressed as

$$I(t) = CV_0 \frac{A^2 + B^2}{B} e^{-At} \sin Bt,$$

where $V_0$ is the initial voltage of the capacitor bank,

$$A = \frac{R}{2L} \quad \text{and} \quad B = \left(\frac{1}{LC} - \frac{R^2}{4L^2}\right)^{1/2}.$$

However, since $L$ is a function of the liner position, the circuit equation is coupled with the equation-of-motion. We have adjusted $R, L, C$ from their initial values to compensate for the time-varying inductance in the system. The following parameters for a cylindrical implosion experiment\textsuperscript{6} have been used in this calculation: $R = 1$ m$\Omega$, $C = 1300 \mu$F, $L = 30$ nH (combined inductance of circuit and liner).

The diffusion time scale for the magnetic field in the liner is

$$\tau_B = \sigma_L \mu_L \Delta r^2.$$

From CALE, the average liner temperature at peak compression is less than 1 eV. Using $\sigma_L = 10^7$ ohm$^{-1}$m$^{-1}$ for the conductivity at $T = 0.6$ eV, $\mu_L = 4\pi \times 10^{-7}$ Hm$^{-1}$ for the magnetic permeability of the liner, and $\Delta r = 1$ mm for the liner thickness, from Eq. (12) the diffusion time scale is 50 $\mu$sec, which is relatively long compared to the compression time, (13 $\mu$sec). This estimate agrees with
CALE’s result which shows that 10 \( \mu \text{sec} \) is required for the current to diffuse across 1/4 of the liner thickness. Therefore, it is reasonable to approximate the spatial current distribution in the liner with a surface current.

The magnetic pressure due to a surface current through the liner is nonuniform along the polar angle direction for the spherical compression, and can be expressed as

\[
P_B = \frac{B^2_\phi}{2\mu_0},
\]

where

\[
B_\phi = \frac{\mu_0 I}{2\pi r_1 \sin \theta}
\]

is the azimuthal component of the magnetic field, \( I \) is the time-varying current running through the liner, \( r_1 \) is the radial position of the liner outer surface, \( \theta \) is the polar angle measured around the electrode symmetry axis \( z \), and \( \mu_0 \) is the magnetic permeability in vacuum. Since HYDRAD is a one-dimensional code, it can only compute a single value for the magnetic pressure. To account for the tapered liner thickness, HYDRAD uses an average thickness for the liner. The average magnetic pressure is

\[
P_B = 1.247 \times \frac{B^2_\phi}{2\mu_0},
\]

where

\[
B_\phi = \frac{\mu_0 I}{2\pi r_1}.
\]

### B. CALE

The version of CALE used for the simulation has the following features:

- 2-D MHD calculation in Eulerian coordinates or Lagrangian coordinates,
- elastic properties of materials,
- Saha equation for the equation-of-state and conductivity of hydrogen,
- polynomial function input for the EOS of solids,
- frictionless contact between liner and electrode,
and no thermal radiation or conduction in the system.

A fully Eulerian calculation is chosen for the simulations in order to correctly treat details at complicated boundaries.

The conductivities of the aluminum and gold are parametrized by a four-phase model. The solid, liquid and vapor conductivities are parametrized as a power law dependence on temperature and density. The plasma conductivity is calculated using the Thomas-Fermi ionization state, rather than the Saha ionization, since the plasma states of interest are nearly degenerate.

Parameters for the EOS for the solids were taken from Ref. 14, while the EOS from the SESAME library was used to obtain parameters appropriate for the higher pressures encountered in the gold target. The strength properties of the metals is based on the Steinberg-Guinan model.

C. Limit of Energy Deposition

The fraction of the 5.3 MJ of stored energy which is available for compression is of crucial importance for the microfission experiment. An upper limit to the amount of energy which can be converted to compression is obtained from the work-energy relation,

$$\Delta U = \int_{r_0}^{r_p} F_B dr = \int_{r_0}^{r_p} [-2 \ln \tan \frac{\theta_m}{2} + \frac{\mu_0 I^2(t)}{4\pi}] dr, \quad (17)$$

where \( r_0 \) is the initial position of the outer liner surface, \( r_p \) is the radius of the liner outer surface at peak compression, and \( \theta_m = \pi/4 \) is the electrode angle. Since most of the displacement \( \Delta r \) occurs at the time when \( I(t) \) is close to the maximum, Eq. (17) can be written as

$$\Delta U_{\text{max}} (\text{MJ}) = 1.8 \times 10^{-3} (r_0 - r_p) I_{\text{max}}^2 (\text{MA}), \quad (18)$$

where \( I_{\text{max}} \) is the maximum value of \( I(t) \). Equation (18) shows the fundamental limitation on the efficiency for energy conversion. For example, using \( r_0 = 4.15 \text{ cm}, \ r_p = 1.5 \text{ cm}, \) and \( I_{\text{max}} = 16 \text{ MA} \) (90 KV discharge), the maximum energy available for compression is 1.2 MJ. From Eq.
(18), the efficiency for energy conversion is 22 % (1.2/5.3), which agrees with the prediction from CALE (19 %).

III. Results of Simulations

The geometry used in HYDRAD simulations is schematically shown in Fig. 2. The total number of Lagrangian cells is 40. The region containing the liner, working fluid and target is divided into a continuous 15 (in z) x 100 (in r) Eulerian grid in CALE. A fine grid (15 polar sectors, 13 radii) is used to describe the target to facilitate the subsequent simulation of nuclear reactions. Except for the center of the target, all cells are quadrilaterals. A typical run requires = 0.5 hour for HYDRAD without radiation, and = 15 hours for CALE in Central Processor Unit (CPU) time on a DECstation 3100.

Initial conditions for 4 cases simulated are listed in Table I. In this section, we show results of both 1-D (HYDRAD) and 2-D (CALE) simulations.

A. Without Radiation

Since the liner is tapered (see Fig. 1), we take the average thickness of 1.5 mm as the initial thickness of the liner. This leads to a 1-D liner mass of 59 gm, as compared to the actual mass of 51 gm used by CALE. Figure 1 shows that the liner and the plasma occupy an angle of \( \pi /2 \) radians in the \( \theta \) direction, whereas the target subtends an angle of \( \pi \) radians. The target, which subtends an angle from \( \pi /4 \) to \( 3\pi /4 \) in Fig. 2, contains 71 % of the full target volume. Therefore, the target radius is increased by a factor of 1.12 to simulate a target of the same mass. The target in all HYDRAD simulations has a mass of 27 grams, and a radius of 0.783 cm.

Figure 3 shows target pressure, density and temperature, spatially averaged at peak compression, as a function of the initial plasma pressure from HYDRAD and CALE simulations. The average target densities from HYDRAD simulations range from 38 gm/cm\(^3\) to 43 gm/cm\(^3\), while from CALE simulations range from 34 gm/cm\(^3\) to 40 gm/cm\(^3\), as the initial pressure ranges
from 71 bar (case A) to 952 bar (case D). At initial plasma pressures below 256 bar (case C), the average target density at peak compression is almost constant (= 42 gm/cm\(^3\)) from 1-D, and = 39 gm/cm\(^3\) from 2-D. With the initial pressure at 952 bar (case D), the target density is 8 % less than in cases A-C. These results clearly show an inverse correlation between density and initial plasma pressure. However, there is a trade-off for increasing the liner momentum, i.e., a greater liner momentum may create a stronger shock wave in the target, which may increase thermal energy at the expense of compression energy, leading to lower target density.

Average target densities from CALE at peak compression are consistently lower than from HYDRAD by 3 - 4 gm/cm\(^3\). This density difference may be attributed to nonuniform compression in the 2-D simulation. Because of the cylindrical symmetry of the liner, the radial compression wave converges earlier at the equator (z = 0) than the axial compression wave at the axis (r = 0). The compression of the target in CALE is more nearly cylindrical than spherical. This also explains why the target at peak compression appears prolate, as will be seen in Fig. 4. Therefore, the compression wave in CALE is less focused than in HYDRAD, giving rise to smaller average target densities.

Two-dimensional density profiles at peak compression from CALE are shown in Fig. 4. As seen, the lower the initial plasma pressure, the closer the liner gets to the target. This is especially true in cases B, C and D. The bubbles seen in B, C and D in the plasma near the equator are most likely caused by the local imbalance of plasma and magnetic pressure, less likely by an instability. The magnetic pressure is not uniform along the \(\theta\) direction and is lowest at the equator (z=0), as Eq. (14) shows. The plasma pressure, which is nearly uniform, exceeds the magnetic pressure earlier in time at the equator than for regions closer to the pole. A bubble is developed as the net force near the equator pushes outward. In case D, a large bubble has been formed in the liner due to early development of high pressure in the plasma. As seen by the contour lines, higher initial plasma pressure results in more nearly adiabatic and uniform target compression. The density gradients for case D are much smaller than those for cases A, B and C, and the contours are more
spherical than cylindrical. Referring back to Fig. 3, the target temperature for case D is low, indicating that target compression is more nearly adiabatic.

The CALE simulation indicates that some interesting physics is occurring as the liner flows past the 45 degree electrode corner. The following information is provided by CALE: time, 9.5 microseconds; speed of liner near electrode, 0.8 cm/μsec; speed of sound in liner, 0.7 cm/μsec; temperature of liner, 1.1 eV for r < 0.8 cm, 0.17 eV for r > 0.8 cm; and pressure in the liner, 320 kbar for r < 0.8 cm and 220 kbar for r > 0.8 cm.

The liner gets very hot as it moves past the electrode corner. The speed indicated above suggests that a separation between the liner and electrode might occur. However, no indication of this separation is observed in CALE, possibly because the region of possible separation is small compared to the grid size of 0.6 cm (radial) by 0.3 cm (axial) in this area. Radiographs from the recent experiment at SHIVA Star confirm that the liner is in contact with the electrode at this point.

One-dimensional shock wave motion in the target can be seen in Fig. 5, which shows radial profiles of pressure, density and temperature at different times close to peak compression for case A. Initially, the magnitude of the shock pressure in the target is approximately 5 Mbar, about the same as the plasma pressure. The momentum of the target surface compresses the target interior, until the pressure gets up to 35 Mbar at the center and rebounds. Time histories of the average target pressure, density and temperature from HYDRAD for case A are shown in Fig. 6. The compression process takes about 1 μsec, and the dwell time for which the average target density is above 35 gm/cm³ is about 700 nsec.

The plasma pressure at peak compression from HYDRAD ranges from 2.17 Mbar to 3.32 Mbar as shown in Table II. The temperature reaches above 100 eV for cases A and B; bremsstrahlung radiation from these hot dense plasmas may have significant influence on compression. For instance, the preheating of the target surface may reduce shock wave compression in the target. On the other hand, loss of plasma pressure at early times may increase
maximum liner momentum, thus causing a high plasma pressure at peak compression. These two competing mechanisms can affect compression in either way.

Table III shows plasma conditions at peak compression from CALE. Plasma pressures are 2-4 Mbar, which are close to HYDRAD values. However, CALE’s temperatures are about 1.2 - 1.5 times higher than HYDRAD’s. Since thermal conduction is not included in either calculation, this behavior suggests that viscous heating in CALE’s plasma is quite significant.

The distribution of energy at peak compression from HYDRAD for all cases is shown in Table IV. The internal energy in solids is defined as the sum of 1) degenerate electron energy (compression energy) 2) ionization energy, and 3) ion thermal energy. The total energy deposited in the system is $\approx 1.2$ MJ and is consistent with Eq. (18). The target energy is $\approx 20\%$ of the total energy deposition. Most of the energy is deposited in the liner, and about $30\% - 50\%$ of the total energy is in solids in the form of thermal energy. Energy of $=100$ to $200$ KJ is deposited in the target as degenerate electron energy which is the energy accounted for by compression. Therefore, about $4\%$ of the capacitor energy is delivered into the target in the form of compression work.

For comparison, the energy distribution in each component from CALE for case A is shown in Table V. The total energy input is around $1$ MJ, and $= 20\%$ of the total energy input is deposited in the target. Again, this result agrees with HYDRAD.

Table VI lists HYDRAD and CALE results for case A (2 eV, 1x10$^{19}$ cm$^{-3}$ initial plasma conditions.) The time at peak compression is about $13$ µsec for both cases. CALE has a higher local pressure and density, although the average target pressure and density are higher in HYDRAD. The highest pressure in the CALE simulation usually occurs on the z axis, i.e., the center of the compression. CALE’s higher local quantities in Table VI may be due to the smaller radial grid size at the axis, which reveals more detailed structure of local quantities. Therefore, CALE’s local pressure appears higher than HYDRAD’s. Time histories of average pressure,
density and temperature from CALE for case A are shown in Fig. 7. The dwell time for the average target density above 35 gm/cm$^3$ is about 500 nsec and comparable with HYDRAD.

B. With Radiation

Spatially averaged target quantities with radiation at peak compression from HYDRAD are shown in Fig. 8. For comparison, results without radiation from HYDRAD are also shown. The average target density increases as the initial plasma pressure decreases, which is similar to the trend seen without radiation. Therefore, a lower initial plasma pressure is more desirable.

The temperature in the target is generally higher with radiation than without radiation, as is the pressure. Target densities are lower in cases A-C and higher in D with radiation than without radiation. This shows that the role of radiation is complex. As discussed earlier, there are two competing mechanisms: 1) preheating of the target surface and 2) loss of pressure in the hydrogen plasma, affecting target compression. These two mechanisms may lead to changes in target density, in either positive or negative directions. The effect of preheating depends more upon thermal conduction inside the target, while pressure loss depends more upon heat transfer at the boundary surface of the plasma. As the radiation loss in the plasma increases and thermal conduction inside the target remains unchanged, effects from pressure loss in the plasma will dominate over effects from preheating. Since the pressure loss leads to increased momentum in the liner, the target density is increased at peak compression. This explains why the average target density in case D increases, while the others decrease due to thermal radiation.

Plasma quantities at peak target compression are shown in Fig. 9. As seen, plasma temperatures in all cases are significantly lower with than without radiation. Correspondingly, plasma densities are higher with radiation than without radiation as a result of resisting the inward motion of the liner. Plasma densities in some cases are higher than solid density. However, since the Fermi energy at densities of = 0.1 gm/cm$^3$ is around 5 eV, which is smaller than the plasma temperature (=20 eV), use of the Saha equation is well justified.
Figure 10 shows the time history of average target pressure, density and temperature for case A. The histories are similar to results without radiation, despite significant differences in plasma properties when radiation is included. The dwell time for average target density above 35 gm/cm$^3$ is around 700 nsec. Because of radiation loss, the liner speed is faster with than without radiation. Peak compression times in all four cases are earlier by tens of nanoseconds due to radiation. Note that the target temperature is increased by about 0.5 - 1 eV due to the radiation.

The energy distribution with radiation from HYDRAD is shown in Table VII. Comparing Table VII with Table IV, all internal energies in the target are increased to ≈ 320 KJ. The increased energy raises the target temperature, instead of increasing the target density, in cases A-C. The total energy deposited in the system is around 1.25 MJ, which is close to that without radiation.

IV. Summary

In this study, the 1-D hydrodynamics code HYDRAD and the 2-D MHD code CALE are used to simulate compression of a hydrogen working fluid and target. It is found that the 1-D and 2-D results without radiation are comparable. The 1-D calculation is much less time consuming than the 2-D (≈ 1:30 in CPU time), and includes important physics, i.e., thermal radiation, which is not available in our version of CALE. Although the 1-D model simplifies several important physics topics, for instance, circuit coupling and current diffusion, efforts have been made to minimize differences between the 1-D and 2-D results caused by these approximations. In the absence of a complete 2-D code, HYDRAD is a very efficient and useful tool for simulating liner and target compressions.

The results are as follows:

a) the time for peak compression of a 27 gram gold target is 12.5 μsec - 13.5 μsec;

b) the dwell time for an average target density above 35 gm/cm$^3$ ranges from 500 nsec (2-D) to 700 nsec (1-D);
c) an average target density (pressure) of about 40 gm/cm$^3$ (12 Mbar) and a maximum local density (pressure) of 60-100 gm/cm$^3$ (30-140 Mbar) can be achieved in the target using 5.3 MJ of energy from SHIVA Star;
d) an energy of 1.2 MJ is deposited in the liner, plasma and target, including 200 - 350 KJ in the target;
e) radiation brings down the plasma temperature consistently to around 20 eV and increases the target temperature by about 0.5 - 1 eV; however, it has little influence on the average target density and pressure at peak compression; and
f) to obtain a higher target density, a lower initial plasma pressure is more desirable.
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Table I. Initial plasma conditions for simulations. All cases have a 27 gram gold target at the center, and the liner and target are initially at room temperature.

<table>
<thead>
<tr>
<th>Case</th>
<th>Density</th>
<th>Temperature (eV)</th>
<th>Pressure (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$10^{19} \text{ cm}^{-3}$ (1.67×10^{-5} g/cm^3)</td>
<td>2</td>
<td>71</td>
</tr>
<tr>
<td>B</td>
<td>$10^{19} \text{ cm}^{-3}$ (1.67×10^{-5} g/cm^3)</td>
<td>5</td>
<td>161</td>
</tr>
<tr>
<td>C</td>
<td>$6\times10^{19} \text{ cm}^{-3}$ (1×10^{-4} g/cm^3)</td>
<td>2</td>
<td>256</td>
</tr>
<tr>
<td>D</td>
<td>$6\times10^{19} \text{ cm}^{-3}$ (1×10^{-4} g/cm^3)</td>
<td>5</td>
<td>952</td>
</tr>
</tbody>
</table>
Table II. Plasma conditions at peak compression from HYDRAD without radiation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Plasma pressure (Mbar)</th>
<th>Plasma temperature (eV)</th>
<th>Plasma density (gm/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.32</td>
<td>138</td>
<td>0.0125</td>
</tr>
<tr>
<td>B</td>
<td>3.11</td>
<td>263</td>
<td>0.00613</td>
</tr>
<tr>
<td>C</td>
<td>2.91</td>
<td>57</td>
<td>0.0266</td>
</tr>
<tr>
<td>D</td>
<td>2.17</td>
<td>110</td>
<td>0.0102</td>
</tr>
</tbody>
</table>
Table III. Plasma conditions at peak compression from CALE.

<table>
<thead>
<tr>
<th>Case</th>
<th>Plasma pressure (Mbar)</th>
<th>Plasma temperature (eV)</th>
<th>Plasma density (gm/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.7</td>
<td>220</td>
<td>0.009</td>
</tr>
<tr>
<td>B</td>
<td>2.7</td>
<td>350</td>
<td>0.0040</td>
</tr>
<tr>
<td>C</td>
<td>2.4</td>
<td>76</td>
<td>0.0332</td>
</tr>
<tr>
<td>D</td>
<td>1.4</td>
<td>128</td>
<td>0.0057</td>
</tr>
</tbody>
</table>
Table IV. Energy distribution in the system at peak compression from HYDRAD without radiation.

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
<th>Case D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal energy in target</td>
<td>290 KJ</td>
<td>248 KJ</td>
<td>222 KJ</td>
<td>121 KJ</td>
</tr>
<tr>
<td>Internal energy in plasma</td>
<td>124 KJ</td>
<td>238 KJ</td>
<td>306 KJ</td>
<td>597 KJ</td>
</tr>
<tr>
<td>Internal energy in liner</td>
<td>780 KJ</td>
<td>709 KJ</td>
<td>657 KJ</td>
<td>399 KJ</td>
</tr>
<tr>
<td>Kinetic energy in target</td>
<td>3 KJ</td>
<td>3 KJ</td>
<td>2 KJ</td>
<td>1 KJ</td>
</tr>
<tr>
<td>Kinetic energy in plasma</td>
<td>≈0.04 J</td>
<td>0.2 J</td>
<td>24 J</td>
<td>9 J</td>
</tr>
<tr>
<td>Kinetic energy in liner</td>
<td>51 KJ</td>
<td>56 KJ</td>
<td>66 KJ</td>
<td>100 KJ</td>
</tr>
<tr>
<td>Total energy</td>
<td>1.25 MJ</td>
<td>1.25 MJ</td>
<td>1.25 MJ</td>
<td>1.22 MJ</td>
</tr>
</tbody>
</table>
Table V. Energy distribution in the system at peak compression from CALE.

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
<th>Case D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal energy in target(^a)</td>
<td>221 KJ</td>
<td>192 KJ</td>
<td>206 KJ</td>
<td>89 KJ</td>
</tr>
<tr>
<td>Internal energy in plasma</td>
<td>114 KJ</td>
<td>243 KJ</td>
<td>149 KJ</td>
<td>368 KJ</td>
</tr>
<tr>
<td>Internal energy in liner(^a)</td>
<td>616 KJ</td>
<td>486 KJ</td>
<td>591 KJ</td>
<td>358 KJ</td>
</tr>
<tr>
<td>Kinetic energy in target</td>
<td>13 KJ</td>
<td>2 KJ</td>
<td>11 KJ</td>
<td>1 KJ</td>
</tr>
<tr>
<td>Kinetic energy in plasma</td>
<td>2 J</td>
<td>3 J</td>
<td>11 J</td>
<td>300 J</td>
</tr>
<tr>
<td>Kinetic energy in liner</td>
<td>38 KJ</td>
<td>35 KJ</td>
<td>50 KJ</td>
<td>79 KJ</td>
</tr>
<tr>
<td>Total energy</td>
<td>1002 KJ</td>
<td>958 KJ</td>
<td>1017 KJ</td>
<td>895 KJ</td>
</tr>
</tbody>
</table>

\(^a\) The energy of degenerate electrons has been estimated by using the cold-temperature EOS from the TFC model and included in the internal energy.
Table VI. Comparison between HYDRAD and CALE for case A.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>HYDRAD</th>
<th>CALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial plasma conditions</td>
<td>2 eV, $1 \times 10^{19}$ cm$^{-3}$</td>
<td>2 eV, $1 \times 10^{19}$ cm$^{-3}$</td>
</tr>
<tr>
<td>Target</td>
<td>27 gm Au</td>
<td>27 gm Au</td>
</tr>
<tr>
<td>Initial target radius</td>
<td>0.783 cm</td>
<td>0.682 cm</td>
</tr>
<tr>
<td>Maximum current</td>
<td>$= 16$ MA</td>
<td>$= 16$ MA</td>
</tr>
<tr>
<td>Peak compression time</td>
<td>12.81 $\mu$sec</td>
<td>12.99 $\mu$sec</td>
</tr>
<tr>
<td>Plasma P at peak</td>
<td>$= 3.3$ Mbar</td>
<td>$= 3.6$ Mbar</td>
</tr>
<tr>
<td>Plasma T at peak</td>
<td>$= 135$ eV</td>
<td>$= 221$ eV</td>
</tr>
<tr>
<td>Maximum target P at peak</td>
<td>$= 34$ Mbar</td>
<td>$= 147$ Mbar</td>
</tr>
<tr>
<td>Maximum target $\rho$ at peak</td>
<td>$= 60$ gm/cm$^3$</td>
<td>$= 94$ gm/cm$^3$</td>
</tr>
<tr>
<td>Maximum target T at peak</td>
<td>$= 4.8$ eV</td>
<td>$= 11.8$ eV</td>
</tr>
<tr>
<td>Average target P at peak</td>
<td>$= 11.3$ Mbar</td>
<td>$= 10$ Mbar</td>
</tr>
<tr>
<td>Average target $\rho$ at peak</td>
<td>$= 43$ gm/cm$^3$</td>
<td>$= 40$ gm/cm$^3$</td>
</tr>
<tr>
<td>Average target T at peak</td>
<td>$= 2.2$ eV</td>
<td>$= 1.7$ eV</td>
</tr>
<tr>
<td>Average liner $\rho$ at peak</td>
<td>$= 6.0$ gm/cm$^3$</td>
<td>$= 4.2$ gm/cm$^3$</td>
</tr>
<tr>
<td>Average liner T at peak</td>
<td>$= 0.3$ eV</td>
<td>$&lt; 1$ eV</td>
</tr>
</tbody>
</table>
Table VII. Energy distribution in the system at peak compression from HYDRAD with radiation.

<table>
<thead>
<tr>
<th></th>
<th>Case A</th>
<th>Case B</th>
<th>Case C</th>
<th>Case D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal energy in target</td>
<td>344 KJ</td>
<td>342 KJ</td>
<td>322 KJ</td>
<td>320 KJ</td>
</tr>
<tr>
<td>Internal energy in plasma</td>
<td>18 KJ</td>
<td>18 KJ</td>
<td>144 KJ</td>
<td>147 KJ</td>
</tr>
<tr>
<td>Internal energy in liner</td>
<td>834 KJ</td>
<td>841 KJ</td>
<td>730 KJ</td>
<td>726 KJ</td>
</tr>
<tr>
<td>Kinetic energy in target</td>
<td>4 KJ</td>
<td>4 KJ</td>
<td>3 KJ</td>
<td>2 KJ</td>
</tr>
<tr>
<td>Kinetic energy in plasma</td>
<td>=0.005 J</td>
<td>0.02 J</td>
<td>0.32 J</td>
<td>42 J</td>
</tr>
<tr>
<td>Kinetic energy in liner</td>
<td>49 KJ</td>
<td>46 KJ</td>
<td>54 KJ</td>
<td>63 KJ</td>
</tr>
<tr>
<td>Total energy</td>
<td>1.25 MJ</td>
<td>1.25 MJ</td>
<td>1.25 MJ</td>
<td>1.26 MJ</td>
</tr>
</tbody>
</table>
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Abstract

We have driven a tapered thickness spherical aluminum shell implosion with a 12.5 MA axial discharge. The initially 4 cm radius, 0.1 to 0.2 cm thick, ±45° latitude shell was imploded along conical electrodes. The implosion time was approximately 15 μsec. Radiography indicated substantial agreement with 2D-MHD calculations. Such calculations for this experiment indicate final inner surface implosion velocity of 2.5 to 3 cm/μsec, peak pressure of 56 Mbar, and peak density of 16.8 gm/cm³ (>6 times solid density).

52.55.Ez, 50., 52.50.-b, 52.50.Lp
Fast solid density shell implosions, particularly in spherical geometry, may be used to obtain physical regimes of 10 to 100 Mbar pressures with 1 to 10 gm masses in the laboratory. Such regimes can be useful for studies of equation of state of materials and possibly for applications including magnetized target fusion [1]. We have previously worked on electromagnetically driven solid density shell implosions in cylindrical and conical geometry [2,3]. These experiments agreed well with two dimensional magnetohydrodynamic (2D-MHD) calculations - which predicted aluminum liner compressions to 10 Mbar, 3x solid density. We now report on such an experiment in spherical geometry.

Previous related work by others in cylindrical geometry included that by Alikhanov et al. [4], Eskov et al. [5], Petrukhin et al. [6], Chernyshev et al. [7], Turchi  et al. [8], and Sherwood et al. [9]. The deformation of electromagnetically driven cylindrical shells into spheroidal shells has been discussed by Galovizin et al. [10] and by Chernyshev, Zharinov et al. [11]. Mokhov discussed 2D-MHD calculations of a spheroidal shell liner driven hydrodynamically by a conducting medium exploded by a large current discharge [12]. His publication also showed corroborating radiography from a reduced energy scaled experiment [12]. This was an electrothermally driven spheroidal liner.

In the work reported here, we used a 12.5 MA, 4.8 MJ capacitor discharge, with current flowing in the polar direction through a spherical aluminum shell between conical electrodes, as illustrated in Figure 1. This is the first direct electromagnetically driven spherical liner implosion. The outer surface of the ±45° shell is spherical, with 4.0 cm radius. The thickness is proportional to the cosecant squared of the polar angle as measured from the symmetry axis of the electrodes (co-latitude). The thickness at the "equator" is 0.10 cm. Deviation of the actual shell thickness from the intended thickness vs. polar angle was ≤5 percent. The mass was 49 gm. The outer surface was polished to a mirror finish. This polar angle variation of thickness causes the ratio of magnetic pressure to shell areal mass density to be independent of polar angle, assuming no polar mass flow. Ideally, this enables the spherical shape to be maintained during the implosion.

To compensate for shell-electrode contact effects, the conical electrodes are overconverged
by 3° each. That is, while the zero order design has 45° conical electrodes (whose projected vertices coincide at the origin of the electrode cylindrical co-ordinate system), the actual design has 42° (with respect to axis) conical electrodes. Their vertices project beyond the midplane from the respective electrodes. These electrodes are truncated at an axial distance of 1 cm from each other (0.5 cm from the origin).

The 1300 μF, 120 kV, 9.4 MJ Shiva Star capacitor bank was used to drive the implosion discharge. The charge voltage and energy were 86 kV, 4.8 MJ. The initial inductance up to the outer surface of the spherical shell was 39 nH. Of this, 33 nH is in a very conservative design vacuum current feed. This vacuum current feed inductance can, in principle, be substantially reduced, enabling higher current, faster implosions. The series resistance was approximately 1 mΩ plus the resistance of a safety fuse [2,3]. This 94 cm long, 2.125 cm² cross section aluminum thermister/fuse limits peak discharge current and reversal in the event of an insulator or current feed failure. It has a small but non-negligible effect on a normal discharge. Its resistance during the time of interest ranges from 0.12 to ~0.5 mΩ. The peak discharge current, measured by integrated inductive Rogowski and azimuthal magnetic probes, is 12.5 ± 0.5 MA. The current rise time is 9 μsec. The azimuthal magnetic probes indicated full current delivery in the vacuum section of the transmission line for 16 μsec into the discharge. The vacuum chamber pressure was ~10⁻⁶ Torr prior to the discharge.

The principal experimental diagnostic was pulsed radiography, taken with 300 kV, 5 kA, 30 nsec pulse driven X-ray tubes. The tubes have tungsten anodes (9.13° or 14.25° conical tips), carbon felt cathodes, and 3 mm anode-cathode coaxial gaps. They are normally damaged in such experiments, but readily refurbished. Only cylindrical radial views were used. The source to axis distance is 31.3 cm. The axis to film distance is 37.5 cm. The diagnostic X-rays pass through a 0.64 cm thick, 10 cm radius cylindrical outer current conductor, and through film pack shielding as well as through the spherical shell. The film pack shielding consists of 0.64 cm aluminum, 3.8 cm polyethylene, and 3.8 cm of low density foam. The film is DuPont NDT 57, with NDT 9 front and back screens. There were three X-ray tubes and film packs used on this experiment. Two were fired at 12.7 μsec and one
at 14 µsec into the discharge. Collimation shielding and setup shots eliminated possible
crosstalk complications. The earlier radiographs, taken with views 60° apart in azimuth,
showed essentially identical images. X-ray pulser timing was confirmed using silicon PIN
X-ray detectors.

Radiographs of the implosion taken at t=0, 12.7, and 14 µsec into the discharge are
shown in Figure 2. Also shown are 2D-MHD calculated synthetic radiographs and contours
of the inner and outer liner surface. There is good agreement on the experimental and
calculated shapes, locations, and timing.

The radiographs show some evidence of short (≈mm) and long (≈cm) wavelength non-
uniformities. These do not appear to threaten the integrity of the imploding shell. These
non-uniformities may be Rayleigh-Taylor instabilities of liquid and plastic portions of the
liner. They will be discussed at greater length in a separate paper, for both cylindrical
and spherical geometry. The 12.7 µsec radiographs (one shown here) were taken with the
sharper 9.13° anode X-ray tubes, which are higher resolution. This may be why the shorter
wavelength non-uniformities are more evident than on the 14 µsec radiograph.

The 2D-MHD calculations were done using the CALE code [13,14]. We used version
930313 of this code, with the Steinberg-Guynan elastic-plastic strength model and a 4-phase
equation of state for aluminum. We ran this Arbitrary Lagrangian-Eulerian (ALE) code in
Eulerian mode for ≈1300 cycles, with 25 axial x 75 radial zones.

The 2D-MHD calculated synthetic radiographs assume 300 keV monoenergetic X-rays
and linear film response. They are contours of chordal path integrals of density times opacity.
They may be a more valid comparison to the experimental radiographs than the surface or
density contour plots, at least until more complete analysis of the experimental radiographs
is accomplished.

There is no substantial deviation of the shape of the outer liner surface from spherical
either observed or calculated until late in the implosion ( t > 12.7 µsec, r < 2.3 cm). The
deviation from spherical shape of the outer surface that then occurs is initially consistent
with an approximately incompressible liner material. The liner parameters were chosen so
that resistive heating would not cause bulk vaporization prior to the liner reaching the axis. Thus, the bulk of the liner material should be solid (albeit plastically deformed) or liquid prior to self-stagnation. If the liner were incompressible, and there were no polar mass flow, the outer surface would not implode to a radius less than 1.67 cm at the "equator", nor to a radius less than 2.1 cm at the electrode polar angle. That is, in this approximation, \( r_2^3 - r_1^3 = K_0 \csc^2 \phi \), where \( K_0 = r_{20}^3 - r_{10}^3 \), and \( r_{20}, r_{10} \) are the initial outer and inner radii at the "equator".

The radius of the liner can be estimated from the circuit inductance. In a low impedance discharge such as this, \( L_p \) vs \( t \) is obtained from the experimental current \( I \) and voltage \( V_p \) vs \( t \). \( V_p \) is the voltage measured at the (capacitive) voltage probe location, 33.9 nH from the initial liner outer surface position (cf. Figure 1). We assume that the initial voltage at this position is the inductance ratio (33.9/39) times the charge voltage (86 kV), that is, 75 kV. \( (L_p \) is initially 33.9 nH.) The resistance past the voltage probe, \( R_2 \), is approximately 0.6 m\( \Omega \) and assumed constant. This assumption may be incorrect by \( \sim 0.1 \) m\( \Omega \) over the time of interest. \( L_p \) vs \( t \) is then obtained in the standard way:

\[
L_p = \frac{1}{I} \int_0^t (V_p - IR_2) dt. \tag{1}
\]

For self similar implosion geometry (i.e., electrodes not overconverged), the current radius \( r_c \) vs \( t \) is related to \( L_p \) vs \( t \) by

\[
\Delta L_p = L_p - L_{p0},
\]

\[
= \frac{1}{I} \int B dA,
\]

\[
= 2\left( \frac{\mu_0}{2\pi} \right) \int_{r_o}^{r_e} \int_{\phi_m}^{\pi/2} \frac{r d\phi dr}{r \sin \phi},
\]

\[
= \frac{\mu_0}{\pi} (r_o - r_c) [-\ln(\tan \frac{\phi_m}{2})],
\]

\[
= \frac{\mu_0 \phi_m}{\pi} (r_o - r_c). \tag{2}
\]

where \( \phi_m \) = (co-latitude) polar angle of the electrode, \( r_o \) = initial outer (spherical) current radius (presumably equal to initial outer liner radius), and \( \mu_0 \) = magnetic permeability =
$4\pi \times 10^{-7}$ H/m. The geometry factor $g = 0.881$ when $\phi_m = 45^\circ$. The relation is slightly more complicated for overconverged electrodes. In principle, this analysis gives the current radius vs time. In practice, the errors can be large, with uncertainty in $R_2$ the major source of error. A reasonable value of $R_2$ (0.6 mΩ) give reasonable $r_e$ vs t. This final equation is also used to calculate the increasing load inductance (and its derivative dL/dt) in the modeling the capacitor discharge driving the implosion. In this use, the total series resistance matters, but the calculation is not sensitive to the relative portion of the total resistance past the voltage probe. A comparison of the experimental (spherical) current radius vs time with the 2D-MHD calculated inner and outer liner (spherical) radius vs time t is shown in Figure 3. Since the shape deviates from spherical once the incompressible limiting radius at the electrode polar angle is reached, the calculated r vs t is shown for a given polar angle ($\phi$=90° =equator). The more reliable radiography data points are also shown on this plot.

The degree of agreement between experimental and 2D-MHD calculated results encourages us to extend the 2D-MHD predictions through peak compression. Some principal results for a calculation for this experiment are shown in Figure 4. These indicate that a large portion of the liner mass is compressed to greater than twice solid density and on the order of a gram is compressed to $\sim 6x$ solid density, 56 Mbar. The predicted inner surface implosion velocity reaches 2.5 to 3 cm/μsec at a radius of 0.2 cm. The predicted peak implosion kinetic energy is $\sim 1$ MJ.

Similar calculations with less conservative electrodes (not overconverged) indicate more distortion of the liner near the electrode, but not enough to cause liner-electrode detachment. Such calculations indicate higher peak compressions, $\sim 90$ Mbar.
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FIGURES

FIG. 1. Circuit Diagram & Load Schematic

FIG. 2. Radiographs (at t1, t2, t3 = 0, 12.7, 14 \( \mu \text{sec} \)), 2D-MHD (at t2, t3 = 12.7, 14 \( \mu \text{sec} \))
Comparison

FIG. 3. Calculated, Experimental \( r \) vs. \( t \)

FIG. 4. Calculated density (\( \rho \)) vs. \( r \) at \( z=0 \) for 12.7, 14.0, 15.0 \( \mu \text{sec} \). Calculated pressure (\( p \)) vs. \( r \) at \( z=0 \) for peak compression (15.0 \( \mu \text{sec} \))
Circuit diagram with the following components:

- **L1 = 5.1nH**
- **L2 = 33.9nH**
- **R1 = 0.4mΩ**
- **R2 = 0.6mΩ**
- **R_{SF}**
- **C = 1300μF**
- **V_o = 86Kv**

Current flow indicated by an arrow in the diagram.