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ABSTRACT

This report presents results on recent improvements to the low-angle tracking algorithm based on the Refined Maximum Likelihood (RML) method. Specifically the report describes results obtained for three different models: (1) the RML model; (2) a model which accounts for radar fluctuation of the specular return; (3) a third model which accounts for the effect of ducting. The results indicate that the simple RML model produces better results than obtained by using a model that attempts to account for the incoherent fluctuation in the specular direction. In the case of ducting, under moderate sea state conditions, the parabolic approximation of the Helmholtz wave equation gives accurate tracking while a simple two-ray multipath model (Kerr) is used for standard propagation conditions. For very high sea states, phase monopulse with averaging over a number of estimates at different frequencies gives sufficient accuracy for most applications.

RÉSUMÉ

Nous présentons dans ce rapport les résultats les plus récents sur le pistage de cibles à basse altitude en présence de propagation dite anormale et à trajets multiples. La solution suggérée est d'utiliser le maximum de vraisemblance dont le modèle d'observation prend compte des conditions du milieu: état de mer, conduit d'évaporation, ... etc. Des résultats de simulation et d'expériences dans la bande X sont présentés. Les résultats montrent qu'en présence de conduits d'évaporation pour des états de mer modérés, l'approximation parabolique de l'équation d'onde d'Helmholtz donne un pistage précis alors que dans les conditions normales de propagation un modèle simple à deux rayons suffit. Pour des états de mer très élevés, on recommande d'utiliser la diversité de fréquences avec un monopulse de phase qui donne une précision suffisante pour la plupart des applications.
EXECUTIVE SUMMARY

Recent advances in propagation modeling have led to a higher level of sophistication for radar tracking systems. The problem addressed in this report is that of accurate tracking of low-altitude targets above the sea in the presence of multipath and ducting. The proposed solution is to use multifrequency array-signal processing based on Maximum Likelihood (ML) estimation with an observation model which characterizes the propagation medium and the noise environment.

In previous work we used a model for specular multipath in two contexts: Refined Maximum Likelihood (RML) estimation and Eigenvector Analysis using a Multipath Model (EAMM). The results indicated that the RML approach yielded rms tracking errors 4 to 6 times smaller than achieved using Fourier beamforming. As well RML has a lower sensitivity to calibration errors compared with other high resolution algorithms such as the MUltiple SIgnal Classification (MUSIC).

In this report, two aspects not addressed in previous work are studied: the effect of incoherent multipath and the effect of anomalous propagation on model fitting techniques such as RML. The approach is to modify the observation model according to the situation. In modelling incoherent multipath, we restrict ourselves to the random variations in the amplitude and phase of the reflected ray coming from the specular direction. Beard [31] has shown that this is the largest contributor to incoherent multipath. The phenomenon of diffuse multipath where the scattered rays arrive from direction far removed from the specular direction is specifically excluded from the model.

Three observation models are compared on the basis of their relative performance in the presence of incoherent multipath: (1) the angle-of-arrival (AOA) model, (2) the refined multipath (RM) model, and (3) the QRM model where a Quadrature term is added to the RM model to account for a random fluctuation in the reflected signal coming from the specular direction. The resulting ML estimation techniques are called MLE, RML and QRML respectively.

In the case of anomalous propagation, determination of the signal model requires a rapid computation of the vertical field pattern using the parabolic approximation of the Helmholtz wave equation, here denoted as PEM (parabolic equation method), in
conjunction with a method for estimating prevailing refractivity profiles from readily available standard meteorological parameters. A new model, called WKDMBL (Walmsley-Kel-Defence Research Establishment Valcartier Marine Boundary Layer), is used to estimate the refraction profile; the proposed combination is called WKDMBL-PCPEM.

Two sources of experimental data have been used: (1) the Experimental Low-Angle Tracking (ELAT) 8-element sampled-aperture system; and (2) an X-band experimental Height-Gain Profiler (HGP) with meteorological sensors. Both systems were developed at the Defence Research Establishment Ottawa (DREO). ELAT uses two RF frequencies of 8.6 and 9.6 GHz. ELAT was used to collect data for sea conditions varying from Sea State 0 (SS0) to Sea State 5 (SS5). Unfortunately, we do not have the corresponding meteorological data with the ELAT data. The HGP data, however, includes good quality meteorological data. Therefore the experimental verification of the ducting models was carried out using the HGP data: these data were collected for two beacon frequencies of 8.6 and 9.6 GHz.

For the case of diffuse or incoherent multipath, QRML models the physical phenomena more accurately than does RML which assumes specular multipath. Nevertheless, the simulation results indicate that RML produces smaller errors than QRML even when incoherent multipath is present. This is attributed to the following factors: (1) RML exploits the resolution inherent in the interferometer pair made up of the radar and its image in the sea giving an estimation with a much higher resolution than obtainable using QRML; (2) Model errors introduced by using the RML model when the QRML model is more accurate produce biased estimates. These bias errors turn out to be smaller than errors introduced by the much larger variance of the QRML estimator; (4) The RML estimator has been shown to be less sensitive to phase and amplitude calibration errors on the antenna array than QRML.

For almost all the ELAT data analyzed, the following conclusions hold: - Rms tracking errors are reduced by a factor of 4 to 6 by using RML as opposed to Fourier beamforming; - Phase monopulse with frequency averaging performed better than Fourier beamforming with tracking errors only 3 to 4 times as large as those of RML; - RML is very robust to channel mismatches, typically. RML will tolerate gain and phase errors of 25%; - RML works well for both smooth and rough sea conditions.
In the case of ducting, the results of simulations indicate that ducting effects must be modeled to attain accurate tracking at ranges greater than 5 km for the typical radar-target geometry encountered in maritime low-angle tracking. However the propagation models are imperfect, there are still some work to be done in the case of rough surfaces. Another difficulty is to find an efficient technique for determining the index of refraction throughout the medium. These difficulties reside in the acquisition of meteorological data and the modelling of the air/sea surface boundary layer.

The results of limited experiments with the HGP indicate that very accurate tracking can be obtained in the presence of multipath and ducting when the propagation conditions are known a priori. However, more extensive experimentation with a real antenna array in conjunction with a meteorological system, where several data vectors at various frequencies can be collected, is required to determine the limitations of the approach in realistic environments. Real-time performance could be obtained by using look-up tables where a large number of scenarios would have been pre-computed.
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LOW-ANGLE TRACKING IN THE PRESENCE OF DUCTING, COHERENT AND INCOHERENT MULTIPATH.

1. INTRODUCTION

Recent advances in propagation modeling have led to a higher level of sophistication for radar tracking systems. In recent years a considerable amount of research has been done on array signal processing techniques using superresolution algorithms to separate a target from its image and to provide an accurate estimate of the elevation of the target. We consider an essentially different approach which uses multifrequency Maximum Likelihood (ML) estimation with an observation model that characterizes the propagation medium and the noise environment. The idea is to use as much a priori information in the model as possible for reducing the number of unknown parameters to a minimum and thus increasing the estimation accuracy.

When a radar illuminates a low-altitude target over a flat surface, it receives mainly two signals: one directly from the target and one reflected from the surface. These signals interfere in a constructive or destructive way depending on their relative path length. In previous work [1-3] we used the idea of modeling the interference pattern in the context of the ML estimation theory [1-2] and with an eigenvector approach [3] in two new algorithms: the Refined Maximum Likelihood (RML) technique; and Eigenvector Analysis using a Multipath Model (EAMM).

In [2-3] the performance of the RML algorithm was compared with that obtained with Fourier beamforming and also with the MUltiple SIgnal Classification (MUSIC) [4] technique. The experimental results were obtained over various sea conditions: sea state 0 (SS0) to sea state 4 (SS4). These results indicated that the RML approach gave rms tracking errors 4 to 6 times smaller than achieved using other techniques; as well, RML is less sensitive to calibration errors than the other high resolution algorithms. Note, however, that RML works so well because it exploits frequency agility in an optimal manner. If weighted or unweighted frequency averaging is applied to phase monopulse, acceptable performance can sometimes be obtained for moderate bandwidths [5-6].
In this report, two aspects not addressed in [1-3] are studied: the effects of incoherent multipath and anomalous propagation on model fitting technique such as RML. The approach is to modify the type of observation model according to the situation.

In the case of standard propagation conditions, we analyze the effects of incoherent multipath on low-angle tracking. A rather complete formulation of the problem of ML estimation of target height in specular multipath is given in [2]. The discussion here is restricted to the effect of incoherent multipath on array signal processing techniques. The term incoherent multipath refers to the random fluctuation in amplitude and phase of the signal coming from the specular direction. Beard [7] found that the angular spectrum of incoherent multipath was sharply peaked in the specular direction. Further supporting experimental work is found in Beckmann and Spizzichino [8, pp. 304-305] where signals identified as specular show a strong random fluctuation consistent with the results of Beard [7]. Beckmann and Spizzichino [8] reserves the designation "diffuse" for signals originating well away from the specular direction. There is therefore not an exact correspondence between the incoherent multipath of Beard and what is called diffuse multipath in [8]. In this report, we will compare three observation models used in ML direction finding on the basis of their relative performance in the presence of incoherent multipath:

1. The angle-of-arrival (AOA) model. Here the model comprises two plane waves having unknown angles of arrival and unknown amplitudes and phases. Signals are superimposed on zero-mean Gaussian receiver noise which is independent from one array element to another but assumed to have the same variance. Where more than one frequency is used the amplitudes and phases are assumed to be independent from one frequency to the next as is typical of a frequency agile radar with sufficient diversity to decorrelate the target cross-section (e.g. Swerling II or IV). With N frequencies, there are $4N + 2$ unknowns. The unknown amplitudes and phases can be eliminated mathematically in the preliminary operations for maximizing the likelihood function; a two-dimensional search over two unknown angles of arrival is necessary to maximize the likelihood function.

2. The refined multipath (RM) model. The resulting maximum likelihood estimation technique is called RML. Geometric information combined with prior knowledge of the radar height above the sea, target range and sea state allows the derivation of a signal model having a reduced number of unknowns compared with the AOA model: a signal amplitude and phase and the target height. For single frequency operation there are three unknowns
compared with six for the AOA model. With N agile frequencies there are N + 1 unknowns compared with 2N + 2 for the AOA model. The reduced number of unknowns compared with the AOA model results in a lower variance. The better fit to the physical phenomena compared with monopulse results in lower bias errors. The composite signal formed from the superposition of the direct and reflected signals is superimposed on Gaussian receiver noise having the same characteristics as in (1) above. In the RML technique, the unknown amplitudes and phases are eliminated mathematically leaving a one-dimensional search for the target height that maximizes the likelihood function.

(3) The QRM model. A quadrature term is added to the RM model to account for a random fluctuation in the reflected signal coming from the specular direction. The resulting maximum likelihood estimation technique is called QRML. Assumptions concerning the receiver noise and the effects of frequency agility are the same as for (1) and (2) above. A detailed derivation of this model will be given; it will be shown that the likelihood function can be expressed as a function of target height only; therefore only a one-dimensional search is required for the maximum likelihood estimate of target height. For single frequency operation, the model has five unknown parameters to estimate; with N agile frequencies, there are 4N + 1 unknowns.

In the case of anomalous propagation, the most frequent "anomalous" condition above the sea is the formation of so-called evaporation ducts which can extend the detection range well beyond the horizon under appropriate conditions. However, as shown in a recent analysis [9], ducting has a significant effect on the interference pattern at all ranges beyond 5 km. Under anomalous conditions the received pattern can greatly differ from the one predicted by using Kerr's formulation and so, significant errors can be produced on the target height estimation using the RML algorithm. To correct the RML tracking errors caused by anomalous propagation, accurate predictions of the received signal patterns must be achieved. This requires a two-stage computation. First, the prevailing atmospheric refraction profile is modeled and then used as input to a propagation model to estimate the relative amplitude and phase received across the array.

The propagation model requires the fine structure of the vertical variation of the refractive index near the surface must be accurately known. A direct measurement is impractical on a routine basis; a high profile resolution is required and rapid fluctuations of the meteorological parameters are hard to filter out. In this situation, one preferably relies on modeling based on the physics of the turbulent transport process near the surface. In
the 60's, Jeske [10] proposed a method to describe the refraction profile in the Marine Boundary Layer (MBL) from only four standard meteorological measurements known as bulk measurements: wind speed, air temperature, air humidity and water temperature. His method has been widely used; the best known implementation is that developed at NOSC by Paulus [11]. More recently, Low and Hudack [12] proposed a new model, called WKDMBL (Walmsley-Kel-Defence Research Establishment Valcartier Marine Boundary Layer), using a method developed by Walmsley [13]. Dion [9] showed that WKDMBL can lead to a significantly better prediction of the interference pattern under a wide range of anomalous conditions. It has therefore been adopted for our application.

Three principal approaches are found in the literature to perform field strength calculations in a marine environment: waveguide mode theory, ray-tracing and the split-step solution of the parabolic approximation of the elliptic Helmholtz wave equation. The waveguide mode method has proved appropriate for signal strength computation at long ranges where only a small number of modes remain persistent. At short and medium ranges, ray-tracing provides better solution [14]. In addition, ray tracing provides the phase function (over the receiving array) that is required by RML. A third technique, the solution of the parabolic wave equation using the split-step Fourier technique, here denoted as PEM (parabolic equation method) [15-16], has received wide acceptance in recent years. It offers high computational performance especially when dealing with medium range, low-level and submillimeter-wave band applications, which correspond to the domain of application of the RML tracking technique. A commercial version, called PCPEM [17], is available for running on a PC with the use of a transputer board. This software has been selected for its convenience.

The proposed solution is then to use a rapid computation of the vertical field pattern using the parabolic approximation of the Helmholtz wave equation method described in [15-16] in conjunction with a method to estimate prevailing refractivity profiles from readily available standard meteorological parameters [9,11]. The proposed combination called WKDMBL-PCPEM, should be efficient for linearly polarized systems and under most evaporation duct conditions which are the most frequent conditions. The technique is also efficient under some subrefractive conditions.

Two sources of experimental data have been used: (1) the Experimental Low-Angle Tracking (ELAT) 8-element sampled-aperture system; and (2) an X-band experimental Height-Gain Profiler (HGP) with meteorological sensors both developed at Defense
Research Establishment Ottawa (DREO). A detailed description of HGP is given in Section 5.2. ELAT uses two RF frequencies of 8.6 and 9.6 GHz and was used to collect data for sea conditions varying from Sea State 0 (SS0) to Sea State 5 (SS5). Unfortunately, we do not have the corresponding meteorological data with the ELAT data. The HGP data, however, includes good quality meteorological data. Therefore the experimental verification of the ducting models was carried out using the HGP data: these data were collected for two beacon frequencies of 8.6 and 9.6 GHz.

The paper is organized as follows: Section 2 presents previous related work; Section 3 describes the RML algorithm and the propagation models; Section 4 gives the results of simulations; Section 5 presents experimental results; and Section 6 presents the conclusions and recommendations. We use the following notation: matrices are represented by bold upper-case letters, vectors by bold lower-case letter, scalars by both upper and lower italic letters. The superscripts, $\hat{\cdot}$, $\ast$, $\dag$, $\mathbb{H}$, $[\cdot]$, denote estimate, conjugation, transposition, conjugation-transposition, and vector norm respectively. Also $\mathbb{C}^{M\times N}$ signifies a $M\times N$ complex matrix.

2. PREVIOUS RELATED WORK

Barton [18] summarizes the low-angle tracking work up to 1974. His paper reviews a number of methods to combat multipath errors: specifically, the works of White [19], Sherman [20], and some others. Barton reports that for these methods the tracking becomes uncertain at elevation near .25 beamwidth. More recently Haykin and Kesler [21-22] propose an adaptive canceler and Haykin [23] investigates the use of high resolution techniques such as autoregressive, maximum entropy and linear prediction. Most high resolution techniques require an angular separation of at least 1/4 of an antenna beamwidth.

The idea of modeling the interference pattern for low-angle tracking is not new. Sherman (1971) [20] used the a priori knowledge of the complex reflection coefficient with a technique named "complex indicated angle". The "complex indicated angle" technique was defined in the context of monopulse. Rook and Litva (1982) [24] used the idea of a detailed propagation model. They designed an algorithm called the CHA (Correlation Height Analysis) for processing the outputs of an array. The CHA finds the maximum correlation between the simulated radar signatures for different target heights and the received signal. The resulting correlation function is ambiguous in height. The true target height is found by using a perturbation technique on the transmitted frequency or on the
receiving antenna height. However, neither the "complex indicated angle" technique nor the CHA technique is based on an optimization criterion.

In the RML approach [1-2], a detailed propagation model is used and the information is treated in an optimal way using the ML criterion. Turner and Bossé [1-2, 25] have analyzed in detail the problem of ambiguities introduced by the large number of ambiguous grating lobes characteristic of the interferometer such as the radar and its image. Frequency agility has been included in the ML optimality criterion itself and shown to be an intrinsic requirement for proper functioning of the RML. Specifically, the height ambiguity problem can be solved by using an array radar with sufficient bandwidth and at least two different frequencies [25].

A discussion of various ML solutions to the problem of low-angle direction finding is provided in [26]. The conclusion of the investigation is that the solutions by Haykin and Reilly [27-28], Howard [29], and White [19] are equivalent. They are special cases of the solution by Ksieniski and McGhee [30]. The difference between all these techniques and ours is that they model multipath with two signals: one coming from the target and the other coming from its image, each having an independent phase and amplitude. We use a priori knowledge of target range, frequency, radar height above the sea, sea state, and propagation conditions to refine the multipath model. This reduces the dimensionality of the estimation problem and has a beneficial effect on precision; in general, lack of knowledge of multiple parameters leads to degradation in the performance of any estimator [31, p.84]. Another important benefit is the reduction to a one-dimensional search for the unknown target height; this significantly reduces the computational load in comparison with standard implementations of ML estimation.

3. THE RML ALGORITHM

The RML algorithm has been described extensively in [1-3]. Here, we present only the general observation model and the final form of the algorithm. The signal variation over a vertical array is written as

$$s_m = b_m f_m(h) + \eta_m$$  \hspace{1cm} (1)

Here $f_m$ is the model vector, $h$ is the target height, $b_m$ is an unknown complex constant and $\eta_m$ is the vector of complex receiver noise over the array. The subscript $m$
indicates the frequency in the case of frequency agility and the vectors 
\((s_m, f_m, \eta_m) \in \mathbb{C}^{K \times 1}, b_m \in \mathbb{C}^{1 \times 1}\) and where \(b_m\) can be deterministic (non-fluctuating case) or random (fluctuating case). The noise vector \(\eta_m\) is assumed to be stationary, additive, spatially white and independent of the target signals. The quantity \(K\) represents the number of sensors. The vector \(s_m\) is called a snapshot of the antenna array outputs.

The ML estimator of the target height is the value of \(h\) that maximizes the following function:

\[
RML(h) = \frac{1}{\sum_{m=1}^{M} \sigma_m^2 |f_m(h)|^2} \sum_{m=1}^{M} \left| s_m^H f_m(h) \right|^2
\]  

(2)

By using the Cauchy-Schwartz inequality, we can show that \(0 \leq RML(h) \leq 1\).

This form of the RML estimator, (2), is appropriate for a frequency agile radar with \(m=1\) to \(M\) different frequencies. This estimator implicitly assumes that coherent integration occurs for each of the \(M\) frequency bursts prior to the estimation process. Equation (2) can also be used for processing non-coherent vectors where the summations are extended over all the data vectors. The RML estimator as given by (2) applies to the non-fluctuating case and may be applied to the fluctuating case if we consider \(b_m\) as being constant for \(N\) snapshots taken at a given frequency [2, p. 817].

In (2), \(s_m\) is the coherently integrated data vector and \(\sigma_m^2\) is the receiver noise power corresponding to the \(m^{th}\) frequency for a frequency agile radar. The vector product inside the summation sign in the numerator of (2) is analogous to a Fourier transform of the array outputs; indeed when the reflection from the sea becomes vanishingly small in the case of very rough seas, this inner product does reduce to the Fourier transform. A search must be carried out over the expected values of \(h\) to determine the maximum of \(RML(h)\) which is the RML estimate of the target height. This means that the position of the target must be roughly determined using standard techniques followed by a fine search over \(h\) to determine the RML estimate.
3.1 Observation Models

Maximum Likelihood Estimation (MLE) is used to accurately estimate the target height in the presence of multipath under various propagation conditions. MLE is a model fitting technique where the model parameters are chosen to maximize the likelihood function. This section presents various types of observation models and their dependence on the operating environment.

3.1.1 Standard Propagation and Specular Multipath

The method described by Kerr [32] to represent the interaction between direct and reflected signals is used to compute the $f_n$ functions in (1). It requires knowledge of target range and reflection coefficient. The target range can be initially obtained from an acquisition radar and then maintained as part of the track update process. The reflection coefficient (amplitude and phase) must be computed taking into account the specular scattering coefficient which is a function of sea state. In Kerr's method, standard atmospheric refraction is assumed and modeled by using an effective earth radius (4/3 greater than the actual earth radius); this is usually done in radar analysis to simplify computation or when no a priori information on the refractive structure of the atmosphere is available.

Hence, using Kerr's representation, the noise-free observation model for a signal received at the $k^{th}$ element of an array of $K$ sensors can be written as:

$$v_k = b f_k(h)$$

with

$$f_k(h) = e^{-j2\pi \left( c_i + h i \right)} \left[ e^{j\frac{\pi}{R} (z_k h_i)} + A_2 e^{-j\frac{\pi}{R} (z_k h_i)} \right]$$

and where $\xi = 2\pi/\lambda$. Here $\lambda$ is the wavelength, $z_k$ is the height of the $k^{th}$ element, $R$ is the target range, and $b$ is an unknown complex amplitude described by (3b) of [2]. The parameter $h_k$ is the target height as viewed from the $k^{th}$ array element and includes a correction for the spherical earth; this varies with the array element height - hence the index $k$. The complex amplitudes of the direct and reflected rays are simply related by a complex
multipath reflection coefficient $A_2$. Coefficient $A_2$ is determined from the reflection and specular scattering coefficients and divergence factor. Computing $f_k(h)$, for $k=1,K$ sensors, using (4) gives the deterministic multipath model vector $f(h)$ used in (2) where $h$ is the target height with respect to sea surface.

3.1.2 Standard Propagation and Specular + Incoherent Multipath

Diffuse and incoherent multipath appears when the smooth reflecting plane becomes rough. From the viewpoint of geometrical optics, each segment of the path will have facets which meet the condition of equal angles of incidence and reflection between the target and the radar. Hence, the reflected signal will be composed of a combination of reflections from all portions of the surface beneath the direct path. While the specular component has a well-defined amplitude, phase and angle-of-arrival relationship with the direct ray, the diffuse component arising out of the random fluctuations in the reflecting surface is best modeled statistically.

Diffuse multipath can be modeled by using the glistening surface approach developed by Beckmann and Spizzichino [8]. The glistening surface is that part of the earth’s surface which can participate in the reflection of the waves for a given position of the transmitter and receiver. Fig.1 shows a typical example of a glistening surface where the shaded area represents the surface producing the diffuse scattering. The total diffuse multipath power received has been derived in [8, p.261] when the radar and the target are at the same altitude ($h_1=h_2$). The diffuse power is then given by

$$P_{diffuse} = |\rho_0|^2 \int_{\xi_a}^{\xi_b} f(\xi) \, d\xi$$

(5a)

with

$$\frac{\sin^2 \xi_a}{\cos \xi_a} = K_\beta$$

(5b)

and

$$f(\xi) = \frac{2}{\pi} K_\beta \frac{1}{\sin^3 \xi} \sqrt{1 - \left(\frac{K_\beta \cos \frac{\xi}{2}}{\sin^2 \frac{\xi}{2}}\right)^2}$$

(5c)

where $f(\xi)$ represents the distribution of the energy scattered by the points of the earth’s surface along the transmitter-receiver link.
The parameter $K_\beta$ plays a dominant role in the study of diffuse scattering. The parameter $K_\beta$ is the ratio of the grazing angle of a ray that is specularly reflected to the maximum slope $\beta_0$ of the irregularities of the surface. For the frequent case where $K_\beta << 1$, the expression $1 - K_\beta/2$ represents the section of the radio path intercepted by the glistening surface. In Fig.2 we have plotted the function $f(\xi)$ for different values of $K_\beta$. Depending on that value of $K_\beta$, diffuse scattering may occur in the following forms:

1) if $K_\beta << 1$, corresponding to a rough surface, the scattered energy comes primarily from two regions: one near the target and one near the radar.

2) if $K_\beta = 1$, corresponding to a moderately rough surface, the scattered energy is uniformly distributed in a zone surrounding the point of reflection.

3) and when $K_\beta >> 1$, corresponding to a smooth surface, we approach the case of specular multipath with a single reflection point located at $\xi = 90$ degrees.

If the link is asymmetrical ($h_1 \neq h_2$), this description is only approximate. According to [8, p.264], the mean absolute square of the diffuse scattering is obtained by integrating the function $f(\xi)$ in Fig.2 from 0 to $\pi$. The value of the integral in (5a) is

$$
\begin{align*}
&= 1 \quad \text{for} \quad K_\beta > 1 \\
&= \frac{1}{2} \quad \text{for} \quad K_\beta << 1
\end{align*}
$$

This value must be multiplied by the Fresnel reflection power $|\rho_0|^2$ to give the total diffuse power. This is valid for an asymmetrical link as well [8, p.265].

In the case of a rough surface ($K_\beta << 1$), Fig.2 shows that the greatest energy densities occur near the two ends of the path. Considering the curvature of the earth for the distant component and the reduced antenna gain for the components just below the radar, the model may in general be represented by Fig.3 (courtesy of [33], p.132). The direct signal is reflected by the target at point T with altitude h, the specular component is formed by its image at point T' with altitude -h, and the reflections coming from the glistening surface contribute to the formation of the diffuse image of the target as shown by the shaded curve.

The distribution of energy as shown in Fig.2 is symmetrical about the specular reflection point. Viewing the illuminated surface as an antenna as in Fig.3 gives a phase center at the specular point. Provided one is in the far-field of this "antenna", the radiation
emanating from it should appear to come from its phase center. Of course for very rough surfaces and high grazing angles the illuminated surface extends very far towards the radar so that this far-field condition is not satisfied. Moreover the surface of this "antenna" is randomly perturbed and constantly changing. Thus one would expect the phase center to move around in a random fashion with its average near the specular point. However, for the conditions of interest involving tracking of targets at very low angles of incidence, the incoherent component of this illumination comes from the region of the specular point primarily within the first Fresnel zone as observed by Beard [7] for values of \( \sigma_0 \sin(\psi)/\lambda \) up to 78 milliradians. By comparison, the value of \( \sigma_0 \sin(\psi)/\lambda = 80 \) milliradians is calculated for the Sylt experimental data taken over the 9.63 km path under sea state 5 conditions. The effective aperture width used in calculating the far field of the illuminated surface when viewed as an antenna is reduced by the sine of the grazing angle \( \psi \), which is quite small for the cases of interest.

THE QRML ALGORITHM

The QRML algorithm is developed to account for an incoherent component coming from the specular direction superimposed on a steady non fluctuating specular component. This is equivalent to assuming that the complex reflection coefficient is unknown and must be estimated. In developing the maximum likelihood estimator for this signal model, we make use of the same a priori information used in the RML algorithm.

The observation model is given by

\[
s_m = a_1 m f_m(h) + a_2 m u_m(\phi(h)) + n_m
\]

(6)

where

\[
u_m(\phi(h)) = [1, e^{j \zeta_m d u_1}, \ldots, e^{j \zeta_m N d u}]
\]

(6a)

and where \( u = \sin(\phi(h)) \), \( \phi(h) \) is the angle to the reflection point, \( N = K - 1 \), \( \zeta_m = 2 \pi / \lambda_m \), and \( d \) is the spacing between elements. When the target range and radar height are known, \( \phi(h) \) can be calculated as a function of the target height, \( h \).

Specular multipath is modeled as \( f_m(h) \), the same as for RML. The incoherent component is modeled as \( a_2 m u_m(\phi(h)) \), a single ray emanating from the specular reflection point with an unknown amplitude and phase, \( a_2 m \). The noise vector \( n_m \) is white and has equal power in each channel.
The ML estimate of the unknown parameter vector, given the observation set \( \{s_m; m=1, ..., M\} \) for \( M \) frequencies, is obtained by minimizing the following function:

\[
L(h) = \sum_{m=1}^{M} |s_m|^2 \left( 1 - \frac{s_m^H F_m (F_m^H F_m)^{-1} F_m^H s_m}{|s_m|^2} \right)
\]  

(7)

We apply QR decomposition to obtain

\[
F_m = Q_m R_m
\]  

(7a)

\( R_m \) is a 2×2 upper-triangular, non-singular matrix. \( Q_m \) is constructed using Gram-Schmidt orthogonalization, as

\[
Q_m = [q_{1m}, q_{2m}]
\]  

(7b)

\[
p_{1m} = f_m(h)
\]  

(7c)

\[
q_{1m} = \frac{p_{1m}}{|p_{1m}|}
\]  

(7d)

\[
p_{2m} = u_m(\phi(h)) - \frac{[f_m^H(h) u_m^H(\phi(h))]}{|f_m(h)|^2} f_m(h)
\]  

(7e)

\[
q_{2m} = \frac{p_{2m}}{|p_{2m}|}
\]  

(7f)

After some manipulation, (7) becomes

\[
QRML(h) = RML(h) + \frac{1}{\sum_{m=1}^{M} |s_m|^2} \sum_{m=1}^{M} |q_{2m}^H(h) s_m|^2
\]  

(8)

The ML estimate is the value of \( h \) that maximizes (8). Fig.4 shows QRML(h) calculated for a target range of 5 km, a target height of 40 m, a vertical array of 8 sensors equally spaced between 15 and 16 m above the sea, two transmitted radar frequencies of 9 and 10 GHz and a smooth sea. The multiple peaks represent the RML portion of (8); the
solid line represents QRML. The second term on the right side of (8) destroys the high-resolution, interferometer property of the RML algorithm.

**Classical Maximum Likelihood Estimation (MLE)**

The following paragraph develops the MLE procedure for the general AOA model with an unknown angle of arrival and complex amplitude for each signal in the model. Multipath is represented by two signals: a direct signal with complex amplitude, \(a_{1m}\), and angle-of-arrival, \(\varphi_1\), and a reflected signal with \(a_{2m}\) and \(\varphi_2\). In maximizing the likelihood function, the unknown complex amplitudes are eliminated mathematically. This leaves a two-dimensional search for the unknown AOAs that maximize the likelihood function. The observation model is given by

\[
s_m = a_{1m}f_{1m}(\varphi_1) + a_{2m}f_{2m}(\varphi_2) + n_m
\]

(9)

where \(f_{1m}\) and \(f_{2m}\) are the direction vectors and can be easily obtained by replacing \(\phi(h)\) in (6a) by \(\varphi_1\) and \(\varphi_2\) respectively. The function to be minimized is given by (7) but now with \(F_m = [f_{1m}(\varphi_1), f_{2m}(\varphi_2)]\). The ML estimates are the values of \(\varphi_1\) and \(\varphi_2\) that maximize the second term in (7):

\[
\text{MLE}(\varphi_1, \varphi_2) = \sum_{m=1}^{M} \frac{K[|f_{1m}^H s_m|^2 - 2\text{RE}(s_m^H f_{1m}^H f_{1m} f_{2m}^H f_{2m}^H s_m) + K|f_{2m}^H s_m|^2]}{|s_m|^2(K^2 - |f_{1m}^H f_{2m}^H|^2)}
\]

(10)

This is the multiple-snapshot version, frequency-agile, of the estimator described by Howard [29]. MLE provides a resolution comparable to that of QRML as will be shown.

**3.1.3 Anomalous Propagation and the parabolic equation (PE) approach**

The most frequent "anomalous" condition above the sea is the formation of so-called evaporation ducts which are mostly known to extend the detection range well beyond the horizon under some conditions. However, as shown in a recent analysis [9], apart from the significant effect on signal level at long ranges, ducts significantly affect the interference pattern - as caused by the addition of direct and reflected signals - even at short ranges in the line-of-sight region.
In Fig. 5, which shows low-level vertical interference patterns for X-band, we observe that the null positions shift downward as the duct height increases (only the lowest null is shown in the figure). The duct height is a simple means commonly used to characterize ducting conditions. Under subrefractive conditions, which are much less frequent, we note that the nulls shift upward. Fig. 6 shows the effects of ducting on the propagation factor versus range. Cases of duct heights of 0, 5, 10 and 15 m are shown. The target height and the receiver height are 25 and 20 m, respectively. We observe that nulls move outward in range as a function of duct height and that the null displacement becomes significant at ranges as close as 5 km. Since in current versions of the RML algorithm the signal received over a vertical array is correlated with patterns that are modeled assuming standard propagation, one can expect target height estimation errors which increase with range.

We have seen that under anomalous conditions the received pattern can greatly differ from the one predicted by using Kerr's formulation and so, significant errors can be produced on the target height estimation. Fig. 5 shows the effect of ducting and subrefraction on the vertical interference pattern. To correct the RML tracking errors caused by anomalous propagation, accurate predictions of the received signal patterns must be achieved. This requires a two-stage computation. First, the prevailing atmospheric refraction profile shall be modeled and then used as input to a propagation model to estimate the relative amplitude and phase received over the array.

WKDMBL computes a temperature, wind speed and water vapor profile using a logarithmic equation which incorporates an air stability dependence correction. This correction, whose gradient formulation is called the stability function, characterizes the profiles. For unstable conditions (when the air is cooler than the water, the most frequently occurring conditions), the Businger-Dyer function [34] (called Rossby-Montgomery profile by Jeske [10]) is used for the temperature and the water vapor while a modified KEYPS function as suggested by Businger et al. [34] is used for the wind. For stable conditions (air warmer than water), a Monin-Obukhov log-linear function is used for the three atmospheric parameters. The profile's parameters, such as the stability length, the roughness length, etc., are evaluated following the Walmsley's iterative method [13]. Finally, WKDMBL computes the desired refractivity profile from the temperature and water vapor profiles using a polynomial approximation to describe the atmospheric pressure variation.
The elliptic Helmholtz equation, which describes the propagation of linearly polarized radiation over the earth's surface, is derived from Maxwell's equations. The scalar wave equation for a field component, $\Psi(R,h)$, dependent on range $R$ and height $h$, is given by:

$$\frac{\partial^2 \Psi}{\partial h^2} + \frac{\partial^2 \Psi}{\partial R^2} + \kappa^2 n^2 \Psi = 0$$  \hspace{1cm} (11)

where $\kappa$ is the free space wave number and $n(R,h)$, the refractive index.

Analytical solutions of (11) are only possible if $\kappa$ is independent of $R$. Furthermore, a direct numerical solution is intractable because (11) is an elliptic partial differential equation which must be numerically solved over the entire propagation domain simultaneously. A tractable solution is a reduction from elliptic to parabolic equation. The parabolic equation approach applies a full-wave, forward-scatter model capable of predicting the propagation for arbitrary atmospheric refractivities. The derivation of the split-step Fourier method for efficient numerical solutions has been presented in [15-16].

To express the field $\Psi$ in terms of an attenuation function $f$, the reduction from elliptic to parabolic equation is written:

$$\frac{\partial^2 f}{\partial h^2} + 2j \kappa \frac{\partial f}{\partial R} + \kappa^2 (m^2(R,h) - 1) f = 0$$  \hspace{1cm} (12)

where:

$$\Psi(R,h) = f(R,h) \frac{e^{jKR}}{\sqrt{R}}$$  \hspace{1cm} (13)

where $f$ is a complex number having amplitude and phase which is used in our application. The parameters $R$ and $h$ denote range and elevation, respectively, $m$ is the modified index of refraction which accounts for the earth's curvature and $\kappa$ is the free space wave number.

The main assumptions required in this reduction from an elliptic to a parabolic form are that the refractive index variations are small on the scale of a wavelength and that the fractional change in $\partial f/\partial R$ over a wavelength is small. These conditions are nearly always satisfied in the troposphere for low elevation angles. The importance of the reduction to a parabolic form is that a numerical solution is easier to compute, in particular by using the
"split-step" algorithm described in [15-16] which exploits the fast Fourier transform technique. This approach has been applied to the sonar problem and recently to RF and millimeter-wave tropospheric propagation. It is applied here to compute f in (1) to eliminate bias errors caused by ducting when the two-ray method of Kerr is used to compute f.

**Domain of validity**

The validity of the proposed solution depends on the validity of both the selected MBL models and the PEM code used. WKDMBL is known to be efficient for describing most evaporation duct conditions and subrefraction conditions when the air stability is not too high (i.e. when the ratio of the air-sea temperature difference and the wind speed is low). WKDMBL, and any other models to our knowledge, cannot reliably deal with highly stable conditions (low wind speed and high air-sea temperature difference) and conditions where influential surface-based ducts prevails. However, it is worth mentioning that these conditions, under which WKDMBL's validity degrades, are infrequent in an open sea environment; they mostly occur in coastal and in-land sea.

The PEM approach has difficulty incorporating the effect of the surface on the reflected radiation component, particularly when wave height is significant. The use of PEM should restricted to low sea state conditions when horizontal polarization is used, as in this case, causing the reflection coefficient to be very close to 1 over the whole RF spectrum. Also, some PEM implementations are not valid when multiple reflections occur as in the case of surface-based duct conditions; the PCPEM implementation is not valid for surface-based duct conditions.

However, sea state mainly affects the amplitude of the reflected signal while in RML the absolute amplitude value is not necessary; instead, we require accurate relative amplitude and phase values across the antenna aperture. Thus, in the presence of a rough surface, the global shape of the interference pattern, in particular the position of nulls, is not expected to be significantly affected, and therefore should not affect RML prediction. Therefore, moderate sea states should not cause major errors. For very high sea states (SS5 and up), though, where most of the reflected signal is from diffuse reflections, the use of phase monopulse averaged over the agile frequency band [6] is recommended instead of RML.
Consequently, the proposed WKDMBL-PCPEM combination should be accurate mainly for horizontally polarized systems, for the most commonly occurring evaporation duct conditions and for some subrefraction conditions. For vertical polarization, PCPEM restricts the use of the same reflection coefficient value for computing the contribution of all the bounds inside the evaporation duct. This is accurate enough for horizontally polarized systems since the reflection coefficient is very close to 1 for large deviations of the grazing angle but this introduces errors with the vertical polarization since the reflection coefficient rapidly varies with respect to the grazing angle. It is expected that in the near future models will be improved and made capable of dealing with the other types of atmospheric conditions of interest, notably the strong stable conditions and the conditions dominated by the presence of surface-based ducts. A system design should then be made flexible so that propagation and atmospheric models (PEM and MBL) can be readily upgraded as model enhancements or extensions become available.

A drawback of the proposed WKDMBL-PCPEM solution is the extensive computation demanded for RML where pattern computation is required for each antenna element. For an operational system, one could envision deriving simple approximate formulas to compute the vertical patterns (amplitude and phase), as proposed by Imbeau et al. [35]. In this report, however, we consider only the potential to minimize target tracking errors.

4. RESULTS OF SIMULATION

The simulation results will be presented in two parts. First, we have carried out a comparative performance evaluation of the RML, QRML and MLE methods by means of a Monte-Carlo simulation. The simulation is carried out with a target at a range of five km and at an altitude of 40 m above the sea. The objective is to investigate the effect of diffuse and incoherent multipath on performance. In the second part, we investigate the effects of the evaporation ducting on low-angle tracking and more specifically on model-based algorithms such as RML.

4.1 The effect of diffuse and incoherent multipath on the tracking performance

The simulation of the effects of diffuse multipath relies heavily on the experimental results of Beard as discussed in the introduction. Beard found that approximately 60% of the incoherent multipath power came from the first Fresnel zone. A similar distribution of
diffuse power is implemented in the simulation. For a given sea state and radar target geometry, the parameter \( \sin(\psi)/\lambda \) is calculated and then used to determine \( \rho_d \) using Beard's curves [7]. We then determine \( \rho_{d1}^2 = fr1 \times \rho_d^2 \) and \( \rho_{d2}^2 = fr2 \times \rho_d^2 \) where \( fr1 \) and \( fr2 \) are two adjustable parameters; for instance, Beard uses \( fr1 = 0.6 \) and \( fr2 = 0.4 \) in his experiments. Gaussian random numbers, \( N_1 \) and \( N_2 \) are generated with variances of \( \rho_{d1}^2 \) and \( \rho_{d2}^2 \). \( N_1 \) is added to \( \rho_s \) to create a random variation in signal energy consistent with, for instance, 60% of the incoherent multipath energy coming from the specular direction. This gives a Ricean distribution for \( \rho_s \). Two independent values of \( N_2 \) are used to generate the Rayleigh amplitude of a diffuse component having a direction of arrival which is given a uniform probability of lying in the region between the radar horizon and the radar but excluding the first Fresnel zone. The phase of this diffuse component is selected according to the difference between its path length and the direct path between the target and radar.

The results are presented in Figs.7-9 where we determine the root-mean-square-error (RMSE) for target height estimation from 100 Monte Carlo trials. The term SNR, in Figs.7-9, is a per-element signal-to-noise ratio. This term is calculated for a single snapshot at each frequency and is summed over the number of frequencies:

\[
\text{SNR}_{\text{dB}} = 10 \log \left( \sum_{m=1}^{M} \frac{|b_m f_m(h_t)|^2}{2K \sigma_m^2} \right)
\]  

(14)

where \( M \) is the number of frequencies, \( h_t \) = target height, \( \sigma_m^2 \) is the noise power and \( b_m \) is the complex signal amplitude at each element.

Fig.7 presents three curves labeled: RML, QRML, and MLE. Each of the three algorithms used two snapshots, one for each radar frequency, to estimate the target height. Fig.7 shows the results obtained for a relatively smooth sea (SS2) when no incoherent component was simulated. It is evident that RML performs much better than did QRML or MLE. We conclude that when the incoherent component is not present the use of a priori knowledge of the reflection coefficient significantly increases the tracking accuracy. The performance depends on the separation between the target and its image. For a target separated by half of a beamwidth from its image and an SNR of 10 dB, RML gave RMSE (Root Mean Square Error) on target-height estimates approximately 10 times more accurate than obtained using classical MLE or QRML.
Fig. 8 shows the results when 60% of the incoherent power comes from the first Fresnel zone and 40% outside of the first Fresnel zone under SS3-SS4 conditions. In this case both MLE and QRML show larger bias errors and larger variance than RML. The bias errors may be explained by inaccuracy in the observation model which assumes that there are two signals present when in fact there are three signals in the simulation: the direct signal, one from the first Fresnel zone and another one coming from out of the first Fresnel zone. Fig. 9 shows the results when 90% of the incoherent power is coming from the first Fresnel zone. Here the bias errors are reduced significantly since the observation model of two signals better represents the observed data when only 10% of the incoherent power is coming out of the first Fresnel zone. The use of an observation model comprising three signals is impractical for the real-time naval low-altitude tracking problem.

Fig. 10 illustrates the sensitivity of the different algorithms to array calibration errors. These results show important differences between algorithms; RML is much less sensitive to calibration errors than either MLE or QRML. This sensitivity to calibration errors is a likely explanation for the poor performance of QRML with experimental data.

Figs. 10a and 10b show the effect of In-phase (I) and Quadrature (Q) gain and phase imbalances on the tracking performance. Fig. 10a presents the results when a gain imbalance, given in percentage, is present. Fig. 10b gives the corresponding figure for the phase imbalance. A Gaussian random generator was used to simulate the errors. The last two parts of Fig. 10, (c) and (d) show the effect of misalignment of the eight receiving channels of the vertical array. Here, each channel has its own I and Q receivers which are perfectly orthogonal. These results clearly demonstrate that the RML algorithm is much more robust to calibration errors or to channel mismatches than the classical MLE or QRML (MLE and QRML perform nearly the same - results for QRML only are given in Fig. 10). RML can tolerate up to a 25% gain error and up to 24 degrees of phase error while MLE and QRML have a much lower tolerance to channel mismatches. This is obviously important for practical systems; very precise calibration is always difficult to achieve.

4.2 The effect of ducting on the tracking performance

In this section, we evaluate through simulation the tracking error caused by the presence of evaporation ducts when using the current RML technique (i.e. with the assumption of standard propagation). The functional diagram of the simulation is presented in Fig. 11. For a specified array antenna, the parabolic equation method (PEM)
is used to simulate received signals, vector $s$ in (2), under various ducting conditions, considering an inbound target flying at a constant altitude.

For the conditions under study, the refraction profiles are modeled using the neutral case profile formulation:

$$M(h) = M_0 + 0.125 \ h - 0.125 \ \delta \ln \frac{h + h_0}{h_0}$$

(15)

where $M$ is called modified refractivity ($= (n-1) \times 10^6 + .157 \ h$, where $n$ is the index of refraction), $\delta$ is the duct height and $h$ the elevation, both expressed in meter. $M_0$ is the surface refractivity arbitrary made equal to 350 and $h_0$, the aerodynamic roughness parameter, is constant at $1.5 \times 10^{-4}$ m.

Noise-free signals were considered in order to isolate the effects of ducting. The effect of noise on the RML algorithm has already been investigated using extensive Monte-Carlo simulations [1-3]. Within RML, the model vector $f(h)$ is calculated using (4), assuming no ducting, over a window of discrete potential heights from $h = 1, ..., H_{\text{max}}$.

Fig. 12 shows the RML target height estimation for a 10-m duct and a target flying at 25 m above the water surface. The antenna array, located at 10 m above the surface, is composed of 16 sensor elements distributed over a 2-m aperture and the two RF frequencies used are 9 and 10 GHz. The bottom graph presents propagation factors for the lowest antenna element. The solid line is the propagation factor value for the simulated condition (duct height $= 10$ m) while the dotted line is the model vector $f(h_d)$ value (i.e. corresponding to standard propagation condition). We observe that the respective crest and trough positions start diverging significantly from about 4 km and that from this range increasing tracking errors are obtained, as shown in the upper graph. Although not shown here, one expects that the magnitude of the error will be dependent upon the antenna-target geometry and radar parameters.

Fig. 13 shows tracking errors for duct heights of 0, 5, 10, 15 and 20 m using the same radar-target geometry and specifications. The general trend of tracking errors is to increase progressively with target range and duct height. However, at some particular ranges, the target height estimates fall far from the general trend. We observe that this happens at ranges where the signal and calculated nulls positions are so displaced that ambiguities
occur in the search process for the target height. The problem of ambiguities in height estimation is thoroughly discussed in [25].

5. EXPERIMENTAL RESULTS

The experimental results will be presented in two parts. First, we present examples of experimental target tracking using the ELAT system over smooth and rough sea conditions but with no a priori knowledge of the propagation conditions. The second part presents examples of tracking with experimental data in the presence of multipath and ducting using the Height Gain Profiler (HGP) and a measure of the refractivity profile.

5.1 Tracking over rough seas with RML or QRML

Examples of experimental target tracking using the ELAT radar system are presented. ELAT (see details in [1-3]) was developed at DREO as part of a research program to evaluate array signal-processing techniques for tracking aircrafts and missiles flying low over the sea.

The various representative examples presented in this section provides results on:

- the robustness of RML with respect to rough sea conditions,
- the comparative performance of RML and QRML,
- the robustness of RML and QRML with respect to calibration errors,

In this section we compare the tracking performance of RML and QRML in the presence of diffuse multipath. The simulation results from section 4 showed that QRML is much more sensitive to calibration errors than RML. Calibration errors in the ELAT system may have caused the poor performance of QRML.

Most of the rough sea data used in the evaluation was obtained from an experiment carried out during autumn, 1990, on the island of Sylt in Northern Germany. This location was chosen because it provided a combination of open sea conditions and shallow water suitable for the injection of poles in the bottom of the North Sea. Reference [36] details the experimental setup and radar-target geometry as well as the antenna array calibration procedure.
Figs.14-15 show the performance of RML, QRML and Fourier beamforming; the latter is used as a reference to judge the tracking performance. Fourier beamforming gives slightly better results than a two-element phase monopulse operating in open loop mode. Fig.14 presents results for a representative set of data files collected for sea state 4 and 5 conditions. The SNR for this representative set of data files was extremely high, about 50 dB. Note that only the last 30 estimates in Fig.14 correspond to sea state 5 conditions. The 130 estimates plotted in Fig.14 correspond to approximately 20 minutes of tracking. Each estimate was obtained from eight snapshots (8.16 seconds) taken at two frequencies: 8.6 and 9.6 GHz. The target range was 9.6 km; the true target height is indicated by the circles on each figure. Note that the snapshots have been integrated over 512 samples (1.02 seconds) to reject clutter.

The tracking performance obtained with the RML (Fig.14a) is excellent. Results in [36] indicate root-mean square tracking errors 5 to 6 times lower than those of Fourier beamforming. This means that the residual specular component still acts as an aid to the RML algorithm while the performance of Fourier beamforming is adversely affected.

Note that the objective function for QRML is formulated in terms of target height. The search for the maximum of the objective function is carried out over only positive values of target height. Therefore very bad estimates that would ordinary lead to negative heights are always indicated as zero target height. For the examples of Fig.14a, the QRML algorithm gave only zero height estimates (not plotted).

The results of Fig.15 are obtained from the only data file collected from a moving target: a German Sea King helicopter. Only approximate target height and range were available for comparison with the estimates. The pilot of the helicopter was asked to start at a low altitude of about 25 m at a distance of (9.5-10 Km), to increase altitude to approximately 300 m while flying towards the ELAT radar and then to gradually decrease altitude back to 25 m at a range of 5 Km. The Sea State was SS3 and the estimated SNR per element was 17 dB. RML gave very good results. In contrast, height estimates obtained by Fourier beamforming have a larger variance; approximately 30% of the estimates are well removed from the true track. QRML gave valid estimates only when the target had sufficient altitude.

The RML algorithm requires a rather high signal-to-noise ratio in order to choose the correct local maximum of the objective function. It is believed that a wider bandwidth,
more frequencies and better calibration would produce a greater difference between ambiguous peaks and thus relax the SNR requirements.

5.2 Tracking in the presence of ducting

This section presents examples of target height estimation enhancement obtained with the method presented above using experimental data in the presence of evaporation ducts. Two representative conditions are considered: duct heights of 9.6 and 5.5 m, respectively, where the degree of confidence on the predicted refraction profile is known to be high. These refraction conditions were selected to show some examples of tracking performance improvement that can be obtained when valid modeling of the prevailing condition is achieved.

Electromagnetic data were collected using a height gain profiler (HGP) developed at the Defense Research Establishment Ottawa (DREO). It consists of a coherent receiver mounted on a vertical trolley which samples the incoming field as it moves up and down along a 18.4-m tower. This equipment can be used to synthesize various array antenna configurations (antenna height and aperture size) by considering portions of recorded signals. Fig.16 shows the HGP measurement setup. A beacon transmitter is used to emulate a target return signal.

HGP measurements were made over Lake Ontario, near Burlington (Ontario), from Nov. 15 to Nov. 21, 1988. The measurement site is shown in Fig.17. The beacon, a continuous-wave X-band transmitter, was mounted on a platform located in the lake at slightly more than 1 km from the Hamilton beach (capital T in Fig.17). The HGP was installed on the Burlington shore. (capital R in Fig.17). The beacon was at 11.5 m above water and the HGP collected the signal over the height interval 7.4 to 25.8 m above water. The range of the propagation path was 11.97 km. Two frequencies (8.6 and 9.6 GHz) and two polarizations were used during the experiment. The bulk meteorological measurements required by WKDMBL were supplied by the Canadian center for inland water (CCIW) which operates a permanent meteorological station on the Burlington Pier which is at about 4 km from the transmitter's platform (capital M, in Fig.17). Wave heights were less than 1 m and so they were neglected in the analysis.

Measurements were processed as shown in the functional block diagram of Fig.18. For each ducting condition, measured meteorological parameters were used as inputs to the
proposed RML system. Signal vectors, $s$, were obtained by extracting signal elements (amplitude and phase) from discrete positions of the recorded HGP signal for several antenna heights specified as input. Arrays so emulated were all made of an evenly spaced 28 elements covering a 1-m aperture. Four array heights were considered for each ducting condition. They were chosen to have a sufficient signal-to-noise ratio (SNR), that is to be distant from interference troughs. In the analysis, we wanted to concentrate on the atmospheric refraction effects exclusively. In practice, a real RML receiver would be capable of coherently integrating incoming signals to provide sufficient SNR in most elevations, which is not possible with the HGP. The influence of the SNR on the RML height estimation is discussed in [1-3].

Table 1 presents the meteorological parameters for the two selected ducting conditions. Fig.19 shows the corresponding refractivity profiles as given by WKDMBL. For Condition 1, antenna heights of 11, 12, 13 and 14 m are considered and for Condition 2 antenna heights of 18, 19, 20 and 21 m are considered. For each antenna height, both horizontal and vertical polarizations were considered.

<table>
<thead>
<tr>
<th>Wind speed (m/s)</th>
<th>Air Temp. (°C)</th>
<th>Water Temp. (°C)</th>
<th>Relative Humidity (%)</th>
<th>Waves Height (m)</th>
<th>Pressure (mbar)</th>
<th>Duct Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cond. 1</td>
<td>6.6</td>
<td>5.4</td>
<td>5.4</td>
<td>62.2</td>
<td>0.5</td>
<td>1010</td>
</tr>
<tr>
<td>Cond. 2</td>
<td>3.4</td>
<td>4.1</td>
<td>5.1</td>
<td>67.0</td>
<td>0.5</td>
<td>1025</td>
</tr>
</tbody>
</table>

Table 1: Meteorological parameters for the two conditions

Resulting target height estimates are plotted in Fig.20. Fig.20(a) shows the results for Condition 1 while Fig.20(b) presents the corresponding results for Condition 2. The true target height is 11.5 m. Circles show estimations obtained using the pair WKDMBL-PCPEM method to compute $f(h)$ while triangles show estimates obtained under the assumption of normal propagation conditions. The results clearly show the tracking improvement obtained when using an appropriate prediction $f(h)$ under anomalous conditions. Only three estimates (out of 16) are outside the 1-2 m acceptable error corridor while most of the estimates are far outside that corridor when using previous RML algorithm in which standard propagation condition is assumed. The few unsuccessful estimates may be caused by ambiguities and poor signal-to-noise ratio. Also, it is worth
noting that in each figure the last four data points (at the right) correspond to vertically polarized signals.

6. CONCLUSION and RECOMMENDATIONS

We have presented in this paper a new method for low-angle tracking in the presence of multipath and ducting. The proposed solution is to apply maximum likelihood beamforming to an array radar having frequency agility in combination with a model for representing the multipath and ducting. Obviously the tracking performance will depend on how well the model represents the physical situation. The simulation results indicate that the effects of ducting must be modeled in order to get accurate tracking at ranges greater than roughly 5 km for the typical radar-target geometry encountered in maritime low-angle tracking. However the propagation models are imperfect; there is still some work to be done in the case of rough surfaces. Another difficulty is finding an efficient technique for determining the index of refraction throughout the medium. The difficulties reside in the acquisition of meteorological data and the modeling of the air/sea surface boundary layer.

The results of limited experiments with the HGP are encouraging and indicate that very accurate tracking can be obtained in the presence of multipath and ducting when the propagation conditions are known a priori. However, more extensive experimentation with a real antenna array in conjunction with a meteorological system, where several snapshots can be collected, is required to determine the limitations of the approach in realistic environments. Real-time performance could be obtained by using look-up tables where a large number of scenarios would have been pre-computed.

Computer simulations and experimental results have been used to demonstrate the impact of specular and diffuse multipath on low-angle tracking in standard propagation conditions. These results show that the RML algorithm, in which only specular multipath is modeled, gives the best estimation accuracy. We introduced a new algorithm, QRML, which accounts for both specular and diffuse multipath. Both simulations and experiments indicated a performance advantage for RML in rough sea conditions. This was attributed to the much greater sensitivity to calibration errors of QRML in comparison with RML.
Depending on the environmental conditions we can propose the following solutions:

In standard conditions + specular multipath; use RML with the Kerr model.
In standard conditions + specular + diffuse multipath; use RML with the Kerr model.
In almost diffuse multipath; use phase monopulse with frequency agility.
In ducting conditions; use RML with WKDMBL and PEM.
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