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ABSTRACT

This article is based on the adaptive mesh refinement
calculation methods developed by M.J.Berger and J.Oliger [2,8].
It opts for the use of the concept of numerous units formed into
a grid, used in solving hyperbolic type equation sets. It
combines finite difference forms, opts for the use of Richardson
extrapolation techniques to automatically carry out local
truncation error estimates, and, for regions with low accuracy,
produces new fine mesh local refinements or eliminates old fine
mesh refinements which are no longer needed, in order to reach,
in the minimum amount of operations, the specified accuracy
requirements. Grids are capable of going down into a layer on
layer refinement. On the basis of the layered sequence of
coverage, each individual grid is a rectangular uniform grid
or mesh in any direction desired. This set of algorithms is
independent of difference forms used in solutions, is very easy,
and combines various types of forms.

We set out from the algorithm or program of M.J.Berger and
J.Oliger [2,8]. We made reference to M.J.Berger and P.Colella
[6] on conservation type equation sets and realized numerical
value flux conservation on the interfaces of coarse and fine
meshes or grids. From this, it is then possible to calculate
discontinuous solutions. As far as grid boundary treatments,
error estimates, and the formation of new grids are concerned,
some progress has been made. Moreover, it is possible, in a
flexible manner, to specify refinements in any subdomain which is
of interest.

We use unsteady Euler equation sets to calculate Mach 3 flow
movements in two dimensional tubes having forward facing steps.
We opted for the use of MacCormack explicit difference forms with
the addition of artificial viscosity. Altogether, we used a four
layer grid structure: \( \Delta = 1/10, 1/20, 1/80, \) and \( 1/320. \) Among
these, the basic grid is \( \Delta = 1/10. \) When one gets to the
steps, the first instance of shock wave reflection subdomains is
refined from \( \Delta = 1/20 \) to \( \Delta = 1/80. \) The amount of operations
needed to calculate to steady states is only equal to 28% of that
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for a uniform grid of $\Delta = 1/80$. We also used $\Delta = 1/320$ grids in refinements specified for step corners and locations of tangential direction discontinuities. The results clearly show that it is possible to make clear improvements in shock wave Mach reflections associated with steps. Tangential direction discontinuities are clearly distinguishable. The amount of operations required is 45% of that for the uniform $\Delta = 1/80$ grid discussed above.

INTRODUCTION

In partial differential equation calculations, using finite difference methods or finite element methods, normally, the calculation grid is predetermined, fixed, and unchanging. The accuracy of the discrete breakdown depends on the grid or mesh interval. However, normally, in this type of situation, the initial time breakdown is a smooth one, following along with the advance of the time duration. In local subdomain breakdowns, changes are very great. This even goes to the point of producing discontinuity breakdowns. This is due to limitations on computer speeds and storage. Calculation grids are not capable of infinite refinement. We are only able to hope for the use of fine mesh calculations in these local subdomains, and, as far as smooth portions are concerned, still using coarse grid calculations. In recent years, the development of zonal methods or domain decomposition methods takes the calculation subdomain as a whole and divides it into a few sections. In each individual section, it is possible to use different grids and calculation methods for independent calculations [13,16].

However, in the case of phenomena which one does not know are going to occur beforehand, it is necessary, in the process of calculations, to automatically use fine mesh calculations on localized breakdowns of subdomains with great changes and to make errors for the calculation subdomain as a whole consistent with each other. In recent years, the development of adaptive mesh methods has been rapid.
Generally speaking, adaptive mesh methods are divided into two types: "universal" or "local" methods. The first type of universal methods (or moving grid point methods) refers to a fixed total number of calculation subdomain grid points. Going through certain standard movements, grid points move forward to optimum distributions in order to obtain highly accurate solutions for the entire calculation subdomain. At the same time, there is a requirement for the grid to be smooth and the grid lines, to as great an extent as possible, to be orthogonal [9,14,17,21,22]. The adaptive standards which are used in universal methods are, at the present time, of many and various types. However, generally speaking, they are not sufficiently accurate. Moreover, they also require opting for the use of arbitrary parameters and smooth functions in order to guarantee grid quality.

The other type of local methods (or local mesh refinement methods) refer to a total number of grid points in the calculation subdomain which is not fixed. As far as given accuracy requirements are concerned, one goes through a minimum increase in grid points in order to make the whole calculation subdomain breakdown satisfy accuracy requirements. As far as local mesh refinement methods are concerned, there is one type which adds refinement, point by point, to grid points with large errors and embeds fine mesh into coarse grids [1,18,20]. The data structure of this type of method is complicated. It is not suitable for use with parallel calculations. There is also a type which adds block refinements to grid points with large errors. Fine mesh refinements are overlaid on the tops of coarse grids. Except for coarse and fine grid or mesh interface points, coarse and fine grid or mesh calculations are done on an individual and independent basis. Professor J.Oliger of Stanford University and his students, W.D.Gropp, J.H.Bolstad, M.J.Berger, S.C.Caruso, and W.Skamarock, et al, developed just this type of method [2,6-8,10-12,18,19,23,24]. In particular, references
[2,8] develop local AMR or adaptive mesh refinement methods with regard to two dimensional hyperbolic equation sets.

The strong points of AMR methods lie in data structure clarity, the ability to effectively make use of storage, and appropriateness to parallel calculations. The grids which it produces, in universal terms, are changing grids. However, locally, they are uniform grids or meshes on revolving rectilinear subdomains. Users are required to supply difference form programs or procedures on rectilinear subdomain uniform grids or meshes, and these are easy to convert to software.

On the foundation of the AMR programs or procedures in references [2,8], this article referred to Reference [6] to improve the creation of numerical value flux conservation on the interface surfaces of coarse and fine meshes or grids. This is particularly important with regard to solving discontinuity problems associated with compressible flows. It also makes a number of improvements with regard to such things as boundary treatment, error estimation, and the formation of new grids, etc.

It uses Euler equation sets to calculate Mach 3 air flows in two dimensional tubes having forward facing steps. It carries out discussions with regard to locations of step corners and tangential discontinuities. Numerical value results are very satisfactory.

I. A GENERAL DISCUSSION OF AMR METHODS

This section will outline a discussion of the adaptive grid local refinement methods developed by M.J.Berger. For details, see references [2-5,8].
Adaptive solution processes, for the most part, are composed of time advancement solutions, error estimates, and the formation of new grids. Time advancement solutions begin with a time \( t \). In coarse grids, one first solves for an increment up to \( t + \Delta t_c \) \( (\Delta t_c \) is the coarse grid time increment length). Fine meshes adopt a time increment length \( \Delta t_f = \Delta t_c / r \) \((r = \Delta x_c / \Delta x_f \) and is the ratio between coarse and fine grids or meshes). Again, one solves, from the time \( t \), for the increment \( r \) up to \( t + \Delta t_c \). The boundary conditions for fine mesh solutions are obtained from physical boundaries (this refers to the boundaries of calculations subdomains), the same intersecting layers of fine meshes or interpolations on coarse grids. Finally, use is made of solutions on fine meshes as weighted averages or interpolations in order to correct solutions on coarse grids for instants \( t + \Delta t_c \) associated with overlaid fine meshes.

Due to the fact that subdomains associated with large errors (such as, shock waves, and so on, and so on) will change following along with the advancement of time, as a result of this, between each fixed time increment length, it is necessary to do new estimates of errors in order to form appropriate new fine meshes, and, in conjunction with that, get rid of the old fine meshes. Error estimates are based on Richardson extrapolation automatic advances, and one obtains the main truncation error term \( r \)

\[
r = (Q_1 - Q_2) h(x, t) / 2(2^r-1)
\]

In this, \( Q_h \) is the two layer explicit difference operator. \( Q_{2h} \) is the increment length enlarged one fold and associated with the same difference operator. \( q \) is the \( Q_h \) truncated error order number.
After solving for the truncation error $\tau$, one carries out the formation of new grids or meshes. First of all, one marks the grid or mesh points which exceed given standards with regard to $\tau$. Again, one divides up the marked points into groups so as to obtain a rectilinear fine mesh associated with each drawn up group of marked points which satisfies the given indices or targets in force (the indices or targets in force are the number of marked points in rectangles drawn up as compared to the number of coarse grid points). The objective is to diminish the refined mesh subdomains. Finally, on the four sides of the rectilinear fine meshes obtained from the drawing up, one also obtains an increased buffer zone. Within the time increment for obtaining the next iteration of error estimates, it is necessary for the refinement subdomains to be included right into the fine mesh grids.

Above, we have talked in a general way about coarse and fine two layer grid or mesh adaptive processes. In AMR methods, it is possible to have multiple layers of coarse and fine grids or meshes, that is, on fine meshes, it is also possible to have even finer layers of mesh.

AMR programs or procedures opt for the use of tree mechanisms in their data structures in order to manage the grid or mesh information and relationships. Moreover, use is made of connection tables in order to manage the storage of solutions. All solutions on grids or meshes are distributed and stored in one very large one dimensional number set. This saves on the amount of storage. This being the case, it makes AMR methods, which have complicated logical controls, achieve realization and convenience of maintenance and use.

In AMR methods, see references [3,5] for the stability of one dimensional coarse and fine grid or mesh interface conditions and a theoretical analysis of conservation in them. Reference
[5] only derives interface conservation forms for special cases. With regard to the general case, it only gives a theoretical procedure. In recent years, although work in this area has advanced, as far as coarse and fine grid or mesh interfaces associated with an arbitrary direction are concerned, their conservative nature has still been difficult to show, however.

II. IMPROVEMENTS IN AMR METHODS

We know that maintaining conservation in the natures of truncation solution calculations is unusually important. As far as AMR methods are concerned, besides opting for the use of conservation type difference forms, it is also necessary to maintain conservation on coarse or fine grid or mesh interfaces within calculation subdomains. In references [2, 8], AMR methods, due to definitions of unknown quantities at grid or mesh points must think about conservation, and, it is necessary to supply an extra conservation form associated with coarse and fine grid or mesh interfaces, and, again, because of the arbitrary direction of the grids or meshes, it is very difficult to realize conservation as a result [5]. Reference [7], for steady Euler equation sets, realized numerical value flux conservation on coarse of fine grid or mesh interfaces with consistent directions. After it, Reference [6] realized conservation for unsteady Euler equation sets. As far as our reference to [6] is concerned, we took AMR calculation methods and advanced them to have numerical value flux conservation on coarse and fine grid or mesh interfaces.

For the sake of easily realizing conservation, we set the limits below on grids or meshes. Each grid or mesh may not have an arbitrary direction. Fine mesh boundaries and coarse grid lines coincide. Except for physical boundaries, coarse and fine grid or mesh layer boundaries are not allowed to coincide. Here,
grid or mesh layer boundaries stand for all boundaries, except for overlap sections. Unknown quantities are defined at the center of grid lattices.

Below, we use a two layer explicit conservation type difference form in order to conduct discussions. It can be written in a unified form

\[ u_{i, j}^{n+1} = u_{i, j}^n - \frac{\Delta t}{\Delta x} (F_{i+\frac{1}{2}, j}^n - F_{i-\frac{1}{2}, j}^n) - \frac{\Delta t}{\Delta y} (G_{i, j+\frac{1}{2}}^n - G_{i, j-\frac{1}{2}}^n) \]

Fig.1 The Interface Between the Coarse and Fine Grids

We first discussed using a solution on a coarse grid (Fig.1) with corrections from a fine mesh overlaid on top of it. Assume that the coarse/fine grid/mesh ratios are

\[ \frac{\Delta x_c}{\Delta x_f} = \frac{\Delta y_c}{\Delta y_f} = \frac{\Delta t_c}{\Delta t_f} = \frac{1}{r} \]

Use the fine mesh solution \( \{u_{i, j}^n\}_{i,j} \) within the coarse grid lattice (I,J) in order to weight averages substituting \( u_{i, j}^n \)

\[ u_{i, j} \leftarrow \sum_{i=1}^{r} \sum_{j=1}^{r} w_{ij} u_{i, j}^n, \quad \sum_{i=1}^{r} \sum_{j=1}^{r} w_{ij} = 1 \]
One has

\[ u_{i,j}'(t + \Delta t) = \sum_{i=1}^{r} \sum_{j=1}^{r} w_{i,j} u_{i,j}'(t + r \Delta t) \]

\[ = u_{i,j}'(t) - \frac{\Delta t}{\Delta x_x} \left[ \sum_{i=0}^{r-1} \sum_{j=1}^{r} w_{i,j} \ F_{i+\frac{1}{2},j}'(t + k \Delta t) \right] \]

\[ - \frac{\Delta t}{\Delta y_x} \left[ \sum_{i=0}^{r-1} \sum_{j=1}^{r} w_{i,j} \ G_{i+\frac{1}{2},j}'(t + k \Delta t) \right] \]

\[ - \frac{\Delta t}{\Delta y_z} \sum_{i=0}^{r-1} \sum_{j=1}^{r} \sum_{k=1}^{r} (w_{i,j} - w_{i+1,j}) \ F_{i,\frac{1}{2}+1}'(t + k \Delta t) \]

\[ - \frac{\Delta t}{\Delta y_z} \sum_{i=0}^{r-1} \sum_{j=1}^{r} \sum_{k=1}^{r} (w_{i,j} - w_{i+1,j}) \ G_{i,\frac{1}{2}+1}'(t + k \Delta t) \]

It is possible to see that, in order to maintain coarse and fine grid and mesh numerical value flux conservation, one selects, on lattice sides, corresponding fine mesh numerical value flux sums from \( t \) to \( t = (r-1) \Delta t_x \).

At places where coarse and fine grid or mesh interfaces overlap \((I-1/2, J)\), in order to cause conservation of flux, it is possible to correct the values for places where fine mesh is at \( (1,j) \)... or correct the values for places where coarse grids are at the position \((I-1,J)\). Reference [7] discovered that corrected fine mesh values are unstable. Moreover, corrected coarse grid values are not only stable but highly accurate. From the discussion above, one knows that numerical value flux at locations on boundaries \((I-1/2,J)\) is

\[ \bar{F}_{i-\frac{1}{2},j} = \frac{1}{r} \sum_{i=0}^{r-1} \sum_{j=1}^{r} F_{i,j}'(t + k \Delta t) \]
Because of this, the corrected form is

\[ u_{i-1}^{t+1} = u_{i-1}^{t} - \frac{\Delta t}{\Delta x_c} \left[ F_{i-\frac{1}{2}}^{t} - F_{i-\frac{3}{2}}^{t} \right] \]

\[ - \frac{\Delta t}{\Delta y_c} \left[ G_{i-\frac{1}{2},t}^{t} - G_{i-\frac{3}{2},t}^{t} \right] \]

In programs or procedures, the flux values which are required for correction have already all been automatically stored. Users have no need to consider problems of conservation.

We are limited to the fine mesh boundary types being the same within the same coarse grid lattice. Because this is the case, these fine mesh boundary values are capable of being obtained all at one time. This saves on the amount of work. Also, as far as stored boundary form information is concerned, because this is the case, it is possible to do special handling of forms on physical boundaries.

For the sake of flexibility of use, we increased capability for indicated mesh refinement in any subdomain of interest as well as the capability of delimiting subdomains where it was possible to refine the fine mesh. We took the procedure for adding buffer zones in the formation of new grids or meshes and placed it after the completion of error estimates for execution. In this way, the added buffer zones are only added on the four sides all around. The overlap areas on the same level are not increased.

The original AMR program [2,8] is approximately 3 thousand FORTRAN sentences. The program after improvements is approximately 5 thousand sentences (this does not include explanations and solution forms). Users do not need to completely read and understand the AMR program. Moreover, it is only necessary to supply algorithm subroutines and physical boundary subroutines for it to work.
III. CALCULATION CASES AND NUMERICAL VALUE RESULTS

The calculation cases are Mach 3 flow movement problems [25] in two dimensional tubes with forward facing steps. As far as unsteady Euler equation sets are concerned, option is made for the use of classical MacCormack explicit two step difference forms with the addition of artificial viscosity [26]. In these calculation cases, the corners of forward facing steps are the centers of thinned out waves. They are points of singularity. In the vicinity, they give rise to very large numerical value dispersion errors. This leads to shock waves showing Mach reflection at the steps. Reference [25] carried out iso-entropic iso-enthalpic calibration treatments on grid points in the vicinities of step corners. Basically, this caused the steps to be regular shock wave reflectors. We hoped to be able, through refinements of the fine mesh in the vicinity of the step corners, to dissipate dispersion errors in order to arrive at the same kind of results.

Selecting the time increment length to be 0.8, the factor takes advantage of the maximum permissible time increment length. The first layer basic grid or mesh adopts $\Delta x = \Delta y = \Delta = 1/10$. In order to reduce the amount of calculations, second layer grid or mesh refinements are only indicated for subdomains of interest ($0 \leq x \leq 1.6$) ($\Delta = 1/20$). From $t = 0.0$ to $2.0$, each interval of the second layer grid or mesh was 8 increments. For $t = 2.0$ up to $4.0$, each interval was 16 increments estimating errors once. Adaptation was used to form the third layer mesh ($\Delta = 1/80$). The error estimation standard was taken to be 0.0075. Buffer zones were taken to be one grid or mesh distance. The effectiveness index of groups of marked points was taken to be 0.75.

Fig.2-4 give isodensity lines for $t = 0.5$, 2.0, and 4.0 instants. In the figures, the first layer grid or mesh has two:
[0,3]x[0.2,1] and [0,0.6]x[0,0.2]. The second layer grid or mesh also has two: [0,1.6]x[0.2,1] and [0,0.6]x[0,0.2]. The remaining rectangles all are third layer grids or meshes. In the figures, N indicates the number of first layer grid or mesh time increments. T indicates time. Taking the results for the finest layer meshes, and comparing them with the results for uniform girds or meshes of the same class (\( \Delta = 1/80 \)) (Fig.5). AMR results and results for uniform grids or meshes agree with each other. However, the CPU time required by AMR is only 28% of that for uniform grids or meshes (\( \Delta = 1/80 \)). The calculation results above have all been corrected at the corners of the steps. If corrections are not done, then, on the steps, there is
clear Mach reflection. Fig.6 is the uniform grid or mesh results ($\Delta = 1/80$).

Again, in the vicinity of the step corners, we specify a fourth layer mesh refinement ($\Delta = 1/320$), $[0.55,0.65] \times [0.2,0.25]$ and $[0.55,0.6] \times [0.15,0.2]$. The remaining parameters are the same as those selected in Fig.4. Fig.7 is the results for the corresponding calculations as compared to Fig.4-5. It is possible to see that the results using correction treatments are consistent. This explains the definite ability of reducing dispersion errors at step corners to diminish singularity. The amount of operations required is 45% of the uniform grid or mesh ($\Delta = 1/80$).

Due to the fact that tangential discontinuity strengths are weak when compared with shock waves, there is no differentiable outcome and we carried out refinement. At present, for this subdomain, we specified the refinement of a fourth layer mesh ($\Delta = 1/320$). There is a total of 4 grids or meshes: $[0.55,0.7875] \times [0.725,0.9]$, $[0.725,1.025] \times [0.75,0.925]$, $[1.025,1.2625] \times [0.775,0.9375]$, and $[1.2625,1.5] \times [0.8,0.9375]$. From Fig.7's $t = 4.0$ calculations were done up to 4.5. Fig.8 is the calculation results. Tangential discontinuities are clearly distinguishable.
Fig. 7 Iso-Density 0.2362  
(0.2007) 6.0574, N=251, T=4.0

Fig. 8 Iso-Density 0.2469  
(0.2167) 6.5325, N=282, T=4.5

IV. CONCLUSIONS

We improved the AMR programs of M.J. Berger and J. Olliger [2, 8] with reference to M.J. Berger and P. Colella [6]. We realized numerical value flux conservation on the interfaces of coarse and fine grids and meshes. The work was appropriate for use to calculate solutions for compressible flow fields with discontinuities. Numerical value calculation cases also prove that it is possible to obtain accurate shock wave results. We also made some improvements in boundary treatment, error estimation, and the formation of new grids and meshes. We added in the specification of subdomain refinement functions and were able to do detailed studies of refinement in any subdomain of interest. During calculations of Mach 3 flow movements in two dimensional tubes having forward facing steps, the amount of operations required for AMR methods is only 28% of the uniform grid of the same class. We specified refinement with a very fine mesh in the vicinity of step corners. As a result of this, there was a reduction in dispersion errors, and we obtained and used shock wave reflections which were consistent with correction treatments. The operations needed was also only 45% of the uniform grid or mesh. Again, for the locations of tangential discontinuities, we specified refinements with very fine grids or meshes and made them clearly distinguishable.
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