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FOREWORD

The material presented herein contains the formal proceedings of the

Third Symposium on High Speed Aerodynamics and Structures. This Sym-

posium was jointly sponsored by the U.S. Air Force Air Research and

Development Command, Convair - A Division of General Dynamics Corpora-

tion, Ryan Aeronautical Company, and the University of California at Los

Angeles. As in previous Symposia, the meeting was arranged to stimulate

the exchange of ideas by engineers and scientists engaged in research on

both high speed flight within the atmosphere; and on the problems of manned

and unmanned vehicles entering the earth's atmosphere at near-satellite

velocities. All sessions were held in a classified (Secret) atmosphere to

permit a free and formal exchange of classified information. The formal

proceedings, however, in many instances are of lower classification or in

some instances are unclassified. For this reason, these papers have been

published in three volumes; Unclassified, Confidential, and Secret, in order

to achieve the broadest dissemination of information possible in academic,

government, and industrial circles.

Charles W. Frick
Chairman
Program Committee

1



/
I

2



TECHNICAL PROGRAM

Vol. No.
TUESDAY - MARCH 25, 1958

SESSION I

Opening Ceremonies

Chairman - R.C. Sebold, Vice-President - Engineering, Convair

Orientation Col. D.D. McKee, ARDC, USAF
Welcome Dr. L.M. K. Boelter, Dean of Engineering,

University of California at Los Angeles
Keynote Address: Lt. Gen. Samuel E. Anderson
ARDC Objectives Commander, ARDC, USAF

SESSION I (Cont'd)

Chairman - Col. D. D. McKee, ARDC, USAF

(a) Gas Physics of High Altitude-High-Speed Flight
By: Dr. S. A. Schaaf - University of California

(b) High-Temperature Structures
By: Dr. N.J. Hoff - Stanford University

SESSION II

(A) Gas Dynamics

Chairman - Dr. H. H. Kurzweg, Naval Ordnance Laboratory, USN

(a) One -Dimensional Unsteady Gas Dynamics by Hydraulic Analogue
By: Dr. W.H.T. Loh - Chance Vought

(b) High Temperature Gas Dynamics Phenomena in Hypersonic Flight
By: W. H. Wurster and C.E. Treanor - Cornell Aeronautical
Laboratory

V (c) Aerodynamic Studies of Blunt Bodies in Dissociated Air at
High Mach Numbers
By: W.R. Warren, A.J. Vitale, and E.M. Kaegi - General
Electric Company

(d) Generation of Pressure Wave Forms Through the Detonation of
Explosive Charges
By: D.C. Anderson - Armour Research Foundation

*The Proceedings are published in five volumes: Volume I, II, III,
Unclassified; Volume IV, Confidential; Volume V, Secret.
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V (e) Gas Dynamics of Under-expanded Rocket Jets
By: J. Ballinger - Convair-Astronautics and K. Hendershot,
Convair-San Diego

(B) Materials

Chairman - Dr. W.H. Steurer, Army Ballistics Missile
Agency, USA

IV (a) Heac Transfer and Material Investigations in Aerodynamics
Heating Simulation Tests
By: H. Connell, Jr. - Army Ballistic Missile Agency

V (b) Behavior of Reinforced Plastics at Very High Temperatures
By: I.]. Gruntfest, L.H. Shenker, and S. Zirinsky -

General Electric Company
V (c) The Effect of Extremely High Temperature Environments

on Materials
By: M. Annis - Allied Research Associates

(d) Ceramic Materials for Use in Hypersonic Aircraft
By: J. M. Nowak - Bell Aircraft

I (e) Thermal Properties of Nose Cone Materials
By: I.B. Fieldhouse, J.I. Lang, A.N. Takata, and T.E.
Waterman - Armour Research Foundation

WEDNESDAY - MARCH 26, 1958

SESSION III

Chairman - Dr. E.R. van Drinst, North American Aviation

V (a) On Minimizing the Heat Transfer to a Hypersonic Vehicle
By: Dr. J. Farber - General Electric Company

V (b) High-Temperature Facilitik2
By: Lt. Col. A.R. Swanscn - USAF, Department of Defense

IV (c) Unsteady Flow and Instability of Lifting Surfaces
By: Dr. Holt Ashley and Garabed Zartarian - Massachusetts
Institute of Technology

I (d) Material Problems
By: Dr. W.H. Steurer - Army Ballistic Missile Agency

IV (e) Similarity Parameters for Surface Melting
By: Dr. Lester Lees - Ramo-Wooldridge Corporation
and the California Institute of Technology

*The Proceedings are published in five volumes: Volume I, II, III,
Unclassified; Volume IV, Confidential; Volume V, Secret.

4



Vol. No. *

SESSION IV

(A) Heat Transfer

Chairman - Dr. E.R.G. Eckert. University of Minnesota

I (a) The Approach to Thermal Equilibrium in a Hypersonic

Laminar Boundary Layer
By: Dr. D.E. Knapp - Douglas Aircraft

I (b) Mass-Transfer Cooling in High-Velocity Flight
By: Dr. C. Gazley, Dr. Joseph Gross, and Dr. Davis
J. Masson - The Rand Corporation

V (c) Transpiration Cooling in Hypersonic Flow
By: Dr. S.M. Scala - General Electric Company

I (d) A Technique for Experimental Investigation of Heat
Transfer from a Surface in Supersonic Flow at Large
Surface-to-Free-Stream Temperature Ratios
By: W.S. Bradfield, Convair Scientific Research and
Dr. A.R. Hanson. J.J. Sheppard, and R.E. Larson,
Dept. of Aerodynamics Engineering, University of
Minnesota

IV (e) Mass Transfer Cooling ol Re-Entering Vehicles
By: E.R.G. Eckert, T.F. Irvine, J.P. Hartnett,
and P.J. Schneider - University of Minnesota

V (f) The Combustion of a Carbon Nose Cone During
Re -Entry
By: Dr. G.M. Boobar - General Electric Company

(B) Structures

Chairman - Dr. John Brahtz, University of California, Los Angeles

II (a) Optimum Design of Sandwich Structural Elements at Elevated
Temperatures
By: G. Strasser -Bell Aircraft

II (b) Primary Creep in Aircraft Design
By: B.B. Muvdi - The Martin Company and C.J. Giemza -
Convair -Astronautics

II (c) Stability of Wing Surface Elements in the Presence of Thermal
Gradients
By: Dr. C. Riparbelli and L. Minkler - Convair - San Diego

II (d) A Typical Long Range Hypersonic Rocket Glider and Its
Structural Problems

By: V . Gradecak - The Ryan Aeronautical Company

*The Proceedings are published in five volumes: Volume I, I, III,
Unclassified; Volume IV, Confidential; Volume V, Secret.
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(C) High-Speed Aerodynamics I

Chairman - Prof. W.G. Vincenti- Stanford University

II (a) Theoretical Evaluation of the Performance of Air-Breathing

Hypersonic Airplanes
By: B.S. Baldwin, Jr. - NACA, Ames Laboratory

11 (b) Effects of Roughness on Supersonic Skin Friction
By: Dr. F. Goddard - Jet Propulsion Laboratory

II (c) Wings with Minimum Induced Drag in Supersonic Flow
By: Dr. I. Ginzel and H. Multhopp - The Martin Company

I (d) Aerodynamic Applications of Diabatic Flows at High
Mach Numbers
By: T. Falk - Convair-San Diego (Not Published)

III (e) Slender Wings - Some Aerodynamic Considerations
By: E.C. Maskell and J. Weber - Royal Aircraft

Establishment

THURSDAY - MARCH 27, 1958

SESSION V

Chairman - Dr. N. J. Hoff, Stanford University

IV (a) Some Recent Studies of Boundary Layer Transitions

By: Dr. E.R. van Driest and W.D. McCauley - North
American Aviation

II (b) High Temperature Flight Safety Factors

By: A.T. Clemen - Convair-Ft. Worth
II (c) Minimum Weight Analysis Based on Structural Reliability

By: Dr. H.H. Hilton - University of Illinois and Dr. M.
Feigen - Hughes Weapons Systems Development Laboratories

II (d) A Structural Design Approach for High-Speed Flight

By: D. V. O'Brien and R. R. Drummond - The Martin Company
IV (e) Compatability Requirements of High Performance Naval

Aircraft and Guided Missiles
By: LTJ3 W.J. Thompson, USNR- Bureau of Aeronautics, USN

SESSION VI

(A) High-Speed Aerodynamics II

Chairman - Prof. E.V. Laitone - University of C-lifornia at Berkeley

III (a) Phugoid Motion of Hypervelocity Vehicles

By: G. Breaux - Convair-Ft. Worth

-The Proceedings are published in five volumes: Volume 1, II, III,

Unclassified; Volume IV, Confidential; Volume V, Secret.
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V (b) Problems Encountered in the Study of Aircraft Dynamic
Stability at High Mach Numbers and Altitudes
By: S. Starr - Convair-San Diego

III (c) Some Considerations on the Recovery of Satellite Vehicles
By: S. Cohen - Republic Aviation

III (d) Aerodynamic Force Coefficients on the Yawed Slender Body at
Hypersonic Speeds
By: Dr. L. Trilling and J. W. Clark - Massachusetts Institute

of Technology
IV (e) Coupling Between Inlet Stability and Airplane Stability

By: R. Heppe, H. Drell, and L. Celniker - Lockheed Aircraft

(B) Testing Techniques

Chairman - Dr. B. Goethert - ARO, Inc.

(a) Hypersonic Shock Tunnel
By: Dr. H. T. Nagamatsu and R. E. Geiger - General

Electric Company (Not Published)
III (b) A General Technique fot Evaluating Thermal Shock

Characteristics of Materials Subjected to Temperature Gradients
By: D. Hor `cz - Armour Research Foundation

IV (c) Aerodynamic Tz~sting at Hypervelocities
By: W. N. MacDermott and R. W. Perry - ARO, Inc.

III (d) Experimental Techniques at Elevated Temperature
By: C. J. VanDerMaas - The Martin Company

(C) Aeroelasticity and Flutter

Chairman - Dr. Holt Ashley - Massachusetts Institute of Technology

IIl (a) The Influence of Elevated Temperatures on the Static Aeroelastic

Behavior of a Wing
By: Dr. J. W. Mar, W. R. Mills, and L. A. Schmidt, Jr.

Massachusetts Institute of Technology
III (b) Panel Flutter in the Presence of a Boundary Layer

By: Dr. J. W. Miles - University of California and
Ramo-Wooldridge Corporation

IV (c) Supersonic Static Aeroelasticity
By: M. B. Zisfein and V. W. Donato - Bell Aircraft Corporation

III (d) Aerodynamic Loads on Swept Wings Due to Gust Entry

By: R. A. Granger II - The Martin Company
III (e) Analytical and Experimental Deformation Studies of Low

Aspect-Ratio Wings Including the Effects of Aerodynamic Heating
By: I. Rattinger and R. H. Gal agher - Bell Aircraft Corp.

*The Proceedings are published in five volumes: Volume I, II, 11,
Unclassified; Volume IV, Confidential; Volume V, Secret.
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GAS PHYSICS OF HIGH ALTITUDE-HIGH SPEED FLIGHT

S. A. Schaaf

The purpose of this paper is to give a brief review of the current

state of knowledge in the general field of rarefied gas dynamics and to pre-

sent some of the more recent experimental and theoretical results obtained

at the University of California pertaining to high altitude aerodynamics.

Free molecule flow, i. e. highly rarefied flow for which the molec-

ular mean free path is large compared to the model or vehicle dimension,

is now well-understood at least for moderate speeds. The general theory

is established, has been verified by experiment at both the Ames Laboratory

by Stalder and his co-workers and at Berkeley, and a great number of results

of aerodynamic interest are now available. Further work in this region will

involve experiments on high energy molecule-surface interaction and exten-

sions of the general theory to certain types of non-equilibrium for the incident

gas. Perhaps the result of most aerodynamic interest in free molecule flow is

the general one of very poor lift-drag ratios which, in fact, approach zero at

high speeds in all practical cases.

So-called slip flow, i. e. only moderately rarefied flow in which the

molecular mean free path is a few percent of the vehicles' characteristic

dimension, or of the boundary layer which forms on it, is considerably more

complex. However, the basic physical formulation seems to have been pretty

well established. Surprisingly enough, the standard Navier-Stokes equations,

together with slip velocity and temperature jump boundary conditions seem valid

for these densities. The main, if not only non-continium effect, seems to be a

straightforward alteration in the boundary conditions. Knowledge in the inter-

mediate range of gas densities is still mostly empirical, and where available

serves to provide an interpolation between slip flow on the one hand and free

molecule flow on the other. 15



One of the most important general results of research in the slip flow

to date has been to show that completely continum boundary layer interaction

effects are in most cases much more important than the non-continum slip

and temperature jump effects. Even small slip effects (to be thought of mostly

as corrections to continum results) are generally associated with moderate

Mach numbers and very small Reynolds numbers - of the order of 5 and 1000

respectively, for example. But for such values as these for these parameters,

the skin friction and induced pressures produced by the thick laminar boundary

layers can be many times their normal values, enough to greatly alter low alti-

tude aerodynamic characteristics. The relative importance of skin friction and

induced pressure varies with vehicle geometry and orientation. In general,

however, lift-drag ratios begin to deteriorate - usually because of the effect of

skin friction on drag.

The slides depict views of the University of California Low Density wind

tunnel, some of the experimertal set-ups, and various as yet unpublished data

on pressure distribution and aerodynamic coefficients in the slip and inter-

mediate ranges. The flat plate and .phere-nozed cone pressure distributions

were obtained by Drs. Hurlturt and Talbot and Mr. Aroesty; the sharp-tipped

cone pressure distributions were obtained by Drs. Talbot and Koga and Mrs.

Sherman; the cone-cylinder lift and drag coefficients were obtained by Mr. Nark.

A very considerable body of additional similar data has already been published.

It will be observed that these results apply, for vehicles of the order of

1-10 feet in diameter, to altitudes and speeds with very little overlap with the

"flight corridor," i. e. the corresponding atmospheric density is to low in most

cases to provide sufficient dynamic pressure to generate adequate aerodynamic

lift. It should also be noted that these are wind-tunnel experiments and corre-

spond to adiabatic models and moderate gas stagnation temperatures, whereas

16



the free flight conditions would be for cooled surfaces and very high gas

stagnation temperature. For blunt short bodies a tentative extrapolation

of the wind tunnel data, based on matching only the Reynolds number behind

the detached shock, has been suggested. Its validity has not yet been estab-

lished one way or the other. There is clearly a great need, however, to

extend slip flow research to higher velocities and gas temperatures at the

same general density level.

I1
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ONE DIMENSIONAL UNSTEADY GAS DYNAMICS BY

HYDRAULIC ANALOGUE

W. H. T. Loh
Chance Vought Aircraft
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ONE DIMENSIONAL UNSTEADY GAS DYNAMICS BY

HYDRAULIC ANALOGUE

Dr. W. H. T. Loi

SUMMARY

Hydraulic analogy comes from the mathematical similarities

of the basic equations. In two dimensional steady flow, the equa-

tions of continuity, momentum and energy were found to be iden-

tical in mathematical forms by many authors for an irrotational

isentropic perfect gas flow with a specific heat ratio of 2 on one

hand and an incompressible frictionless water flow in an open

horizontal channel of a rectangular crossection on the other hand.

Pressure waves in the gas flow corresponds to gravity waves in

the water flow. The shock waves of gas dynamics corresponds

(although not rigidly) to hydraulic jump* of hydraulics. This is so

called "water table", which has been used frequently in the past to

study, in an analogical sense, the two dimensional steady subsonic

and supersonic flows.

The present paper, instead of using two dimensional steady

flow as done before, examined the problem of one dimensional un-

steady flow. It was found here that (1) the equations of continuity,

momentum and energy are identical in mathematical forms for an

isentropic perfect gas flow of a specific heat ratio of any value,

say K on one hand and an incompressible frictionless water flow

* NACA TM 934 and 935 "Application of the Methods of Gas Dy-

namics to Water Flows With Free Surfaces" by Ernest Preiswerk.
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in an open horizontal channel of a crossectional shape, described

2-K
by the equation Z = Y K-i, on the other hand. Here Z is the local

width and Y is the local height of the crossection, and (2) the equa-

tions of waves and wave propagation are also identical in mathe-

inatical forms for the two said flows. In the case of one dimen-

sional unsteady flow, it was further found that the case of specific

heat ratio of 2 in a rectangular channel is a special case of the

general case when n = 0 (n is defined in the text).

TWO DIMENSIONAL STEADY FLOW

Let us start with the well known two dimensional steady flow

case. This case was found and discussed by many many authors.

This case will deal with the following two analogous flows. A flow

of irrotational isentropic perfect gas of specific heat ratio equal to

2 and a flow of an incompossible frictionless water in an open hori-

zontal channel of a rectangular crossection (slide). The equations

of continuity, momentum and energy for the two flows are shown in

the following:

Gas Flow Water Flow

Continuity Equation:
8 ~ pt  8 ,'8 8h v'u + p t +v,'--•,- + p'-,-= 0 u'- +h'- +v- y'-"O

8x' Oy' 8y' ux' +8' 8v ' 8y,

Momentum Equation
8u' 8x'VW _(k-i) "OPx•,U'x Ox' Ox'

u'- + v -?-- u + v'- --

k-i
au? v' 1 p' k u' ONv' Oh'u?• - vi "C8 U?- 4 V?• ---

vY By' k-i y By' By' ay'
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Energy Equation

u2 T u2 2(h
- T u2

max. o max. o

Here the equations were shown in non-dimensional form, so iden-

tical terms in corresponding equations may be put equal numerically.

Comparison of the corresponding equations show the following anal-

ogous terms:

Gas Flow Water Flow

P' ( 
h

PO 0

p'-( f h' (=h---

T h

1

The last condition specifies .that the flow of water is comparable

with the flow of a gas having a ratio of specific heats k = .J2 = 2.

Although no such gas with k -- 2 was found in nature but the hydraulic

analogue has been found useful in a qualitative manner for the studies

of two dimensional steady subsonic and supersonic flows.

37
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ONE DIMENSIONAL UNSTEADY FLOW

In a similar manner as done in the tm o dimensional steady

flow case. the one dimensional unsteady flow is hereby presented.

This case deals with the following two analogou3 flows (slide). A

flow of isentropic perfect gas of any specific heat ratio, say k, and

a flow of an incompossible frictionless water in an open horizontal

channel of a crossectional shape, described by the equation Z-Yn.

The equations of continuity, momentum and energy for the two

flows are derived in the following:

BASIC ASSUMPTIONS

1. The fluid is frictionless so that conservation of energy into

heat is excluded both in gas and in water.

2. The flow is one dimensional and is in a duct (for gas) or

channel (for water) of uniform crossection. This implies that

v and w components of fluid velocity are negligible compared

with u component of fluid velocity.

3. The vertical acceleration of the water is negligible compared

with the acceleration of the gravity. Under this assumption the

static pressure at a point of the field of flow depends linearily on

the vertical distance under the free surface at that position. In

otherwords, p = pg(h-y). It is further assumed that the velocity

is uniform and constant over any crossection in perpendicular to

the flow direction. The justification of this assumption for the

case of one dimensional unsteady flow is given in Appendix A.

4. In one dimensional unsteady gas flow, all parameters

(pressure, temperature, velocity) are assumed to be uniform

and constant across any section in perpendicular to the direction

of flow.
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THE EQUATION OF CONTINUITY

Gas Flow:

The well known equation of continuity for one dimensional

unsteady flow has the following form:

Op Op Ou
+ -+ = 0

Putting into non-dimensional form by letting:

P P
PO

U-- U,

ao

x _ X=
fa

t
ta

it becomes:

u I.p' + 9u P a ) BPTu--+ p' 2 - 0(
8x' Ox' aota )tt

Water Flow:

The continuity equations says that the net mass rate of flow

crossing the control surfaces must be equal to the net rate of

change of mass inside the control volume. At a given instant, the

mass rate of flow into the left boundary is pAu and the mass within

the control volume is pAdx. Hence we can write

a (p A u ) = a- x d= - (pAdx)

Expanding this, and noting that p is constant for water flow, we get

OA AOU A _A

u -- + A-211 + a -o
ax Ox a
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n.n 44

Putting into non-dimensional form and noting that A = yndy ( n)

h
ho h

A

U

n41x

tw _ tv

u'- + hin+.L + 0

fx' ax' K h at' -

THE EQUATION OF MOMENTUM

Gas Flow:

The well known equation of momentum for one dimensional

unsteady flow has the following form:

au au 1 Op
at Ux p ax

Putting into the same non-dimensional form and noting the isentropic

P Po0
relationship k k we get:

k-1
Out Ou' ao tp 1 ap k

fa ua k--1 Ox'
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Water Flow:

Newton's law, as it applies to the fluid volume as shown,

says that the net force to the right will be equal to the mass

times the acceleration.

a b

The net force is the difference of pressure forces on a - a and

b - b. it is equal to:

hO

Lh h4-dx
Fa-a-Fb..b - g 0h-y) zdy- pg(h-y) zdy

a b

pg [hn•2 ah ,2
- ( h L dx)n

(nA:) (n •2)

The mass between a - a and b - b is:

[hn (h - dx)4

S-h (hyderivation in Appendix B)

x(n l) (n-2)

The acceleration is:

Du Ou au

Dt At ax

By Newton's law of motion, we get after simplification

au au ah
Su ;, .. g-

ot 7X ax
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Putting into non-dimensional form as done before, we get:

au- + u'-= - n +1
(tPtw ax' -w

EQUATION OF ENERGY

Gas Flow:

The well known one dimensional unsteady flow energy equation

has the following usual form: 1 1

a9E aE + a+¼U-- •u-- +p- + pu -- O
at ax at x

Putting into non-dimensional form by letting

E' =E Cy T T

in additional to the other non-dimensional quantities already shown

previously, it becomes:

8E1 E ( (4+ (k -i
(%ta) u, +? +-I) p'(-a- p'u' _57-0

a axat? aa

Water Flow:

The law of conservation of energy requires that the difference

in the rate of supply energy entering to a control volume V and the

rate at which energy leaves V must be equal to the net rate of increase

of energy in V.
ab

II

ab

Rate of energy entering at a - a

f(--u2) p udA +- f(gy) pudA p pudA
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Rate of energy leaving at b - b

1 u2) rPudA ÷ (gy) pudA u udA
- 2

[ (f u2) pudA " (gy) pudA + fpudA] dx

Rate of energy increase in volume V.

=-[f "u2) pdAdx f (gy) pdAdx]

Therefore, we may write the energy equation according to the law of

conservation of energy as stated above:

-L [J u2 ) pu dA A (gy) pudA + pudAA dx

=.+..- u2) pdA + (gy) pdA dx

Expanding this relation by noting that dA = yndy, p = pg (h-y) and

further simplifying it by using the known relations of continuity and

momentum equations already derived, we get:

8h h hn+2  a (hn+ hn 2  a_(hn_-
4 uL-+ (-) k - -, 0

"a ax n4-1 a n--1 ax

Putting into non-dimensional form, we get:

c h h a. h' -I+) a hnr8V r) U~, + y ~ at
h+1 atn+1'

+ u0(n 1 w ax'

EQUATIONS OF STANDING WAVES

In order to make the hydraulic analogy more clear for the

present case of one dimensional unsteady flow, it is best to check
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further the mathematical similarities of fundamental wave equations.

Only the simple equations of wave formation produced by some simple

causes are considered here for simplicity, because otherwise the

equations would be too complicated and difficult to operate. However,

it is believed that the analogy of waves, which exist in those simple

equations will also exist in complicated wave mechanisms. From

this point of view, the following equations were derived in Appendix C

and were given here for comparisons.

Gas Flow Water Flow

a 2 2 2 n2l 12 h n -2

2t' oP oLOR k ax Poh' n4-2 n82 h n02

-a4 p2 a2 ghno 2

1 1

Now we have derived the basic equations of continuity, momentum and

energy; and we have also derived the basic equations of simple waves

and wave propagation. Summarizing these equations and comparing

them term by term, we will have the analogous terms in the two flows.

These identical terms in corresponding equations may be put equal

numerically, because they are already in non-dimensional forms.

This was done in the following two pages.

44



SUMMARY OF ANALOGOUS EQUATIONS

Summarizing all the above equations, we have:

Gas Flow Water Flow

1. Equation of Continuity

u ap au' fa ap' A'l n-1 u' fw )h,n' .

ut- =0 ax- ~h' a,00
Ox' ax aota) at' x'

2. Equation of Momentum

k-i h ~ h0

au' a t Ou' ao 1 apk au ____ (_n_-1 _lu Oh'7t~ -,,,,w U, ) -fA
at' a x' a k-i Ox' at' ax'

3. Equation of Energy

1ot
a(-) _h'__h' 1 n ______-- _-''l

aE' a•ta ,E' (p7 uh' nA___ Dh' - n -a'
at' + (k-i) at, x' ax 1. n

aot a 8)1hn2 u' x ,a R ,h'n 01

Ih

i 4. Equations of Standing Waves

_. = -- 24 J-- gho 8 h n -

at2 = a2 0 x2 _t"- n- x-

'n 1x
a2 P1 2 p) n-g2 D h n-2

2 2 o )22 at2- 2a0  PO2  ho ny . )d h

at---•'[ ) -11 = aogn5

P 0 ni5 1(h)i



Gas Flow Water Flow

a2  p2 Ea p 32 h nh_ gh0  L)2  h r--
- a0 ax-2 U )-' =at;r (7t

a 0  R~ C 40 4J n+l
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SUMMARY OF ANALOGOUS OUANTITIES

Summarizing the analogous terms, we have:

1. Local Speed of sound 1. Local speed of wave

2. Local Mach number 2. Local Mach number
u u

M _,_ M=

3. Local density ratio 3. Local water depth ratio

PO hon

4. Local pressure ratio 4. Local water depth ratio

p h n-i+2

5. Local temperature ratio 5. Local water depth ratio

T h

0 0

6. Flow similarity number 6. Flow similarity number

f a fW

ota n+ w

7. Function of gas specific 7. Function of channel
heat ratio crossection exponent

1
-) (n4+I)

The last condition is the one the water channel crossection must possess in order

to represent a gas flow of desired specific heat ratio K.
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DISCUSSIONS

The relationship (- - (n-1) shows that change of the shape of
'k-1

the crossection changes the values of K. For ordinary gas

problems, the following values of K are interesting:

Equation of Shape of
Flows K n Channel Channel Flows

Crossection Crossection

1. P = c 0 -2 y 2 z = c hyperbolic isopiestic

2. V ý c -1 yz = c hyperbolic isometric

3. T = c 1 cc indeterminate indeterminate isothermal

4. p 1.4 1.5 Z 1.5
k = c cy parabolic isentropic

p 5 =c 1.5 1.0 z cy triangular approxima
5. ____ ____ __________ isentropic

p class ical
6. p2 = c 2.0 0 z c rectangular results

It is also interesting to see that if n ý o. the shape of the crossection

is in rectangular form. and the present analogical results are exactly

reduced to those given in the two dimensional steady flow case (class-

ical results);

p h 2  P h T h a $KE 1

Po h po 0 T 0kI

c Ng'

Because the velocity in a water channel can be made as small as one

thousandth or less of those occurring in agas stream, according to the

analogous relationship of

sound velocity K-P wave velocity g h
p n-1

the time scale can correspondingly be lengthened. This makes hydraulic

analogue a relatively easy way for observation and study of transient

effects in gas dynamics. The slow motion can even be seen by eye. This
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feature is particularly useful for studies such as unsteady flow in

ducts, traveling shocks and unsteady flow such as occurring in

wave engines and might also be useful for study transient phenomena

such as occurring during the starting of a diffuser and the stabilit,

of a diffuser during operation.

It is the purpose of this presentation to brief the "one dimen-

sional unsteady hydraulic analogue" in addition to the classical

"two dimensional steady hydraulic analogue" as possible tools for

the study of gasdynamics by the "water table method".
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APPENDIX A

Discussion on the Assumption that the

Velocity is constant over the whole crossection

Consider the surface s, which encloses a volume V, fixed in

space. The law of conservation of energy requires that the differ-

ence in the rate of supply of energy to the volume V and the rate at

which energy goes out through s must be the net rate of increase of

energy in the volume V. Let U be the total energy per unit mass,

then we have immediately:

"- Up uj nj ds - fUp dv

5 v

By Green's theorem

IA nids I -Advs V
to transform the surface integral into volume integral then

- L (Up uP)- -L (up) dv = 0

Since V is arbitrarily chosen the integrand itself must be zero.

Therefore.

a a
ax- (Upuj) +-a-t (Up) -: 0

Expanding and substracting continuity equation, we have,

a aau aUa0 (u U u)U uj 0U•x-7(Up uj) -• (Up) P 1 -£-- -• - - o

In the present case of one dimensional unsteady incompressible flow,

this becomes

[- -U2 p* pgy] + p u2 p pgy 0

-TT a•x 2
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now if we assume that the vertical acceleration of the water is

negligible compared with the acceleration of gravity, and the

pressure at a point of the field of flow depends on the vertical

distance under the free surface at that point. In other words,

p = pg (h - y)

Substituting this into above equation

P U 2 pg (h - y) + pgy u a [ P H2 + pg (h - y) , pgy] = 0ax 2

Therefore,

a u2 a U2
-(- + gh + u - gh) = 0
at 2 ax

Since the equation does not contain the coordinate I ly' 1, there-

fore the velocity (the particle to be considered is arbitrary "y"

distance above horizontal bottom) is constant over the entire depth

of y. In other words the velocity is constant over the entire cros-

section and is a function of h only.

4L
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APPENDIX B

a b

h 3

Ly X
a b

Consider the volume between a - a and b - b which are dx apart.

In order to help the derivation of the volume integral between a - a

and b - b, an enlarged sketch is drawn on the next page. Now re-

ferring to the sketch, the volume is one which is generated by moving

the plane section of area Ax perpendicular to Ox from x = 0 to x = 1.

So v = Ax dx

where Ax is a function of x. Assuming the surface change between

section a - a and b - b is straight, because they are only dx apart in

this treatment. Then from the sketch

h2 -hly 2 x +h 1

dy = h2 - x

v= yn dy dx

y dx:0 n+1

yn+ +i

f n -2 n -2

(h2 - hj) (n+1) (n+2) [hl - h 2
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Applying the result to the volume between a - a and b - b by using

notations shown in the instantaneous flow diagram; then we have

h1 = h

h2 h + -- dxax

S=dx

dx [ hn*2 -( h+-- dx)n+21

v [h-V h +-a- dx - hl (n +1) (n +2)

h n+2 _(h + xL dx) n]2

v Oh
(n+1) (n+2)

therefore the mass between a - a and b - b is

n+2_ h n+2hn +2(h +--d(x)

0ax
pv = p Oh

-(n +1) (n+2)
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APPENDIX C

Derivation of Equations of Standing Waves

In order to make the hydraulic analogy more clear for one

dimensional unsteady flow, it is best to check further the mathe-

matical similarities of fundamental wave equations in this appendix.

The gas wave is considered to be set up in a pipe filled with gas. The

water wave is considered to be set up in an open horizontal channel

filled with water. In both cases, the pipe and the channel are in a

constant crossection, and the waves are set up in the fluid medium,

while the fluid are considered in no motion except the small oscil-

lations about their equilibrium positions. In the analysis, only the

simple equations of wave formation produced by some simple causes

are considered, since otherwise the equations would be too compli-

cated and difficult to operate. It is believed that the analogy of

waves, which exist in these simple equations will also exist in com-

plicated wave mechanisms. From this point of view, the following

simple equations were derived and compared.

1. Equation of continuity

(a) Airwaves:

Consider the air in a straight pipe of uniform crossection

of area S as shown in figure.

i I
I I

( I(x)+dx)

.'--dx
x x 4dx

Fig (a)
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When a sound wave (or any elastic wave) passes through the

pipe, the planes at different points along the pipe will be displaced

from their equilibrium positions back and forth along the pipe. This

displacement depends on both t and x, the gas ahead of one plane will

always be ahead of that plane, the gas between two planes will always

be between these two planes; that means gas particles already on the

same plane will remain on the same plane which the sound wave

penetrates. Now refer to figure (a) and examine two planes which

at equilibrium are at the distance x and x • dx. The gas between them

has a density po , so the mass is po S dx. When the planes are dis-

placed to the dotted position, the mass between them will not be changed,

but the volume is changed due to the displacement of one plane being

S(x) and that of the other being ý (x 4- dx) = • (x) 2 . dx, and hence theax

density changed to p in order to keep mass constant. Therefore the

equation of continuity is:

pS [ dx r (x ÷ dx) - • (x)] = p [Sdx +- S -L.dx i - poSdx (1)
ax

let the relative change in density be 6 (x,t)

where

S=p-pO P=Po(1 -6) (2)PO

substituting (2) into (1), one obtains

po(1 4- 6)Sdx(1 +-) =Spodx

(1 - 6 (1 1 (3)
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Since the change of density and displacement is small, the product of

two small quantities 6 L' may be neglected.
ax

1+6 + = 1

ax

6=-- a (4)
ax

(b) Water waves

F 1 (x + dx)

t; xý-dx

Consider two planes perpendicular to the length of the channel,

which move with the fluid, and therefore always contain the same

particles, and which before the fluid was disturbed were at a distance

dx apart; at time t, their distance apart will have become

dx+ (x O-dx)-(x) =dx +(x) + dx-k(x) = dx dx

but the quantity of fluid between them will be unaltered and there-

fore by equation of continuity, one obtains

hn+l (h°+ )n+l

ho0 dx =.(dx +-dx) n+)
n +1 ax n+1

here ho = water height at undisturbed condition

77 = change of elevation due to disturbance with reference to

hol it is equal to (h - ho), here h is the instantaneous water height

after disturbance.
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84 I 77 n~l
(1 4-) (1 +- -i (5)

8X h 0

Comparing (5) with (3), one obtains

(1 +6) - (1 -o)

2. Equation of thermodynamics and equation of hydraulics

(a) Air waves: - equation of thermodynamics

dp dv dT
p v T

pNow if V = constant dV = 0 then dp (P) dT
T

dQ EQ p

dQ ---(-p dp = (Ip-) d

Cv=(•Tj = (•p"

(Q)= Cv Tp
4•.Q) =CV( Ta p p

a Q T

for adiabatic change between volume and pressure dQ = 0

Q 8Q dv dp
dQ- dv +(5-P)dp =T (C - C -F)=O0

dv dp
P - Cvp (6)

Now consider the gas in pipe contained between the planes originally

at x and x - dx, the volume of the gas is Sdx and the change in volume

is S -dx.
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Since

Sdx-S [dx ÷ (x -dx) -(x)] -- Sdx -S[dx •(x) i--dx -(x) -- -S- dx
ax a

the pressure is Po0 the change in pressure is p (excess pressure over

PO). Applying the equation (6) of thermodynamics one obtains

aý
C ST dx

P 3x C(p-Cv (-o)
S dx

p - -K P (-•) (7)0 ax

substituting (4) into (7), one obtains

p-KPo 6

ap= K Po a6

8x 0x (8)

(b) Water waves - equation of hydraulics

F = pg (h - y) Zdy = p g +P (ho -- 77
(n1-1)(n -2) (n+1)(n 2)

aF (ng+2) P n ( ) n+l a;"x"- (n- 1) (n+ 2) 0h a"x"

- ih +?I) nl a
(n+1) 0 a (9)

This is the hydraulics equation of the relation between change of

hydrostatic force on the volume and change of water height of the

volume.
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3. Equation of motion:

(a) Air waves:

S S
P + p(x) P0 rp(x -dx) = Po -p(x)- dx

-dx

The equation of motion can be written immediately

2
SIPo + p(x)I -S [Po + p(x) + 2 dx] - po Sdx LL

axa2

where ý is the displacement of the plane along the pipe

Po -)--- (10a)

p
_Ll_ý 1 a2 8 o
at2  -- K 0  8x

putting it in non-dimensional form as before

E2 4 1 aota p
a N'(10)

(b) Water waves:

ho k+1 a2  8Fd
p - )dx--- -- dx

a ax (11)

here• a is the acceleration of the small volume between twoat2F
sections dx apart in undisturbed state, and-2 dx is the differential

ax
change of the hydrostatic force on the volume.
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Substituting (9) into (11) one obtains

a2  _ , ) nlI a7
-g(1 o ax (12a)

• ghS_- T n +2

n-2 -x [(1 o -1

ghn n4l a 77 n;2n -n1 (-n-7) - [ (1 ho

putting it into non-dimensional form as before

gho
a2 _ .) ni) a 77 n 2

f (2) [(1 T -1] (12)

comparing (12) with (10) one obtains immediately

( gh o tw1
aota) (En+1 K n

K - -2

P 1 1)n n-2
PO h

4. Equation of waves

(a) Air waves:

Substituting (4) into (8) one obtains:

ap _2•= x KPo'
ax 0 ax 2  (13)

Substituting (13) into (10a)

_ a 2

at 2  o ax 2  (!4)
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Similarily

82 21a52

at ax (15)

a26 a2 2 65

at 2  o ax2  
(16)

Equations (14), (15) and (16) are the fundamental wave equations.

(b) Water waves:

Between (5) and (12a) either 77 or ý can be eliminated

out, the result in terms of ý is simpler, so partial differentiation of

(5) with respect to x gives;

32
x2 (n (1 1 817

(1+ h)•)2 ho 8-"x (17)
( 9x

substituting (17) into (12a), one obtains

02 L
a2 gho __ ax2

na.1 - (1i h 0  E) 2(1'-•)

substituting (5) into the above equation

2

at ' I 2n +ni3

From equation (5)

(1 7) n+1

Therefore

62n -(nl) (T-)
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Since-! is a small quantity, is also small in comparison to 1.

hoi a.
2n -•3

( +2Lx) n+1
a x

((18)at 2 nl=8

Similarly

a2  n+2 ghl 0 2 1 n+2
-t2 ) x f (1 + ) - 11 (19)

a2  -i. - 0 2 ho nn-1

8t 2 [+ n+1 gh° x2 [ (1 s7)n -1] (201
c,2 ho (n-+1) ax 2 -ho

Equations (19) and (20) can be proven, since the differential equations

are satisfied by the functions of 17 found in those brackets of (19) and

(20). The proof is as follows:

substituting (5) into (19) one obtains

n+2 n+2
a2  a) n+1 gh a2 _ a- n.i-1S[1(1±-•) -11 a x--- f(14--) -1!

a2  _ (gho)

at 2 -nl x

The result is the same as equation (18) which has been proved already.

Since equation (18) is satisfied by ý, equation (19) is satisfied by 27.

Similarly equation (20) may be proved. Comparing equations (18), (19),

and (20) with equations (14), (15) and (16) respectively after putting them

into nondimensional form, one obtains again.

P [(71 - n+2

F;-= [ ( 1 - -T-- ) -i1]
o o

h
0
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5. Equation of wv.ve propagation velocity

(a) Air waves:

The wave propagation velocity in air is well known as the sound

velocity in air which can be expressed as

a2 =dpKp
dp p

so the wave propagation velocity in undisturbed stream is

a 2 - K Po

0 Po

(b) Water waves:

The wave propagation velocity of water in an open channel of a

constant crossection of any shape with a straight horizontal bottom

was derived mathematically by J. McCowan. *

c2 = gA

b (21)

where A = the area of the crossection

b = the breadth at the free surface

Applying equation (21) to the crossection Z = yn Then

h n±1

c2 +1=
_ 

nhn

so the wave propagation velocity in the undisturbed stream is

2 gho)CO = "n-l

* J. McCowan: p. 258, Philosophical Magazine, Vol. 33, 1892.
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In this appendix the following equations have been deri\cd.

Equations of Gas

1. Equations of continuity:

ax

2. Equation of thermodynamics:

Op KP
Ox 0x

3. Equation of motion:
a2ý 1 a ta 2 ap_'=• _-" ( 0 ) -x,
at, 2  K R a x

4. Equation of wave:

at2 0 aX2
___ 

a2 22+_a0

t2 - xo

826 2 826
at2 - a0  -2

5. Equation of wave propagation velocity:

a = K1)
p

Equations of Water

1. Equation of continuity:

4-7? n
hoOx

2. Equation of hydraulics:

OF pg n +1 an

Ox (n -i) ax
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3. Equation of motion:

/ h 2
n2i n='n-t a ,7 n2

at' 2  - [n-• K aw -71

4. Equation of wave:
a2t ho. a02x
at--2= n•

2 rj n +2 gh 2 7 n-2
t2 [) -- ) - 11

a2  77 n-1 (yh a2  77 n-1[t-- [ ( I h ) -o 1]Tx2 3- ( 1 ) - 1
(12 0  (on I X ho

5. Equation of wave propagation velocity:

Comparison of the corresponding equations in the two cases show

that these corresponding equations have the same forms respectively.

From these we may derive the conditions for the analogy that the

following analogous magnitudes hold valid for the two cases:

77 n-1

0

(1ta - n -

fa fW

1 n~l
k n-2

P [( 1 )n2 _ *

PO ho

,7)n -16 = ( ' - 1

* Note here the symbol "p" is the excess pressure.
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NOMENCLATURE

A = Crossectional area of channel

a = Local velocity of sound =TK2p

Cp= specific heat at constant pressure

Cv, specific heat at constant volume

C = local wave propagation velocity = fg--
h = local water depth of flow

k = ratio of specific heats = Cp
Cv

f = some characteristic length in flow

n = exponent in relation Z -- yn Z = width of channel, y = height

of channel

P = local pressure

ta = some characteristic time in gas flow

tw = some characteristic time in water flow

t = time

T = local temperature in gas flow

u = local velocity of flow in x direction

Greek letter

p = local density of fluid

6 = relative change in density = p - PO
PO

= a function of x. which represents the displacement of the plane

disturbed by the wave motion

71 = change of elevation of water due to disturbance with reference to h
0

Subscripts

a = air flow

w = water flow

o = undisturbed condition or the initial equilibrium condition
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HIGH TEMPERATURE GAS DYNAMICS

PHENOMENA IN HYPERSONIC FLIGHT

W.H. Wurster and
C.E. Treanor
Cornell Aeronautical LaL.

S9



90



IIIGH-T~4M?2i.tRJ , G,;3 JY1.:CS .NH: _' :x r H17J,2.1 FLI:

By: ,. H. ,urster and T. C. Treanor

Cornell Aeronautical Laboratory

The advent of .typersonics has brouw ht about a hosG of new problems

relating to the nature of the medium through which high-speed aircraft

fly. These problems arise not only from the direct effects of high

velocities and low densities, but also from the influences of the chemical

processes induced by flight at these conditions. These reactions include

the dissociation of the normal molecules of the atmosphere and the formation

of appreciable concentrations of new radicals and molecules. The effects

of such reactions on various aerodynamic properties such as heat transfer

and sound speeds are being extensively studied. I would like to emphasize

still another problem, namely, the stucy of the interaction of electro-

magnetic radiation with high temperature air. Several examples can be

cited where such a study is of direct value. "e have already heard, and

shall likely hear further at this symposium of the i-Mortance of radiative

heat transfer at high-sneed flight conditions. Further, in the case of

the increasingly popular concept of high-soeed reconnaissance not only the

fidelity of visual records but the actual nossibility of obtaining records

with such a vehicle depend strongly on the radiative properties of the

shock-heated air around the craft. A sheath of heated air can modulate the

radiation from the ground to the detectors within the craft by absorption,

and can further complicate data by emitting radiation of its own. In both

cases it is important to know the identification of the optically active

constituents of this sheath and the dependence of their radiative properties
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on wave length, termperature and density.

This research was initially sponsored byr the iir "orce S'ecial U.eapons

Center at Kirtland Air Force .3ase, li~e exico. The ultraviolet absorptive

properties have been measured and a ;-reliminary report of the results set

forth CC.a.L. Rept. 1:o. Q01-997-A-l). i would first iike to review briefly

the exoerimental orocedure and the results of that work, and then oresent

the results of subsequent exoeriments.

Slide 1: The air to be studied was placed in the lou pressuare section of

a clean but otherwise conventional closed shock tube. The orocessln[g of

this air by the nrirary and reflected shock waves produces for about 100

rmicroseconds a small pocket of coi-apressed and heated air at the end of the

shock tube. This air is in thermodynamic equilibrium at hig•h temperature

and density. During this interval, the continuum output of a xenon flash

lamn is passed through the gas, and the resultant absorption spectrum

photographed with a medium quartz snectrograph. Impurity radiation from

the shock tube, which usually attends the ternaination of the equilibrium

interval is eliminated from the record by a hivch speed shutter placed in

front of the spectrograph slit. -A photomultiplier tube mounted vithin the

spectrograph records the exact time at which the absorption spectrim is

taken, and monitors the operation of the shutter. The state of the gas is

calculated using the initial conditions before the run, and the measured

shock wave soeed. Ion gaps serve to detect the nroress of the shock along

the tube.

Perhaps the most significant finding of this study was the strong

absorption of ultraviolet radiation by shock-heated air. The next slide

demonstrates this effect.

Slide 2: Here is a direct ohotograoh of one of the spectrograph olates,
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depicting the region froi 2550 to 3500 lngstroms. The spectrum labelled

"background" renresents the unmodulated outnut of the -xenon flash laxlp,

rhile that designated "absorption" is the same flash through the air in
the shock tube which has in this case been brought to a teo~erature of

h400° K at four times atmospheric densit•r. The renaining spectra -ere taken

through filters to calibrate the ohotogra-)hic plate, while the superi.-)osed

iron arc 7nectra furnish accurate wave length references. ,s can be seen, at

3000 R a structural absorption sets in, which gradually increases in strength

until at 2600 R the absorption is greater than 95.. Under these conditions a

layer of air only 1 1/2 inches thick has essentially become opaque to this

radiation. j>:periments in pure nitrogen revealed no absor-tion, while similar

runs in nure oxygen show a structured absorption aLr.ost identical with that in

the shock-heated air. gomparison of the structure in both cases with published

oxygen irssion data have established unanbigýuously that ex:cited nolecular

oxygen is by far the chief contributor to the absorption of heated air. i•s a

result of this 7-redominant role of oxygen in the determination of the optical

nronerties of air, the emphasis of the research was shifted to a basic study

of the absorptive properties of the oxygen molecule. This study is being

sponsored by the Air Force Office of Scientific Research. Transition

nrobabilities for several vibrational bands in oxygen have been obtained

which enable their contribution to the absorption and emission of air to

be calculated for any arbitrary conditions of termperature and density,

including those unattainable in the laboratory.

ilide 3: It may be een•hasized that this discussion relates only to transitions

of the Schurmann-D.unge system in molecular oxygen from high ( 8 - 16 )

vibrational levels of the ground electronic state to theO0-2 levels of the

upoer electronic state. The normal vacuum ultraviolet absorption of cold
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oxygen, which takes olace from the lowest vibrati.onal level of the 7round

electronic state has been studied by .Dichtbturn and Heddle (Proc. Roy. Soc.

A 226, 5o9, 1954).

Let us consider some of the factors involved in the neasurement of

transition probabilities.

Slide 4: 3iven a layer of gas of thickness d unon which radiation of

intensity I° is incident, what can be said of the intensity oif the tranr-

ritted bean? If we consider tvo energy levels of the molecules, 1, 2, bet.jcen

which transitions can occur, one would, in -eneral, e:rpect energy to be

removed from the beam at the wavelenith which corres:,onds to the energy

difference of the levels involved. In an absorption spectriim, this would

give rise to a line of decreased intensity at the corresnonding wavelength.

The expression for the transmitted intensity is given by the usual

Beer's Law, where we see it is proportional to the incident intensity I and

to the normal exponential attenuation factor. Here d represents the oath

length through the gas, N1 the number density, particles mer cm3 , -hich are

in the lower state 1, and d is an absorption coefficient w:hich is related

to the probability for the occurrence of an absorbing transition. it is

represented as a function of X since in general the absorntion lines are

of finite width. The line width and shane is, in fact, dependent on the

thermodynamic state of the gas. In general, the lines broaden with an

increase in temperature and density in a knoim mranner. It should be stressed,

however, that the integral of oC(A)dO over a given line is a fundamental

molecular constant for the particular transition. It was in fact the measure-

ment of this quantity which constituted the research oroblem.

The quantity N1  is obtained by calculating the Boltzman distribution

of molecules for the energy levels involved, being given the equilibrium

94



conditions of the tempera- . and density of the gas. Two points may be

mentioned here. First, it is just this factor V1 which gives rise to

the fact that oxygen at room temperature is completely transparent to

ultraviolet radiation, while heated oxygen is strongly absorbing.

The transitions which correspond to these energies take place from

high-lying vibrational levels of the oxygen molecule, b-18. At 45000 K,

one molecule in every hundred is in the dth vibrational level, while at

room temoeratures the ratio is 1 in l025. In terms of path leng-th, the

same absorption by l-½ inches of gas at 45000 K would require at room

temperature a oath length measured in light years. The overall absorption

is thus very sensitive to temperature through the strong temperature

dependence of N1 .

The second noint is that it is in the evaluation of Y that the shock

tube comes into its own as a device for the thermal excitation of gases

for spectroscopic work. As mentioned earlier, these transitions are of

importance only in the heated gases, since only then does the population

factor become large enough to make the absorption measurable. The usual

arc and spark means of gaseous excitation, while producing a sufficient

temperature, are not as suitable for these studies. Such sources are

generally not in complete equilibrium, rendering the calculation of N1

difficult, and also contain large temperature variations, so that an

estimate of the pathlength d is poor. In the shock tube, however, the

length d is accurately defined by the inside dimensions of the tube, and

the gas contained therein has been uniformly brought to a high equilibrium

temperature. One condition on shock tube applicability is the short dura-

tion (of about 100 microseconds) for these equilibrium conditions during

which the spectrum must be recorded. The intensity of the light source
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must be coripatible with the optical s')eed of the instrumentation to

produce workable density levels on the -'hotographic plate.

1he measurement of the absorption ...as made usin, the techniques

described earlier in the absorption work in hteated air. Several

modifications w,'ere however required. 3ince it is the integral of the

area under the absorntion curve that constitutes the data, it is -lost

important that the snectral line shane be recorded with high fidelity.

It is clear, that the effective slit width or "w-indow fumction" of the

instrumentation which essentially scans the line must be small compared

with the line width. A large Littrow quartz spectrograph iith high

disoersion was therefore used to nhotogranh the spectra. And here again

the shock tube proves itself useful, since the gas can be excited at

high densities. The collision broadening of snectral lines increases

directly with the density, and so the lines can be ourposely broadened

to produce a more favorable ratio of line-to-slit width.

Slide 5: is a section of the photographed spectrum and depicts a

typical absorption band of the Schumann-Aiunge system in heated oxygen,

together with the corresponding densitometer trace. This particular

band consists of rotational transitions (between 3230 and 3370 ýngstroms)

of the 0,13 vibrational levels. As was demonstrated in the orevious slide,

these transitions take olace from the thirteenth vibrational level of the

ground electronic state, to the zeroth level of the upper state. The

general nature of the band consists of the pairs of rotational lines which

comprise the P and R branches of the band. At the right of the photograph

is visible the head of the next (O,l4) band, w]hile at the left are the

lines which comprise the tail of the 0,12 band. The small isolated lines

which sometimes appear between the pairs of the 0,13 band are due to
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overlanping with the Preceding band.

It may be Pointed out here that the envelope of the absor---tion

maxima actually nortrays the 3oltznann distribution of the Population of

molecules in the lower levels of each transition. This can, in nrinciple

be used to determine the rotational temperatlure of the ,-as. Howlever, at

these tennerat'ures the shape of the envelone is not a sensitive functi!on

of the te-merature, so that the intensity distribution of a singl7e band

does not readily afford an accurate thermometer for the gas.

The degSree of resolution is evidenced by the separation betw:ecn the

pairs of lines. For P = 4•7 and R% = 51 the separation is about one 19nrgstrom.

If the density is increased to 8 or 10 atmospheres the lines broaden to the

extent that nany of the line nairs coalesce. At this point the line i.Tidth

is about 8 t:Uies the effective slit wlidth, wThich results in a good determi-

nation of the line shape.

11-easurements have been 3ýde of the (0O,13) and (0,14) bands of this

system under varying conditions of temperature and density, The last

slide Presents the results.

Slide 6: Properly weighted areas under the lines were measured for various

transitions of each band and plotted as a function of their energy. A -more

detailed description of this manner of data presentation is given in

AooTendix 1. In a graphical representation of this type, the points should

lie on a straight line. The intercept at E = 0 yields a constant from

which the transition Probability can be extracted.

In the grTaoh shown here,, both the (0,,13) and(O-l4) bands are presented.

The difference in the intercepts corresnonds to the difference in the

resToective transition probabilities. The slope of the lines in this graph

is -1/KT and hence is specified by the gas temperature. In the present case
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the scatter of the data limits the agreement w'ith gasdynxically calcuLated

temoeratures to l10. This scatter is due in large nart to the fact that

all transitions were directly included in the graoh, T.,here in fact the

contribution of the hil-her rotational levels of an overlampin. adjacent

band should be subtracted from the lines affected. Ar reduction in the

scatter w:ould nermit a separate determination of the slope.

The s-read in the value of the transition probability, using the

calculated tennerature is about 15o> and reoresents a nrecision accentable

in this field of work. The f values, a measure of the transition

probabilities, are .006 for the (0,13) and .005 for the (0,l) bands.

These f values are defined as the ratio of the measured absorntion to

the absorption calculated for a classical electron oscillator. It is

these values which constitute the constants for these transitions of the

oxygen molecules, and from which both the absorption and emission by

oxygen can be determined for any pathlength underany thermodyrnam c

condition 3.

4ith the w:ork we are doing at the present time, we ho-e to mrovide

transition nrobabilities for some 20 bands of the Schumann-.Lunge system of

oxygen. These bands lie between the vacuum ultraviolet limit and the

visible wavelength regions, and corvnrise the chief absorbing system in

02 therein. Plotted on a ýraph such as this the extension over many bands

will yield an accurate measurement of the rotational temperature, and serve

as an indenendent spectrograohic check on the tem.-erature obtained by shock

wave calculation. And in sone cases where thie termperatures are not readily

calculable, calibrated r3asurenents can nom be made.

in conclusion i would like to -joint out the further a-plicability of

these findings in two other research fields. One is in the area of chemical

kinetics, which is concerned with the dissociation and recombination tines
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of radicals and vtol.ecules •j-a :;itiih ie, etcr:.Lination of reaction

mechanisms. 'linsider for exam'lle the absorption z'nectrun of an oxyten

reactin:t- m-inturc' iaken in ,i sriall irterval of tiJU:e, the orer of

second,-. 'Tlhe strength o.' the absorotionr io 'eaEurecl fro. th.e --hoto •rarhic

Plate and since the transition irobabilit•r is now =,norn, one then directlY

obtains the nonulation of the various vibrational levels of thie rio l e cule.

Ilot only can vibrational rclaxation tnes ',,e vcrified, but the role of

oxygen in a fla.e or co:mbustion reaction ca'i be established.

l'inally,, the abilitv to measire •-uantitatively the noOulation of the

molecules in 'ibrational levels su'.j crts the use of flash absorntion

spectroscooy for the determiination of the degrce of ecuilibrium in h1- er-

sonic flows. In shock tuniels and nozzles the flow fields and boundary

layers can be nrobed ontically and the state of the gas La-ned throughout

the configuration.

In the light of thesc considerations, it apiears that the measurement

of molecular transition probabilities has direct application to the problems

of hypersonic aerodynamics.
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i'here

fo4 nwxnber of' oxm:gcrl nolecuýles per cubic ccntimcter

(21"+) = rotational degeneracyr factor

S) (, = nartition functions for rotation, vibration, resnectively

A = Boltzmann constant.

T = absolute temnerature, 01,

= -f value for the Schi-,rAnn-1 .unse transitin from v"1 to v4..

This transition orobability is independent of EKi.

ilearranging the equation, and taking the logarithm of both sides

oKi +1J -:fl' Al

The usual method of handlin- these data is to .lot the left-hand side of

the equation vs E0. It can be seen that this should yield a straight

line with slope equal to - AT and the intercept of the line at

0 gives the f value for the transition. in the graph of

ffigure 6, all energies were measured relative to the 1,"=0 level of the

(0,13) band, so that the data fror both the (0,13) and (0,lh) bands are

shoim on the same graph.
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GENERATION OF PRESSURE WAVE FORMS THROUGH THE DETONATION OF

EXPLOSIVE CHARGES

D. C. Anderson
Armour Research Founda-

tion of Illinois Institute of Technology
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Generation of Pressure Wave Forms

Through the Detonation of Explosive Charges

D. C. Anderson

CHAPTER I
INTRODUCTION

This study investigates the general behavior of shock waves generated

through the detonation of high explosive charges. The analysis in particular

is concerned with one dimensional flow, that is shock waves propagating

down a unit cross-sectional area channel. It is also limited to shock waves

with shock front overpressures (i.e., pressures immediately behind the shock

front) of ten atmospheres or below. With these limits and restrictions it is

seen that this study confines itself to shock waves which may feasibly be gen-

erated in a shock tube.

The analysis is similar to that previously made for calculating total

energy yields for atomic bombs. 1 , 2* However, in this case, because of the

limits and restrictions placed on the study the end result is different and

yields far more information. The analysis leads to shock strength-scaled

distance and shock strength-scaled time decay curves, where shock strength

is defined as the shock front overpressure to ambient pressure ratio. It also

yields, under the assumptions made considerable insight into the behavior of

the gas flow variables behind an explosive generated shock.

The laws of conservation of mass, momentum, energy governing the flow

are all employed and satisfied in carrying out and completing the analysis.

With these results an approximate method is developed for generating

various desired pressure pulses.

*For all numbered references see bibliography.
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CHAPTER II
DISCUSSION OF THE PROBLEM

A sketch of a typical distance-time curve for a shock wave propagating

from a zero origin is presented in Figure 1. The figure shows the shock front

distance R as a function of t, time, and also a typical particle position r 1 as

a function of time. This figure will be referred to periodically throughout the

analysis for a better understanding of the presentation.

The Space Density Distribution

The study begins with the assumption of a density distribution, namely

q(t)

p(r)=p5 Fri() 1

where p is the gas density behind the shock at a distance r 1 from the origin,

P s is the gas density at the shock front distance R, and q is a function of

shock front conditions to be determined by considering conservation of mass.

At a fixed time, t, Eq. 1 depicts the spacial density distribution behind the

shock.

Justifications for such an assumption on the density distribution are: (1)

it is known that the density is some monotonically decreasing function with

the distance behind the shock front, (2) the observed density distribution is

closely approximated by this power law, and (3) it yields, as will be shown,

results which are in agreement with experimentally gathered data. The fact

this assumption requires that the density go to zero at the origin is in all

probability its main error. However, in reality the density very nearly goes

to zero at this point for shock front overpressures of two atmospheres or above.
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The difference is negligible. For weaker shocks the assumption is still good

but not as accurate.

The value of q will now be determined by considering the conservation

of mass law from the origin out to the shock front distance R. This states

R
f pdr = p 0 R
0

for a constant time, where Po is the ambient gas density. Substituting the

value of P from Eq. 1 into the above integral and integrating results in

P5 R _
-PsR

q+ -1 0

Solving this equation for q gives

ps
q = Ps - 17s1 (2)

where Is is the ratio of densities across the shock front.

Space Particle Velocity Distribution

Conservation of mass is again employed, but this time the mass from the

origin to a particular particle path is considered (see particle path r 1 (t) in

Figure 1). This gives the integral equation

fr dr

0

where R1 is the particle distance before the shock engulfs it. Using Eq. 1

and integrating gives

rq

R5  rl P r,
q + q + 1 = PoR,

where Eq. 1 is again used after integration.
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Next the substantial derivative,

D = a + a
Dt at ar

dr
where u is the particle velocity and is equal to t-, of the above integration

result is formed. This gives after simplification

Dp + pu p d(q + 1)_ 0
rY r q +T dt

The one dimensional conservation of mass equation

Dp + p Lu = 0Dt ar

is combined with the above equation to give

au U 1 d(q + 1)
Sr -r q+ 1 dt

The solution is readily obtained with the substitution u = r y and integrating

with respect to r at a fixed time. The solution is

u 1 d(q + 1)
r q + 1 dt Inr+A(t)

where A (t) is the constant of integration which may be function of time. At

the shock front the solution becomes

us 1 d(q + 1)

RI q+ 1 dt lnR+A(t)

where us is the particle velocity at the shock front. From this equation the

value of A (t) is evaluated, and the final particle velocity distribution may be

expressed as

u=Us(1) [1 a(t)u1 I )n (3)

wh3ere
C R d(q +1)

U-s q +1 dt

This value of a may be simplified considerably as follows:
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a R 1 d(q + 1) _ R i d 5s dR
us q +I dt us 7s dR dt

U R di7s _7s R ds
Us i5 s dR 7s -1 I s dR

d In ( 7s - 1)

d In R

where

dR
U - dt (shock propagation velocity)

and

U _ 
7s

us us -

from the Rankine-Hugoniot relation 6 obtained from the conservation of mass

across the shock front.

Space Pressure Wave Form

The conservation of momentum equation states

aP - Du
ar Dt

where P is the absolute pressure.

The space pressure wave form may now be found by considering the f ol-

lowing integral at a fixed time.

P f ý-P dr=- p u dr
a Jr jDt

The quantities in the integrand on the right may be found either directly or

derived from Eqs. 1 and 3.
Du

In forming the substantial derivative R- all of the quantities appearing

in the expression for particle velocity, Eq. 3, are functions of time. The

derivative is thus formed and combined with the density expression to give
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dr dus dR

the above integrand. The integrand contains such expressions as dt dt dt'

and -d which are all rewritten as follows

dr U =Us (L) [1- n (aI )]
dR

dus dus usU d In us-- U

dt dR =R dIn R

da _ U da •__ d In a
dt dR R d In R

With the integrand expressed as a function of r the integration is per-

formed and the constant of integration is evaluated at the shock front. The

resulting pressure wave is

P(r) - PO 1- K r+ ?7s +1 K + L I -ý 1F 2]rx(4)
P5R) - P0  lK+ R) LRLn~ RMl(~

where Po is the absolute ambient pressure, and Ps is the absolute pressure

immediately behind the shock front. The quantities K, L, and M are

parameters dependent on shock front conditions only. Their values are

I a •sa 1 )2

Us+I

K 7 + )7 LK~ 's+ 1)'s + 1 ~(1 77VI + )
2

qS+ 17

M= ?is 2
?Is1

where
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d In us

SdlnR

and

d In a
d ln R

The Total Shock Energy Yield

The total shock energy yield, W, manifests itself in two forms: (1) the

kinetic energy, EK, given by

EK f R (1/2) p u2 dr
0

and (2) the internal energy increment, El, given by

Ei= f ePdro- Po f° dr
0 0

For ideal gases the internal energy is known to be a function of state only,

and hence the internal energy per unit volume can be written as E PV, where

E is at most a function of state, and not of process. Here V represents

specific volume. For a stream tube of unit cross section, the specific vol-

ume is numerically equal to the length of the tube enclosing a unit mass of

fluid. Hence, the above expression represents the change in total internal

energy of the fluid from the origin to the shock front. It can be shown from ther-
1

modynamic considerations that e - whether or not y, the ratio of

specific heats of the fluid, is a constant.

Over the range of pressures considered in the present analysis, y is

known to be substantially constant at the value 1.4; then 6 = E0 = 5/2.
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Using the values of p and u given by Eqs. 1 and 3 respectively, the inte-

gral for kinetic energy may be evaluated readily. It gives

1 2 R [1  2 a (1+ a
EK =2 Ps us . + 2 + 1 s+---

Likewise, employing Eq. 4 the integral for the internal energy increment is

found to be

E,=5(Ps Po)R F1 - K+ K L 2 + 2M 313
2 -K s + 2 (77s + 2) (s + 2)

adding the two expressions and using the conservation of momentum across

the shock front to simplify the equation results in

W = E + E =I (Ps - Po)R L +2 + s 1s+

+5 l-K+ K L 2+ 2M 3

rns + 2 (rns + 2) (ris + 2).

Equation 5, as will be shown, is a second-order differential equation. It

must be revised in form in order to be solved. First the following are defined

S(shock strength) = LsPO

X (scaled distance) - P°R
W

and
X (ý, R) d lIn( - 1)

dln R

Using the first and last definitions, and employing the Rankine-Hugoniot rela-

tions between p, u, and P at the shock front, it is found that

dIn (77s - 1) 7X

dIn R 4+ 6
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dIn us V + 4 X
dlnR 64 + 1

and

dIn a_ dIn X - 1 x
dlnR dIn(4- 1) - +6

Now with the help of the Rankine-Hugoniot relations again, and the above

values for a, 03, and 0, Eq. 5 becomes

1 = 5(t- 1) F 2442 + 1694 + 52 x - 7(2442 - 1254 - 46)
X=2(84+ 13) L_8 +6)+ 84 + 13 (8 + 13)2

+7(6 4 + 1) X2 d In X
84+ 13 din(x- I)

which is of second order and may now be broken up into two first-order equa-

tions as follows.

dX
dt X(4•-1)

and

1 2(8 + 13)2 - (84 + 6)(84 + 13) - (2442 + 1694 + 52) X
dX X 5(4-1)
dt 7(64+ 1)(4 - 1) X

7(2442 - 125 4 - 46)

+ 8+13
7(6 4+ 1)( 4- 1) X

These two differential equations were integrated numerically on the IBM

650 computer using the Bell Telephone Laboratory Li interpretive routine

and the R.C.A. Laboratory routine for the solution of differential equations. 3' 4

The R.C.A. differential equation routine integrates a set of differential equa-

tions numerically using the Milne method. The initial equation must first be

written as a system of first order ordinary differential equations. The system

is then solved by use of the "predictor" and "corrector" equations of Milne.
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The integration is initiated by computing the first three points by the Runge-

Kutta-Gill method. Both of these methods yield fourth order precision, that

is truncation errors of order h5 , where h is the increment interval.

The routine provides a criterion whereby the increment size is altered

until the absolute value of the difference between the "predictor" and "cor-

rector" values of the solution do not exceed a certain pre-specified amount.

In the solution obtained this amount was specified as 29 x 10-

The coding process for the machine, when using the differential equation

routine, involved simply coding the functions determining the differential

equations. The initial conditions as well as certain constants required by this

routine had to be specified. The solution was continued until 4 - (1.01 + h)

became less than zero. Initial conditions were taken from experimental data

gathered at the Air Force' s shock tube facility at Gary, Indiana, several runs

were made using different initial conditions for each. Two of these runs are

plotted in Fig. 2, 4 versus X. They are represented by the broken lines; the

solid line represents experimental data. 5

The solutions given by the computer for the differential equation indicated

that the problem in some way may be overdetermined. This was so indicated

when the computer, regardless of starting initial conditions, tended to seek

out new initial conditions which would yield a smooth solution procedure.

Whether or not the problem is overdetermined is as yet unknown, but the

solution obtained is considered in good agreement with experiment.
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Typical Single Charge Wave Forms

In addition, the problem was set up on the computer to yield values of X

and dd• from which values of a, f3, *, K, L, and M are easily computed.

Table I lists these values for the range of shock strengths considered in this

study.

It is now possible to plot typical density, particle velocity, and pressure

wave forms using Table I and Eqs. 1, 3 and 4 respectively. Figures 3 through

8 present these wave forms for shock strengths of two and three.

Development of a Time-of-Arrival Curve

Until now the analysis has been independent of time, which has thus far

appeared only as a parameter. Now, by further considerations, a shock

strength- scaled time curve will be constructed.

The Rankine-Hugoniot expression for shock velocity

U= c [64 + 1]1/'2

is used to plot U/c versus 4 (see Fig. 9), where c is the sound speed in the

region immediately in front of the shock. This curve is used to determine an

average value of U, say U, between two shock strengths. From the curve

of A versus 4, Fig. 2, values of R are extracted corresponding to various 4,

for example at 4 = 10, R = 0.066 W . In this manner a AR is found between

two shock strengths. This corresponds to a U, and so yields a At, At = &R
Poc(t-_tl) U

The time corresponding to 4=10 is assumed to be t = t1. W is

now plotted versus X, shown in Fig. 10. This curve is extrapolated back to

where A = 0 to find a value for t1 .
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P ct
With this value of tl, 4 versus -0- is plotted and is shown in Fig. 11.

W
The addition of this time-of-arrival curve makes it possible to find, if given

values for any two of the following, • , R, t, or W, the remaining two.

Table 1. Single Charge Parameters

*I K L M

1.3 - 0.854 - 0.800 0.099 0.992 0.631 - 0.066

1.5 - 0.801 - 0.729 0.120 0.976 0.496 - 0.091

1.7 - 0.762 - 0.681 0.130 0.959 0.400 - 0.107

2.0 - 0.715 - 0.624 0.168 0.937 0.275 - 0.122

2.6 - 0.648 - 0.566 0.199 0.891 0.130 - 0.133

3.0 - 0.614 - 0.540 0.218 0.865 0.064 - 0.134

4.0 - 0.540 - 0.494 0.289 0.808 - 0.052 - 0.125

5.0 - 0.477 - 0.459 0.393 0.760 - 0.131 - 0.108

7.0 - 0.358 - 0.387 0.578 0.665 - 0.266 - 0.069

10.0 - 0.437 - 0.557 - 4.243 0.442 1.431 - 0.112
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CHAPTER III
SINGLE CHARGE RESULTS APPLIED TO MULTIPLE CHARGE

SYSTEM FOR GENERATING DESIRED PRESSURE PULSES

In retrospect the results obtained in this study specifically are; (1) a

shock strength-scaled distance decay curve, (2) a shock strength-scaled time

decay curve, and (3) a complete description as to the behavior of the gas flow

variables behind an explosive generated shock front, that is, under the power

law density assumption.

Shock Strength-Scaled Distance Curve

The first of these results as shown in Fig. 2 is considered in good agree-

ment with experimentally gathered data. That the theoretical and the experi-

mental curves do tend to separate for the lower range of shock strengths is

more than likely due to the fact that the assumed density distribution is less

accurate for low values of shock strength. These two curves do agree quite

well, however, for shock strengths above two. This result enables one to

calculate the conditions necessary to generate a desired shock wave. For

example, if the distance and shock strength of a desired wave are given, the

size of the charge necessary to generate the wave may be easily calculated.

Shock Strength-Scaled Time Curve

This curve, as shown in Fig. 11, shows the time decay history of an explo-

sive generated shock wave. It serves somewhat the same purpose as the shock

strength-scaled distance curve. With the addition of this curve it is now pos-

sible to calculate the time of arrival of any given shock. This time decay his-

tory also makes it possible to calculate numerically the density, particle

velocity, and pressure time distributions behind an explosive generated shock

wave. With time distributions a direct comparison may be made with experi-

mentally gathered data.
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Behavior of the Gas Flow Variables Behind the Shock Front

Although this study makes the calculation of the various gas flow variable

distributions behind the shock front possible, both space wise and time wise,

it must be remembered that this is only under the density power law assump-

tion, Eq. 1. However, the distributions, some of which are shown in Figs. 3-8,

do give some indication as to the expected behavior of these gas flow variables

behind the shock front. This behavior is also supported by what is experimen-

tally observed.

Probably the most significant result this study brings forward concern-

ing the behavior of the gas flow variables, is that concerning the existence of

a positive pressure phase duration (that is, time measured from the shock

front back to the point where the pressure drops below ambient). Previously

the existence of such a duration has been taken for granted, the reason being

that it has been clearly observed in the case of a spherical shock wave. How-

ever, in that case spherical divergence tends to emphasize the peakedness of

the explosive-generated wave, and therefore explains the existence of the

positive phase duration. In the one-dimensional case no such divergence

exists and therefore such a duration need not exist. This is precisely what

is indicated in this study. For very weak shocks, that is 4 -' 1, the analysis

does indicate that such a duration is present, which is to be expected as the

overpressure never differs greatly from ambient pressure.

The analysis is supported by experiment in that a positive pressure phase

duration is not clearly defined on pressure-time records taken in the shock

tube. Records taken at the Air Force's Gary, Indiana Shock Tube Laboratory
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indicate that the pressures merely approach ambient pressure asymptotically,

and do not drop below.

With such experimental support it is felt that this analysis does give an

insight not only as to the over-all behavior of an explosive generated shock

wave, but also the behavior of the flow variables behind the shock front.

It is with this foundation then that the following sections derive an approxi-

mate solution for generating various desired pressure pulses.

Approximate Method Employed for Multiple Charge Problem

In order that a solution for a second charge may be found, the conditions

set up by the first charge must be considered. It is therefore assumed that

the first shock sets up a new set of average ambient conditions given by the

expressions

Rp dr

Jo R

fodr

and

fcRu dr

R

f dr

These are easily computed using the pressure and particle velocity wave

form solutions from the single charge. The results are

1) - K +- K L 2 + 2M 3+IS [1 7s + (77s + 2) (??s + 2) 3+1}Po

uff (a +2) us.

136



A new average sound speed -c is defined by e = co0 ( )1/2

The two charge problems may now be solved. Suppose a t1 is desired

at a distance R1, and is to be followed by a t2 at a distance R2; the charge

weights W1 , W2 and the time delay between the detonation of the two charges

may be found as follows:

W1 (from X versus 4 plot, Fig. 2)

Poct
1' R 1 imply t1 (from T versus 4 plot, Fig. 11)

Sand -U, (from above equations)

Rc
W22 (from X versus 4 plot)
W2

42 implies
t2  - versus 4 plot)

2 W

* some distance R corresponding to a shock of strength 12 moving into a

still gas, but not equal to R2 as the gas in front of second shock is in

motion.

Using the above information and noting that

R2 R C + u t2

= c ) W2 + u - W2

Solving for W2 the second charge weight gives

112 (6)
2 !C R u (4ta3)
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from which

t2 = W2 tiW-)2

This gives the time delay between detonations

At = tI - t 2  (7)

These are the necessary parameters for generating the desired wave form.

It will now be shown that this method may be expanded into a solution for

an arbitrary number of charges. The assumption is made as before that each

successive shock sets up a new set of ambient conditions. For the nth shock

these conditions are:

V (t+ + 2  L 2)2 L + 3 + 1}Fn-l (8)

'an + 2) (us) + Un-l1 (9)

and

c= (On1/2 c°" (10)

where the parameters 77, s, K, L, M, and a are all determined by the

nth shock.

The procedure consists of treating 41, R1 and 42, R2 as described

above, thus obtaining the complete solution for generating waves one and two.

Next wave two and wave three are considered. The procedure is the same
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with the exception of the computation of F, i, and c. They are computed

using Eqs. 8, 9, and 10. Likewise any number of charges may be treated in

this manner. In the following chapter the three desired wave forms are con-

structed using this procedure. The form of the solution will be more explicitly

defined as these individual cases are treated.

Figures 12, 13 and 14 present -, c, and _u respectively as a function of

shock strength. These curves eliminate many of the computations involved

in the multiple charge solution procedure.

Reliability of the Approximate Solution

There are several errors introduced by the use of this approximation

solution, however, each error is in itself compensating or has a correspond-

ing compensating error. The errors are:

(1) An average -6 is used instead of its actual value at a particular point.

(2) An average 1 is used instead of its actual value at a particular point.

(3) The above are computed by assuming the shock, which sets up the

new ambient conditions, is at its desired strength and position.

(a) This results in a lower 1P than is actually seen by the shock

wave following, and thus giving the new shock wave a higher

shock velocity than it actually has.

(b) It also results in a lower ii than is actually the case.
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It is apparent that (1) and (2), being averages, are nearly self-compensating,

but they are not entirely self-compensating because they are average values

over the entire shock wave where as the new shock travels only a fraction of

this distance.

This implies the 7 and -d computed are too high, giving the new shock

wave a lower computed velocity than it actually has, but the correspondingly

high _u compensates. Similarly (3a) and (3b) compensate for each other.

Although the errors introduced by this approximation method compensate for

each other, there is no guarantee that the balance is perfect.
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Fig. 12. Average Pressure Behind Shock Front, P, Versus
Shock Strength,
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CHAPTER IV
SOLUTIONS TO THE THREE DESIRED WAVE FORMS

It is now possible to find the charge weights and their times of detonation

in order to produce a series of desired shock waves at a corresponding series

of desired distances. However, in the three cases to be solved, shock strengths

and time durations are given, as opposed to shock strengths and distances.

This makes it necessary to determine the relationship between • , R, and to,

duration.

As shown in Figs. 7 and 8 there is no apparent duration occurring for

one-dimensional shock waves; however, for very weak shocks ( 4 - 1) a nega-

tive phase does occur in this theory. The theory itself is supported by actual

experiment. Pressure-time records taken at the Air Force's Gary, Indiana

Shock Tube Laboratory indicate that a duration, or, in other words, a positive

and negative phase, does not occur. In most cases, however, the record

approaches ambient pressure rapidly but asymptotically.

In the case of a spherical shock wave originating from a point source in

a homogeneous atmosphere, spherical divergence tends to emphasize the

peakedness of the explosive-generated wave. Decays of pressure in both

space and time are thus more rapid in this "three-dimensional" case, and

phases of negative pressure are clearly evident over a wide range of shock

strengths. The conventional form taken for pressure-time variations in

work with high explosives has been

P(t) - Po = (Ps - Po) e (1 - t/to),
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in which to is the duration of the positive pressure phase. It is seen that this

wave form decays in overpressure to one-half of the peak overpressure in

about one-third of the positive phase duration. The conventional "duration"

for a wave propagating in a constant area channel (shock tube) is thus calcu-

lated in the present report as three times the decay time to halt the peak

overpressure.

Now using Eq. 4, it is possible to find a value of (r ), say which
P-P

corresponds to 0 _ 0. 5, for any given shock strength. These values,
Ps - PO

(-r), have been computed and are presented as a function of shock strength

in Fig. 15, Values of particle velocity, where (r - are now com-

puted from Eq. 3 for a range of shock strengths. For the same range of shock

strengths the sound velocity say c*, is computed at the half overpressure

point relative to still air. With this information the following equation relates

the previously defined duration to distance:

or solving for R gives

(u* + c*) to
R 3 -[1 (11)

The ratio of the coefficient of to to c, sound speed, is plotted as a func-

tion of shock strength in Fig. 16. This curve may now be used in computing

a distance, given a shock strength, a duration, and the ambient conditions.
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Solution for the Double Peaked Wave Form

The simplest of the three wave forms to be constructed is the double

peaked wave form. It will therefore be treated first. The particular pressure

time form desired is shown in Fig. 17.

i-
V2

10 msec 410 msec

I 40 msec0

t, time

Fig. 17. Double Peaked Wave Form

Wave one is first considered. It is noted that a shock strength, • , of 2

with a duration of 10 milliseconds is desired. Figure 16 gives

u* + c* 1

3[ ( )* = 2.21

for • = 2, which gives

R = 2.21 co to

= (2.21)(1117 ft/sec)(0.01 sec)

= 25 ft

148



Figure 2, 4 versus X, gives

X = 1.25/ft
2

for 4 = 2, and taking the value of R from above gives

o = 0.05/ft3

(14.7 lb/in.)2 (144 in. 2/ft ) 42)33Wi = 0.05/ft 3  
, 6 ft-lbs

Figure 11 gives a time of arrival for the first shock wave. For 4 = 2

Poc t1 0.7/ft2
W

tl 0.7/ft2 _ (0.7/ft2 ) 103 msec/sec = 12.5 msec

1 PO C (0.05/ft3 )(1117 ft/sec)

W

With the time of arrival known, the position of shock wave one may be

found at the time the second wave is at the 25-foot distance (40 milliseconds

later).

Poc (tI + 40) = 2.94/ft2

W1

which corresponds to a = 1.2 and a distance R = 156.

The problem is now in the form in which the approximate method may be

applied. The charge weight for the first shock has already been found, which
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leaves only the second charge weight and the time differential between deto-

nations to be found.

The values of P, U, and c for 4= 1.2 are, from Figs. 12, 13 and 14

P = 1.05 Po

S= 0.04 c

-= 1.025 co

This implies that the second wave with a ý2 = 2 relative to Po has for

2.00
purposes of computation a = j05 = 1.90. From Figs. 2 and 11, 4 = 1.90

implies

Re- 143/ft2 = 6.43 x 10- 4 /lb
w2

and

t2- 0.9/ft2 = 3.63 x 10-7 sec/ft-lb

W2 P c

Putting these values into Eq. 6 gives

W2 = 3.79 x 104 ft-lbs

and therefore

t2= W2 (W = 13.75 msec

By Eq. 7

At = t1 - t2 = (12.5 + 40) - 13.75 = 38.75 msec

To summarize then, the desired wave form in Fig. 17 may be generated

at a distance of 25 feet using

W1 = 4.23 x 104 ft-lbs
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and

W2 = 3.79 x 104 ft-lbs

With a time spacing of detonation equal to 38.75 milliseconds. These are

the parameters for a unit cross-sectional area channel.

The 50-Millisecond Buildup, Finite Rise Time Wave Form

The next shock wave to be considered is the finite rise time wave form

which builds up slowing to peak in about 50 milliseconds, and then decays to

zero in another 50 milliseconds. This wave will be approximated by a series

of six smaller shock waves, as shown in Fig. 18.

0P°
50 msec 50 msec

t, time

Fig. 18. The 50-Millisecond Buildup,
Finite Rise Time Wave Form

The first step in determining the parameters which will generate this

finite rise time wave is to determine the distance at which a duration of 50

milliseconds occurs for a shock strength of two. Using Fig. 18

R = (2.205)(1117)(0.05) = 123 ft
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For wave one , 1.167, which gives

xI = 10/ft
2

From Fig. 1,

At R = 123

xi P
= - =.osl3/ft3

and at atmospheric conditions

W1 = 2.61 x 104 ft-lbs

Figure 11 gives

PoCot1  = 6.2/ft2

W1

from which

t= 68.3 msec

When wave two arrives at the 123-foot distance, wave one has traveled

another ten milliseconds. It has therefore decayed to the following derived

shock strength.

P0 Co (t1 + 10) = 7.11/ft 2 which implies 1 = 1.145

WI

This new ýl gives the new ambient conditions for the second wave.

They are, from Figs. 12, 13 and 14

P= 1.04 P0

U' = 0.029 co

z1 = 1.02 co
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Relative to the new ambient pressure the shock strength of wave number

two is

1.33 = 1.28

Now for •2, Figs. 2 and 11 give respectively

Pl Ro = 5.5/ft2

W2

Pl -1 t2 = 3.7/ft2
W2

Using the values of P and E in the above yields

Rc = 2.5 x 103 /lb
W2

toto = 1.48 x 10-6 sec/ft-lb

W2

Equation 6 now gives

W2 = 4.82 x 104 ft-lbs

and

t2 = W2 IVt2)= 70.3, xo by Eq. 7
22

AtI = (t1 + 10) - t2 = 8 msec

Next, wave three is considered, with wave two setting up the new ambient

conditions. Wave two travels for an additional 10 milliseconds before wave

three is at the 123-foot distance so that it decays in shock strength. Its new

shock strength is, from Fig. 11,

153



P1 ý1 (42 + 10) = 4.22/ft 2

W2

Which implies '2 = 1.245. Again from Fig. 11 the new set of ambient con-

ditions is

P2 = 1.06 P1 = 1.10 Po

u2 = 0.048 E1 + d1 = 0.078 c0

c 2 = 1.048 co

Relative to the new conditions, the shock strength of wave three is

"- 1.50 = 1.365
1.10

For ý3, Figs. 2 and 11 yield

P2 Rc = 4.1/ft2
W3

and

P22 = 2.75/3ft2
W3

from which

Rc 1.76 x 10-3/lb

W3

and

t3 = 1.000 x 10- 6 sec/ft-lb
W3

Equation 6 gives

W3 = 6.66 x 104 ft-lb
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and it follows that

t3 = W3 (t)= 66.6 msec

so by Eq. 7

At 2 = (t 2 + 10) - t 3 = 13.7 msec

By repeating this procedure, the remaining charge weights may be found,

and also their times of detonation. The results are:

W4 = 7.52 x 104 ft-lbs At 3 = 15.8 msec

W5 = 8.43 x 104 ft-lbs At 4 = 13.4 msec

W6 = 8.83 x 104 ft-lbs At 5 = 14.2 msec

This completes the analysis for the 50-millisecond buildup, finite rise

time wave form.

The 5-Millisecond Buildup, Finite Rise Time Wave Form

The final wave considered is another finite rise time type. However, in

this case the buildup time to the peak overpressure is much more rapid, 5

milliseconds to peak overpressure and then 45 milliseconds for decay to zero

overpressure. The wave is generated by a series of three smaller waves as

shown in Fig. 19.

1-0

£ - 45 rnsee -. 5 rnsec

t, t ime

Fig. 19. The 5-Millisecond Buildup,
Finite Rise Time Wave Form
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The distance at which a shock strength of two has a duration of 45 milli-

seconds (from Fig. 17) is

R = (2.205)(1117)(0.045) = 110.8 ft

Figures 2 and 11 give, for wave number one, 41 = 1.33, respectively

x1 = 4.65/ft 2

PO co tj = 3.10/ft 2

W1

At R = 110.8 feet

X1 = 0.0420/ft 3

R W 1

and at atmospheric conditions

W1 = 5.04 x 104 ft-lbs

The time of arrival at R = 110.8 feet for wave one is

t = 3.10/ft = 66.1 msec
PO
W-1 0

Wave one progresses for 2.5 milliseconds farther before wave two

arrives at the 110.8-foot position. Its shock strength then decays, and the

new value (from Fig. 11)

PO c0 (tl + 2.5)w = 3.22/ftW

is ý1 = 1.32.

This new ý1 gives the new ambient conditions for the second wave.

They are, from Figs. 12, 13 and 14.
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P = 1.083 Po

-= 0.06 co

c = 1.041 co

Relative to these ambient conditions the shock strength of wave two is

1.67 1.54
2 -- 1.083

For 42, Figs. 2 and 11 give, respectively

P1iRc
= 2.63/lb

W2

SEl t2 = 1.68/ft

W2

and knowing P 1 and Cl results in

Rc- 1.147 x 10-3/Ib
W2

2 0.628 x 106 sec/ft-lb

W2

Equation 6 now gives

W2= 9.32 x 104 ft-lbs

and

t = W2 (•2 = 58.5
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The time differential of detonation is, from Eq. 7

atI = (t1 + 2.5) - t2 = 10.1 msec

Next wave three is considered with wave two setting up the new ambient

conditions. Wave two travels for an additional 2-1/2 milliseconds before wave

three arrives at the 110.8-foot distance. Its decayed shock strength is, from

Fig. 11

PC1 (t + 2.5)

= 1.75/ft

which implies ( = 1.525. From Figs. 12, 13 and 14 the new ambient condi-

tions are

P2 = 1.143 P = 1.24 P 0

u2 = 0.096 Cl + Ul = 0.16 co

cE2 = 1.114 co

Relative to these conditions, wave three has a shock strength of

S- 2.00 1.61

For this value of 4, Figs. 2 and 11 give

P2 R_ 2.275/ft
W3

P2 c2 t3
W3 - 1.43/ft

Substituting the values of P2 and '2 into the above equations give
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Rc = 0.886 x LO-/Ib
W 3

t 3
W3 = 0.437 x 10- sec/ft-lb

Equation 6 now gives

W3 = 11.73 x 1O4 ft-lbs

and 
t 3 = W3 (t-3= 51.4 msec

The t between the second and third detonations, by Eq. 6, is

At 2 = (t 2 + 2.5) - t 3 = 9.6 msec

This completes the analysis ..r the third desired wave.

In the following section the results of these calculations will be sum-

marized and tabulated.

Tabulated Results

In order that the results may be tabulated in a practical form, the charge

weights are converted into feet of double-strength Primacord, the explosive

used to generated blast waves in the Air Force's Shock Tube Laboratory at

Gary, Indiana. Furthermore, the lengths are calculated for both a 6-foot

diameter channel and a 2-foot diameter channel, which corresponds to the

diameter sizes of the tubes at Gary. These parameters are indicated in

Table II.
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Suggestions on Experimental Set Up for Multiple Charges

The experimental procedure would involve arranging the charges, Prima-

cord, in concentric circles. They have to be separated sufficiently to avoid

sympathetic detonation, which in the case of Primacord is very rare even at

distances of about one inch. The blasting caps used to detonate the Primacord

might have to be shielded in some way as they are very sensitive, however,

the separation of the charges is probably sufficient so that the only precau-

tion necessary is insuring the mechanical integrity of the second charge until

the time of its detonation. The time delay between charge detonations could

be accomplished with instrumentation already in existence which is designed

to take pulses, and at prescribed time intervals discharge pulses. These

pulses then would detonate each charge at the proper time.
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TABLE II

CONDITIONS NECESSARY TO GENERATE THE

THREE DESIRED WAVE FORMS

Length of Double-
Distance at Which Time Detonated Strength Prima-

Wave Desired Wave Charge After Preceding cord
Type* Occurs Number Detonation (ft)

(ft) (msec)
6-ft tube 2-ft tube

1 25 1 0 43.0 4.77
2 38.75 38.4 4.28

2 123 1 0 26.5 2.94
2 8.0 49.0 5.45
3 13.7 67.5 7.52
4 15.8 76.2 8.48
5 13.4 84.6 9.42
6 14.2 89.6 9.96

3 110.8 1 0 51.2 5.70
2 10.1 94.4 10.5
3 9.6 119.2 13.3

* 1 - double peaked wave

2 - finite rise time, slow buildup wave

3 - finite rise time, rapid buildup wave
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ABSTRACT

This paper presents an analysis of the relationships among gas flow vari-
ables behind an explosive-generated shock front advancing in a constant area
channel. A density distribution behind the shock front of the form

P= P (q)

is assumed, where P is the gas density at a distance, r, from the explosion
source, and p5 is the gas density at the shocic front distance R, also meas-
ured from the explosion source. The exponent, q, is determined from physi-
cal considerations. Application of the principles of conservation of mass,
momentum, and energy, together with the assumed density distribution leads
to a particle velocity distribution, a pressure wave form, and a shock strength,
scaled distance decay curve. Values of the flow variables at the shock front
are of course determined by the Rankine-Hugoniot relations.

The analogous flow variable relationships are derived by an approximate
method for the case where several explosive charges are detonated succes-
sively. By employing this analysis, one may calculate the charge weights,
detonation time delays, and explosion source distances required to generate
pressure wave forms of various shapes. The calculations are presented for
three particular wave forms, including non-peaked and multiple-peaked cases.

Substantial support was given the analysis when the results were com-
pared with existing experimental data obtained at the Gary, Indiana 6-foot
shock tube facility. This comparison was only made in the case of a single
charge detonated at various distances from the test section of the shock tube.
At the present time the multiple charge case has not been experimentally
investigated.

Recommendations are made for the multiple charge case on instrumenta-
tion systems and techniques which may be used in conjunction with standard
shock tube apparatus in the experimental application of the results.

Work on this paper was conducted on Armour Research Foundation's
Project No. D082-D9 under Air Force Contract No. AF 33(616)-2534, Call 9.
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LIST OF SYMBOLS

Symbol Definition

c Sound velocity

c 0 Sound velocity under standard atmospheric conditions

EI Internal energy increment in a shock wave

EK Kinetic energy in a shock wave

K Parameter dependent on shock front conditions

L Parameter dependent on shock front conditions

M Parameter dependent on shock front conditions

P Absolute pressure at any point behind shock wave

P Absolute pressure in front of shock wave0

PS Absolute pressuý-e at shock front

q Exponent in density power law assumption, dependent on
shock front conditions only

r Running distance from shock origin to shock front

R Shock front distance

t Time measured from explosive detonation time

to Defined duration of positive pressure phase

u Particle velocity at any point behind the shock front

u S Average particle velocity behind shock front at a con-
stant time

U Shock front velocity

W Total energy yield

X Logarithmic slope of shock strength minus one versus
distance curve

a Logarithmic slope of density ratio
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LIST OF SYMBOLS (CONT.)

Symbol Definition

( Logarithmic slope of shock front particle velocity

y Ratio of specific heats

E 1/y - 1 = Equation of state parameters

E 0  Value of E under standard atmospheric conditions

T Average value of E behind shock wave

27s Fluid density ratio across shock front

X• Scaled shock front distance

Pressure ratio across shock front

p Fluid density at any point behind shock front

Po Fluid density under normal atmospheric conditions

Ps Fluid density at the shock front

Logarithmic slope of a
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CRITERIA IN THE SELECTION OF MATERIALS

FOR HIGH TEMPERATURE STRUCTURES

By

Wolfgang H. Steurer

1. Int roduction

As the speeds of aircraft and missiles increase and

the temperatures to which the structures are exposed rise

to unprecedented degrees, considerable efforts are made on

the side of structural design as well as of materials re-

search to arrive at new solutions, entering an area in which

the dividing line between materials engineering and structural

design Is less and less distinct. The more carefully we analyze

the effect of extreme speeds on materials, the more complex

problems arise, leaving us sometimes close to a state of con-

fusion. Under such uncertain conditions, it is sometimes wise

to depart from detail and take a few steps backward, in an

effort to obtain a greater angle of view and to better recog-

nize the basic lines of relation.

2. Correlation of Flight Requirements and Material
Characteristics

In the first approach, we find ourselves faced with the

problem of matching materials to the operational and environ-

mental requirements of a variety of vehicles, with a wide spec-

trum of velocities. To appraise the potentials of materials, it

appears to be necessary to analyze, in the first place, the

requirements of vehicles related to the design of materials.
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Tabje I gives a crude picture of the structural tempera-

tures and times of operation for high speed aircraft and

missiles.

While the speeds of bomber and fighter aircraft and,

consequently, the temperatures are moderate, the number of

missions and the duration of a single mission as well as the

total lifetime are comparatively high. As the speeds increase,

e.g., in the case of rocket aircraft., the temperatures rise

considerably, while the number of missions and the time of heat

exposure become smaller. Missiles, finally, encounter only a

single heating cycle, of longer duration in pilotless aircraft

type or glide missiles, and of very short duration, yet ex-

tremely high temperatures, in the re-entry phase of ballistic

missiles.

Two predominant relationships are apparent:

(1) As the temperatures in the structure increase,

the total operation time, as well as the duration

of a single mission, decrease from thousands of

hours to minutes, or even seconds.

(2) At the same time, the number of missions decreases

from hundreds to a single mission of a missile.

The relation of operation, i.e., heating time to speed, is

once more illustrated In FIE.. Even though the single points

for this diagram were obtained from a variety of vehicles, whose
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operational characteristics are quite different, they form,

nevertheless, a continuous line and the decrease of time with

climbing speed is very distinct.

If we translate speed into temperature, we find a similar

relationship I In that time is inversely proportional

to temperature.

If we turn now to the structural materials and try to

visualize their behavior at various temperatures, we observe

that a number of properties of most materials, particularly of

structural metals, become considerably time dependent at higher

temperatures. The development and proper selection of mater-

ials for high temperature structures, therefore, relies solely

on the art of matching the time-temperature characteristics

of materials with the operational time-temperature relation of

high speed vehicles. The following discussion on the selection

of materials for high speed vehicles is, therefore, based pri-

marily on the aspects of time and temperature.

3. Design Principles for High Temperature Structures

In the application of materials to high temperature struc-

tures, there are two basic approaches: either, we design an

integral or, as often called, hot structure, in which one single

material provides strength, as well as heat resistance, or we

separate the two functions of the material in two structural

elements and design a composite structure consisting of a stress
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carrying substructure and a heat protecting superstructure,

As the substructure is now protected against heat, it can

be designed for mechanical properties in a conventional fashion,

while the fully supported superstructures no longer requires

any strength, except for resistance to the local shear forces

of the airflow and can be designed for heat resistance only.

This composite structure comprises the various forms of therm-

al protection systems which have become the most Important

element of structural design for high speed flight.

For the selection of the most suitable material or protec-

tion system, it is attempted in the following discussion to de-

lineate certain time-temperature areas occupied by such systems,

and to match them with operational time-temperature fields, as

they are once more outlined in Fig. 1

4. Structures Based on the Principle of Heat Protection

a. Conventional (integral) Structure

Let us first look at the time-temperature field which

applies to bomber and fighter aircraft. The temperatures are

comparatively moderate so that even at the long operation times

of hundreds or thousands of hours, metals exhibit enough

strength, to make a conventional integral structure weightwise

acceptable. As the speeds and, consequently, the temperatures
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increase, however, the integral structure based on conven-

tional material properties becomes marginal weightwise. At

this point, we may remember that the strength decreases at

these temperatures rapidly with the time of heat exposure.

By the same token, it can be expected that, at the very

short times of heat exposure connected with higher speed and

higher temperature, much higher properties are encountered

which would permit the use of conventional structures to con-

siderably higher temperatures.

b. Structures for Short Heating Times

In Investigating this possibility, it appears appropriate

to discuss the stability of the strength exhibited by metallic

materials at higher temperatures, as illustrated in Fi,. 4. In

the annealed condition, in which all major strengthening effects

are removed, no marked difference between long and short time

properties will exist; the absolute strength is low, yet fully

stable. In a moderately heat treated condition, as commonly

used in engineering, the strength exhibits a slight decrease

with time, indicating the beginning sensitivity to heating; the

rate of softening is, however, so slow that even at long times

useful properties are retained and the structure can, for all

practical purposes, be considered as stable. If we now turn to

an extreme heat treatment, the structure will be so sensitive
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to heating that the strength drops almost instantly to the

level of the annealed condition, in some materials to even lower

values. In this condition, the structure is too unstable to

produce any useful mechanical properties for even extremely

short times of heat exposure. If the degree of strengthen-

ing Is reduced, the loss of strength becomes more gradual and

appreciably high mechanical properties will remain effective for

short times. If we select for the material assumed an inter-

mediate treatment producing an initial strengthening effect

halfway between the conventional and the extreme heat treat-

ment, the decline of strength may require one hour. From

the viewpoint of conventional long time applications, the struc-

ture would still be considered as unstable. The treatment is,

however, stable enough to produce superior mechanical proper-

ties at very short times.

The proper way of strengthening for short time ser-

vice is, therefore, a treatment producing a metastable con-

dition, which may be accomplished by any commonly used means of

strengthening, such as heat treating, precipitation hardening

or cold working.

A typical practical example for the effect of a

strengthening treatment on the timewise stability of the mechan-

ical properties is shown in Fig.j reperesenting the hardness
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characteristic of pure copper at short times of heat ex-

posure to 750 0 F and various degrees of cold working. While

the highly strengthened condition of 80% cold reduction is

very unstable, it still produces high mechanical properties for

times up to 15 seconds. As the degree of cold working is

decreased, the strength becomes more moderate, yet Increas-

ingly stable to longer service times.

For highest efficiency, a definite treatment has to

be selected for each service condition, i.e., for the expected

time of heat exposure.

In the following, a few examples for the usefulness of

various strengthening treatments are presented in the familiar

strenth-temperature diagrams. The effect of cold working is

shown once more In Fg. 6 for a low allow-high strength steel,

as it was used in a ballistic missile now in service. The

moderate cold working degree of the 1/4 hard condition pro-

duces at temperatures between 400 and 600 0 C for an appli-

cation time of 1 minute values, which are 40% hMgher than the

conventional properties. The effect of the strengthening

treatment on the short time strength is even more apparent

in the example of an age hardened aluminum alloy type 2024-T3

(Fig. 7) where the 15 second values reach, at higher temper-

atures, almost two and one-half times the conventional strength.
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In other terms, the useful temperature range is extended

by 100 °C or almost 50%.

The same effect was observed In other materials at

such higher temperatures. In some steels, a proper treat-

ment provided, for a time of heat exposure of 10 seoconds,

useful properties at temperatures up to 2200 0F, where

even superalloys begin to lose their strength entirely.

As the higher strength of metals at short time"

permits their use to hiigher temperatures, their efficiency It

further increased by higher amounteof heat dissipated by ra-

diation. The Integral structure may thus, in the short time

region, be useful to temperatures way beyond the conventional

limits and occupy in the time-temperature diagram the fields tn-

dicated In djg_8J.. The C area denotes the field of the con-

ventional structure based on long time properties, vhile the

extended applcation to higher temperatures by proper treat-

ment io identified by the field N.

5. stmrulqtr 4a4-d on the Principle of Heat Protection
(nsulatlon,I Radiation)

This exteneioa to higher temperatures will, as outlined,

be lmited to short times only. If we move toward longer ser-

vleo times at the same temperature level, as It in typical for

highest speed aircraft, pilotless aircraft type missiles, or
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certain versions of boost glide vehicles, we may attempt to

apply materials of higher heat resistance, such as ceramics.

This however, necessitates in most cases a composite struc-

ture, since the mechanical and technological characteristics

of ceramics are inadequate for an integral, stress carrying

structure. Due to their low thermal conductivity, most cer-

amic materials exhibit a steep thermal gradient, rendering

them very efficient in protecting the stress carrying sub-

structure against excessive heating. Furthermore, their high

melting or sublimation points permit the use of high surface

equilibrium temperatures, at which a considerable portion of

the heat input may be dissipated by radiation.

The amount of the radiant heat dissipation is calculated

for a number of common ceramics in fgJL4_. It appears that,

even though the emisalivitles differ and vary considerably with

temperature, the effective heat dissipation ranges within a

narr(w band over temperature. The usefulness of ceramics

for high temperature structures Is not so much due to their

heat resistance and their insulating value, as to their effic-

iency as heat radiators.

A similar effect may be achieved by other composite de-

signs. F shows, besides the ceramic structure at left,

a sandwich type structure in the center, in which the high sur-

face temperature in the shieldine_ refractory metal, protecting
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the porous insulation against the mechanical forces of air-

flow, is permissible, since it has no stress carrying function

and can thus be used even in the plastic state.

A fully metallic radiation system is systematically sketched

at the far right, consisting of a number of highly reflective

layers, under the protection of a shield of high enissiv/ty at

the outside surface. The effectiveness of such metallic ra-

diation structures may be indicated by the following test data:

at a gas temperature at subsonic velocity of 1300 °C, the

temperature in the shield reached 800 °C, while the inside

structural wall did not surpass I25 0°C under equilibrium con-

ditions.

The suitability of metallic materials for radiation struc-

tures depends, of course, to a great extent on the timewlse

oxidation behavior, and Its effect on the Lhermal surface pro-

perties.

Radiation systems permit the design of structures for long

er times of operation and to temperatures close to the melting

or sublimation points of the materials. They may, thus, occupy

the time-temperature field indicated in Fit. I1. Here we apply

in struict'iral design for the first time the principle of heat

absorption, in which so much of the heat flux into the surface

is absorbed, that the resulting wall temperatures remain within
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permissible limi

6. Structures Based on the Principle of Heat Absorption

As we proceed to temperatures beyond the melting and

submilmation points of our materials, we will rely solely on the

principle of heat absorption. The most obvious way is the use

of a coolant in the form of a liquid film or transpiration sys-

teo. The designer will, however, avoid such functional means

with regard to the weight of coolants, containers and distrib-

uting hardware, as well as for the sake of reliability, as long

as the extremely short operation times of vehicles involved per-

mit the use of the skin material itself for heat absorption.

a. Helat Sink

Such heat absorption may be provided by the thermal

capacity of a material In the solid state. in the heat sink

principle, a wall of high thersall capacity is dimensioned so that

the temperatures stay within permissible liits during the heat-

Ing cycle. The time limitations are primarily dictated by weight

considerations, while the temperatures are Umited by the melt-

Ing temperature of the material. Since this leads to compara-

tively high wall thicknesses with considerable load carrying

ability, It may permit return to the Integral structure.

The amounts of heat which may be absorbed by a number

of metallic materials are compared In Table, which lists in the
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second column the heat content in the solid state from room

to melting temperature. While some metals, as iron, molybdenum

or magnesium, have a capacity in the neighborhood of 160 cal/gr,

beryllium appears to be much superior with about 600 cal/gr.

The chart lists further in the last 3 columns the heat which

may be absorbed if it were possible to include the heat of fu-

sion, the liquid state, and finally the heat of vaporization whoem

heat capacities In terms of thousands of cal/gr may be obtained.

As illustrated in the third column, which represents the percent-

age of the heat content of the solid state as compared with

the total heat up to and including vaporization, only 4 - 9 per

cent can be absorbed in the solid state. This indicates the

desirability of utilizing the heats of fusion and even vaporiza-

tion in skin materials for extreme temperatures. This Is feas-

ible in view of the short times and single mission of the missiles

Involved at highest temperatures, permitting to adopt the prin-

ciple of expendabiUty.

b. Akion

Since melting and vaporizing commonly mean destruction,

a way has to be found where these processes can be controlled

in an orderly fashion. In the ablation process, the melting is

confined to a surface layer and the material removed by the
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airflow as soon as its heat capacity is exhausted, to make

room for a new layer, thus leading to a gradually progress-

ing, continuous process. The elements of heat absorption may

be represented by the expression

Qtot. " Q4ol. * Quoit . + QL~q. + QVap.

The total heat of ablation may consist only of the combined

heat absorbed in the soUd state and by fusion, or may include

the heat in the liquid state QUq and even the heat of vapori-

zation Qvap. If we Introduce the rate of ablation a in cm/sec,

we can express the heat flux absorbed in ablation by

qabl. a e p (cpsol" - T + Hf + CPq. . T + v) [ca)/m sac

Due to the high surface temperatures Involved, considerable

additional heat absorption is provided by radiation, identified

by the famaliar expression:

qrad. " e * Tmix" [cal,/c sec]

Finally, the material say undergo endothermic reactions in the

solid or liquid state, such as chemical reactions or phase

changes in metals, which can also be tied to the ablation rate

with the relation

qER P ' c QER Ic'l/ .ec]
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The total heat flux absorbed during ablation consists of

qtot. - qabl. + qrad, + qER,

For the development and design of materials for

ablation, the following requirements evolve out of the fore-

going considerations:

1) High thermal capacity

2) Confinement of the process to a surface

layer

3) Retention at the surface until the heat

capacity Is fully utilized, I.e., correct

timing of removal

4) Uniformity (retention of shape).

The first requirement of high thermal capacity has been dis-

cussed sufficiently. The second requirement of confinement

of the process to a minute surface layer can be best accom-

pushed by a steep thermal gradient, as shown In Fla-.12, for

a material A of low thermal conductivity. The majority of ma-

terials of high thermal capacity, however, exhibit a high

thermal conductivity. This is particularly dangerous in view of

the fact that most metallic materials assume a viscous behavior

before reaching the melting point, as Indicated by the semi-

solid range (SS), If a material of the conductivity and thermal

gradient B reaches the melting point, as required in the ablation
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process, the removal may extend deep into the interior due

to the poor *hear resistance of the viscous material, which,

most likely, viii lead to destruction of the body. Even ma-

terials which do not exhibit this viscous range may ablate un-

evenly so that some parts may be lost before their heat

capacity has been fully utilized.

These considerations demonstrate clearly the unsult-

ability of homogenous materials for the ablation process and

the absolute necessity of heterogeneous or composite mater-

ials. in combining two dissimilar constituents, we may create

an artificial combination of properties, not found in homogen-

ous materials, which may meet all requirements of the ablation

process. If we, e.g., choose a heterogenous mixture of

ceramic metal particles, the ceramic material may provide

1) an overall low thermal conductivity,

Insuring confinement of the process to

a minute surface layer;

2) a heat resisting, soUd skeleton, in which

the heat absorbing metal particles are em-

bedded and held In place to fusion or even

vaporization;

3) a built-in stopping device, which prevents

progressing of the melting process beyond

the site of a particle. This, in turn,, in-

oures uniformity.
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The full and well controlled utilization of the thermal capacity

of the metal phase of a heterogenous metal-ceramic mixture is

further illustrated in flg ,_3, showing the time-temperature

characteristic of the surface layer. By selecting a ceramic

component whose melting or sublimation temperature is somewhat

higher than the vaporization temperature of the metal, the

metal will be held in place to full vaporization. in the subse-

quent fast rise of the temperature due to the absence of

cooling, the ceramic skeleton collapses and makes place for the

next layer, which in the meantime has reached the temperature

of fusion.

In some designs (as in the case of a metal of high

melting point), It may be desirable to go only to fusion, pro-

ducing a liquid ablation system, which usually provides better

surface uniformity ([is. IA Vaporization may start while the

liquid material Is moving downstreami we have a sead-gaseous

system. And finally, in the fully gaseous system, the metal

will vaporize out of the surface pockets provided by the hete-

rogeneous structure.

In order to appraise the potential amount of heat ab-

sorption in heterogenous materials, we will have to modify the

formerly established relationships by introducing the properties
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of the two components and their volumetric ratio r . which

determinoles the pr•dominant phase. It can be deducted by

smple geometry that either component becomes pr.dominant

and denotoe the overall conductivity as soon as it occuvdos

more than tvo-thirds of the volune. If we designuato the

metallc component by the eaffix N, and the ceramic by the

suffi C, the total heat fux absorbed by ablation may be

represenoed by

atot W [O) M ZQIf) Pv- C (QSc - N

(iaOue + OTYp [r*a + (1-r) ec

or
yetom ) N fet~t Of /Cos soc

To Judge the effkciency of varlous hoterogenous slx-

tu~e, the heat flux values, vtbh may be absorbod by the

ablation part only, have beeon candatod for varous metal-

ceranl. cosuaaton. (1am It appears that particilarty

Soere and Copper to ZrOj are promslnlg, If we compare the

fbax absorbed of 593-863 01/ca sec at an ablation rate of

I rn/eec wi the heat fluxes expected duriatg the entry of

ba•ltic saellsso, tich may be smewhbere between

20 - 50 cal/ca wee for short range adeales

50 - 250 for Intermedate rasge
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200 - 500 cal/cm sec for intercontinental

missiles

These figures depend, of course, on the specific trajectory

and may, therefore, only serve as a guide. In Fig. 15, the

efficiency of heterogenous metal-ceramic systems is once

more Illustrated and, by means of backgroundshading, related

to ranges of heat flux of ballistic missiles. This picture

shows, for comparison, the amounts achievable with a metal-

carbon system, even though it does not meet the requirement

of a steep thermal gradient and may encounter a number of

difficulties in practical performance. Heterogenous systems,

in which both components exhibit high thermal conductivity,

may only be feasible at extreme heat flux rates.

On the other hand, heterogeneous systems in which

both components are of low conductivity may be highly desirable,

as long as sufficiently high thermal capacity can be provided.

There the particle character is no longer necessary since the

very steep thermal gradient provides sufficient assurance

against an uncontrolled and disuniform progress of the ablation

Into the interior. A typical example of this kind are the resin-

glaasfiber combinations, which have proven highly effective in

flight applications. As already outlined in detail In the paper

presented by H. Connell, highest heat absorption and uniformity

is obtained by normal orientation of the fibers to the surfacs.



Flggr gives a qualitative picture of the various processes

contributing to the overall heat absorption.

".i the initial phase of the heat exposure, the resin

will burrn or pyrolize and form a carbon skeleton, which holds

the glass fibers firmly in place through the process of melt-

ing. Simultaneously, with the progressing heat into the bulk

material, endothermic processes may occur in the resin in the

form of decomposition or other chemical reactions. While the

molten glass is moving downstream under the mechanical forces

of the airflow, it may start to vaporize, and at the same time

radiate at its vaporization temperature.

The amount of heat dissipated by the radiation of the

various surfaces depends, however, on the transparency orab-

sorptivity of the adjacent material components and the poten-

tial re-radiation from the boundary layer gases or the ablation

products.

Of particular interest is the early vaporization of the

flux type constituents in some glasses, which increases the

viscosity of the remaining material until it reaches its melting

or sublimation temperature. The process is illustrated in Eio.iZ.

For simplicity, two groups of components are assumed, one with

a boiling point TA and another with a boiling point TB. As

soon as the surface arrives at the temperature TA, the con-

stituents "A" vaporize while the remainder consists now only
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of the constituents "B", which are of high viscosity and

act as a mechanical shield for the almost Uquid layer under-

neath, yet soft enough to permit the escape of the vapors.

As soon as the constituents "B" reach their melting temper-

ature, ablation starts and the thermal characteristic attained

at this point moves gradually Into the interior. This effect

of fractional distillation of constituents may even lend itself

to the design of a homogeneous ablation material.

It is realized that there are many other effects and

processes which may contribute to the overall heat exchange

in heterogoneous or homogenous systems at extreme speeds,

such as the overheating of the ablation vapors, endothermic

or exothermic chemical processes in the bulk material, decom-

position, chemical or physical interaction between the material

surfaces and the ablation products, as well as the boundary

layer gases. The appraisal of these effects has to await in-

tensive fundamental studies.

As for today, we cannot predict yet to what extreme

temperatures and heat flux rates the ablation process will be

feasible. On the basis of the present state of the art we

can, however, safely delineate another field In the time-temp-

erature diagram, which Includes the majority of our ballistic

20ssiles 0, ).
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c. Transpiration

As the material is expended at a high rate, the

ablation process will always be limited to comparatively short

times. If we have to design for a longer duration of extreme

heat exposure, we may no longer be able to use the skin ma-

terial itself for heat absorption, and may have to turn to a

liquid film or a transpiration cooling system. While in the trans-

piration system the major amount of heat is absorbed by vapori-

zation of a liquid, the primary effect in the liquid or gaseous

film cooling system is the reduction of the heat transfer into

the skin material. Related to this is the proposed formation of

gas blankets, where a gas may either be supplied from containers,

or precipitate out of a suitable vaporizing material upstream.

If we introduce these means, even though not yet proven

in flight tests, in our time-temperature diagram in a tentative

manner, we have finally covered all potential time and temperature

combinations (Fi. L2)-

7. The Time-Temperature Characteristic as Criterium for

the Selection of Materials

In looking over the discussed spectrum of structural high

temperature materials and thermal protection systems, we find

well-defined Umitatiori of temperature and time, The limitations
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are in the first place determined by the predominant elements

of heat resistance or heat absorption as they are listed once

more in TabI.e . As strength becomes distinctly time-dependent

at higher temperatures, the integral (or "hot") structure can

serve only for short times of operation. The structures based

on radiant heat dissipation may serve indefinitely under steady

state conditions, as long as the emissivity of the surface is

not changed by secondary effects. Likewise, long operation

times may be achieved in protection systems based on a (not

necessarily limited) supply of absorptive matter, such as a liq-

uid in transpiration cooling, or a gas in film cooling or in the

formation of gas blankets. As soon as the absorption is pro-

vided by the material itself, in form of the thermal capacity

in the solid state in the heat sink system, or of theheat of

fusion or vaporization in the ablation process, the service time

will be limited to short operation times and single missions.

The so-obtained time and temperature limitations (Fla. 201

do not claim to be exact. We cannot even expect to ever

arrive at quantitatively clear defined limits in view of the

many secondary Influences involved. Nevertheless, even the

qualitative time-temperature definition may well serve as a key

to match design principles and vehicle requirements and at the

same time provide the designer as well as the materials engineer
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with a common language of mutual understanding.

It is, however, to be hoped that the extensive efforts

made today towards establishing data and knowledge of the

exchange between skin material and environment, will, In due

time, enable the materials engineer to replace the present

empirical approach by systematic developments and provide him

with the tool to design materials for high speed flight.
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TABLE 3

HEAT ABSORPTION OF HETEROGENOUS
MATERIALS AT AN ABLATION

RATE OF I am/sec
cal/cma sec

Cu __,_Ag Al Mg

ZrOs 593 863 413 408 165

ZrSIO, 812 367 365 141

BeO 500 489 208

B 4C 441 434 181

SIC 403 399 160

LasOz 28Z 2_1 102

Refractory Sublimes

CaO 825 372 377 148

AlO, 0_ 13 _167

,S ine_ A26 17_

B2C ,,3_70 144

Muillte 153

206



TABLE 4

HEAT ABSORPTION IN VARIOUS

HIGH TEMPERATURE SKIN DESIGNS

PRINCIPLE MAJOR ABSORPTION MINOR ABSORPTION

CONVENTIONAL (RADIATION)

METASTABLE METALS RADIATION

INSULATION RADIATION

RADIATION RADIATION THERMAL CAPACITY

HEAT SINK THERMAL CAPACITY RADIATION, E. R.

ABLATION TH. CAPACITY TOIN- RADIATION, E. R.
CLUDE VAPORIZATION REDUCTION OF H T
OR FUSION

TRANSPIRATION HEAT OF VAPORIZA- REDUCTION OF H T
TION & SUPER HEATING

FILM COOLING MASS COOLING HEAT OF VAPORIZATION
REDUCTION OF HT

FORMATION OF REDUCTION OF HEAT MASS COOLING
GAS BLANKETS TRANSFER
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RADIATION SYSTEMS

9.t

(a) CERAMIC INSULATION (c) REFLECTION

FIG. 10 -TYPICAL COMPOSITE STRUCTURES BASED ON

THE PRINCIPLE OF HEAT PROTECTION

217



z H

I I w
* IA

2z~

*0 c

00

a:. 00

0 0 0 0
mm o218~ 14-



MP

hi ss
w BS

L
2
w

WALL

STHICKNESS -

FIG. 12 - POTENTIAL DEPTH OF INITIAL ABLATION

FOR DIFFERENT THERMAL GRADIENTS

219



~qmm

IL E
I w

0 E-

9s z 0~

4E-

"4

I F-I c

gal 
I

220



*. .. t
d-Of

':-. ' - p*, , e. _ _ _
____" be . , .,

... . -. 0;":."

n..,

.** 9. 6

1.1glDSEMHI-GASEOUS GASEOUS

SU FACI

TBNPMnTU•, Tr T F TV

FI:.14 - ,I ClPAL TYPES OF ABLATION

221

I

* .. . . S .•



0 4

4 1 4 * 0.0"4
a. a a 3 40toU

MW ~ 10 0

*oc I. d- w cc

.000 _W -gj

w go

0 0. 0 0 0

0 ~ 0 00 0 0 0)0 400 r o tnI) -

38/wIJO3V ~l~9 V VPswrio ovivaa98SUI3

222



0

06 4 6

06

z0

223



' I B

FIG., 17 ABLATION OP A MATERIAL WITH

CHANGING VISCOSITY DUE TO

FRACTIONAL DISTILLATION

224



I-

0 Q

- o.

.- m

w (n I

I k. I :

SI -4 - I •-

*0 U

a: 0E 0~ 0

nI• ---34J -

0 0 0

K u n I o

- 0 03 0(
n- l 0 0J- 0

10 '-01- -

0225



0 F

o

U 0 (12 CO

I IL c

C4 p

* I 0

~a~u
* ~ qp *C)

1%3 iJ
Q:

00

(I)~ .0w
IIM~

¶ 0
U. 00 t

22 W 0 CT



-77/

IHI
ca4

:3 U

40.

227



228



CE RAMIC MATE RIALS FOR USE IN HYPERSONIC AIRCRAFT

John M. Nowak
Bell Aircraft Corporation

229



230



March 24, 1958

CERAMIC MATERIALS FOR USE IN HYPERSONIC AIRCRAFT

John M. Nowak
Bell Aircraft Corporation
Buffalo 5, New York

Introduction

The attendance at this session is an excellent indication of interest in the

problems of using high temperature stable materials in aircraft and missiles.

Until very recently, with the relatively slower vehicles, metals have adequately

fulfilled the structural requirements. However, as the speeds in our new aircraft

and missiles continue to Mach 10, Mach 15, and beyond, use of conventional designs

radically limits the use of present metals. Metal alloys useful to temperatures of

about 1350 F to 16OO F are commercially available. Same of the high temperature

alloys, as an example a high cobalt type, have reported stress rupture strengths

in wrought form of about 7200 psi at 1800 F after 100 hour exposure at 1800 F.

The short time tensile strength of this alloy is reported to be about 22,700 psi at

1800 F. However, as operating temperatures increase to 1800 F and above, more and

more of our technical people are looking to ceramics to solve their material problems.

Ceramics is one of the oldest of arts. Yet it is only relatively recently that

modern technology has been extensively applied to the study of ceramics. The term

ceramics means many things to many people. It means pottery to some; brick to some;

abrasives to some; glass and refractories to others. Conventional ceramic materials

are prepared by mixing certain amounts of plastic, filler and flux. The ceramic

material processed and prepared for the forming operation had ingredients which

functioned in these three ways. It has to be plastic so that it could be formed

into any shape; it had to have a low drying shrinkage so that cracks would not

develop with resultant failure of the ware; and it had to have low enough fusibility

to be fired into a strong product at temperatures economically practical. The

minerals which contribute the property of plasticity are called plastics in the

ceramic field of technology. They are not the same materials to which the term 231
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The use of ceramic materials as high temperature, low density insulants has

been accepted by industry for many years. However, the effect of vibration cf these

materials at high temperatures has not been investigated to our knowledge. Ceramic

materials have been used as coatings for metals for applications such as enewls for

household appliances, enamels for outdoor service on steel and aluminum. We hope

that our presentation this afternoon will add to the sum of knowledge on the

possible application of ceramics to high speed flight vehicles. One cannot overlook

any of the materials available. Our studies were directed toward use of ceramics

in applications at elevated temperatures for periods of one to 100 hours.
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RESULTS

About five years ago our laboratories undertook the investigation of materials

for application to proposed hypersonic aircraft. Reviewing the material problems

which me could anticipate at that time and based on the best information available

from designs made by our Structures Engineers, we decided to direct our preliminary

efforts into several functional channels. We divided our studies into the follow-

ing: (1) refractory materials for "hot spot" areas, (2) thermal insulants, and

(3) protective coatings to prevent oxidation of metals. In a proposed vehicle,

the refractories were considered for the wing leading edges and the nose. The

insulants were for application between the outer skins or walls and the interior

structure. The protective coatings were considered for application to metal skins

fabricated from super alloys in foil thickness and to other metallic andm nh-

metallic ecoponents subject to elevated temperatures. With the exception of a few

of the coatings, all the materials evaluated are ceramic.

Refractory Materials for Hot Spot Areas

Tests were conducted on a number of selected high temperature materials which

may be useful as refractories for hot spot areas where temperatures in excess of

2500 F and approaching 4000 F may be anticipated. Most of the high melting point

materials have mechanical, thermal, or chemical properties which make them unsuit-

able for some of these applications. Although no material to our knowledge is

presently available which will meet all the target requirements for all hot spot

areas, test data establishing useful life temperatures for available materials is

imperative. A number of refractory carbide and graphite materials were selected on

the basis of their theoretical properties and were screened for rate of oxidation at

2800 F under a controlled oxygen flow of one liter per minute. This temperature

was selected as a plateau representing the lower temperature limits of proposed

applications.

Oxides as a class appear to have lower useful operating temperatures than do the

carbides. The oxides tend to have lover strength at the high temperatures. Some are
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subject to thermal shock. The carbides,however, generally have higher melting

points, higher strengths at the elevated temperatures and are not subject to the

degree of thermal shock that is common to some oxides. At sufficiently elevated

temperatures the carbides will oxidize. Purpose of our studies on the carbides

and graphite was to ascertain the degree of oxidation which we could expect.

Tn addition, preliminary temperature tests to 3700 F were conducted on a

magnesia-zirconia body, on a dense silAon carbide body and on a zirconium carbide

body. Modulus of rupture tests were conducted at temperatures to 2700 F on an

experime.nts1, aluminum modified, dense silicon carbide body, and at terpcratures

to 1500 F on a number of zirconia bodies. The aluminum modified silicon carbide

was fabricated in an attempt to obtain a ccziercially producible silicon carbide

1!oscssing a modulus of rupture approaching the best hot eze v'iay kno'-; to

us. A hot preszed, high stren•;h 3i:Z body with a reported tri-Ldulu- of rupture of

70,Cx(; psi -at 2500 F was prepared by Llfred Uhiversity on a laboratory scale.

Of the bodies tested only SiC-BkC, recrystallizeý 2.2, end AG graphite coated

with about .005" SiC were capable of withstanding exposure to oxygen at 2800 F for

three hours without excessive dettrioration. The ZrC oxidized to a powder. The

TaC and the TaC-ZrC bodies oxidized excessively. Based on the change in weight

and the amount of CG2 collected per square centimeter of surface area, the SiC-

E14C body showed the greatest resistance to oxidation under those test conditions.

mxeminatior. of the SiC coated graphite showed pronounced voids under the coating.

These voids were concentrated at the edges. This would indicate that it may be

difficult in getting an adequate coating on the edges. Detailed oxidation

resistance test data for the bodies evaluated is given in Table III. The weight

of CO2 collected per square centimeter of exposed area against exposure time for

all samples tested is plotted in Figures 1, 2 and 3.
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To determine resistance to higher temperatures, preliminary qualitative

teats consisting of exposing test samples in an oxy-acetylene furnace up to 3700 F

were conducted an a 75% magnesia-25% sirccnia bodyt a dense silicon carbide b3dy,

and a sirconium carbide body. The magnesia-zirConia body has been used as a funnel

for tranaferring molten stainless steel, Visual examination of the test specimens

showed little evidence of attack on the dense silicon carbide exposed for 10 min-

utea at 3700 F. Exrosure for about 85 minutes resulted in severe oxidation of the

body. Table IV lists more completvisua! data taken on the dense SiC specimens

exposedo A substantial weight loss was noted after exposure of the MgO-ZrO2 body

for one hour at about 3A50 Fo A white coating was formed over the ZrC test speci

vans after 2 to 6 minutes exposure at temperatures from 3275 F to 3b50 F. Tht

coating was otserved to have poor adhesion to the bodyý

Modulus of ruiture tests at temperatures to 2700 F on the aluminum modified,

experimetal, dense silicon aarbide body showed a considerable spread withiun uach

test points Test data for the 60 minute exroosure at temras'ature is plottad ii Figure 5o

Table V comptles the test data collected for the bjdy, Considerably sower modulur

of rupture values were obtained for the ZrO2 as shown in Table V.•

Thermal Insulants

Vibration tests at temperatures of 1800 to 2000 F and water ab"o:ption tWasts

were conducted on a number of low density• silica and alumina'silica fibrmue :.nsulants.

I* Vibration at Elevated Temperature

Alurina-silica ar.d silica fibrous insulants with z nominal donsi'Vy of' 3" to

6 lb/ft3 were vibrated W; elevated temperature in threa mutual~oy 'e:nd a

plqnes for 0s hours accoding to i preoetermined schedvaop at •'.u'in •ivi of

5 to 2000 cps with .06" double amplitude• Thesa conditizns -r,. norwvaL fo

missile arplications. ?emperatures of about 1800 P to 2000 F for most of•' the

test were recorded on the hot side tacing the heat sourwo Wo attgr'• waE, madt

to cool the other side of the insulant where to-nperatures in tao range of WOO 7

to 1000 F were recorded. Figure 6 illustrates the test equipment used in our
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vibration studies. Figure 7 shows the position of the insulant test specrnecns

in the fixture.

After the 48 hour test it was observed that alumina-silica fibrous insulant,

our number HD-2-AS-3, had the least physical deterioration. Alumina-silica

fibrous insulant, our number !M)-l-AS, exhibited the least shrinkage but was

badly pitted by its impurities. Additional test specimens of the materials

tested for 48 hours vibration at elevated temperature were vibration tested

at elevated temperature at an increased amplitude. An amplitude of 0.4 inch

double amplitudQ was used. Such amplitude is greater than that expected for

a useable structure. Due to the possible adverse effect of this amplitude

on the test unit, the test was restricted to 1/2 hour in each plane, for a

total of 1-1/2 hours. All the specimens remained dimensionally unchanged based

on approximate measurement, except a high silica fibrous insulant. The 3 lb/ft 3

alumina-silica insulant HD-2-AS-3 showed the least change in density. A 12 hour

vibration test at elevated temperatures was conducted in several alumina-silica

fibrous insulants having densities from 4 lb/ft 3 to 12 lb/ft 3 . Vibration tests

were conducted on the higher density materials primarily to correlate vibration

resistance with density. With the exception of some powdering, the materials

appeared to withstand the vibration satisfactorily.

2. Water Absorption

A water immersion test was conducted on all the insulant specimens evaluated.

All the insulant test specimens absorbed water in the "as received" condition.

The amount of water absorbed by the specimens having low "as received" water

absorption values increased after vibration testing. None of the specimens

retained water after oven drying. There was no evidence of hydrolysis or

chemical reaction of water on any of the specimens.
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Five cer~amic coatings arid three difft't8izn ty~pe coatings were evalua~ted £fc.T

oxidation resistarco nrotection, therynal skiock, adhorence. and flexibility,~ The

coatings wc.re anplied to Incenel X foil (.005"). C.iatings are being considered

not onfly for the oyidation protection t~hey m~y ao-d the ietalD but also as a

high emissivity source on the me~tal sufaw, Feat transfer from the hot r"etal to

the atmosphere umy thus be Increacedo Uncoaited Licone-i 7i foil (,O0051) has a

?oom tevaperature tensile strungth of tbout 2 9 p0 0 O pol. after 241 hours exposure in

air at 2000 Ps and a room teinpvcature qcs2 t.2Ar67th of iibtut 10% 001) psi &fter

2jhours at 2000 P in an argon "I¶'iible 11 fxlstrates tho offeit on the

~omi wirerture t~ensile ".trong-n of CcOf1)5 1' Y vrzo, X aft-r txposuve to 20.0 Fo

1ýcce T s selbeted as the roeý lft cur ý;aating s-;7dies beeaus,: it is yepyroeentý-

atiý,e of the high nickel eý.ass of Xiigh tocpeeaýura alloys; it alun:ud a large

darease in rcZýi~ tnr~rraur st~ength mhc-,n c-,rpozd -to crvid1,-zing atmosph,3rua and

tol-arefore D10*ooý3'ce wtir'g a ~~Ž~ nd it veas nv .Jtable in f o 1.

The ioettal undergoes rpharc ýýhanges at Alevated tem-peraturas iuhich

~enrt Arv.AA y 1III Unved b? coainrl~o It is., thereforej, necussary to test

ihe oU inta ~ti cilvted k-m-pature.,, to csz~kiblish r'ropertics at those tenpaira-

iira uz -VJ.-;s artf aga2.i~ r(Xc.16Lc in ou2.1c laoaorZ.(3ieJ U&1-so~rn

ý7C,3 C.-i&dit.6 po lerx' ods of I hrour, bl) ýzLws; and hc$~uh.,s at 2XO0 F,-

~a ~~ sof wnoOa~d LThonelh anc; Trhvrol X ca~du a di :ýNlo.01 tjjrpl

-5ion of 'wontinpg9 oýA.V nuribor Jpr&-5, h Coatir~gs ovnluatýýCý rnd no.
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L i Of he cazbide maiter3ia-3 toothed tha rsafl is8~tPLee at MOi F w~as

%wh~ibicd by the rai'r~ctory bcdy of 90% sillcon ectrbior-. :'.oi

to 85 vA iites smaosuv'e zn4 th-ac tampa-i'.1re~s diAtrLG!s2d quit-) 4Ay :.'au3.1ng

in 1066 og nbi 11/41 of kIjh') or1-jal -.o2.um of tiaes

3~An wectiwp; iuo obt~in ).,y t-.ie zt.Arif semr' u!4? z 3ydo s2licorn
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Protective Coaigy

1. On the basts of the rnr1limirmiry screernp, tPsts, diffusion eoatirg JP? e

appears to be the most rrornsing coatir.g for Int'onel X. This conting affords

excellent oxidation protectIon; possesses good I.hermaw. shock resistar-2e; ard

shows good flexibility and a&derence•, The JPH4- conted srmcimens exncsed to

2200 F for various tive reriods e rririerd a dogree of warpage rot ePcountered

in the sme'-Impns exrosed to 2000 Po

Most of the work presented in this rerort was sponsored by the U.S. Air Forceo

Their assistance is gratel.'ully acknowledged,
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THERMAL PROPERTIES OF

NOSE CONE MATERIALS

I. B. Fieldhouse, J. I. Lang, A. N. Takata and T. E. Waterman

I. INTRODUCTION

The thermal properties of materials at high temperatures are of considerable

practical and theoretical interest to the engineer and scientist. The practical value is

well demonstratea by the demand for thermal property data above 1500OF which is

lacking in the literature and required for computations to determine the optimum

material and designi of the nose cone of ballistic missiles.

In early 1955, a program to ne asure the thermal conductivity, specific heat

and linear thermal expansion of five materials was initiated at Armour Research

Foundation under contract No. AF 33`616)-2093. The materials covered in this con-

tract were copper, molybdenum, nickel, type GBE graphite and type 3474D graphite.

This information was presented at the First Technical Symposium on Ballistic Missiles

held in Los Angeles in June 1956. Since then, more information has been obtained and

will be presented here along with a brief description of the experimental methods.

II. THERMAL CONDUCTIVITY OF SOLIDS

A. Experimental Method and Apparatus

The method used for determining thermql conductivity is one of unidirectional

heat flow through a disk of the sample material. The apparatus used is shown in Fig. 1.

The heating system consists of a main heater, guard heater, and superheater. The

heating elements for the main and guard heaters consist of molybdenum wire 0.09 inch

in diameter wound in a coil 3/8 inch in diameter. The coils are supporied alundum re-

fractory shapes and the unit insulated with bubbled alumina.

The purpose of the superheater is to prevent condensation of the evapcrating liquid

from occurring before the vapor reaches the condenser. The temperature of the super-

heater is regulated so that it is always about 10*F above the boiling point of the liquid.
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As shown in Fig. 1, the calorimeter assembly consists of a test

section, guard section, two condensers, superheater, and a two-way valve.

It is held about 1/8 of an inch above the sample. As heat is transferred

from the sample to the calorimeter, the liquid in the calorimeter will begin

to boil. The vapor formed in the 3 inch diameter test section will rise in

the tube separating the test section from the guard section, pass through

the heated inclined tube and then flow into the condenser where it can either

be collected and weighed, or allowed to drain back into the calorimeter.

The vapor from the guard section is condensed in a separate condenser and

then drained back into the calorimeter.

With the exception of tantalum, the test sample is a disk 6-3/4

inches in diameter and 1-1/2 inches thick. As present methods of fabrica-

tion are not capable of producing high density sintered tantalum in sheets

thicker than about 1/4 inch, the sample (6-3/4 inch in diameter and 1-1/2 inch

thick) was made by stacking varying lengths of 1/4 inch by 1-1/2 inch strips

to form the sample disk as shown in Fig. 2. This provided a sample which

was continuous from surface to surface in the direction of heat flow, which

eliminates problems concerning contact resistance. The sample with

platinum - platinum 10'/o rhodium thermocouples in place is lowered into the

furnace and supported 1/4 inch above the main heater by alumina posts. The

thermocouples are lead out through small tubes in the sides of the furnace

and are connected to the measuring instrument (type K-3 Leeds & Northrup

potentiometer with ice bath reference junction). The guard thermocouples

are placed within the refractory supporting guard heater and on the same

horizontal plane as the cold surface of the sample.

2
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B. Test Results

Preliminary tests at temperatures of 1000 to 1600°F were made

using an Armco iron sample in order to verify the accuracy of the test equip-

ment. The results were compared with values reported by Armstrong and
I 2 3Dauphinee , Powell and Jakob . The maximum disagreement was found to

be 3 per cent at 1600°F between ARF and Powell.

The experimental results obtained on the materials tested are

shown graphically in Figs. 3 and 4. In the cases of Hastelloys B and C, and

the graphites, the results given are those obtained during the first run of

each sample in the furnace. Subsequent runs give higher numbers. To ob-

tain an approximation of this increase in conductivity, one sample of

Hastelloy B was left in the furnace at 1400°F for 24 hours after the comple-

tion of a run. The results obtained after this period ranged from 30 to 35

per cent higher than the original.

A metallographic examination of this sample of Hastelloy B was

made before and after testing. Small pieces were cut from the edge of the

disc, mounted in Bakelite, polished and etched with ferric chloride. The

piece in the "as received" condition had a grain structure of equiax twinned

grains characteristic of this alloy after being worked and annealed. The

heat treatment occurring during the test produced a microstructure which

consisted of three phases, an alpha nickel solid solution matrix, a beta

nickel-molybdenum (Ni 4 Mo) phase precipitated as small particles in the

grain boundaries and within the grains, and a gamma phase present as

larger particles appearing within the grains.

1. Armstrong, L. D. and Dauphinee, T. M. "Canadian Journal of
Research." Section F, Vol. 25, pp 221-225, 1947.

2. Powell, R. W. "Proceedings of the Physical Society." London,
Vol. 46, pp 659-674, 1934.

3. Jakob, Max. "Heat Transfer." Vol. 1, John Wiley and Sons, Inc.,

pp 146- 166, 1949.
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In measuring the graphite samples, a definite odor of coal gas

was noticed in the purge helium leaving the furnace. Also, carbon deposits

were found on the calorimeter. These phenomena suggest that either the

structure of the graphite was changing, or that impurities were being driven

from the sample. That some change in the n:-,,r• of the graphite samples

had occurred was verified in the earlier \ testing a sample of

3474D graphite. A definite increase in thermal conductivity was noted, with

the greatest difference occurring at 1000*F (the lowest temperature at which

measurements were made).

C. Estimated Accuracy

An article by Somers and Cyphers4 indicates that the maximum

error due to sample thickness and ratio of test section area to guard area on
distorting perpendicular heat flow lines is 2 per cent. The article consists

of steady state heat transfer calculations by means of the solution of particu-
lar differential equations for heat flow in homogeneous materials of cylin-

drical cross section and various thicknesses. One face of the sample is
assumed to be at a given temperature and the other face at a temperature

greater than the first. The side of the sample is assumed to be at the same

temperature as one face, which is a more drastic condition than that which

takes place in the actual case. The authors report the ratio of true thermal

conductivity to that measured experimentally for various test sections,

guard sections, and sample thickness dimensions.

Since careful consideration was given to the instrumentation,

errors due to measurements alone should be less than one per cent. How-

ever, errors produced by slight misalignment of the heaters, variations in

the resistance of the heater wires, small inaccuracies in machining and

thermocouple locations, and other random errors account for the spread in

data.

With these points in mind, it is believed that the curves drawn

through the experimental data are accurate within 5 per cent.

4. Somers, E. V. and Cyphers, J. A. "Analysis of Errors in Measuring
Thermal Conductivity of Insulating Material. " Review of Scientific
Instruments, Vol. 22, No. 8, pp 583-586, August, 1951.

5
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III. THERMAL CONDUCTIVITY OF LIQUID COPPER

A comparative method was used to determine the thermal conductivity

of the liquid sample. Heat was passed downward from an electric heater,

through the sample, through a disk of molybdenum whose thermal conduc-

tivity as a function of temperature is known, to a heat sink. This was neces-

sitated due to the convection currents which are set up if the sample is heated

from below.

A. Experimental Method and Apparatus

The apparatus used is shown in Figs. 5 and 6. As downward heat

flow was required, the calorimeter used for solid samples was not suitable.

Therefore, a solid (molybdenum) whose thermal conductivity was known

was placed below the liquid, and the heat flow determined by the tempera-

ture drop through the known material.

The copper used for these measurements was electrolytic tough

pitch copper having a density of 551. 4 lb/ft3. The results of the thermal

conductivity measurements are shown in Fig. 7 along with those for the

solid.

Based on known theoretical considerations, the thermal conduc-

tivity of liquid copper should have been equal to 0. 5 of that of solid copper,

or approximately 92 B hr ft F . The experimental results obtained

during this investigation yield results which indicate that this ratio should

be 0. 36 instead of 0. 5. However, from a further examination of the liquid

metal literature, it appears that a very definite need exists on both experi-

mental and theoretical grounds for further work in this field before the

relationship between the solid and liquid thermal conductivities is known.

It is believed that the experimental data are accurate to within

+ 5 per cent.
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IV. SPECIFIC HEAT

A. Introduction

The values of specific heat were derived from enthalpy data ob-

tained by dropping heated samples into a modified Parr Adiabatic Calori-

meter.

B. Apparatus

A diagram of the apparatus used is shown in Fig. 8. The furnace

is a vertical tube type purchased from the Harper Electric Company. The

interior of the furnace contains an alundum tube, 1-1/2 inches inside dia-

meter, 44 inches in length. The tube length and diameter was specified to

assure a uniform temperature region surrounding the sample.

The furnace was heated electrically by a globar tube, exterior to

z nd concentric with the alundum tube. Power input to the globar element

was controlled by a 3-step 6-position transformer. An inert atmosphere in

the furnace interior was assured by constant purging with helium. Sealing

at the top of the tube was attained by a pipe flange; bottom sealing was pro-

vided by a gate valve.

The temperature of the furnace a' the point where the sample was

suspended was measured by two platinum platinum 10 per cent rhodium

thermocouples contained in protection tubes and suspended from the furnace

top. An axial temperature survey at the in-furnace sample position indi-

cated a temperature gradient of less than l0F/inch, at a mean furnace tem-

perature of 2500'F.

As indicated in Fig. 8, the furnace tube is connected to the calori-

meter by means of a 1-1/2 inch stainless steel pipe. Immediately above the

calorimeter the 1-1/2 inch pipe was reduced by a convergent section to a

one inch pipe. The one inch pipe was inserted into the receiver for a length

of one inch. The receiver, though modified several times, is baeed on a
5

design described by D. C. Ginnings .

5. Ginnings, D. C. and Corruccini, R. J. Journal of Research NBS
38, 1947, Research Paper 1797.
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Heat content of the sample was measured by a Parr Adiabatic

calorimeter. The calorimeter cover was modified to provide entrance to

the receiver, inert gas tubes and gate shaft.

The temperatures in the calorimeter and in the calorimeter jacket

were measured with calibrated thermometers.

C. Calculation of Specific Heat

Specific heat at constant pressure is defined by the equation:

C 8(AH) 3 (H)Cp I OT 1p

AH = enthalpy change relative to a specified datum

T = temperature

P subscript indicates the partial derivative at constant pressure.

The experimental method described here yields measurements of

enthalpy change and corresponding temperature level. The relation between

specific heat and the measured quantities is given by integration of equation

(1) with respect to temperature.

CpdT f ( H) dT (2)

Eaithalpy change may be expressed in terms of a temperature

function:

AH = *(T) (3)

Simple differentiation of 40(T) then gives C . The expression *(2) usedp

here was a quadratic of the form:

AH = a +bT + cT 2  (4)

So:

C = b + ZcT (5)p

The enthalpy equation 4(T) was obtained from the experimental data by a

least squares method. The specific heat function was determined as indi-

cated above. Figures 9 and 10 present specific heat values in the tempera-

ture range investigated.
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D. Accuracy of Measurements

The accuracy of the results is limited only by the accuracy of

in-furnace sample temperat re measurements. The magnitude of error

from the calorimeter is probably no more than one per cent. This conclu-

sion is difficult to check experimentally because it was not possible to

maintain furnace temperatures constant to less than 5°F. Furnace temper-

ature variation was caused by fluctuation in voltage input to the furnace

transformers.

Measurement of in-iurnace sample temperature was accomplished

by two platinum platinum 10 per cent rhodium thermocouples inserted in pro-

tection tubes. The protection tubes were necessary to prevent contamination

of the thermocouples, and also to allow diffusion of oxygen down the interior

of the protection tube. The validity of this measurement method was checked

in the following manner. A graphite sample was axially bored to accomodate

an insulated platinum platinum 10 per cent rhodium thermocouple. The

sample was placed in the normal in-furnace position, and the temperatures

sensed by the thermocouples enclosed in protection tubes were compared

with the thermocouple enclosed in the sample. The results of this test indi-

cated that the temperature sensed by the sample thermocouples agreed with

the arithmetic average of the temperatures sensed by protected thermo-

couples to 4VF. The error introduced from this source is probably about

one per cent.

The combined accura, y )f the enthalpy measurements is, then,

about two per cent.

V. SPECIFIC HEAT OF LIQUID COPPER

The apparatus for determining the specific heat of liquid copper was

the same as that used for the solids. The only additional requirement was

that the sample be held in a containing cylinder. The containing cylinder

used was a molybdenum capsule 4-3/4 inches in length by 5/8 inch OD with

a 1/16 inch wall. The bottom of the container was welded to the sides and a

plug was fitted to the top to provide a seal against loss of liquid. The con-

tribution of the molybdenum capsule to the total heat content was evaluated
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from the data measured earlier. The:- specific heat values obtained are

shown in Fig. 11 along with those obtained for the sulid.

VI. LINEAR THERMAL EXPANSION

The linear thermal expansion was dtte i minud by measuring the dis-

tance between two recrystallized alumina pins mounted in a rod of material

to be evaluated.

A. Apparatus

A schematic diagram of the apparatus is shown in Fig. 12. The

furnace is heated by three banks of globar elements at the front, middle and

rear of the furnace. Each bank of globar elermetnts may be heated indepen-

dently so as to insure a uniform temperature along the middle of the furnace.

Preliminary tests indicated that the ,ariation of tempc, ra(!ire of the speci-

mens along their length was within 5°F. The furna e t'. rerature was

measured by platinum platinum 10 per cent rhodium -erria -ouples located

one inch from either end oi the sample and the sample ten• -rature was

measured by a thermocouple located in one end of the specimen.

The specimen is mounted in a ceramic tube in the center of the

furnace, with the ceramic pins pointing upward. In this position the line-up

is such that the pins may be seen from outside the furnace and the distance

between them measured directly with the telemicro scopes. During the lower

temperature portions of each run, the pins are silhouetted against a lighted

white background behind the furnace. Once the interior of the furnace begins

to get cherry red, the lights are turned off and the red pins are easily seen

against the now dark background. A slow stream of helium is maintained

into the ceramic tube supporting the sample to protect the sample from

oxidati on.

The telemicroscopes are mounted on an invar bar which has a

very low coefficient of thermal expansion and the displacements of the pins

read by means of a micrometer to an accuracy of 0.0001 inch. The com-

plete assembly is shock mounted to minimize vibrations.
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B. Results

The thermal expansion of each material was measured from 80'F

to slightly below its melting point or to 3000°F, as shown in Fig. 13. AL is

the fractional increase in sample length and L is the sample length at 80'F.

C. Discussion of Experimental Errors

The measurement of thermal expansion is an absolute measure-

ment and hence all errors are inherent in the apparatus ard observer (such

as incorrect temperature measurements or variations in the optical system).

These sources of error are considered to be relatively small and of a

random nature.
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THE APPROACH TO THERMAL EQUILIBRIUM IN A LAMINAR

HYPERSONIC BOUNDARY LAYER

D. E. Knapp

SUMM 4RY

Availability of relaxation time measurements makes it possible to examine

the approach to thermal equilibrium in hypersonic flow. Non-equilibrium con-

ditions may occur in both ballistic and glide re-entry trajectories. In this paper

the second case is considered where wing leading edges are assumed to have

sufficient sweep so that inactive degrees of freedom are not excited by the initial

shock front. Under this condition molecular vibration and dissociation do not

come into play until viscous heating in the boundary layer raises the air temper-

ature above about 4500 0 R. This case is thus quite different from a ballistic

vehicle where the boundary layer flow passes first through a strong bow shock

wave.

In air flowing over a hypersonic glide vehicle dissociation of oxygen and vi-

bration of nitrogen absorb most of the energy stored in inactive degrees of free-

dom. Approximate relaxation lengths are computed for these two processes

followed by a more exact numerical integration of the temperature history of a

particle passing through the boundary layer.

The following results are obtained from this analysis:

(1) The boundary layer temperature distribution is significantly different

from the equilibrium case.

(2) The calculated temperature distribution remains consistent with the

customary boundary layer similarity assumption.

(3) The maximum temperature is 9500°R compared to 6000°R for an

equilibrium boundary layer.
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These results shoul6i be of interest in two problem.; which arise in connection with

hypersonic glide vehicle design: first. the evaluation of boundary layer ion con-

centration and second. the detailed treatment of boundary layer heat transfer.

INTRODUCTION:

At the high temperatures which occur in hypersonic flow both active and

inactive degrees of freedom share in molecular kinetic energy. In air. trans-

lational and rotational motion are called active degrees of free,!.r-m since only a

few collisions between molecules are required to reach an equilibrium distribu-

tion of energy. Molecular vibration, dissociation, and at extreme temperatures

ionization are called inactive degrees of freedom because a very large number of

collisions are required before an equilibrium distribution of energy among these

processes is achieved.

The time lag for energy absorption by inactive degrees of freedom may cause

thermal disequilibrium whenever a large amount of thermal energy is rapidly added

to a fnuid. This situation exists both in a strong shock wave and in a hypersonic

boundary layer. The approach to thermal equilibrium behind shock waves was ex-

amined by Bethe and Teller(l) at a period when little experimental information was

available. Based on theoretical estimates of the number of collisions required to

reach equilibrium among the active and inactive degrees of freedom, they predicted

rather large relaxation lengths behind strong shock waves in air. However, they

considered their most important result to be that the velocity. pressure. temper-

ature, and density asymptotically approach equilibrium values which arc independ-

ent of the intervening physical processes.

The problem of interest in this paper is the approach to equilibrium in a hyper-

sonic boundary layer over a dart shaped wing at small angle of attack, This geome-

try has an element of simplicity similar to that of a planar shock. but at the same

time it is of practical interest in the design of a boost glide vehicle. For a dart

shaped wing with suitably blunted leading edges, the shock front will be wrapped
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closely over the compression surface of the wing. In addition, the strength of

the detached shock ahead of the swept leading edge is about the same as the

strength of the shock ahead of the flat lower wing surface. These shock

streiigths are of course much below that of the nose shock. Now most of the

boundary layer flow over the compression wing surface passes through the

weak shock at the swept leading edge rather than the strong shock at the nose.

In this way, energy to excite inactive degrees of freedom is supplied almost

entirely by viscous forces in the boundary layer. This creates an element of

simplicity for the present problem in contrast to a symmetric ballistic vehicle

where nearly all of the boundary layer flow passes first through a strong nose

shock.

AVAILABLE EXPERIMENTAL RESULTS-

With the extensive activity in shock tube experiments, direct measurements

of relaxation time or the time required for inactive degrees of freedom to

reach equilibrium are now available. Measurements of relaxation time for

vibration in oxygen and nitrogen have been made by Blackman. (2) Relaxation

times for both vibration and dissociation of oxygen have been measured by

Glick and Wurster. (3) In both experiments the relaxation time was obtained

by observing the change in density behind a shock by means of spark interfero-

meter photographs. In Figure 1, the product of relaxation time and pressure

is shown plotted against Tav-1/3. Here the average temperature is the arith-

metic mean between the equilibrium temperature and the temperature when no

energy is distributed to the inactive degrees of freedom. Although Blackman

has found a small change in relaxation times in mixtures of oxygen and nitro-

gen, we will use the relaxation times for pure nitrogen or oxygen in the follow-

ing analysis.
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EVALUATION OF RELAXATION PROCESSES IN A HYPERSONIC BOUNDARY
LAYER:

A boundary layer structure must now be established within which the re-

laxation time results may be applies. For this purpose a series of boundary

layer enthalpy profiles calculated by Royce and Chase( 4 ) for the boundary

layer over a flat plate will be used. Using the best available real gas proper-

ties, they integrated the compressible flow boundary layer equations with the

following assumptions:

(1) Surface cooled only by radiation

(2) Local thermal equilibrium throughout the boundary layer

(3) Similarity of velocity and enthalpy profiles in the direction of flow.

The enthalpy-velocity relationships computed in reference(4 ) are assumed to

be unchanged as the non-equilibrium boundary layer approaches thermal

equilibrium. This assumption implies that non-equilibrium processes

represent a small perturbation on the energy balance in the boundary layer.

This view of the energy balance in the boundary layer is in a sense supported

by the work of Lees(5 ), Bromberg(6 ). and others where for Lewis number

= 1 the boundary layer heat transfer is shown to be independent of the exact

nature of the physical processes in the boundary layer. As in the case of

any perturbation analysis it will be necessary to examine the results with

respect to the enthalpy similarity assumption.

Figure 2 shows two boundary layer temperature profiles. These were

obtained from the equilibrium boundary layer enthalpy profile in the follow-

ing way. The upper curve represents the temperature when no energy is

absorbed by inactive degrees of freedom. Since the boundary layer is assumed

to be a constant pressure process, this curve is geometrically similar to the

enthalpy profile. The lower curve represents the temperature which results

when an equilibrium distribution of energy among the active and inactive
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degrees of freedom has been achieved. The temperature profile shown here

represents a glide vehicle near maximum altitude and velocity. As altitude

and velocity decrease the non-equilibrium temperature profile drops steadily

while the equilibrium temperature curve changes very slowly. It is clear

that the difference in temperature is not a small perturbation in the usual

sense of the word.

The principal energy sinks among the inactive degrees of freedom in air

in this example are dissociation of oxygen and vibration of nitrogen. A simple

approximation to relaxation lengths in the boundary layer flow field may be

obtained by forming the product of local velocity and relaxation time obtained

from Figure 1. Results of this calculation are shown in Figure 3. The first

case represents about the maximum altitude and velocity short of orbiting

velocity at which a glider could maintain lift. The second corresponds

approximately to a peak heating condition. The temperature difference shown.

A Tmax, is the maximum difference between equilibrium and non-equilibrium

flow in the boundary layer. From these results two important conclusions can

be drawn. First, before flow enters the boundary layer, that is for u/u 1 =1,

equilibrium is not reached within the length of a conceivable glide vehicle.

Second, for glide flight conditions which are associated with a significantly

large ATmax, the dissociation of oxygen is the more rapid process.

With this background the temperature histories of three particles pass-

ing through the boundary layer shown in the first part of Figure 3 will be

investigated in detail. A particle in the present use of the word really means

an ensemble of molecules of oxygen and nitrogen moving through the boundary

layer as a group. Also, diffusion of atoms and molecules will be neglected

to simplify the analysis. This approximation is good as a particle first enters

the boundary layer and becomes progressively worse as concentration differences
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tions the temperature histories of individual particles in the boundary layer can

be obtained by stepwise integration.

In Figure 4, the results of this calculation are shown for three particles

at successively greater distances from the flat plate The dashed lines repre-

sent the temperature limits corresponding to equilibrium or non-equilibrium

flow. The solid line between these limits shows the progress of energy distribu-

tion among the inactive degrees of freedom in terms of the local temperature,

The temperatures in each case retain an approximate similarity structure. Th?

maximum temperatures are the same in each case because they are governed

by the extreme temperature dependence of the dissociation reaction rate. The

temperatures at the maximum enthalpy position for each particle are also nearly

the same because dissociation of oxygen is complete and vibration of nitrogen is

still only slightly activated. From these results the maximum temperature in

the boundary layer obtained is 9500°R compared to 6000'R for an equilibrium

boundary layer. The temperature determined here falls gradually to about

8000°R at a point corresponding to the maximum temperature in an equilibrium

boundary layer.

Beyond this point recombination of oxygen should begin while energy con-

tinues to be absorbed by vibration of nitrogen. Because of the lack of experi-

mental data on recombination rates, the integration is not continued in this

region. However, at the density considered here the gas phase recombination

is expected to be a very slow process. and a region of over dissociation should

exist as the flow is further decelerated in the boundary layer.

These results are collected in Figure 5 which shows a logarithmic plot of

the boundary layer cross-section. The particle paths whose temperature

histories were determined by integration are shown here by long dashed lines.
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The principal structural "r-ures of the boundary layer which have been deter-

mined are the regions o' mum temperature and of complete dissociation

of oxygen. This structure is consistent with the customary similarity assump-

tion in boundary layer theory.
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SYMBOLS

a speed of sound

C 11 T2

IA2 T

2-r

Cf friction coefficient Pu2
e

cH Stanton number qw

Pe e p (Tw awe

C? c Ný

H H w

ci mass concentration of ith component

cpi specific heat of ith component

D.. mass diffusion coefficient

E internal energy

f W - 2 [ Pv) w/pu)1e] Fdx-'

wW Nw -

g C gravitational constant

hf condensation coefficient

h. partial enthalpy of ith component1

k thermal conductivity

L characteristic length

M u /a Mach number
e e e

m average molecular weight of mixture

m m1/m2

12m. molecular weight of ith componlent

n. number of molecules of ith component
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P pressure tensor

p pressure

p. partial pressure of ith cOrMpo(ent

Pr cpu A,

,q heat flux vector

universal gas constant

R(e x pu L/ji

r position vector

Sc #P1
S C p / p D 1 2

T temperature

u x-directed velocity component

v y'-directed velocity component

v center-of-mass ve]ocity

v diffusion velocity

V* V is transpose o1 V V

a• thermal diffusion coefficient

CY disturbance wave length

-y c/c
p 

v

AH heat of sublimation
s

6.. Kronecker delta
1j

E emissivity

1 PAZ

C PeP e

shear viscosity

p density

a- Stefan-Boltzmann constant

7 viscous shear stress
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Subscripts

1 foreign material

2 air

w wall

aw adiabatic wall

e edge of boundary layer

x based on x-direction
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GENERAL CHARACTERISTICS OF BINARY BOUNDARY

LAYERS WITH APPLICATIONS TO

SUBLIMATION COOLING

Carl Gazley, Jr.
David J. Masson
Joseph F. Gross

I. INTRODUCTION

Recently, the alleviation of the high heating rates at the surface of hypersonic

vehicles has been recognized as an important problem. One of the cooling methods

that appears to have great ultimate promise is mass-transfer cooling - i. e., the in-

jection of a foreign material from the surface into the boundary layer. This has a

two-fold advantage in alleviation of the heat-transfer problem. The foreign material

may absorb heat from the boundary layer through a phase change (sublimation) and/or

by acting as a dispersed heat sink. It will be advantageous therefore to employ sur-

faces with high heats of sublimation as well as injectants with high thermal heat ca-

pacities. In addition, it has been shown that the introduction of a material (with its

normal velocity component) at the surface acts to decelerate the flow and consequently

to reduce the skin friction. This also implies a reduction in heat transfer at the wall.

The usual compressible boundary-layer equations are complicated by the

appearance of (1) an equation defining the conservation of the species at any point in

the boundary layer, and (2) transport terms which result from thermodynamic coupl-

ing coefficients such as thermal diffusion coefficient, etc. Although there are several

ways of effecting the injection of a foreign material into the boundary layer, only three

will be considered here, namely:

1. Transpiration cooling

2. Film cooling

3. Sublimation or ablation cooling
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Although these three methods all involve the same mechanism in the gaseous

phase of the boundary layer, there is a fundamental difference in the boundary condi-

tions at the wall which distinguish the three methods from a thermodynamic as well as

a mechanical viewpoint. Transpiration cooling is limited by the separation point of the

boundary layer and the maximum rate at which the foreign material can be pumped

through the surface. The rate of fluid injection at the surface is arbitrarily adjusted

by purely mechanical means and the temperature at the surface may be regulated de-

pending upon the injection rate of the material. It should be noted that a transpiration-

cooling system requires pumps, storage tanks, pressure regulators, and accessory

plumbing.

A film-cooling system involves pumping a liquid or gas onto the surface through

some sort of slot configuration so that a thin film of the material covers the surface.

This acts as an insulating coating and absorbs heat in its vaporization. These systems

are usually limited by such characteristics as the stability of the liquid film or the

pumping power available. Film-cooling systems require essentially all the plumbing

and control equipment of a transpiration-cooled operation.

A sublimation-cooling system is self-controlled through the relation between

the vapor pressure and surface temperature of a solid (the Clausius-Clapyron equa-

tion):
-AH S

inPi-= RT +B (26)

where

Pi = vapor pressure of subliming material

R = universal gas constant

AHs = heat of sublimation

B = constant of integration
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Heat is absorbed by the material as it sublimes. Thus, the heat transfer is reduced

in two ways: (1) direct absorption in the form of heat of sublimation, and (2) reduc-

tion of heat transfer because of the mass transfer of the sublimed material. The mass

release at the surface depends upon the heat of sublimation and the temperature of

the surface. Furthermore, the surface temperature can no longer be arbitrarily con-

trolled and, in fact, will always find 'its own level' depending upon the heat load,

heat of sublimation, and the particular flow system in which we are interested.

Ablation cooling is a similar but much more complex process. Depending

upon the surface material and the flight conditions, it is possible to have such complicat-

ing effects as fusion of the surface material, mechanical erosion, dissociation of

both air and surface material, ionization, and chemical reactions between the com-

ponents in the boundary layer. Sublimation cooling is only a specialized case of

ablation. The obvious complications involved in an analysis of ablating systems has

prevented any reaUy accurate description of the mechanism.

There is another method of classifying these systems which may be helpful

conceptually - by specifying the method of controlling the rate of injection. In the case

of transpiration cooling, as we have seen, the rate is arbitrarily controlled depend-

ing upon certain mechanical requirements such as the porous surface and pumping

power available. This may be considered an arbitrarily-controlled system. For a

subliming or ablating surface, however, the rate of injection is determined by the

heat of sublimation and the surface temperature. For a set of flight conditions and

a surface material, the steady-state injection is fixed thermodynamically. We may

call this a self-controlled system. Film cooling may be considered transitional. The

rate of mass transfer into the boundary layer is self-controlled but the flow rate of

liquid or gas over the surface remains arbitrary.
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IU. BINARY LAMINAR BOUNDARY-LAYER THEORY

Baron, (1) Eckert, et al., (2) and Sziklas and Banas (3) have investigated

theoretically the problem of mass-transfer cooling in the laminar boundary layer.

The introduction of a species conservation equation as well as the appearance of

thermodynamic coupling terms in both the species and energy equations complicates

the mathematical analysis of the boundary layer. The equations may be derived as

follows:

Let us assume:

1. Two dimensional flow

2. No dissociation, ionization, or chemical reactions in the

boundary layer

3. No external forces

4. Transport phenomena are linearly dependent upon property

gradients.

5. Fluid medium is locally homogeneous and isotropic

The species conservation equation may be written:

Al V n &(+ v 1 ) = 0 (1)

V1  -- 2 c1  c1 c2 vlnp +ac1Vln (2)
C1  m

where

ni = number of molecules of species i

V = center of mass velocity

Vi = diffusion velocity

a = thermal diffusion coefficient
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p pressure

ci mass concentration of ith component

2 air

1 foreign material

Dij =diffusion coefficient

mi molecular weight of ith component

The momentum equation is:

V DV V 3 [A 6 V ] (3)•'=PDt - '"['P• V 3

where

P = stress tensor

= kronecker delta

V* V = transpose of V V

U = viscosity

The energy equation is:

D(nE) - A.~

Dt nE{V- V) + V-q=/-P V V (4)

where

E = internal energy of system

In order to obtain a relationship between the pressure and heat flux tensors

and the dynamics of the molecular encounters in the system, it will be necessary to

apply the Boltzmann equation as well as the principles of irreversible thermodynam-

ics. The following approximate relationships are obtained:
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- = [- +' AV bij +A + {5)
-3 [P1~ V~ [ V ±V] (5)

2
_& aRTc1 c2 m n---- (-• "h2

q - kVT + (nh 1 V1 + n2 h 2 V2 ) + m1 m 2  (Vi-V 2 ) (6)

where

k = thermal conductivity

q heat flux vector
.th

i= partial enthalpy of i component (per molecule)

m average M. W. of gas

a thermal diffusion coefficient

The thermal flux is made up of three parts. The first is the usual conduction

term arising as a result of the temperature inequalities in the gas. The second is

due to a transfer of energy resulting from a diffusion flux relative to the mass velocity.

The last term represents the heat flux occurring as a result of the concentration and

pressure gradients in the boundary layer.

These equations may be modified to include the usual boundary-layer assump-

tions (1) steady-state, (2) boundary layer thickness small in comparison to a charac-

teristic length along the surface, (3) small injection velocities at the surface, and

(4) no pressure gradient along the surface. Now the equations are:

a(pu) a(pv)-- +-= 0 (7)8x ay

au au a 8u
pu-T4  PvT =-W (JA (7a)

ac ac B1c c1 __1

ax ay ay (7b)

8T 8T 8 T 8u 2 RTam ail a RTam
pCp (u 9Y--+v--) = a-(k- ÷ (-y) mm 8y 8y(h-h 2 +m m Il

(7c)
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where

j, pD al+ ac, nT]d-p 12 L6Ty C 2  J (7d)

S

The boundary conditions for the system of equations indicated above are

given as follows from simple physical considerations:

U 0

T T w y 0 (8)

u =ue

T Te Y • Ye (9)

0
C1 = 1

A transformation of coordinates(1) is now possible which will enable us to

represent all the variable unknowns as functions of a new set of coordinates s and

x

S :f Cue Ae Pe dx

(10)

Pe Ue r P_ dI d
*(2s)1/2 Jo P

The stream function has the form:

(2s)1/2 f (77)

The equations now appear as:

(Xf")' ? ff" - 0 (12)

1
(--4) -fc{ = 0 (12a)
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Xcp , Yc' Ye - 1 M2 2
(-f--T') (Sa c f)T' ) ef2 (12b)

rSc p 4 e

with

X 1 Peje Me = Mach number

e a

cC A 2p

C 2 -ye cv

e

It is assumed that the thermal diffusion coefficient ci = 0. Since we are concerned

with a seventh-order system of equations, another boundary condition must be

specified. It has been shown that this condition may be obtained by assuming the

mass velocity of the air molecules negligible in comparison to that of the foreign

material at the surface. This leads to the relationship that:

(Pv)w D a 1 (13)
c2  D12

Transforming all the boundary conditions to the new coordinates gives:

P = 2

c 1  0 7 • 7e (14)

T= 1

fP =O0

cw 77 = 0 (15)

f w ac1

w Sc(1 - c (-)

It should be noted that the rate of diffusion or normal injection velocity will

satisfy the similarity and boundary conditions provided that a constant surface temper-

ature is specified. The amount of foreign material diffusing away from the surface is
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given by Eq. (13). When this is translated into the similarity coordinates, the last

equation in (15) is obtained. Now, for a constant wall temperature, examination of

the equation shows fw to be a constant. Furthermore, since fw - (pV)w Re X" the

normal velocity will vary as 1/\'' just as it must to satisfy similarity conditions.

It will not matter whether we consider sublimation, evaporation, etc., because this

will only add a constraint to our solution selection; it will not change Eq. (15).

If a sublimation or evaporation system is under consideration, then it will be

necessary to impose a further condition, namely, between the wall temperature and

concentration. In effect, this means that the number of possible solutions will be

limited. The nature of this boundary condition and the effect of imposing it on the

system of equations will be discussed in Section VI.

The system of equations shown above has been transformed into ordinary

non-linear equations and may be solved by numerical methods. However, it is

clear that for Pr = Sc = A m 1 the momentum equation can be solved independ-

ently and solutions of the form:

T T(u)

c c (u) (16)

may be obtained. Although studies show that 25e momentum, temperature, and

concentration boundary-layer thicknesses are of the same order of magnitude, the

previous assumption is poor because of the severe fluctuation in magnitude of Pr

and X for mixtures. Nevertheless, a simple method for obtaining the directional

effects of mass transfer could be obtained by permitting k to vary in an iterative

scheme. This would lead to:

T -T(u,A))

c c(u,X) (17)
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It has been shown that the assumption of p - T for air flow leads to a

Blasius momentum equation and skin-friction results independent of Mach number.

A constant wall temperature also results in temperature and velocity functions

dependent upon a single variable. Baron has shown that the equations above give

similar solutions even when X, Pr and Sc vary both with temperature and concentra-

tion. By using the transformation coordinates, it has been demonstrated that the

system of partial differential equations may be changed into a new system of inter-

dependent ordinary differential equations.

The numerical solutions indicate (1,2,3) that the Stanton number and skin-

friction coefficient are functions of a blowing parameter defined as fw - (pv)w

Pe ue
FO as well as Mach number and the ratio of wall- to free-stream temperatures.

x
Plots of Cf NTR-ex and cH %-exagainst the blowing parameter show a definite decrease

with increasing (-fw)" The amount of the decrease depends upon the properties of

the material which is diffusing through the boundary layer.
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IU1. DISCUSSION AND DERIVATION OF GENERALIZED EXPRESSIONS

These equations have been solved numerically for air, water, helium and

hydrogen injection and the cases of an insulated and cooled wall. Before compar-

ing solutions, it should be noted that the 77 used by Eckert, et al. (2) and Sziklas

(3)
and Baz ss can be obtained from Eq. (10) by letting C = I and P = 1.

Figure 1 shows the effect of hydrogen injection on the velocity profile. For

an isothermal boundary layer, a moderate hydrogen injection (clw = 0. 2) causes

some increase in the boundary-layer thickness. The compressible cases show

much more pronounced thickening at the same injection rate, particularly for the

case of an insulated wall. One might expect the cooled wall to have more decelerating

effect on the boundary layer than in the case of the insulated wall. The decrease in

the boundary-layer thickness, however, negates this effect. Thus, the overall

effect of the flow deceleration is evident from the comparison of the velocity pro-

files.

A similar comparison may be made for the temperature profiles. Figure

2 shows temperature profiles for Me = 0 and Me = 12 at a wall to free-stream

temperature ratio of 6. In the former case the wall is, of course, being heated

by the boundary layer and in the latter case the opposite effect occurs. Injecting

hydrogen into the boundary layer reduces the temperature gradient and the heat

transfer in both cases. It should be noted that, in general, the temperature, con-

centration, and velocity thicknesses are about the same size.

From the appearance of the 'warped' profiles, then, it will certainly be

expected that reduced friction and heat-transfer coefficients will occur as a result

of the mass transfer. This is, in fact, true and a typical variation of the heat-

transfer parameter is shown in Fig. 3. Figure 3 presents the results of Sziklas

and Banas(3) for a Mach number of three, and the reduction in heat transfer even
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at moderate values of the injection paramter, is seen to be significant. The cases

of the insulated wall and a wall cooled to free-stream temperature are indicated. Note

the linear relationship between the heat-transfer parameter and fw, as well as the

fact that the effect of the heat transfer at the wall on the Stanton number seems to

be independent of the blowing parameter. Figure 4 shows the effect of increasing

Mach number on the heat transfer for an insulated wall. Again it appears that

Mach number effect is unaffected by the blowing parameter. In Fig. 5, both effects

are indicated and, in addition, the results of Baron for an insulated plate are com-

pared with those of Sziklas.

The effect of different diffusing materials on the heat transfer is shown in

Fig. 8. Results for hydrogen, helium, water vapor and air are shown. The light-

weight, high heat-capacity hydrogen gives the most significant decrease because

(1) high thermal capacity makes for a very efficient dispersed heat sink and (2) light

weight of gas results in a large thickening of the boundary layer and hence decrease

in the heat transfer. These curves suggest that the introduction of materials with

molecular weights higher than air will continue the trend toward less efficient heat-

transfer reduction.

The effects of blowing parameter, wall- to free-stream temperature ratio,

Mach number, and molecular weight of injected material on the heat transfer has

been shown. For design purposes and for interpretation of experimental work, it

would be desirable to have a unified relationship. What is required may be exprssed

as: CHAýxe = CH1 Jxl (Me, Tw/Te, fw, m 1 /m 2 ). The purpose would be to obtain

a relationship which is as simple as possible - analytically and graphically.

A first attempt at generalization, suggested by Baron's parameters, involves

modification of the heat-transfer parameter by the square root of the Chapman-

Rubesin constant, C. This brings together the Mach-number effects as shown in

Fig. 6. A similar modification in the blowing parameter corrects for the wafl

temperature as shown in Fig. 7. Here, the calculations of Sziklas and Banas(3) for
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different Mach numbers and wall cooling conditions have been approximated by

the curve shown. Baron's theory has been plotted to show the comparison. There

is close correspondence at low blowing parameters. The slight discrepancy at the

higher fw's is caused by differences in property evaluation, particularly in the vis-

cosity of the mixtures. Such correlations can be made for each injection material

and the variation of the different substances is shown in Fig. 8. The addition of a

foreign diffusing material thickens the boundary layer and, in fact, it has been shown

that the amount of this thickening will depend upon the substance used. The density

and velocity of the diffusing medium will determine just how much the boundary-

layer thickness is increased. A lighter material will diffuse further out into the

free stream creating a thick concentration boundary layer. A previous analysis(5)

has shown that the boundary-layer thickness should depend upon the molecular-

weight at moderate blowing parameters and the diffusion coefficient at very low blow-

ing rates. On this basis, it is possible to bring together the effects of injecting

different materials by means of a molecular weight parameter. This is indicated

in Fig. 9. The computed heat-transfer results of Sziklas and Banas (3) are shown

for comparison and the agreement is seen to be within 5 per cent. The resulting

generalization may be expressed as:

fw
c J 0.4 1/3 + 0.407 (18)

m

- m1
where m -1, the ratio of molecular weight of foreign material and air. Them2

friction factor is included in the same figure by the use of a modified Reynolds

analogy. For a Prandtl number of unity, it can be shown that, for both laminar

Couette flow and laminar boundary-layer flow, the usual Reynolds analogy

cf
cH- 2 (19)

holds also for the mass-transfer case provided cH is based on an enthalpy differ-

ence - rather than the customary temperature difference. The use of the customary

Stanton number in Fig. 9 undoubtedly accounts, in part, for the modified analogy.

For Prandtl numbers different from unity, Eq. (19) does not hold. Furthermore,

313



the large variation in the Pr number through the boundary layer makes the usual

assumption of constant Pr quite unjustified. Skin friction results using carbon

dioxide and iodine vapor as injectants(5) check the generalization of Eq. (18) to

within the 5 per cent indicated for the other computed values.

In his analysis of chemically reacting boundary layers, Lees(6) introduces

an effective heat of sublimation' which may be thought of as the actual heat of

sublimation plus the bonus reduction in heat transfer due to the blocking action of

the diffusing sublimed material. Examination of Fig. 10 indicates that this para-

meter may be considerably greater than the actual heat of sublimation, even at

moderate blowing rates. The abscissa, which has been modified to account for the

different injection materials, may be calculated by noting that it is equivalent to

the ratio AHeff/AHs, where qw = p euecH&Ieff. The quantity Heff, which has been

called an 'effective enthalpy potential, is:

2 2u e aT
A (he wAHff c Cie (hie -hiw) + 2 - uc (20)

Equation (20) is a special case of a general formulation by Lees which includes chemi-

cal reactions and radiative heat transfer from the gases to the surface. Therefore,

it would be possible to extend these arguments to a chemical reaction and radiationcD12 p cp
system on the basis of Lees equations (if k = 1). Note that for the case

where the convective and radiative heat transfer are negligible in comparison to

u2/2, we can say that the effective heat of sublimation becomes larger as the velocity

of the free stream increases. There is a practical limit to this, namely, when

transition occurs. The calculated results of Cohen and Reshotko for air injection at

the stagnation point have also been plotted on Fig. 10. The deviation here is about

10 per cent so that no large error would be incurred by using the same values for

stagnation or flat-plate calculations.

The temperature recovery factor for helium and air injection is shown in

Fig. 11. The experimental results for helium and air are those of Sziklas and

Banas(3) for Me = 2. 6 on an insulated wall. The air data agree well with the cal-

culations of Low. (7) The experimental helium results are not in agreement with the
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theory and, while the deviation is not excessive, the effect of blowing in the experi-

mental results appears opposite to what one might expect. Baron's results for variable

x and Iw are shown. The deviation due to variation of property values is of the order

of 10 per cent. Sziklas' results, for which Cw = 1, compares essentially with the

Xw values of Baron. A generalization similar to that for the Stanton number was

tried (see Fig. 12). Here we note that the agreement is not as good as for the heat

transfer parameter and the curve is no longer linear at low blowing parameters.

This curve can be expressed as:

r = 0. 031 0.885 (21)- 4/3
(m)

These considerations represent an attempt to generalize the theoretical

computations of laminar binary boundary-layer characteristics. The results

indicate that the effects of different foreign materials are primarily dependent on

the relative molecular weight. The advantages of the use of an injected material

having a low molecular weight are apparent. Equations (18) and (21) can be used

to predict, for example, the performance of various sublimation systems (see

Section VI).
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IV. STABILITY OF THE BINARY LAMINAR BOUNDARY LAYER

The stability of the Laminar binary boundary layer was first investigated

using the Lin(8) approximation:

Remin = 25(du/dy) (22)
cr6 , u.

where

0.58 = 7 w [2(du/dy)w yi 3]u(yi) d2 u(2)3

L u(yi) L du(y )3 (23)

1dy J

(5)

to calculate the minimum critical Reynolds numbers. This is the Reynolds num-

ber below which all disturbances are damped and therefore the flow will always be

stable. It would be noted that Eq. (22) applies to an incompressible single-compo-

nent flow. The values of the velocity profiles used in Eq. (22) were 'incompressible'

in the sense that they were functions of concentration dependent coordinates. The

boundary layer itself was assumed isothermal. It was assumed that Eq. (22) re-

mained valid for small injection rates, i. e., the disturbance equations were for

velocity and temperature independent of the concentration equation. In this way,

minimum critical Reynolds number relationships with blowing parameter and

molecular weight were obtained (see Fig. 13).

E. E. Covert(9) has treated this problem by using the Tollmien-Schlichting

perturbation analysis, i. e., he lets:

Z = Z1 (t) + 4, (r)e (a x - act) (24)

where Z is any property of the flow such as velocity, temperature, etc.,
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r = the position vector

a = disturbance wave length

c = complex disturbance wave velocity

He showed that the perturbation equations may be solved in exactly the same manner

as for a single component gas except for the implicit effects of the foreign gas on

the local flow properties for relatively small injection reates, where the boundary

layer assumptions are still essentially valid. This justifies the approach used

above. Covert found that the stability characteristics could be calculated for an

n-component boundary layer using the steady-state velocity and density profiles.

For a given range of Mach number, one may establish a boundary layer completely

stable to two-dimensional subsonic disturbances simply by cooling the surface. Van

Driest(11) has shown that the wall temperature required to achieve this cooling is

obtained under the condition that

d du 1
(Pd7- = 0 at u = 1 - (25)

dy y Me

Covert calculated values of Tw for different Mach numbers with fw as another

parameter (see Fig. 14). It should be noted that his calculations are based on

the solution of the inviscid (no viscosity) disturbance equations. Helium, carbon

dioxide, and air injection were considered. Injection of any material, regardless

of molecular weight, will cause a reduction in surface temperature. Since it has

been established that cooling exerts a stabilizing influence on the boundary layer,

we may expect an improvement with respect to a single-component gas. This

should be particularly true for the injection of heavy molecules since these will act in

a cooling manner by increasing the density near the surface. However, it is obvious

that the act of injection introduces a disturbance in the boundary layer by decelerat-

ing the flow. This will certainly be destabilizing at high injection rates. Therefore,

we may expect a counterbalancing of stabilizing and destabilizing effects. The net

result will depend upon the efficiency of the injected material in cooling the boundary

layer. Figure 14 shows the minimum temperature ratio for the injection of helium
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as a function of Mach number with fw as a parameter. It is indeed so that for a

Mach number below 3. 5, the injection reduces the stability character of a single

component layer. However, as the Mach number increases, the adiabatic waUl

temperature rises very rapidly causing a high enthalpy region near the wall. The

helium, injected into the hot boundary layer acts as a coolant decreasing the enthalpy

region near the wall. The helium, injected into the hot boundary layer acts as a

coolant decreasing the enthalpy and the over-all effect is to increase the minimum

wall-temperature ratio. An interesting point is that no amount of air or carbon

dioxide injection will increase the minimum temperature ratio. This agrees with

the action shown previously by the isothermal Reynolds number calculations.

Experimental results(3) are available for helium injection in a 1T7 porous

cone at Mach = 2.6. At fw = - 0. 11 the profiles were not yet transitional, but for

fw = - 0. 26, the inflection point had definitely appeared. From their data, the

authors conclude that I fwl A 0.15 is the point at which transitional profiles appear

for this particular case. At the same Mach number with air injection, transitional

profiles appeared at fw = - 0.28. Leadon, et al. (12) performed a series of tests on a

200 porous cone in a Mach five stream. Results showed that transition Reynolds

numbers (2. 5 x 106) were about half as large as those on a similar smooth model.

Furthermore, the transition point seemed very sensitive to Reynolds number, although

no correlation was observed between the variables.
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V. TURBULENT BOUNDARY LAYER

Solutions of turbulent boundary-layers with mass injection(15) were originally

done using the simple film theory, applied to the laminar sublayer. Even though the

film theory does not yield certain details of the flow, it predicts the effects of mass

injection quite well. More detailed analyses have since been carried out by Dorrance

and Dore, (16) Van Driest, (17) and Rubesin(18) for the case of air injection and by

Rubesin and Pappas(1 9 ) for light gas injection. Experimental results for air injection
(20) (21)

have been obtained by Mickley, et al. and Leadon and Scott, and for helium

injection by Leadon and Scott. (21)

Figure 15 shows examples of the reduction in Stanton number due to the in-

jection of air into the boundary-layer for various wall to free-stream temperature

ratios.

The effects of heat transfer and Mach number can be correlated by division

of the blowing parameters by the zero mass-transfer Stanton number corresponding

to the various wall to free-stream temperature ratios and Mach numbers. This is

shown in Fig. 16. A similar correlation can be expected for other Reynolds numbers
(22)

and Mach numbers. The film theory of Mickley, et al. with air injection follows

very closely the dashed curve of Fig. 16.

For the case of injection of a light gas, such as helium or hydrogen, the

reduction in Stanton number for a particular value of the blowing parameter,

(pv)w / Pe ue cHo' is greater than the reduction for the case of air injection, just

as in the case of the laminar boundary-layer. By modifying the film theory to take

into account the effects of light gas injection a similar reduction in Stanton number

can be shown. This has been done by approximating the weight concentration of the

foreign gas in the sub-layer and taking into account the variation in sub-layer thick-

ness due to the foreign gas injection. As a result of the inclusion of these details

in the expression obtained from the film theory, the reduction in Stanton number is
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shown to be dependent on the blowing parameter. (PV)w/peUeCHo and the same ratio

of molecular weights used for the laminar case. This variation of Stanton number

reduction, with blowing parameters, can be closely approximate by division of the

blowing parameter by thc molecular weight ratio to the two-thirds power rather

than the one-third power as obtained for the laminar case. The results for light

gas injection can then be correlated with the results for air injection The com-

parison is shown on Fig. 17. Here the air-injection results of Rubesin and Pappas

are given by the solid line while the experimental results of Leadon ;Ind Scott for

helium injection are shown by the dashed line.

For the case of a turbulent boundary-layer with mass injection, a plot

similar to that made for the laminar case shown in Fig. 10 can be made. Ihis is

shown in Fig. 18. Here the ordinate is the same as that for the laminar boundary-

layer case and the abscissa is again the enthalpy driving force divided by the heat

of sublimation.

A comparison of Figs. 10 and 18 shows that the 'effective heat of sublima-

tion' for the turbulent case does not increase as fast with blowing as that for the

laminar case. That is, the percentage reduction in the no-mass-transfer Stanton

number is less for the turbulent boundary-layer than it is for the laminar boundary-

layer.
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VI. SUBLIMATION COOLING

Although there has been a great deal of work done toward solving transpira-

tion cooling problems,(1 2 , discussion of phase changes at the surface have been

exploratory in nature in that a number of assumptions were made in order to indi-

cate qualitative trends.

Sutton and Skala(4) have recently published a theory of ablating surfaces

which includes the simultaneous solutions of the Navier-Stokes equations for the

liquid and gaseous phase (for hypersonic flow conditions). Their method is as yet

restricted to the stagnation point and few real conclusions have been drawn con-

cerning ablating surfaces because of the complexity of the physical mechanism.

From an aerodynamic viewpoint, of course, a subliming surface is much to be

desired. Liquid flow on the surface of the vehicle could conceivably play havoc

with transition values or simply alter the aerodynamic shape so that it no longer

resembles the design and hence cannot perform its function properly. If we strive

to work with materials such as napthalene which remain essentially firm even under

extreme temperature conditions then the added complexity of a liquid surface is not

really necessary.

Essentially, a phase change at the surface restricts the boundary condition

of the problem which is of interest here, i. e., the binary boundary layer with heat

transfer. These equations have been derived and are indicated clearly on page 6.

In a transpiration system in which the boundary layer is cooled by some gas, the

rate at which the foreign gas enters the boundary layer is arbitrary and limited

only by pumping requirements or boundary-layer separation. The temperature at

the wall will then be determined from the solution of the equation. For this case, the

concentration of the foreign gas at the wall will also depend only on the blowing rate

for a given material (subject to the condition that no air penetrates the boundary).

This situation has been solved for the case of air, nitrogen, water, helium, hydro-

gen, carbon dioxide, and iodine entering the boundary layer.
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Sublimation covers the physical changes encountered by a substance in

passing from a solid phase to a gas phase. It is characterized by the absence

of any liquid phase. Referring to a p-T diagram it is at once seen that sublima-

tion processes occur at relatively low pressure and tempera-

ture. The temperature at which the vapor pressure of the Liquid

solid equals the total presure of the gas phase in contact with P Solid

it is defined as the sublimation point. The snow point is de- Vapor

fined as that temperature at which the partial pressure of the
T

solid is equal to the partial pressure of the substance in the

gaseous phase. It is clear then that interest lies in the snow point and not in the

sublimation point. In general, a foreign gas concentration of unity at the surface

would imply a high blowing rate which might already have blown the boundary layer

off the surface. The vapor presure of the solid will be a function only of the tempera-

ture for equilibrium conditions. The curve below the triple point will be of concern

here. The solid sublimes and creates a vapor pressure above it. These foreign

molecules diffuse through the boundary layer and change the heat transfer causing a

new temperature to appear on the surface. This continues until the entire system

is in a steady-state condition, i. e., the heat absorbed by the subliming material and

the warpage of the boundary layer profiles caused by the rate of foreign material

entering no longer changes.

The equation relating the sublimation vapor pressure of a particular material

to its temperature is

Inpi = RT ÷B (26)

Here A-s is the latent heat of sublimation and it is taken as independent of tempera-

ture for this case (this is true for almost all practical cases and certainly good for

approximate calculations). B is another constant dependent upon the material and

the region of integration and T Is the absolute temperature of the material. Now, in
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the case of low pressures, an ideal gas assumption will be valid and the con-

centratiku of the subliming material above the solid is:

-AHs

m1 BIeRT

m P ee

Noting that the m is a function of wall concentration:

-AH
S

C1w BT RTw

m- (m - 1)c1w Pe

It ILas been shown previously, however, that for the case of an impermeable

wall, the relationship between the velocity of the foreign gas and its concentration at

the wall can be derived from the conservation of air molecules at the wall. This is:

ac
P2 v p D ý7 ý2"- (29)

w w 12 (29)
w

If, therefore, a solution is required, it must be noted that only one tempera-

ture will satisfy a given heat load. In the case of transpiration cooling, it is possible

at a given heat load to vary the wall temperature by varying the amount of material

blown through the surface. The problem now is to find the proper wall temperatures

and concentrations for given heat loads, i. e.., free stream conditions.

Eckert and Hartnett(13) have indicated an approach to this problem for the

case of constant fluid properties. This has been extended by Sziklas(3) to include

varying property solutions for the case of liquid coolants being injected. Possible

vaporization and/or chemical reaction was taken into account in the Hs term.
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(14)

Baron also made a study of the effect of phase changes by assuming a linear

relationship between the heat absorbtion and the temperature at which the phase

change occurs. In this way a generalized chart, relating Tw, fw, and the molecu-

lar weight was obtained. It cannot be predicted, however, from the chart whether

the physical conditions for the sublimation are feasible. Sziklas, using a constant

Pr found dimensionless recovery factors greater than one for blowing with helium.

When the variable property solution was included, then none of the recovery factors

went above one. The same results as were used for hydrogen gas cannot be used

for a carbon or plastic wall. Earlier it was shown that the friction and heat transfer

coefficients for the different transpiration systems can be correlated using a molecu-

lar weight ratio term.

Rather than attempt new solutions, a preliminary stui'y should be made to

determine the usefulness of soutions now existing. The heat which is being trans-

ferred to the surface is

qw = h(Tw - Taw) = k w (30)
w

The amount of heat must be absorbed by the material in the form of sublimation

heat.

qw = -(pv)w Al (31)

Now, equating these terms, the equation can be modified to include more common

variables; the Stanton number and the Reynolds number and

(pv) AHsJ~'
c % x (T - T) W X

H x aw w c Pu (32)
p ee
e
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where

eRe--- (33)
x V

e

he H = c Pu(34)

Pe e e

Introducing the blowing parameter which has been defined in many earlier

works as

f |2 (Pv) (35)
w \13`'(p U) xw e e

Equation (7) is now:

f' AH
w s _ T c Ta-(36)

2 c x H aw w
p

e

Equation (36) may now be rewritten by multiplying and dividing the right

sides by c vrR' and rearranging terms:
H x

0

CH 2 (cH fxh (- T +T )cH x aw w) Pe

eff (36a) H w

The AHeff is now an effective heat of sublimation which includes the blocking action

of the diffusion process.

A design problem would probably designate a maximum surface temperature

and then require a suitable ablating material. First of all, it is necessary to con-

sider the adaptability of the material to withstanding severe structural strain and
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thermal shock. This could prove to be the deciding factor in the choice of a material.

Nevertheless, hastening the sublimation and resultant heat-transfer reduction through

the mass-transfer process is to be desired. At the low pressures and temperatures

encountered in the upper atmosphere, it would 3eem that the conditions for sublima-

tion are quite in order. The thermal level in Eq. (9) is quite important for it indi-

cates if a point has been reached at which the material will actually begin to sublimate.

First, the relationships existing between Hs and the material and temperature should

be investigated.

Previously, an approximate result was obtained which related the net heat

transfer to the surface with the blowing parameter and the molecular weight:

fI

S 0.4 -/3 + 0.407 (18)

Equation (36) can be rewritten as:

f, AH f
o 0.4 ÷+ 0.407 (T -T (37)

2 c -1/3 aw w
Pe

Substituting the expression for the recovery temperature, Taw, of the wall

in the last equation:

f AH F f'1-
0 .4 (04 ( + r e M2r T -Tc e -1/3 07 e e 2 ee w

(38)

Previously, it was shown that an expression for the recovery factor was:

f,
w

r - 0.031 - -- 0.885 (21)

(i)
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The final equation gives:

w s F w w e 2-1

2- 4 / + 0,407 T e ,3f +0)885 2MeT e- Tw2cpe" (m)-/3 ej 4/3 +ee r
Pee0 ()()2

(39)

Combining this with the relationship for the concentration at the wall for a

given temperature now uniquely defines a blowing rate for a given material and

presumed flight conditions.

This equation is awkward but requires only algebraic manipulation for its

solution. Once, having specified the flight conditions (Me, Te), the designer may

choose different materials until one particular one suits the surface temperature

requirements or heat transfer which will be specified to him. Choosing a material

essentially fixes the heat of sublimation and the temperature of the surface for given

geometry and flight conditions. The calculated fw will now indicate the erosion or

sublimation rate and permit an analysis of surface thickness.

Charts may be set up in the following manner. For different altitudes

(specifying Te and Pe and geometry) and velocities (Me), the wall temperature may

be plotted against the blowing parameter. In fact, such solutions have been obtained

for ice, carbon dioxide, and ferrous chloride for a whole range of flight conditions.

The results (Fig. 19) show that the equilibrium wall temperature, or snow tempera-

ture, approaches the sublimation temperature asymptotical as the Mach number is in-

creased. It should be noted that the wall temperature increases much more rapidly

with decreasing altitude than with the Mach number. This is what one would expect

from examination of the Clausius-Clapyron Equation for wall concentration and tem-

perature. Changes in altitude, and hence external pressure, govern the range of

possible temperatures through the wall concentration. Once the altitude has been

specified, however, the temperature variation on the surface is rather small and is

limited by the sublimation temperature. The increased heat load brought about by

increasing the Mach number is absorbed by larger blowing parameters (increased

surface sublimation) rather than by large temperature increase.
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Equation (26) is, of course, dependent on the condition of equilibrium. As

the external pressure decreases, the sublimation pressure is reached very quickly

and at extremely low wall concentrations. This implies that only very high blowing

rates arn ible at extreme altitudes. This is not true because different condi-

tions art. icable at high altitudes. As the pressure is reduced, the surface

molecules see fewer and fewer air molecules. Consequently, the region over the sur-

face becomes less crowded until a situation is reached where essentially all the

molecules escape which leave the surface. In this case the sublimation rate will no

longer be limited by diffusion, but will tend toward the absolute rate of sublimation( 1 0 )

me = hf Pi 2 rRTw (40)

ge = gravitational constant

hf = condensation coefficient

All the quantities here may be calculated with the exception of hf, the con-

densation coefficient. This is usually determined experimentally and it has been

found that it is relatively small in the case of polar compounds and close to unity

for non-polar materials. The absolute temperature of the surface will also be an

important factor for it will determine if a truly 'clean' surface exists. For T =

1000°K we may assume that the absorbed layer is no longer present for extremely

low pressures. Therefore the maximum blowing rate we may expect is:

-2hf P R Re
f f= g (41)
w P u 2r RT

ee w

However, in this case of rarefied flow, the heating rate is no longer affected

by the efflux of vapor from the surface. That is, the heating rate is independent of

the sublimation rate. The surface temperature and consequently the sublimation rate.

however, adjust themselves so as to balance the heat input by heat absorption through

sublimation. That is:

q =-in AH (42)

where q is determined by flight velocity and altitude and vehicle geometry.
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VII. ABLATION COOLING

We have just considered some simple solutions to the sublimation cooled

system. The results which have accrued as a result of our analysis hold only in

the region which satisfies the rather strict assumptions that we made. There may

be other phenomena occurring simultaneously. Ablation then is also a self-con-

trolled cooling system. However, the rate of injection and the consequent reduc-

tion heat transfer are no longer dependent first upon the flight conditions and

material in the simple manner described for the sublimating system. Ablation

cooling includes the effects of pyrolysis, erosion, dissociation, and chemical reac-

tions. Finally, if we consider temperatures high enough, the air ionizes and the

thermal conductivity increases orders of magnitude for small temperature intervals.

Because of the extreme complexity of this problem, an empirical approach

may be used.

An effective heat of ablation can be defined as the heat transfer rate for the

no-blowing case at the actual wall temperature divided by the experimentally deter-

mined mass injection. Now, using this definition and considering only sublimation,

one obtains the effective heat of sublimation which was defined in Eq. (36a). We

have already indicated relationships between fw and Tw for the sublimation of cer-

tain materials (see Fig. 19). For a blunt body it is a simple matter to calculate

Te(X) and Me(X). This enables us to obtain Ha(x) along the geometry of the body.

Such a calculation could then be compared with experimental data and any discrep-

encies might then account for side effects such as physical erosion, for instance.
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A TECHNIQUE FOR EXPERIMENTAL INVESTIGATION O HEAT TRANSFF R FRCM A
SURFACE IN SUPERSONIC FLOW AT LARGE SURFACE-TO-FREE-STREAM TEMPERA-
TURE RATIOS - W. S. Bradfield, A. R. Hanson, J. J. ShepparC, R. E. Larson

INTRODUCTION

The work to be discussed here was supported by OSR from its inception

at the University of Minnesota. After Bradfield and Sheppard joined Convair

this research was jointly supported by OSR and the Convair Scientific Research

Department. The experimental investigations were carried cn at the University

of Minnesota.

The object of the present investigation was to produce an experimental

technique suitable for attacking problems of heat transfer at high surface

temperatures and high surface to free stream temperature ratios with the heat

flux direction from the surface to the boundary layer in contrast to the

usually, but not always, encountered free flight case. In addition, it was

desired to produce a technique which would be useful in attacking problems

involving chemical surface reactions in high speed boundary layer flows under

the circumstances just mentioned.

In doing this we utilized a one inch free jet discharging from a storage

vessel which could be charged with helium or nitrogen or any other gas of

interest and we used conical graphite heated models. The power for heating

was supplied electrically; it was possible to restrict the instrumentation

to standard wind tunnel instrumentation with the exception of an optical

pyrometer with microscope optics, the latter giving the necessary resolution

in surface temperature mapping.

At this stage of the investigation we feel that the apparatus has been

checked out satisfactorily. It has been possible to establish a moderately

hot surface in a cooling gas stream which is chemically homogeneous and of

known composition and to make detailed surface temperature and heat flux

and mass loss rate measurements.
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Preliminary values of local convective and radiative heat transfer at

surface temperatures as high as 3440*R have been determined. Maximum surface

temperatures reached in a stagnant inert atmosphere have exceeded 6200*R and

in the free jet at Mach number 2.3 have exceeded 4700*R. The maximum heat

flux measured to date has been 333 Btu/ft 2-sec at a surface temperature of

3300*R. The maximum surface to free stream temperature ratio was 20.

APPARATUS

The small open jet was chosen as a flow producer primarily because it

is inexpensive, experimentally flexible, accessible, and easy to instrument.

The high temperature of the test surface was expected to predominate the

flow situation and so the Mach number of the free stream was considered of

relative secondary importance. It was chosen to be 2.3 for air. Conical

geometry was chosen for the model because of the symmetry of such a surface

with respect to the flow, easy access to model and instrumentation and be-

cause such models are comparatively easy to construct. After a comprehen-

sive search, graphite was chosen as the model material because of its

favorable chemical, electrical and structural high temperature properties

and because those properties are comparatively well established experiment-

ally. Furthermore, graphite is easy to obtain and is easy to fabricate

into models.

Figure I presents a diagram of the free jet test setup. In the upper

left hand corner is shown a storage tank which had a volume of approximately

125 cubic feet and could be pressurized to 250 lbs/in2 gage. It was charged

with either nitrogen oa helium for the present Investigations. At the exit
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of the storage tank Lhere was a connection from the blowdown wind tunnel

dry air supply system into the nozzle wý'icF is shown in the center of the

diagram, Thus it was possible to supply Lbe jet with either nitrogen,

helium or air for these experiments. The nozzle itself was e.' 1,1" exit

diameter and the discharge Mach number was 2.3 with nitrogen and approxi-

mately, 2.5 with helium. A model is shown as placed in the flow and power

connections are indicated schematically with power being taken from the

110 volt line through a powerstat and step-down transformer. The maximum

power used during these investigations was less than 5 kw. The flow gases

were exhausted through the side wall of the building by means of a bell

mouth as shown in the bottom center of Figure 1.

Figure 2 is a view of one of the first model configurations used. In

the upper part o' the picture is shown a graphite model with a graphite

center electrode and, in this particular configuration, a blunted tip, It

was found during the early cold blast-erosion tests of graphite that the

very sharp tipped cone stood up better under Klast erosion than did the

rounded tip. Therefore the sharp tip c:nnfigurntion was adopted and used

in the later parts of the investigation. The lower portion of Figure 2

shows a section through the graphite model with the threaded tip into which

the center electrode fits. The thin portion of the skin is the test section

or the region of controlled high temperature for these models. Figure 3

shows the latest model configuration which consists of a graphite skin, a

copper center electrode and a stainless steel- tip. This particular model

failed at a surface temperature someplace between 4000*R and 4500'R and it

failed at the thinnest point (t = 0,007 incheq) of the test section at the

rear of the test surface shýown typically In Figure 2. The copper center



electrode was used because of its combined characteristics of low electrical

resistivity and high thermal reflectivity. A stainless steel tip was used

in this case since the different coefficients of thermal expansion for

stainless steel and copper permitted the assembly-. model without using

special wrenches.

Figure 4 shows the installation of the graphite model at the jet exit.

Ln the rigbt foreground is the jet nozzle with the model mounted on a micro

manipulator and with the heavy current leads attached to the model. Maximum

current used in this series of investigations was 350 amps. The bell mouth

discharging to the exterior of the building is shown on the left; in the

left foreground the Schlieren optical head witll the objective lens mount

can be seen.

Figure 5 shows a view of the tungsten voltage pickoff probe developed

for use in obtaining the detailed surface voltage distribution necessary

to permit the determination of local values of heat flux. In the heat trans-

fer determinations reported herein, the control region investigated was not

more than 0.2 inch long. The voltage pickoff probe was adjustable not only

vertically but also horizontally by means of micrometer barrels one of which

is shown in the figure, the other having been attached after the picture was

taken. By this means, it was possible to make an accurate determination of

position of the tungsten tip of the voltage pickoff probe. With the probe

output connected to the electronic voltmeter, it was possible to obtain

detailed voltage distributions over the model surface during the heat trans-

fer runs. Knowing what the current flow was to the model it was then

possible to obtain values of electrical power dissipated in relatively small

segments of the model skin.
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Vigure 6 shows a typical run setup with the four-man crew in position.

The micrometer barrel is seen here to the right center of the picture with

the tungsten voltage probe under it, the output being read on the voltmeter

shown in the foreground. The gas bottle shown is a helium bottle which

permitted a steady flow of helium to be directed into the interior of the

model at all times between runs in order to prevent the trapping of oxygen

in the interior of the model with subsequent oxidation of the interior

surfaces of the model during heated runs.

The method of running for making heat transfer determinations was to

set the voltage probe, adjust the optical pyrometer filament on the voltage

probe position, start the blast of gas and once flow was established turn

on the current, take the temperature and voltage measurements, turn off the

current and then turn off the blast. These runs were generally of about

10 seconds in duration, the length of run being dictated primarily by the

necessity of changing the position of the voltage probe between runs. To

get a complete distribution of voltage axially along the model surface

took as many as 15 or 16 runs.

Figure 7 shows a Schlieren color photograph (shown here in black and

white) of the model heated in the jet. In this case the model test section

boundaries are clearly shown. The maximum model surface temperature for

this run was approximately 4000*R and the lip shock seen intersecting the

boundary layer and causing local separation was of a strength such that an

increase in pressure of 70% occurred across it going downstream. The port

hole shown in the darker region of the surface was provided to give access

to the interior of the model for purpose of measuring the center electrode

temperature in this particular run. The non-uniform distribution of surface
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temperature seen here is due to the fact that in the preliminary develop-

mental model runs a straight taper was used in forming the skin. This gives

a parabolic resistance dist..ibution axially over the test surface and con-

sequently a non-uniform surface temperature. This situation can be changed

simply by using contoured reamers for future models where uniform surface

temperature or special distributions are desired.

HEAT FLUX DETERMINATIONS

In order to make heat transfer determinations with this particular set-

up, it is necessary to consider heat balance shown as Figure 8. The con-

vective cooling of the test surfrce shown in Figures 2 and 7 must be

determined from the difference between the electrical power dissipated in

local segments of skin and the other losses from the selected skin segment.

Those losses consist of the heat radiated to the model exterior, the beat

radiated to the center electrode, the heat conducted from the ends of the

skin element, the heat necessary for any graphite vaporization and the heat

of reaction of any reaction between the carbon and the boundary layer gas.

The electrical power dissipated is given by the product of the local

voltage drop across the skin segment and the current flow. The heat radi-

ated to the exterior involves knowledge of the total emissivity of the

model surface, the angle factor, the surface temperature and environmental

temperature. Similarly, the heat radiated to center electrode involves

knowledge of the exchange factor, the angle factor, the control surface

temperature and the center electrode temperature. In cases when heat con-

duction is important, it is necessary to know the conductivity of the skin

and the axial temperature gradient. The last terms require knowledge of

the heat of vaporization and the mass loss rate.
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For these measurements, the surface temperature distribution was deter-

mined by an optical pyrometer, the voltage distribution by a voltage probe,

and the mass loss rate by weighing. Values so obtained together with measured

values of model geometry were substituted into the equation shown in Figure 8

to determine the convective cooling rate.

Two physical cases were investigated: one with undisturbed boundary

layer, and the other with a shockwave impingement upon the boundary layer,

Figure 9 is a schlieren in a black and white of the unheated and heated

flow over a cone model in undisturbed boundary layer flow, in this case

the jet lip disturbance has been weakened by adjusting the jet exit press-

ure so that there is no appreciable disturbance of the boundary layer

growth rate in the impingement region.

The lower portion of this figure shows the heated region, For this

particular run the test surface temperature was 3440*R. The variation of

pressure across the lip disturbance was a net decrease of 0.6 lb/in2 (going

downstream).. io-ce the film was fogged by radiation from the model surface,

the unheated surfaces ahead of and behind the heated surface were connected

by a solid line and the boundary layer by a dashed line. The thermal bound-

ary layer was increased by a factor of about 70% by the heating.

Figure 10 shows a locally separated boundary layer in both the unheated

and heated cases. In this instance the increase in pressure across the lip

shock disturbance was 70% (in the downstream direction). Heating resulted

in a strong increase in both thickness and extent of separated region as

can be seen in the lower picture. The shock impingement region was approxi-

mately one inch downstream from the tip of the model, which was inserted

into the nozzle about 1/2" for these runs.
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The temperature distributioa for the heated case in Figure 10 is shown

as Figure 11. On the abscissa of the plot is shown a cross-section of the

model to scale with a copper center electrode in the graphite shell as run.

Conditions just outside the boundary layer in this case were Mach number

2.1 with a T1 of 240°R. The free stream Mach number is 2.3 for this case

(nitrogen) and the relation of the model to the nozzle is shown also with

the lip shock emanating from the nozzle exit to impinge upon the graphite

surface. The control region for this set of calculations was selected as

extending from 0.7 inch to 0.9 inch. Checkpoints are seen at the leading

and trailing edges on the selected section showing a scatter of about

50 degrees which is within 1% of the surface temperature level.

The heat transfer results are shown in Figure 12. The reference en-

thalpy method of Eckert1, was used in calculating theoretical values for

comparison with the measured results. in the case of the laminar theory

the method of Lighthill2 was used for evaluating the surface temperature

gradient effect which gave a factor of 1.3 times the constant surface temp-

erature case. In the turbulent case, both the method of Seban3 and that of

Rubesin4 were used. These methods yizLdv? factors of '.09 and 1.11 times

the constant surface Lemperature case ý -ctively. For the shock impinge-

ment boundary layer, Lhe experimental value of the convective heat flux

was 268 Btu/ft 2-sec as compared to a predicted laminar value of only

62 Btu/ft 2-sec, a facLor of about 4.5 times the predicted laminar value

and a factor of about 3 times the turbulent value. This is an indication

of the strong increase in local convective heat flux which can be expected

under the circumstances of a locally separated boundary layer region.

These results are incomplete but they do show a strong effect of heat-

ing on boundary layer thickness and they show likewise a strong effect of

local boundary layer separation on local values of heat flux. The agreement
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of the uo )arated laminar boundary layer convective heat flux measurement

with laminar theory may be fortuitous at this stage of the investigation

and one should be cautious about drawing any general conclusions relative

to the applicabilitv of tOe reference enthalpy method from these data.

SURFACE DETERIORATION STUDIES

Surface deterioration from models operating in an environment such as

that just presented could be due to blast erosion, evaporation, chemical

reactions or combinations of all three. Early in the program studies were

made of cold blast erosion and it was found, using sharp tipped conical

models, that cold blast erosion was a negligible problem. In addition to

these tests, studies of coatings of A1 2 03V Si 3 N4 , and SiC were made in

helium and nitrogen and in air. The aluminum oxide and silicon nitride

models never progressed beyond the stage of testing with free convection

cooling because the coating spalled from the alundum coated model at temp-

erature less than 2500*R, and for the silicon nitride model at a tempera-

ture less than 4200*R.

It was possible to make meaningful tests with the silicon carbide

coated model in comparison with uncoated graphite models in these gases

and the results for air are shown in Figure 13, Two runs of the uncoated

model are presented here, The first of these was run at a surface tempera-

ture of 2250*R and the second at a considerably higher temperature, The

ratio of carbon mass loss to free stream mass flux is ,224 x 10-5, and

the mass flux parameter proposed by Eckert and Hartnett5 Is ,00291 which



is considerably below the blow-off velocity predicted for either carbon

monoxide or carbon dioxide formation.

The second series of runs was started at 3250*R. The current was

held constant throughout the run and the surface temperature increased

throughout the run. The pyrometer observer noted a rapid and continuous

increase in temperature from 3250 - 4100'R during the 10 seconds of run-

ning time. During this period the surface appeared to be sloughing off

in waves proceeding from the leading edge to the trailing edge of the

test region as viewed through the telescope of the optical pyrometer.

The mass loss rate was 500 x 10- 5 lbs/ft 2_ sec, a factor of 10 higher than

in the previous run. The mass loss parameter in this case was .0306.

Run for comparison with the uncoated graphite cone was a silicon

carbide coated graphite cone. It was run at 3100*R with constant power.

In this case the surface temperature remained constant and the surface

remained stable. The surface to free stream temperature ratio was 12;

the mass loss rate was 21 x 10- 5 lbs/ft 2_sec as compared to 500 x 10- 5

lbs/ft 2_ sec for the uncoated graphite cone starting at the same surface

temperature, a factor of 25. The mass loss parameter value in the coated

case is about .001.

The sum total of the results of the deterioration investigation showed

a correlation of increasing mass loss rate with increasing Mach number,

surface temperature and oxygen content of the gas for uncoated graphite

models, although data points were sparse.

The blow-off limit proposed was

;1 c 0.03 for C + 0 2 - CO 2
R x = i

Pi i 1 0.05 for C + 0 - CO
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Alundum and silicon nitride coatings apalled fro•m graphite madei at

temperatures of less than 2500 and 4200*R respectively in *ree convection

flow.

Silicon carbide coating of a graphite model glowed mass removal by a

factor of almost 25 for the present investigation, A total of 2-1/2 min-

utes running time at temperatures up to 3500*R was accumulated on this

model.

CONCLUSIONS

In summarn it may be said that the experimental technique presented

provides a surface of controlled moderately high temperature in a flow of

homogeneous and chemically determined gas at high speeds,,

With this technique it is possible to make detailed temperature and

power dissipation surveys over the controlled surface.

Detailed Schlieren studies of processen occurring in the boundary

layer at the heated surface under these circ,.mstances may he obtained.,

It i.s possible to determine mass flux rareR from small. surface areas

with comparatively good accuracy,

Thus it is possible to make local heat transfer determinations and

mass loss determinations hv this technique for comparison with the theories

whice are available.

The present laminar result shows reasonable correlation with the refer-

ence enthalpv method of predicting local values of beat flux but the corre-

latrion of this data with the theory must be substantiated by addittonal
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information, The investigation of heat flux in a region of a strong

boundary layer shock wave interaction gives values approximately 4,5

times higher than those predicted by the laminar theory,

Surface deterioration studies indicate that a silicon carbide coat-

ing on a graphite surface may be a practical inhibitor of surface deter-

ioration at temperatures up to 3200 0 R in air,
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NOREN(LATURE

Symbols

A Control region surface area

A Control region cross sectional areaxx

A• ~Axial voltage drop across skin segment

slF Angte factor between external ;urface of control region

and environment

1F2 Angle factor between internal surface of control region

and center electrode

ý\H p Heat. of vaporization per unit massyap

.'H Heat of chemical reaction per unit massreac

I Current

k Model control region thermal conductivity

m Control regiin mass loss rate (subscript c indicates carbon)

M Mach number

4 Convective heat transfer rate

R Re'.nolds number
x

R Re-'nolds number based on reference enthalpv

L Model control region skin thickness

T Temperature

u Flow velocity parallel t-N scrface

X Distance from tip along model surface

Total emissi-vitv of model surface

s.2 Radiation exchange factor between control region surface

and model center electrode

p Density

Stefan.Boltzmann constant



NOMENCLATURE

Subscr ipt s

1. Conditions at outer edge of boundarv laver

2 Conditions at surface of center electrode

Conditions in stream ahead of shock wave

s Conditions at model surface

d Downstream -f control region segment

u Upstream of control region segment



FIGURES

1. Diagram of free jet installation.

2. Blunted graphite cone model.

3 Final model configuration (after failure)

4. Installation of model in free jet.

5. Tungsten voltage measuring probe in contact with cone surface.

6. Run setup with crew,

7., Color Schlieren of shock impingement heated run.,

8. Heat balance equatiow

9,, Schiferen of unheated and heated undisturbed flow

10, Schlieren of unheated and heated shock impingement flow.

11. Surface temperature distribution for ',hock impingement case.

12. Heat transfer results,

13. Surface deterioration results in air
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HIGH TEMPERATURE STRUCTURES

by N. J. Hoff

Stanford University

INTRODUCTION

If we compare the multiplicity of beams, struts, wire cross bracings,

axles and attachments of an early Wright biplane (Fig. 1) whose gross weight

was well under a thousand pounds with the smooth monolythic appearance of

a ballistic missile (Fig. 2) weighting a few hundred thousand pounds, we begin

to wonder whether the relative importance of the structural analyst is not on

the wane. The biplane transports and bombers of the early days of aviation

consisted of complex girders which had to be analyzed very much in accord-

ance with the procedures used by civil engineers in the design of bridges. The

thin-walled reinforced monocoques which succeeded them after 1930 had, and

still have, tens of thousands of parts in their skin panels and longitudinal and

transverse stiffeners, attached to one another by millions of rivets. The

analysis of this complex and highly redundant structure requires the services

of several hundred experts in structural or stress analysis.

In contrast a ballistic missile is essentially an assembly of true monocoque

shells with a minimum number of reinforcements in locations where concentrated

loads have to transmitted. The questions arise therefore whether it is still

necessary to train large numbers of engineers as experts in aircraft and missile

structures; if trained, will these men have enough to do in determining the

strength of the few and sLaple structural elements of the missiles of the future:

or will they be replaced by a small number of experts in the more erudite (that

is more mathematical) phases of theoretical and applied mechanics aided by a

few aero -thermodynamicists?
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A partial answer to these questions was of course given by the

technical committee of this Symposium. Had its members thought that

structural problems were unimportant, they would not have invited me

to talk about them. A more complete answer can be found if one exam-

ines in some detail the structural problems that arise from the new factor

in structural behavior, the high temperature caused by aerodynamic heat-

ing. A broad survey of these new problems is the major purpose of this

paper.

Even before such a survey is presented we should realize that

shifts in the importance of various activities are inevitable, and even

undesirable, if progress is to be made. For instance, the services of

no electrical engineers were needed when the Wright planes were de-

signed. In the development of the transports of the early thirties the

effort that went into the design of the electric and electronic equipment

was an insignificant part of the total design work. On the other hand, the

electronic guidance, control and communication systems of some of the

recent missiles are of such complexity and importance that the modern

missile designer often wonders whether he is not just an aid to the elec-

tronics expert. On this basis we should perhaps investigate whether

aeronautical engineers as a group will not soon be replaced by electrical

engineers and physists.

THE NEW LOOK IN AVIATION

With newspapers and technical journals showing photographs of

firings of new missiles in almost every issue, it is easy to get the im-

pression that the present-day conventional airplane will be entirely super-

seded in the near future by conical-cylindrical flying objects which at most

will have a few small fins attached to them. This impression is false in
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the sense that short-range transport and personal planes are certain to

remain relatively unchanged by new developments. They will have to

be analyzed by structures men in the future as they had to be in the past.

The major effort in aircraft construction, however, will be in the

military field, at least as long as warfare is not eliminated as a means of

settling differences of opinion between nations. Thus the majority of

engineers working on aircraft structural analysis will have to deal with

military airplanes and in particular, with missiles.

Some of the slower missiles do not differ very much from airplanes

in their structural arrangement. The very high-sp,'ed missiles, however,

do not need much in the way of lifting surfaces to keep them flying; their

wings degenerate to small fins which are very simple from the structural

standpoint. Finally the ballistic missile disposes entirely of wings and often

also of aerodynamic control surfaces; it is essentially a cylindrical shell in

which are housed the integral fuel and oxidizer tanks, the rocket motors,

control and communication equipment and the payload, that is the bomb.

But outside the ballistic missile there are other possible means for

flight over long distances. One of them is the boost glider recently ad-

vocated by H. Julian Allen (Ref. 1). In Allen's opinion a properly designed

vehicle of this kind is competitive with the conventional airplane over ranges

of the order of onehalf the circumference of the earth. It is boosted by a

chemical rocket to a suitable speed and altitude, the latter being perhaps

100, 000 to 200, 000 feet, depending upon the prescribed range, and glides

from there to its destination. As the wing loading of such a glider cannot

be very high (say between 10 and 100 lb. per sq. ft.), the wind is likely to

be large and complex structurally. Here again a task awaits the structural

analyst.

387



What the job of the structures man will be in connection with the

design of manned satellites, space platforms and vehicles for inter-

planetary or interstellar travel is yet to be seen. Entirely different pro-

blems have to be faced by him in connection with the design of vehiclcs

bringing back passengers from space platforms to the earth.

HIGH TEMPERATURES IN STRUCTURES

As is well known, the new phenomenon that has to be taken into

account in the structural design of hypersonic vehicles, is the heating of

the surface of the vehicle by the boundary layer of the flow. It is certainly

not the duty of the structures man to minimize this heating through suitable

aerodynamic design and the choice of an optimal flight path. Aerodynamicists

are willing to take care of this problem, and have found, according to Allen,

two satisfactory solutions. With the blunt nose of the ballistic missile the

drag necessary to decelerate the vehicle is largely form drag and only to a

small extent frictional drag. As only the latter is responsible for the aero-

dynamic heating, most of the kinetic energy is dissipated in the shock wave and

heats the air away from the missile. The energy balance is quite different

for the boost glider which can operate efficiently only if it has a small form

drag. But the flight path of this glider is so chosen that the structure is heated

slowly over an extended period of time at high altitudes and is capable of

radiating most of the heat energy into empty space.

It is not quite so clear who is responsible for the solution of the next

problem, that of the distribution of the heat in the structure. As the details

of the heating of the surface depend upon the temperature distribution in the

structure, the aerodynamicist cannot carry out the calculations unaided by

persons who know about the design of the structure. The interaction between

the properties of the boundary layer and those of the structure necessitates a
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collaboration between aerodynamicists and structures men. Both of them

have to learn a great deal about thermodynamics or else they cannot solve

their common problems.

Once in the structure, the heat begins to flow toward regions of lower

temperature. The laws governing this flow have been studied by thermody-

namicists for almost 150 years. Many of the details of the heat transfer pro-

cess in an airplane or missile structure however, differ to such an extent

from those to which heat transfer experts in the field of heat exchangers are

accustomed, that either these experts must study airplane structures, or the

airplane structures men must learn the fundamentals of thermodynamics be-

fore either one can calculate efficiently the temperature distribution in the

structure.

The best-knwon mode of heat transfer is heat conduction. This alone

was considered in a calculation of the temperature distribution in a shear web

-which I published seven years ago (Ref. 2). The results are shown in Fig. 3.

The shear web was part of a multiweb supersonic wing (Fig. 4) suddenly

accelerated to M = 3. 1 at an elevation of 50, 000 ft. Figure 3 shows that the

two edges of the web (at 0 and 9 ins.) are heated up rapidly to the adiabatic

wall temperature of 6000 F while the temperature of the middle of the web

(at 4. 5 in.) lags behind.

The analysis was carried out with the aid of a number of assumptions,

one of which, at least, can be eliminated if the structures man is willing to use

more complex mathematics (see Ref. 3). There remain, however, a number of

assumptions which can be replaced only if a better understanding of the physical

phenomena and better methods of analysis become available.
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First among them is the assumption that no heat is transmitted

through the interior of the wing by convection. A rough estimate made

in Ref. 2 indicated that the total heat transferred by convection was of the

same order of magnitude as that transferred by conduction. It is important

therefore that methods be developed for the analysis of this phase of the

heat transfer problem.

A second simplification in the original analysis was the omission of

the heating of the shear web by radiation from the hotter coverplates.

Radiation is governed by the Stefan-Boltzman law which can be written for

a perfectly black body in the approximate form

q = (1/2) (T/11000)4 (1)

where T is the temperature of the body in °R and q is the heat emitted in

BTU per square foot per second.

Because of the fourth-power law, radiation must play a significant

role in heat transfer at high temperatures, even if it is unimportant at low

temperatures. This was confirmed by a simple analysis published in 1956

(Ref. 4). In one set of calculations it was assumed that conduction was

absent and heat was transferred only by radiation. This analysis yielded a

practically uniform temperature distribution over the web of a multiweb

wing in which the distance between the webs was twice the depth of the web.

Next radiation was disregarded and heat transfer by conduction alone was

taken into account. This, of course, resulted in entirely non-uniform web

temperatures. The total heat gained by the web through the two separate

and independent processes was then compared. The results are presented in

Table 1 in which the average web temperature is given for a steel web of
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0. 0625 in. thickness when the distance between coverplates is 8 in.

the initial temperaturc of the structure is -60' F, and the coverplates

are suddenly heated to and subsequently maintained at the constant

temperature T -c

According to the table, the crossing over poirt is at about 8300 F;

if the sudden increase in the coverplate temperature is less than this value,

conduction is more important than radiation while the opposite is true when

the increase is greater than 8300F.

TABLE I

Comparison of Heating by Conduction

and by Radiation

Jump in coverplate

temperature: T °F 340 540 740 940 1140 1340C

Time of heating t min. 8.51 4.87 3.04 2.02 1.4 1.015

T 0 F radiation only 200 300 400 500 600 700ave

T ° F conduction only 264 361 390 412 419 418ave

Perhaps it is even more important to notice that the average increase

in web temperature because of radiation alone is as high as three-quarters of

that caused by conduction alone when the coverplate temperature is only 340 F.

This indicates that the effect of radiation is practically never negligible if the

emissivity of the surfaces is close to unity and if the space between the cover-

plates is not filled with opaque material.

The fact that much heat is transferred by radiation is a nuisance Lo the

analyst since the Stefan-Boltzman law adds a nonlinear term to the differential

equation governing heat transfer. Consequently analytical solutions of the
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complete problem of heat transfer by simultaneous conduction, radiation

and convection in a structure do not appear feasible. Fortunately finite

difference methods are capable of yielding solutions, particularly if large

electronic computers are available. Such methods are particularly useful

when the structure has to be treated essentially as it is, that is without any

substantial idealization. For complex shapes rigorous solutions have not yet

been found even in the case of pure conduction.

An added complication arises from the resistance of structural

joints to the transfer of heat. Barzilay (Ref. 5) has investigated this

problem, but a complete understanding of the phenomenon is not yet forth-

coming.

THERMAL STRESSES AND THERMAL BUCKLING

This history of the analysis of thermal stresses also dates back mnv..

than a hundred years. Fortunately for the structural anhlyst tie fundamental

physical facts are well understood in this case and the mathematical apparatus

is available. The computations of course may become tedious if the structure

is complicated and if inelastic strains develop during the heating, or during a

simultaneous heating and loading process.

The simplest problem, and at the same time one of considerable

practical significance, is that of a very long multiweb wing in which the

temperature is constant through the wall thickness and in the spanwise

direction. In consequence of the variable temperatures, as shown for instance

in Fig. 3, the individual spanwise fibers would like to elongate unevenly. They

cannot do so because plane sections perpendicular to the spanwise direction

before heating must remain plane after heating. The pull exerted by the

warmer fibers on the colder ones and the compression caused by the colder

fibers in the warmer ones represent a state of thermal stress that can be

easily calculated.
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Let us assume that the stress is given by

0-* = -aE(T-T.) (2)

where a is the coefficient of thermal expansion (strain per° F), E is

Young's modulus of elasticity (lb. per sq. in. ), T is the temperature

after heating and T. is the initial uniform temperature before heating
I

(both in *F). A negative stress is a compressive stress. It is easy to

see that these stresses just compensate for the thermal expansion be-

cause the strain- h/E caused by them is equal and opposite to the strain
th

kT-Ti) caused by the heating.

The stress a-th would actually prevail in a long web if the end

sections of the web were not allowed to move because they were attached

to rigid walls. The modulus E multiplied by the area under the tempera-

ture curve would be the reaction exerted by the walls on the long shear web.

If in reality the ends of the web are free, no such reaction force can exist.

This end condition can be satisfied if the average ofo-th is subtracted from a-th

In this manner one obtains

b

a' th = aE(T-Ti) lb aE(T-Ti)dy (3)

-b

where y is the direction of the depth of the web and 2b is the total depth.

This is actually the thermal stress in the major portion of the web.

In the immediate vicinity of the end sections deviations must occur from this

pattern because only the average stress vanishes there but not the stress in

every point of the end section. The remaining stresses of the analysis are

self-balancing. In view of St. Venant's theorem their effect can extend only

over a limited region.
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The exact calculation of these disturbance stresses is in principle

rather difficult. Fortunately a set of orthogonal functions was derived

recently by Horvay (Ref. 6) which reduces the task to operations not more

difficult than multiplication and addition. An earlier experimental and

theoretical study of the problem is due to Heldenfels and Roberts (Ref. 7).

The two methods were compared and extended to apply to plates of variable

thickness by Josef Singer (Ref. 8), a doctoral student of the writer at the

Polytechnic Institute of Brooklyn. A useful result obtained by Singer is

that deviations from the simple pattern of Eq. 3 are significant only in a

region extending from the free end of the shear web over a distance equal

to the depth 2b of the web.

The magnitude of the thermal stresses so calculated is considerable.

If the restraining effect of the coverplates is disregarded, Young's modulus

is taken as 29 x 106 psi and the coefficient of thermal expansion as 6. 5 x 106

per * F, the curves of Fig. 3 yield maximum thermal stresses of about

35, 000, 54, 000, 50, 000 and 40, 000 psi after 50, 100, 200, and 400 sec. of

heating, respectively (see Ref. 2). What is the effect of these high thermal

stresses?

If the temperature is high enough, the thermal stresses are likely to

cause yielding. This is particularly true if external loads are applied at the

same time. In an actual missile or supersonic airplane hi gh heating rates

and high loadings are likely to occur simultaneously. The yielding is useful

because it prevents the thermal stresses from increasing too rapidly; it is

not very likely with structural steel or aluminum alloys that the limit of

ductility of the metal is exceeded. The situation is quite different when

refractories are used as the material of structural elements at high tempera-

ture. In these, thermal stresses may cause fracture.
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With ductile materials the danger is one of buckling. Figure 5 is a

photograph of a sheet steel model of a wing heated in 100 sec. to a tempera-

ture of 11000 F in the 20 KW induction heater of the Polytechnic Institute of

Brooklyn. As only the coverplates are heated by induction and the web re-

ceives no heat except by conduction from the coverplates if the inside of the

box girder is filled with insulating material, the coverplate is essentially in

compression while the web is essentially in tension. The non-uniform com-

pressive stresses acting on a flat plate, as indicated in Fig. 6, cause buckling

if they reach a critical value. The critical value was calculated in Ref. 10. A

particularly simple formula was obtained for the case when the stress distri-

bution can be represented accurately enough by the zeroth and the second

terms of a Fourier cosine series:

To. cr

cr. ave 1 - (p/2) (4)

where a- is the critical value of the average of the variable compressivecr. ave

stress acting on the plate, o. is the critical uniform stress given byo. cr

a o. c Tr2 E/ [3(1~ 2)] (t/b) 2 - 3. 6E(t/b)2 (5)

with v Poisson's ratio and t and b the thickness and the width of the simply

supported plate, and p is the ratio of the second harmonic of the stress

distribution to the average stress in accordance with the expression

- - [1 + p cos(2rrx/b)] (6)
ave
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Three critical stress distributions calculated from these equations for the

same plate are compared in Fig. 7. An experimental confirmation of the

theory is presented in Ref. 8.

The control surfaces of some missiles can be thought of as rectangular

plan-form, constant thickness plates. As these plates are non-uniformly heated,

non-uniform thermal stresses develop in them. These stresses are capable of

reducing significantly the torsional rigidity of the surface with adverse con-

sequences regarding flutter. Simple formulas expressing this reduction in

rigidity were derived by several authors. (Refs. 11, 12, 13).

SHELL ANALYSIS

The forward portions of missiles that are exposed to rapid aerodynamic

heating are generally built according to the true monocoque principle with a mini-

mum of reinforcing elements. In this analysis the customary simplifying assump-

tion of the aeronautical engineer, namely that the skin carries only shear, and the

normal stresses are supported by the stiffeners, cannot be maintained. Use must

be made therefore of that branch of the theory of elasticity which is known as shell

theory.

Shell theory has a very large and rather mathematical literature. As far

as those problems are concerned in which the deformations are small compared

to the shell thickness, all fundamental considerations have been established with

finality and the only difficulty in the way of new solutions is the complexity of

the equations. Unfortunately the mathematical difficulties are great indeed; as

a consequence, the only shell for which solutions are known for all kinds of

loading is the one whose median surface is a circular cylinder.
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But even for the circular cylindrical shell the buckling problem is far

from a complete solution. According to Batdorf (Ref. 15) critical stresses

predicted by the classical small-deflection theory are in good agreement with

test results in the case of lateral loads, in fair agreement in the case of hy-

drostatic pressure or torsion, and they differ considerably from the experi-

mental values when the load is axial compression. From investigations in-
1 1

itiated by von Karman (Ref. 16) it is known that the non-linear load-deflection

relationship characterizing curved plate elements is responsible for this dis-

crepancy. In spite of considerable research activity in this field (see, for in-

stance, Ref. 17) many aspects of the jump phenomenon observed in the buckling

of shells have yet to be explained satisfactorily on the basis of theory. A re-

cent addition to the list of non-linear shell buckling problems is the effect of

internal pressure (Refs. 18 and 19) which is of considerable importance in

connection with the pressurized fuel tanks of missiles.

Thermal stresses in and thermal buckling of circular cylindrrical shells

subjected to temperature changes in the axial direction only were investigated

in Ref. 20. Equation 4 was again found to represent in good approximation the

critical value of the average stress when the compressive hoop stress varied

in accordance with Eq. 6. However, Eq. 5 must be replaced by one expressing

the buckling stress of a simply supported circular cylindrical shell under uniform

lateral pressure.

Comparison of the critical stress values with thermal stress distributions

caused by rather unfavorable conditions of heating and support has shown that

elastic buckling is most unlikely to occur when the temperature varies only in

the axial direction. Similarly, temperature variations in the radial direction

do not lead to buckling. On the other hand, buckling can occur when the tempera-

ture varies in the circumferential direction.
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For the stress analysis of missiles many new solutions of elastic

shell theory will be needed, particularly solutions for conical and cylindrical

shells. In their derivation it is well to remember that the shell equations should

not be more accurate than is warranted by the use of the results to be obtaini.

It makes little sense to talk about rigorous shell equations; they are the general

equations of the three-dimensional theory of elasticity. The term "shell theroy"

means a simplified set of equations derived from the general theory of elasticity

with the aid of the assumption that the wall thickness is small compared to the other

dimensions. In this sense every shell theory is approximate.

CREEP

The least explored and most controversial issue in the design of structures

for high temperatures is the creep phenomenon. The easiest thing for the stress

analyst to do is to recommend the replacement of any material that creeps at the

temperature to be encountered by a better material that does not creep. Unfor-

tunately the designer will run out of materials very soon if he tries to adopt this

attitude. Moreover, creep strains of the order of magnitude of the elastic strains

should not often interfere with the proper functioning of the structure. Yet they

suffice to alter considerably the stress distribution in statically indeterminate

structural elements.

The reason for this effect of creep is that the creep strains are not linear

functions of the stress. As the stress distribution is governed equally by the

equations of equilibrium and by the law of deformations, naturally replacement

of Hooke's linear relationship between stress and strain by one that involves in

a non-linear manner the quantities stress, strain, strain rate, temperature and

time must result in a modification of the stress distribution.
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This is one of the reasons why the very convenient appearing pre-

sentation of creep data in the form of curves representing the time necessary

to reach a prescribed strain under the action of a given stress is not suffi-

cient for a complete structural analysis. The information would suffice if

an analysis based on elasticity theory would yield the correct stresses in the

structure, and if these stresses would remain unchanged while creep took

place. But the initial elastic stress distribution keeps changing during the

creep process and thus creep data under variable, rather than constant,

stress conditions are needed.

Results obtained from the conventional tensile creep test have other

shortcomings also. These results must be generalized in a number of ways

before they can be considered satisfactory for structural analysis.

Figure 8 shows the shape of the usual creep curve obtained from a tensile

creep test carried out at constant stress and constant temperature. Load appli-

cation at t = 0 causes an instantaneous elastic, and sometimes also plastic, de-

formation which is followed by creep elongations whose time rate decreases

rapidly with time. This phase of creep is the primary phase. In the secondary

phase the rate of change of the length of the test specimen is a constant, and

in the tertiary phase the rate increases again until the bar ruptures (see Ref. 21).

Perhaps the most popular representation of the dependence of the steady

creep rate on the applied stress is the formula

n

(oT/X) (7)

where * is the rate of change of the strain with time, o is the applied stress, and

A and n are material constants. On the basis of logic there is no objection to a
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generalization of this formula to apply not only when a- is constant but also when

it varies with time, although it would be a little rash to assume that all structural

materials are willing to submit to this law. But an entirely different kind of a

difficulty arises when one wants to generalize the most popular law of primary

creep, namely

G = n t1/p (8)

Here f is the creep strain, 0- the stress, t the time counted from the load

application, and n, p and X are constants. Just to give the order of magnitude

of these quantities one may quote 10, 000 to 50,000 psi for ;, 3 to 10 for n and

2 to 3 for p.

If this law were assumed to be valid even for a variable a-, logically

inconsistent results would be obtained. Assume that during the period

0 < t < tI the applied stress is r1 , and this value is changed to a-2 when

t = t . Just before the change in stress the creep strain is

(a-/ nt 1/p
1 1

and immediately after the change it is

/Jn t1/p
2 1

At t the creep strain changes therefore suddenly, and if a- 2AT = 2 and2 2 1

n = 3, its value jumps to 8 times its original value in an extremely short

time. As creep strains can develop only gradually, the predictions of Eq. 8

are incompatible with our experience. As a matterof fact any creep strain

law containing time in an explicit form is logically inconsistent.
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A logically correct interpretation of Eq. 8 can be given if it is

assumed that it defines uniquely the creep rate at a given stress and a

given strain. Assume that the loads are applied to the specimen in

accordance with Fig. 9. If the creep curves of Fig. 10 are established

in tests with the constant stresses 'rA' 'B and aC the strain history of

our variable stress specimen can be found in the following manner: from

t = 0 to t = t the creep strain develops in accordance with the curve1

labeled o-A. At that time the stress is suddenly changed to a-B and with it

the strain rate suddenly changes to that corresponding to the slope of the

o- curve at the intersection with the horizontal dotted line E but theB I

strain itself remains continuous. From t = t2 to t = t3 the strain history

is represented by the curve labeled (B' At t = t2 a second jump occurs in
22

stress and strain rate in accordance with the horizontal dotted line -E = IE2

From there on the strain follows curve o"C.

This interpretation of the primary creep phenomenon leads to a

simple expression for the creep rate. The slope of the o- = constant curve

can be obtained from Eq. 8 through differentiation with respect to t with a-

held constant:

If Eq. 8 is solved for t and the value obtained is substituted in Eq. 9, the

result is:

=1_ (o-./X)np (0

F (10)
p p-i
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Equation 10 represents the relationship sought between the creep

rate, the instantaneous value of the creep strain, and the instantaneous value

of the stress. It iS logically consistent to assume that this formula is valid

for variable stress because the assumption does not lead to illogical conclu -

sions. When the material follows such a law in its creep behavior it is said

that for it a mechanical equation of state exists. Equation 10 is indeed a

useful tool in the hands of the airplane structural analyst although he should

not believe that every structural material will comply with the equation.

Indeed it is just as correct from the standpoint of pure logic to

stipulate that at t = t the strain rate changes along a vertical rather than1

along a horizontal, but the strain remains constant. Physically this means

that the mechanical changes in the material (the elongation) do not have an

effect upon the strain rate; what counts is simply the time of exposure to the

high temperature. It is certainly known that this latter effect is very impor-

tant with all the precipitation-hardened aluminum alloys.

If this second hypothesis is maintained, the creep rate is given

logically correctly by Eq. 9 rather than Eq. 10. (Note that in Eq. 9 time

appears explicitly in a strain rate formula, not in a strain formula). Of

course, in reality both the time of exposure and the creep strain may in-

fluence the creep rate and much more theoretical and experimental work is

needed before the issue can be settled. Notably a better understanding of the

solid-state physical aspects of the creep process is desirable.

As in plate and shell structures the state of stress is two-, and

sometimes even three-dimensional, the uniaxial empirical creep laws

must be generalized to apply to these more complex situations. This can

be done purely formally in a mathematically consistent manner, and as a

matter of fact, such a generalization was proposed by Odqvist in 1936
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(see Ref. 22). In a more recent article Prager (Ref. 23) established the

most general three-dimensional deformation laws for an incompressible

plastic material that strain-hardens isotropically. This approach was

taken over by the author (Ref. 24) to describe creep deformations.

The general creep law can be given in the form

E = f(J2 ,J ) [g(J 2'J 3)T + r(J2 J 3)S (11)

where E is the strain rate tensor, S the stress deviation tensor and the

tensor T is defined as

2
T=S -(2/3)J21 (12)

The second and third invariants of the stress deviation tensor are denoted

by J2 and J3 f is an arbitrary function and g and r are polynomial functions

of the invariants of the stress deviation tensor.

We are still very far from having sufficient theoretical or experi-

mental information regarding the functions f, g, and r. For the time being

it appears satisfactory therefore to replace the general relationship of Eq. 11

by the much simpler one

E k (13)
2

The situation looks a little brigher when it comes to establishing the

effect of temperature upon the creep rate. Of the various suggestions made

it should suffice to quote the one advocated by Dorn (Ref. 25):

S= f(e -AH/RT (14)
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whereE is the creep strain rate with time, f(o I an empirical function of the

stress e the base of natural logarithms, AH the activation energy, R the

universal gas constant, and T the absolute temperature. For aluminum

alloys AH/R is about 10,O000'R.

In the foregoing pages the shortcomings of our knowledge of the

creep process were emphasized and not our achievements. Yet consider-

able progress has been made in establishing tools for stress analysis in

the form of elastic and plastic analogues and minimal principles. With their

aid a number of stress problems have been successfully solved. Concise

summaries of some of these developments are given in Refs. 21, 24 and 26.

CREEP BUCKLING

Buckling analysis, in general, can be carried out in one of several

different ways. In one approach, the column is assumed to be perfectly

straight and homogenious, and perfectly centered. At a time t = 0 the perfect

equilibrium of the system is disturbed, for instance by a sudden application

of a large lateral load which is permitted to act for only a very short time.

This impact gives the column a lateral velocity; if after the lapse of a reason-

able length of time this lateral velocity subsides and the column returns close

enough to its original equilibrium position, the equilibrium is considered

stable. On the other hand, if the deviations from the initial straight-line

configuration increase with time, the column is unstable.

In the light of a very strict interpretation of this criterion every column

is unstable if its material is subject to creep. If the initial impact brings its

centerline into the position indicated by y in Fig. 11, the bending moment Pyo

gives rise to creep in bending, and when the elastic forces start to swing the

column back toward the straight-line position, the natural (stress-free) state
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of the column is no longer straight but slightly curved. When the column

swings over into the opposite maximum position, the amplitude of this

maximum is smaller than that of the first oscillation. Because of the bias

built into the column by the first oscillation, a little morepermanent curva-

ture develops in consequence of creep during every right-hand swing then

during the corresponding left-hand swing. Hence the column becomes more

and more distorted as time passes. The amplitude of the oscillations may

decrease, become zero, or increase depending on the conditions. But the

average position moves to the right monotonically, and the deviations from

straightness increase with time. Consequently the column is unstable how-

ever small the compressive force may be.

The analysis of columns by this dynamic approach is usually too

difficult. It is more customary therefore to assume that the column is

slightly curved initially; this slightly curved position can again be repre-

sented by the line marked y in Fig. 11. Such an assumption is justified

because no practical column is ever perfectly Atraight, nor is it centered

perfectly in the testing machine. In this static, or quasi-static approach,

the place of the disturbance is taken by the initial deviations from straight-

ness. They are the cause of the appearance of bending moments Py which

cause bending creep to take place. Thus th;4' curvature of the cclumn is

increased, the lever arm y of the load P becomes greater, the creep rate

increases, and the vicious circle ends in collapse. Again the conclusion is

that every column is unstable, however small is the axial compressive

load P .

The engineer is now faced with the necessity of relaxing his buckling

criterion. Obviously it would be unwise to abstain from using a reinforced

concrete column because one knows that it would collapse in consequence of

creep in two or three hundred years. The important problem to be solved is

therefore how long it is safe to make use of the column.
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The answer can be given accurately if the initial shape of the column,

the creep behavior of its material and the maximum permissible deviation

from straightness are exactly known. But often an approximate value of the

limit of usefulness of the column can be given even without such an accurate

knowledge.

It has been observed in column creep tests that the initial deviations

from straightness increase very slowly at first, and that the motion of the

column accelerates very rapidly when a critical value t of the time iscr

approached closely. This critical time can serve as a milestone in creep

buckling analysis in much the same way as the Euler buckling load in

elastic column analysis.

The existence of a critical time can be proved analytically also.

Calculations show that the deviations from straightness of an initially

slightly curved column approach infinity when the time approaches the

critical time t . This critical time is finite, and it may actually be a

few seconds or minutes only, if the creep strain increases more rapidly

than linearly with stress. This is always the case when the material of the

column is one of our structural metals.

There is however a second explanation of the finite critical time

which seems to be closer to physical facts in many cases (see Refs. 26, 27,

28, and 29). This can be given most conveniently if the cross-sectional

shape of the column is idealized as indicated in Fig. 11.

If the stress-strain relationship of the material, as obtained from a

rapid enough test to prevent creep, is not straight but curved (see Fig. 12),

a small increment in stress is accompanied by a small increment in strain

in such a manner that the tangent to the stress-strain curve is followed. On

the other hand, when the stress is decreased the strain decreases along a
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straight line parallel to the initial straight-line portion of the stress-strain

curve because only the elastic part of the deformation can be regained. In

the column test the load is constant. Hence an increase no- in the compressive

stress in the concave flange of the column must always be accompanied by a

decrease of an equal amount in the concave flange. The resistanpe of the

column to a small increment in the bending moment is therefore characterized

by the quantity

2EEt Ah2
t~~ A~ E 1 (5

E+Et 4 red

where I is the moment of inertia of the idealized section and E, Et and Ered

are Young's modulus. the tangent modulus and the reduced modulus of the

material.

At the beginning of the creep process under the load P the column is

almost straight and the stresses in the two flanges are almost equal. The

value of the reduced modulus can be easily calculated from Eq. 15 under

these conditions. As the creep deformations increase the initial deflections.

the stress in the convex flange decreases and that in the concave flange in-

creases. The change in the strain in the convex flange is always governed

by the same Young's modulus, but with increasing compressive stress in the

concave flange the slope of the stress-strain curve, and thus the tangent

modulus Et decreases. Hence the bending rigidity Ered I of the column de-

creases with time.

It should now be remembered that the buckling load of an inelastic

column is given by the von Karman formula

2 L2
"P =iT EI L (16)

cr red
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where P is the buckling load and L is the length of the column. The in-cr

teresting situation arises therefore that the load P acting on the column is

constant, but the critical load P decreases with time. If the load P iscr

permitted to act long enough on the initially slightly curved column, event-

ually the critical load will be reduced sufficiently to be equal to the applied

load P. At that moment the column collapses. There is enough evidence

available today to indicate that the phenomenon just described is the usual

cause of creep buckling.

For a fixed value of the load P and for a given stress-strain diagram

the value of Ered depends only on the deflection of the column. A critical

value of the deflection can therefore be defined at which P = P. In Fig. 13cr

acrit is the critical deflection divided by the radius of gyration h/2 of the

column; its value is plotted against the load P for three different slenderness

ratios of the column. The material properties are those presented in Fig. 12.

Calculations similar to those presented can also be carried out for

plates and shells but the mathematical difficulties increase. Fig. 15, taken

from Ref. 28, shows the creep buckling of a circular cylindrical shell. In

Fig. 16 the theoretical critical times are compared with the experimental

values.

STRUCTURAL SAFETY

When the structures man is confronted with the task of establishing

the safety of a structure operating at high temperature, a number of new pro-

blems arise. Should he apply a safety factor to the calculated temperature or

does the safety factor for loads, if properly selected, include the effect of

unpredictable variations in temperature? It is known that structural elements

simultaneously loaded and heated fail under any load that is maintained for a

sufficiently long time. Should a new safety factor for lifetime be created,

or do the safety factors for loads and temperatures take care of this matter?
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The answers to these questions are not obvious at all. In earlier

papers (Refs. 24 and 30) I have called attention to the fact that a change in

absolute temperature of 1 per cent can cause a change in the steady creep

rate of about 40 per cent. In a similar manner, a change in stress of I per

cent may lead to a change in creep rate amounting to 10 per cent. As all

these relationships are non-linear, it is not easy to assess in advance the

ultimate effects of errors made in the prediction of the loading conditions

or in the manufacture of the hardware. These data refer to aluminum alloys

in the temperature range from 400'F to 500' F.

The failure of tensile specimens subjected to constant loads for

extended periods of time at high temperatures is known as creep rupture.

With aluminum alloys in the temperature range mentioned, a safety factor

of 2 applied to the stress may increase the lifetime by a factor of 32, while

a safety factor of 2 applied to the lifetime would require a ratio of 1. 15 of

the ultimate stress to the limit stress.

These figures should suffice to prove that we are faced with a be-

wildering situation. In my opinion, the only way out is to establish statistically

on the one hand the frequencies of the occurrence of various loads and tem-

peratures, and on the other hand the frequencies of the.occurrence of instant-

aneous fracture under loads and of various creep rates at all the temperatures

of interest. From these frequency curves the laws of probability theory can

predict the probability of failure. The acceptable probability of failure must

be established by the purchaser of the airplane or missile. He may be guided

in reaching his decision by probability values to be calculated for existing and

already proven aircraft or missiles.
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CONCLUSIONS

Even though some missiles of the future will be composed of

significantly fewer structural elements than today's bomber and transport

airplanes, the number of structural problems to be solved is increasing

at the present time. To take care of them, the structures man will have to

acquire a working knowledge in some disciplines which used to be far from

his field of interest. In this category are supersonic aerodynamics, thermo-

dynamics, the physics of the solid state and the theory of probability.

If he is dismayed by this prospect, he should remember that his

aerodynamic co-worker has already gone through a similar transformation.

He has been studying thermodynamics, quantum mechanics, the kinetic

theory of gases and just now he is on the way to becoming a physical chemist

in order to solve the problems of very high-speed, high-temperature flow.

There is no reason to believe that the structural problems are harder

to solve than their aerodynamic counterparts. The more research-minded

ones among structures men will broaden their interests considerably and the

more hardware-minded ones will be able to use new routine methods which

will be established in the future.

In conclusion we may safely say that the structures man is here to stay.
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FIGURES

Fig. 1. Wright Model R, or Roadster, Racing plane of 1910.

(From the Sherman Fairchild Collection of the

Institute of the Aeronautical Sciences.)

Fig. 2. Convair Atlas Intercontinental Ballistic Missile of

1958. (Courtesy of the Convair Division of

General Dynamics Corp.)

Fig. 3. Temperature Distribution in Shearweb of Supersonic

Wing. (From Third Anglo-American Aeronautical

Conference, The Royal Aeronautical Society, 1951).

Fig. 4. Multiweb Supersonic Wing

Fig. 5. Buckling of Model of Wing Caused by Heating. (From

Proceedings, 3rd General Assembly of AGARD).

Fig. 6. Rectangular Flat Plate Subjected to Non-Uniform Edge Compression

Fig. 7. Three Critical Stress Conditions of a Flat Rectangular Plate

Drawn to the Same Scale. (From Journal of the

Aeronautical Sciences).

Fig. 8. Tensile Creep Curve

Fig. 9. Load History of Tensile Creep Test Specimen.
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FIGURES (Cont)

Fig. 10. Creep Curves for Three Stresses

Fig. 11. Column

Fig. 12. Properties of the Material of the Column

Fig. 13. Critical Deflections of Columns

Fig. 14. Creep Buckling of Circular Cylindrical Shell.

(From Journal of the Royal Aeronautical Society).

Fig. 15. Comparison of Experimental and Theoretical Creep Buckling

Times of Cylinder. (From Journal of the Royal

Aeronautical Society).
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