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1 Introduction

Since its invention by Rudolf E. Kalman in 1960, (refs. 1 through 5)[1}-[5] the Kalman
filter has found widespread applications in commercial industry, the defense industry, and
in academia. (In this report, all references are enclosed in square brackets, i.e., [1] stands
for reference 1, etc.; and all equations are indicated by equation numbers in parentheses,
i.e., (1) stands for equation 1, etc.) The Kalman filter is especially important in military
applications where guidance, control, and signal processing systems must achieve a high level
of performance. Although many books and articles have been published on the theory of the
Kalman filter [6]-{11] the derivation of the Kalman filter equations is often difficult to follow.
Unfortunately, this may leave the unacquainted engineer or scientist without quick access
to the main results. For many, there is little time to wade through all the mathematical
proofs and derivations which lead, finally, to the Kalman filter equations. Nevertheless,
the derivation of the filter equations is not difficult, and for educational purposes it is
desireable to simplify it as much as possible. The purpose of this brief report is to present
a straightforward derivation of the Kalman filter which is concise and simple. A simple
derivation of tue filter equations should make the theory readily accessible to anyone who
is interested.

It is assumed that the reader has achieved a certain level of mathematical maturity
which includes a good knowledge of calculus, linear algebra, and probability theory. Also,
the reader should be familiar with linear systems theory and the state space description
of linear systems. Furthermore, it is desireable, though not essential, that the reader has
had an introduction to stochastic processes. For those who are not familiar with stochastic
processes, section 3 may be safely omitted without loss of continuity. Throughout this
report all vectors and matrices will be written in boldface type, and it is assumed that all
vectors and matrices are real valued. Regarding terminology, the terms random variable
and random vector will be used interchangeably since this should not lead to confusion.

The report is structured as follows. The method of least squares is reviewed in section
number 2. In section 3 it is shown that for statistical reasons the least squares estimate of a
random quantity must be considered to be a random variable. The Kalman filter equations
are derived in sections 4, 5, 6, and 7. In section 4, the basic Kalman filter, or Kalman
predictor, is derived in 1-dimension. This is then extended to the n—dimensional case in
section 5. In section 6, the standard Kalman filter equations are derived in the general
n—dimensional case. The initial conditions for the standard Kalman filter require some
special consideration, and these are derived in section 7. Relations between the Kalman
predictor and the standard Kalman filter are developed in section 8.

2 Least Squares Estimation

Consider a physical system in a steady state (not time varying) and let the state be
described by a state variable z. In the steady state, z is a constant. Suppose that a
measurement made on the system yields a value z. The measuremeut process is not perfect




and will inevitably contain errors, i.e., experimental errors. Thus the measurement process
can be modeled by the measurement equation

z=Hz +v, (1)

where H is a scale factor which is built into the measurement equipment and v is a random
variable which characterizes the measurement errors. The probability density function
(PDF) of the random variable v is assumed given. Typically, v has a normal distribution
with zero mean and known variance. Once a measurement z has been obtained in the lab,
the problem is to find an estimate Z of the state z based on the noise-corrupted measurement
z. It is intuitively obvious that if the error is small then the desired estimate is simply z/H.
In mathematical terms, this problem can be solved using the method of least squares. Let
Z be an unknown variable and define the error

e=z- Hi. (2)

Since z and H are fixed real numbers, the error is a function of the variable #. In the
method of least squares, the best estimate & is that which minimizes the square error

£ = (z- Hi)%. 3)

Since € = (%) is a function of %, this will be a minimum if

de
Frie 0. (4)
Differentiating (3) yields i
E=2(Z—Hz)(—H)=0. (5)
Hence, the solution is .
2= (6)

as was expected. To verify that this is 2 minimum and not a maximum examine the second
derivative
d’c

m=2H2>0. (7)

Since this is positive, the value of Z given by (6) is indeed a minimum.

Next, consider the same problem in n—dimensions. The generalized measurement model

is given by
z=Hx+v, (8)
where x is an n—dimensional column vector, z is an m—dimensional column vector of
measurements, and H is an m X n matrix. The m—dimensional column vector v is a zero
mean random vector that describes the measurement errors. The PLF of v is assumed

given. For simplicity, it will be assumed that m = n, and that H is nonsingular. Observe
that the quantities z and H are given and the state vector x is to be estimated from the
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measurements. Thus, the problem is to find the estimate X of the state vector x which

minimizes the square error
e = ||z - Bx|). 9)

The square error is a scalar and may be written
€ = (z - HX)"(z — H%), (10)
where the superscript T denotes the transpose. Expanding the product this becomes
e=2"z - 2z"H - "H'z + X"H"HX. (11)

All quantities are known except for X. Therefore, the square error £ is a function of the
components of X, that is,

€= f(£1,%2,...,%n)- (12)
Using a well known result from advanced calculus, this function will be a minimum if
of _
3z, = (13)

for t = 1,2,...,n. It is convenient to define the derivative of a scalar with respect to a
vector to be the column vector with components

af of
(5) = 35, (14)
where
(i)t = 5:1' 1 (15)
i=1,2,...,n. Thus, the square error will be a minimum if
% =0. (16)
The terms in equation (11) can be differentiated by using the following identities:
0
HYX =, (17)
(i
K(xry) =Y (18)
%(XTAX) = 2Ax, (19)

where x and y are arbitrary vectors and A is an arbitrary matrix. These relations are easy
to prove by writting them out in component form. Proceeding with the differentiation of
equation (11), it follows that

=-H"z- H"'z + 2H"Hx = 0. (20)
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Rearranging terms, this becomes
H™Hx = H'z. (21)

This system of linear equations are called the nurmal equations. Clearly, % will minimize
the square error (9) if it is a solution of the normal equations (21). If H is nonsingular, i.e.,
invertible, then th: solution is given by

£=H"z. (22)

This is the least squares estimate of the state vector x based on the noise-corrupted vector
of measurements z. Note the close similarity with the 1-dimensional solution (6). In the
general case when m and n are arbitrary, the solution to the normal equations is given by

%= (H'H)"'H"z, (23)

provided that the indicated inverse exists.

3 Prediction Problem

In the derivation of the Kalman filter equations in section 4, the estimate X is considered
to be a random variable and not a numerical vector as it was in section 2. The reason for
this difference of interpretation will be explained in this section. For simplicity, only scalar
(1-dimensional) variables will be considered here.

The linear prediction of stochastic processes involves the following problem. Given a
realization of a random process with the observed values xg,x;,...,XnN,..., find an estimate
of the value x4 of the process at time N 4 1 based on the preceeding values up to and
including xy. This is called the prediction problem. The estimate is called linear if it is a
linear function of the variables xp, x;,...,Xyn, that is, if the estimate has the linear form

N
RN+1 = Z Gk Xk. (24)
k=0

It is possible to solve this problem using the method of least squares by minimizing the
squared error
€ = ||RN41 — Xnpll%. (25)

By inserting the expression (24) into equation (25), the coefficients ao, a1, ...,any may be
computed using the method of the previous section. However, the solution for the prediction
coefficients ag, a;, . . ., ax will be different for different realizations of the same process. That
is to say that if xg, X}, . . ., X}y Were another realization of the same stochastic process, then
the resulting solution for the a; will be different. It is desireable to choose the coefficients
so that the same set of coefficients may be used for any arbitrary realization of the process
x(n). That is, so that in a statistical sense the same coefficients work equally well for
any realization of the stochastic process. To accomplish this, it is necessary to rephrase
the problem as follows: Given the random variables %, x;,...,Xn, find a random variable




]

XN+1 which is a linear combination of the random variables xg,x;,...,Xxy, such that the

mean square error
€ = E[||%n+1 - xn41l%) (26)

is a minimum. In this case, the resulting estimate is a random variable %Xy,; which approx-
imates the random variable x4 in the sense that the variance of the error e = (X — x) is
a minimum. This is called the least squares estimate or minimum variance estimate of the
random variable Xy 4.

Problem Statement: Let z(n) be a weakly stationary stochastic process and assume
that E[z(n)] = 0. Fix N. The problem is to determine the coefficients a,,a,...,aN, so
that the random variable defined by

N

Y= GkTN_k, @27)
k=1
minimizes the mean square error
e = E[llzv - yI’). (28)

This problem was first considered by the Russian mathematician Kolmogorov in 1938. A
translation of Kolmogorov’s original paper can be found in reference [12]. The solution is
so straightforward that Kolmogorov did not even bother to write it down.

Problem Solution: The mean square error is given by
€ = E[z3 - 225y + ¢ (29)
Substituting the expression (27) for y this becomes
N N N
€= E[z% -2 1,2-:1 QLZNIN—k + Jz_; kgl G;QLTN_;TN_k)- (30)

By the definition of the autocorrelation function R(n,m), which for a stationary process
takes the form

Elznzn] = R(n — m), (31)
the mean square error (30) can be written
N N N
e=R(0)-2) arR(k)+)_ D ajarR(j - k). (32)
k=1 Jj=1k=1

Since the autocorrelation function is known, € can be considered to be a function of the
variables aj, as,...,an, that is,

E=f(a1,a2,...,a1v). (33)
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Hence, the values of the coefficients ax which make f(a;,...,an) a minimum must satisfy
the equations

O¢

ey 0, (34)
li 3
Bag 0, (35)
de
day 0, (36)
Differentiating equation (32) with respect to a; it follows that
B —2R(k)+2§:a-R(j—k) =0 (37)
aa'" - j=1 ’ -
where k = 1,..., N. This yields the nonhomogeneous system of linear equations
N
Y a;R(j - k) = R(k), (38)
=1
where k = 1,..., N. In matrix form, this may be written
Ax =b, (39)
where ’
R(0) R(1) R(2) R3) --- R(N-1)
R(1) R(0) R(1) R(2) --- R(N-2)
= : - .. : ’ (40)
R(N-1) --- .-« .=« ... R(0)
a R1
X = : ’ and b= ) : . (41)
an RN
If the matrix A is nonsingular, then the system (39) has the solution
x=A"b. (42)

This gives the solution for the prediction coefficients a;,...,an. For a good introduction to
the linear prediction theory of stochastic processes, the reader should consult the original
edition of the book by Yaglom.[13]

The solution of the prediction problem is not really important here. What is important
is the idea involved in the formulation of the problem. The most important point of this
section is that in a statistical sense the estimate £y must be a random variable, not a
number. In practice, if a particular (numerical) realization zg,z;,...,ZN-1 is observed,
then the estimation formula (27) may be used to obtain a numerical result. However,
the estimation formula is a general result that applies for any realization of the stochastic
process.




4 Kalman Filter in 1-Dimension

In this section, the Kalman filter equations will be derived for the 1-step Kalman pre-
dictor. Consider a dynamical system that evolves in time according to the state equations

T4l = FpZn + wy, (43)

n = 0,1,2,..., where {F,}32, is a given sequence of real numbers and {w,}32, is an
independent, identically distributed (i.i.d.) sequence of zero mean random variables. The
random sequence {wy,} is often refered to as a white noise sequence since any two members
of the sequence are uncorrelated, i.e., E{wawy,] = 0 for n # m. The noise-corrupted
measurements of the system state are described by the measurement equation

2n = HpZp + vy, (44)

n = 0,1,2,..., where H, is a proporticnality factor (usually a constant) which is built
into the measuring device. In general, {H,}52, is a given sequence of real numbers. The
measurement errors or measurement noise is described by the random sequence {v,} which
is a zero mean i.i.d. sequence. It is further assumed that the sequences {w,} and {v,} are
uncorrelated and that

E[v}] = o2, (45)

E[w]) = o, (46)

E[vawn] = 0, (47)

where n,m = 0,1,2,..., and where 02 and o2 are given real numbers. (In general, the

variances of v, and w, may depend on n, and the results of this section are easily extended
to include this case.) To complete the specification of the system dynamics it is necessary
to give some initial condition for zo. Instead of giving a fixed initial condition, z¢ will be a
random variable with a known probability density function f(zo). Typically, z¢ is normally
distributed with mean Zo and variance o3, that is

To ~ N(io, 0(2))

Furthermore, the random variable zq is assumed to be uncorrelated with the noise sequences
{w,} and {v,}. There is one remark which should be made about the initial condition: the
PDF f(zo) is not needed in the derivation and it is, therefore, irrelevant; it is only necessary
to know the mean Zo and the variance o3 of the random variable zo. Now to the problem
at hand. In simple terms, the purpose of the Kalman filter is to make a prediction of the
future state z,4; at time n + 1 given noise-corrupted measurements 2, 2y, . . ., 2, from the
time k = 0 up to the time k = n.

Problem Statement: Given the measurements zg, 2y, ..., z,, find the unbiased least
squares estimate Z,4; for the state variable z,,;. Assume that the estimate has the linear
recursive form

.’2".;.1 = Kp2, + K:;in (48)




Note that the recursive form (48) implies that the estimate Z,., is a linear combination
of the random variables zg, z),..., 2,. Consequently, Z,,; is a random variable too, and it
makes sense to discuss the expectation of Z,,1. This will appear in the derivation.

Problem Solution: If the estimate #,4; is unbiased, then by definition E[£,41 —
Zp41) = 0. Using equations (43) and (48) one has

Ent1 — Zn41 = (Knzn + Kpin) — (Faza + wy). (49)
Substituting equation (44) and rearranging terms this yields
Zn41 = Zng1 = (KnHp — Fo)zn + K. 2n + Kpvp — wy. (50)
Taking the expectation of both sides of this equation gives
El#n41 — Zag1] = (KnHn — Fp)E[z,] + K, E[24] = 0. (51)
But by hypothesis , is unbiased, and therefore E[z,] = E[£,]. Thus, equation (51) implies
K, = F, - K,H,. (52)

Having solved for K, it is now necessary to determine K, and the derivation will be
complete.

The coefficient K,, must be chosen to minimize the mean square error
€ = E[(&n+1 — Za41)?]- (53)
Using the result (52), equation (50) can be written
(Za+1 = Zn41) = (Fn — KnHp)(Zn — Zn) + KnVn — w. (54)
Squaring this equation and taking the expectation of both sides yields
E[(2n41 = nt1)%] = (Fa = KnH,)?E[(8n — 2,)*] + K202 + 02, (55)
It is useful to define the error variance
P, = E[(%s — za)%). (56)
The previous equation may then be written in the form
Poy1 = (Fn — K H,)?P, + K202 + 02. (57)

This equation expresses the mean square error € = P,y as a function of K,,. From elemen-
tary calculus, this will be a minimum when

de

ik =
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This implies

dPots _ 2(Fy — KoH,)(=Hn) Py + 2K 02 = 0. (58)
dK,
Solving for K, one finds P
K - anPn (59)

"7 H2P, + 02
To verify that this is a minimum and not a maximum take the second derivative

dan-l-l

—Ri~ = 2HaPa+ 207 > 0.

Since H2, P,, and o2 are all positive, the second derivative is greater than zero which
implies that the value of K, given by (59) is indeed a minimum. Substituting the result
(59) into equation (57) yields

Py = E;% + 0%, (60)
which may be written in the equivalent form

Poy1 = Fo(Fy — K H,) P, + 02 (61)

This completes the derivation in the 1-dimensijonal case.

In summary, the Kalman filter equations in 1-dimension are given by

Znt1 = FaZn + Kn(z, — Hpiy), (62)
Potr = (Fn— KoH,)F,P, + 02, (63)
Kn = Pf;fg'f';g’ e
where n = 0,1,2,.... In an actual implementation of the Kalman filter, the input is the

measurement sequence 2z, and the output is the sequence of state predictions Z,4;. In
real-time applications, the input and output are sequences of real numbers. The output
Zn41 is obtained from the input z, through equations (62), (63), and (64). In order to
initialize the Kalman filter algorithm, it is necessary to specify the initial conditions. The
initial conditions are given by

Zo = Zo, (65)
Py = ag. (66)
It is interesting that the sequences P, and K, are not dependent on the measurements.
Therefore, the sequences P, und K, can be precomputed before any measurements are

taken. Of course, these quantities can also be computed in real-time if desired. In conclu-
sion, one implementation of the Kalman filter algorithm is as follows:

1. Set n =0,




Initialize ¢ = Zo,

Initialize P = o3,

Calculate K, from equation (64),
Calculate £,4) from (62),
Calculate P,4; from (63),

N e o s w oW

Increment n and goto step 4.

5 Kalman Filter in n-Dimensions

In n-dimensions, the system is characterized by an n-dimensional state vector x which
satisfies a state equation of the form

X1 = Frxg + wy, (67)

where k= 0,1,2,..., {Fi} is a given sequence of n X n real matrices, and {w;} is an i.i.d.
sequence of zero mean random vectors. The measurements of the system outputs are related
to the state vector by the measurement equation

2z = Hypxx + vy, (68)

where z; is an m-dimensional vector of measurements, {H;} is a given sequence of m x n
matrices, and {v;} is an i.i.d. sequence of zero mean random vectors. To complete the
specification of the sequences {vi} and {wy}, it is necessary to know the covariance matrices

E[viv]] = Ry, (69)
E[Wkwﬂ = an (70)

where £ =0, 1,2, .... In addition, the sequences {v;} and {w;} are uncorrelated so that
Elv;w]] =0, (71)

where j and k are any non-negative integers. The sequences of matrices {Rx} and {Qy} are
assumed to be given. In addition, these are both symmetric and, by assumption, positive
definite matrices for each k. Finally, the initial condition on the state equation is that xg
is a random vector with a probability density function f(xp). As remarked in section 4,
it is not strictly necessary to know the PDF of xg, but only the mean Xo and covariance
matrix Py = E[(x0—Xo)(x0—X0)7]. Usually, xo has a multivariate normal distribution with
known mean and covariance matrix. Furthermore, it is required that xo be uncorrelated
with the sequences {vi} and {w;}. Before proceeding with the derivation of the Kalman
filter equations, observe that the vectors x, and z,, which are defined by equations (67)
and (68), are both random vectors.

10




Problem Statement: Given the measurements 2o, 23, . . ., Z,, find the unbiased least
squares estimate X,4+; for the state vector x,4,. Assume that the estimate has the linear
recursive form

Xnt+1 = Kpzp + K[ %, (72)

As in the 1-dimensional case, the vector X, is random since it is a function of the random
vectors Zg, Z1,-.-,2Zn.

Problem Solution: Since the estimate %, is unbiased, this implies E{&n41—Xp41] =
0. From equations (67) and (72),

Knt1 = Xn+1 = (KnZn + Ky %n) = (FoXn + Wy). (73)
Substituting equation (68) for z,, and rearranging terms this becomes
Znt+1 ~ Xny1 = (KnHp — F)xn + Ko %0 + Kpv,, — Wy, (74)
Taking the expectation of both sides of this equation gives
E[&nt1 — Xnt1] = (KnHy — Fo) Exs] + K7 E[%n]. (75)
But by hypothesis %, is unbiased, and therefore E[x,] = E[X,]. Thus, equation (75) implies
K, =F, - K,H,. (76)

This is the solution for KJ,.

Next, the coefficient K,, will be obtained by minimizing the mean square error. This is
similar to the procedure used in the 1-dimensional case. The mean square error is given by

£ = E[l|%tn+1 — Xnt1[1?] = E[(Rn+1 = Xn41)" Rnt1 — Xn41)]- (77)

For the purpose of taking derivatives, it is convenient to express this in the form of a trace.
Therefore, write
£ =Tr E[(Xn+1 = Xn+1)(Rnt1 = Xnt1)7]- (78)

Now define a new quantity
Pat1 = E[(Xn41 = Xn41)(Rnt1 — Xn41)7) (79)
This is called the error covariance matriz. Then the mean square error becomes
£ =Tr (Pny1)- (80)
In order to evaluate this, start by using equations (74) and (76) to write

(Rnt1 =~ Xna1) = (Fpn = KpHy)(Xn — X5) + (Knvy — Wy). (81)

11




Thus,
(Rnt1 — Xn41)(Xnt1 = Xn41)T = [(Frn — KnHp)(Xn — X5) + (KaVn — Wp)]

X [(&n = xa)™(Fp — HK7) + (V2K — wg)). (82)

By expanding the product and then using the linearity of the expectation, this equation
yields

Pnt1 = (Fr - KoH,)Po(Fr - HZK?) + KR, K] + Qa, (83)
where
P. = E[(&n - Xn)(&n — %a)7], (84)
R, = E[v,v]], (85)
Q. = Ef[w,wl]. (86)

Of course, use has been made of the fact that X,, and x,, are both uncorrelated with v,, and
wy. By expanding the first term in equation (83) this may be written

P.y1 = F.P,F? - F,P,H’K? - K, H,P,F’
+ K.H.P.HIK] + KR, K] + Q. (87)

To determine K,,, it is necessary to minimize the mean square error
€ ="Tr (Pn41)- (88)

Note that the trace is a scalar quantity and therefore ¢ is a scalar function of the elements
(Ka)i; of the matrix K,. Furthermore, since P,, is independent of K,, the minimum can
be obtained by straightforward differentiation. Thus,

i3

3Ky 0 (89)

fori=1,...,m,and j = 1,...,n. This may be written more compactly in the matrix form
O¢

where the indicated derivative is a matrix with the i, j element given by equation (89). The
derivative can be computed easily with the use of the following identities:

d

52T (AB) =B, (91)
f’-’h (BAT) = (92)
ai Tr (ABAT) = 2AB. (93)
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These are easily proved. (For example, write out the matrix products for the case when all
the matrices are 2 x 2 and then take the derivative of the trace.) Using these formulas to
differentiate the trace of equation (87) it is a simple matter to obtain

O¢e

K. = ~F.P,FT - (H,P,FI)" +2K,H, P, H] + 2K,R,, = 0. (94)
Rearranging terms, this becomes
K.(H,P,HI + R,) = F,P,H. (95)

Note that since both P, and R,, are symmetric matrices, the term
(H.P.H; +R,) (96)

is also symmetric. Furthermore, since both P, and R, are positive definite, this implies
that the term (96) is also positive definite. Consequently, all its eigenvalues are positive
which implies that it is nonsingular. Therefore, the inverse exists and the solution of (95)
is given by

K, =F,P,H'(H,P,H! + R,)"1. (97)

This is the main result. To be rigorous, it must be verified that this is indeed a minimum
and not a maximum. This detail is omitted for the sake of brevity.

To complete the derivation the result (97) for K, may be substituted back into equation
(87) to find a simple form for Pp4;. Substituting (97) into (87) gives Pp4y =

F.P.F? - F,.P, HI[(H,P,H! + R,,)"!]"H,P,F?
- F.P,H(H,P.H; +R,)"'H,P,F;
+ F,P,HI(H,P,H? + R,)~"H,PHI[(H.P,H? + R,)""H,P,FT
+ F.P.H(H.P.H] + R,)'R,[(H.P,H} + R,)"']"H,P,F;
+ Qn (98)
Since the term (96) is symmetric, the second to last two terms in (98) can be combined to
give

Pn41 = F,.P,.F! - F,P,H:(H,P,H + R,,)'H,P,.F? + Q,. (99)
This may be further simplified using (97). Hence,
Pp1 = (Fr - K.H,)P,FT + Q,. (100)

This is the desired result.

This completes the derivation of the Kalman filter in n-dimensions. In summary, the
Kalman filter equations are given by

Fnt1 = Fakn + Kn(2n — Haky), (101)
Pﬂ+1 = (Fn - Kan)PnFZ + Qn, (102)
K, = F,P,HI(H,P,H] + R,)!, (103)
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where n = 0, 1,2,... The initial conditions are given by

%o = Ro, (104)
P = Po. (105)

One implementation of the Kalman filter algorithm is as follows:
Set n =0,

Initialize %o = o,

Initialize Py = Py,

Calculate K, from equation (103),

Calculate &,4; from (101),

Calculate P,y from (102),

O S o o R o

7. Increment n and goto step 4.

If desired, the sequences K, and P,, may be precomputed before running the algorithm.

6 Standard Kalman Filter Equations

In some instances, it is necessary to estimate the current state x,, based on measurements
up to and including 2z,. In the last section, the measurements 2o, 2;,...,2%, wWere used to
estimate the state x,4;. In this section, the measurements z¢,2,,...,2, Will be used to
estimate the state x,,. Assuming a recursive form of solution, the calculation proceeds in
exactly the same way as in the previous section. However, it must be understood that the
quantities X,, P,,, and K,, which appear in this section are not the same as those in section
5. Relationships between the two solutions will be obtained in section 8. For the time
being, the results of this section are completely independent of those of the last section. A
separate solution for the 1-dimensional problem is omitted since it is a special case of the
more general n—dimensional solution. The interested reader may derive the solution to the
1-dimensional case as an excersize.

A word about terminology. The term “standard Kalman filter” is not a part of the
Kalman filtering literature nor is it commonly used by workers in this field. It has been
chosen by the author because the recursive solution to the linear prediction problem of all
orders may be obtained directly from the solution of the “standard” Kalman filter equa-
tions. In section 8, for example, it will be shown how the 1-step prediction may be obtained
from the standard solution.
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Problem Statement: A linear system obeys the state space equations (67) together
with the measurement equation (68). Given the measurements 2o, 2,,...,5n, find the un-
biased least squares estimate X, of the state x,,. Assume that the estimate has the linear

recursive form
%n = KnZn + K %n_), (106)

wheren =1,2,...
Problem Solution: To begin, use (106) to write
%n — Xn = (KaZn + K %n-1) = Xa. (107)

Substituting for x, and 2, from the state equation (67) and the measurement equation
(68), this becomes

%n — Xn = (KaHp = )Fa_1Xn1 + Ko %no) + (KnHp — 1)Wa_1 + Knva. (108)
Taking the expectation of this equation, the requirement that the estimate be unbiased
implies

E[%n — xp) = (KnHp — 1)Fp_1 E[Xn-1] + K| E[%n-1] = 0. (109)
Therefore, since E[%n—1 — Xn-1] = 0, this yields
K, = (1 - KaHo)Fao. (110)
Substituting this back into equation (108), it follows that
(Xn —xn) = (1 = KnHu)Foo1 (&n-1 = Xn-1) + Kavp + (KoHp = 1)Wn-;. (111)
Next, the factor K, is determined by minimizing the mean square error
€ = [|%n — xa1%. (112)
To simplify the process of taking derivatives, write this in the form of a trace, that is,
£ =Tr E[(Xn — Xn)(%n ~ xa)"]- (113)
Using equation (111) together with the linearity of the expectation, this yields
E[(%n = Xn)(Xn — Xn)"] =

(1 - Kan)Fn—lE[(*n—l - xn-—l)(in—l - xn-l)T]F:.l(l - Knnn)r
+ KpE[vavIIKT + (KaH, - 1)Efw,_ywi_ [(KH, - 1)7. (114)
Defining the quantity P, by

P, = E[(%X, — Xn)(%n — x5)7], (115)
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the last equation becomes

Pn = (1 ot KﬂHn)Fn—an—lF:—l(l - K,,H,.)T
+ KnR'nK: + (1 - Kn n)Qn-l(l - Kan)T- (116)

Note that P,_, is independent of K,,, and therefore is a constant for purposes of differen-
tiation. Now, the mean square error is given by

e=Tr (Py), (117)
and this will be a minimum if 9
8_K_nTr (Pn) =0, (118)

where the derivative with respect to a matrix is defined componentwise as in (89). Expand-
ing the product in equation (116) yields

P, = Fn—lPu—lF:-l - Fn—lpn—lF:_lnzK: - KanFn-an—lF:_l
+ KanFn-l Pn—lFT_1H:K: + KnR-nK: + Qn-l
- Qn-lH:K: - KanQu-l + KanQn-lH:K:- (119)

Taking the trace of this equation and differentiating using the identities (91), (92), and (93),
it follows that

i}
0K,

Tr (Pn) = -2Fn-lpn—1F:-1H£ + 2KanFn-an—lF:-lH:
+ 2KnR'n - 2Qn-lH: + ZKnHuQn—IH:' (120)

The fact that R, and Q, are both symmetric has also been used. Equating this to zero
and collecting terms yields

Ka [HnFn—an-lF:-lnz + R, + HnQn—lH:] =
[Fn-lpn—lF:-lﬂz + Q.1 H7]. (121)

This expression can be made more manageable by making the definition
M, = F,P,F] + Q.. (122)
Hence, equation (121) may be written
K, [H.M._1H] + R,} = M,,H]. (123)
If the inverse exists, then the solution for K, takes the form
Kn = My H] [H,M,_ H? + R,] ™" (124)

But it is easy to see that the inverse does exist since R,,, Q,, and Py, are all symmetric,
positive definite matrices, and all positive definite matrices are nonsingular. Therefore,
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(124) is the final solution for K,. The proof that (124) is indeed 2 minimum and not a
maximum will be omitted.

The expression (119) for P,, can be simplified. First, write equation (119) in the form

P, = Kn(HnMn-lHZ + R»n)KZ
- KnnnMn—l - Mn-—lnzxz + Mn-l- (1725)

Substituting the result (124) for K, in the first term, but not for KT, the first and third
terms cancel, leaving the result

P,=(1-K,H,)M,_;. (126)
This is the desired form.
In summary, the standard Kalman filter equations are given by
Xn = Kazn + (1 - Knnn)F'n-lin—h (127)
K, = Mu—lH: [HnMn—IH: + Rm]-l ’ (128)
M., = Fn—lpn—lF:_l +Qn—h (129)
P, = 1~-K,H,)M,_;, (130)

where n = 1,2,.... In order to initialize the Kalman filter algorithm, it is necessary to
define initial conditions for %9, Ko, and Pg. These initial conditions will be derived in the
next section.

7 Initial Conditions for the Standard Kalman Filter

To determine the initial conditions, the problem is to find the estimate X of the initial
state Xo based on the one measurement zg. The solution to this problem is straightforward
and may be obtained by the methods used previously. Once the initial conditions are de-
termined, a summary of the resulting Kalman filter algorithm will be presented.

Problem Statement: Let
z=Hx+v, (131)

where x is a random vector with mean & and covariance matrix P, and v is a zero mean
random vector which is uncorrelated with x. Find the unbiased, linear, least squares es-
timate X of the vector x based on the measurement z. Assume that the estimate has the
form

x=Kz+K'x. (132)

This problem bears a close resemblance to the least squares problem of section 2. The
two problems, however, are fundamentally different. The difference is that in equation (8),
section 2, the vector x was a constant, whereas in equation (131) the vector x is a random
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variable.
Problem Solution: To begin, use equations (131) and (132) to write
(x-x)=(KH-1)x+K'®R+ Kv.

Taking the expectation and using the requirement that X is unbiased, it follows that

K'= (1 -KH).
.bstituting this back into (133) yields
(X-x)=(KH-1)(x-%)+Kv.
To determine K it is necessary to minimize the mean square error
e =Tr E[(%X - x)(%x - x)T).
Using equation (135) together with the linearity of the expectation, it follows that

E[(% - x)(%x - x)7] = (KH - 1)E[(x - %)(x - %)"](KH - 1)7
+ KRKT.

Making the definition
P = E[(% - x)(%x - x)],

and using the given covariance matrix
P = Ef(x - ®)(x - )7},
this equation becomes
P=(KH-1)P(KH - 1)" + KRK".
Then, expanding the product, this may be written
P = KHPH'K” - KHP - PH'K" + P + KRK".
Taking the trace of this equation and then the derivative with respect to K yields

‘;’_f( = 9KHPH" - 2PH” + 2KR = 0.

And, finally, solving this equation for K,
K=PH'(HPH" +R)'.

(133)

(134)

(135)

(136)

(137)

(138)

(139)

(140)

(141)

(142)

(143)

This is a familiar result. Clearly, the inverse in (143) exists since P and R are both positive

definite.
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To find a simpified form for P, first write equation (140) in the form
P=K(HPH" + R)K” -~ KHP - PH'K" + P. (144)

Then, substituting (143) for K in the first term but not for K7, the first and third terms
cancel, leaving

P=(1-KH)P. (145)
This is the desired form.

Having solved the above estimation problem, the initial conditions for the standard
Kalman filter equations may be obtained by simply putting a subscript ‘0’ on each of the
equations (132), (143), and (145). Thus,

Xo = %o+ Ko(zo — HoRo), (146)
Py = (1 - KoHg)Po, (147)
Ko = PoHj(HoPoHJ + Ro)~". (148)

An outline of the complete Kalman filter algorithm is as follows:
. Initialize K¢ using (148),

. Initialize %o using (146),

. Initialize Pq using (147),

.Setn=1,

. Calculate M,,_, from (129),

. Calculate K, from equation (128),

. Calculate the state estimate %, from (127),

Calculate P, from (130),

© 0 N S A W N

Increment n and goto step 5.

8 Prediction—Correction Formulation

In this section, a relation will be found between the state estimate X, of section 6, and
the state prediction X4 of section 5. Using this result, the preveously separate results of
sections 5 and 6 may be combined into one unified set of equations for both the current state
estimate X, (section 6) and the state prediction X, (section 5). The unified set of Kalman
filter equations consists of the standard Kalman filter equations of section 6, together with
a new equation for the state prediction X,,4; in terms of the current state estimate %,. This
new equation will be derived in this section. First, to prevent confusion, it is necessary to
introduce some new notation.
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Let %X(n|n) be the estimate of the state x,, based on the measurements zy,...,2,, and
let X(n+1|n) be the estimate of the state x,4, based on the measurements 2o, . ..,2,. Then
X(n|n) is the solution to the Kalman filter equations (127), (128), (129), and (130), which
were derived in section 6. And X(n+1|n) is the solution to the Kalman predictor equations
(103), (104), and (105), which were derived in section 5. It will now be shown that the
one-step prediction X(n+1|n) may be obtained from the current state estimate X(n|n) by
the simple relation

%(n+1jr) = Fo%k(n|n). (149)

A simple, heuristic proof will be given here. A more detailed proof is given in the
appendix. Begin with the fact that, by definition, the estimate X(r|n) and the estimate

%(n+1|n) are both linear combinations of the measurements 29, 21, ...,2,. Therefore, it is
reasonable to assume that they are related by a linear transformation of the form
%(n+1in) = AnX(nln), (150)
where A,, is a square matrix. From the state equation (67) it follows that
X(n+1in) ~ Xp41 = ApX(n|n) — (Fpox, + Wy). (151)
Taking the expectation of this equation yields
E[®(n+1|n) — xn41] = ApE[X(n|n)] = FLE[x,] = 0. (152)
But, since %(n|n) is an unbiased estimate of x;,
Ef&(nln)] = E{x]. (153)

Therefore, equation (152) implies
A,=F,. (154)

This is the desired result.

By adding equation (149) to the standard Kalman filter equations (127)-(130), these
may be rewritten in the following form:

X(n|n) = k(n+1jn) + K[z, — Ha%(n|n-1)], (155)
%(n+1|n) = F.%X(n|n), (156)
Kn = Mn-—IH:[IInMn-IH:‘*‘ Rn]—la (157)
M, = Fn—lpn-lF:-l +Qn—l, (158)
P, = (1-K.,H,)M,_,, (159)
where n =0, 1,2,.... The initial conditions are now given by
X(0]-1) = %o, (160)
M., = P,. (161)

When written in this way, the Kalman filter is a combination of the state update equa-
tion (155) and the state prediction equation (156). These are commonly refered to as the
prediction-correction formulas. This is a convenient form for most applications. A direct
implementation of the Kalman filter algorithm is as follows:
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Initialize %(0] — 1) = o,
Initialize M_; = Py,

Set n =0,

Calculate K, from (157),
Calculate %(n|n) from (155),
Calculate %(n+1{n) from (156),
Calculate M,,_, from (158),
Calculate P, from (159),

© @0 N o ot e WwN

Increment n and goto step 4.

Having presented the mathematical theory of the Kalman filter algorithms, it is impor-
tant to note that there are certain pitfalls involved with the computational aspects of these
algorithms. These problems are inevitable due to the finite precision of digital computers.
More information about the practical implementation of the Kalman filter can be found in
the literature. [14]-[16]

9 Summary

A rigorous derivation of the Kalman filter equations has been presented which is ap-
propriate for an introductory short course on Kalman filter theory. The way it has been
defined, the Kalman filter gives the optimum unbiased, linear, least squares estimate of
the state vector based on all past and current measurements. At this point, it is strongly
recommended that the reader study a few applications of the Kalman filter to see how the
filter is used in practical problems. One application is in the radar tracking of airborne tar-
gets. This application is well described in some of the original papers.[17}-{19] The range
of applications of the Kalman filter is vast and varied. More aprlications can be found in
the IEEE reprint series Kalman Filtering: Theory and Application.[14]
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Appendix

Proof of Equation 149
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The purpose of this appendix is to give an alternate proof of equation (149) in section
8. It is easiest to prove this in the 1-dimensional case first. By the definition of #(n+1|n),

El||2(n+1]n) = Zn41]|"] = min. (1)

In this notation, the minimum is taken with respect to all linear combinations £(n+1|n) of
the measurements 2, ..., z,. Alternatively, consider

E[|Faz(n|n) ~ 2a411"] = E[l|Fag(nin) - Faza — wa|l’] (2)

= E[|Fag(n|n) - Fazall®] + Efllwali?), @)

where the last inequality follows since both z,, and #(n|n) are uncorrelated with w,. Using
the linearity of the expectation this becomes

E(||Fag(nln) = 2n41ll’) = F2E[&(nln) - zall%] + E{llwall?}. 4)
But, by the definition of Z(n|n),
E{|}4(nfn)  z.]/2] = min. (5)
Consequently, equation (4) implies
E[|Fa(nIn) = zns1l] = min. (6)

Now, recall that Z(n|n) and #(n+1|n) are both linear combinations of the measurements
20,21, - -, 2n. Therefore, if the linear combination that minimizes (1) is unique, then equa-
tions (1) and (6) together imply

Z(n+1jn) = Fri(n|n). (7

This completes the proof in the 1-dimensional case.

The proof in the n—dimensional case is similar. By the definition of the estimate X(n+
1|n),

E[lI%(r+1|n) - Xn41]|*] = min. (8)

On the other hand,
E[||IFa%(nln) ~ xn41ll’] = E[l[Fa(n|n) — Fax, — wyu|l%] (9)
= E[||FnX(n|n) - ann"2] + E[IIWuII’], (10)

where the second equality follows from the fact that both x, and %(n|n) are uncorrelated
with w,,. Now, if the first term on the right-hand-side is a minimum, that is, if

E[||Fni(n|n) — FaXql|[2] = min, 11)

then this implies
E[||Fn%(n|n) = Xn+1|”] = min. (12)

27




Now, observe that both F,%(n|n) and X(n+1|n) are linear combinations (really multilinear

combinations) of the measurements zg, 2, . . ., 25, that is,
X(n+1lln) = Aogzo+ A1z + ...+ A2y, (13)
F.X(n|n) = Bozo+ B1z; + ...+ B,2, (14)

Therefore, if the linear combination (13) which minimizes the mean square error (8) is
unique, then equations (8) and (12) will together imply

&(n+1in) = FoX(n|n). (15)

This is the desired result. Thus, it remains to prove (11). First, note that this may be
written

E[||Fax(n|n) - Fuxu|’] = E{ugFFpun), (16)
where
u, = X(n[n) — x,. (17)
Setting
A =FTF,, (18)

then clearly A is symmetric, and if F,, is nonsingular, then A is positive definite. To prove
the desired result, it will be shown that

E[ufAu,] = min, (19)

if
E[u"u] = min, (20)

where A is any symmetric positive definite matrix. Since A is symmetric, it is orthogonally
diagonalizable. Thus, there exists a matrix S such that

STAS =D, (21)

where D is the diagonal matrix
D= . , (22)

and Aj,..., A,, are the eigenvalues of A. Since A is positive definite, all its eigenvalues are
positive real numbers. Now, one may write

ufAu, = u’(SDST)u (23)
= v'Dv (24)
= MoP 4. 4 Atd, (25)
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where
v=S8Ty,

Taking the expectation of this equation yields

E[uTAu,) = M E[o?] + ...+ AE[v3].

Since all the eigenvelues are positive, this is a minimum if

E[vY] = min,

E[v)] = min.
Equivalently, this is a minimum if
E[v"v] = min.

But, using equation (26),
viv=u"SS§Tu = uTu.

Hence, the condition (26) reduces to
E[u"u] = min.

This is the desired result. End of proof.
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