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FINAL REPORT EVALUATION

Current Estimation For Electromigration, Hot Carriers, and Voltage Drop.
Contract F30602-92-C-0059

Reliability Analysis of VLSI circuit designs is necessary to reduce the time from concept to
delivery without compromising reliahility. The inciusion of reliabiiity analysis into the

design process for designs with thousands of gates and hundreds of inputs poses significant
difficuity because of the computation times involved, and the -ery large input space.
Deterministic simulations are inadequate to simulate the effecis of months or years of
circuit use when the number of inputs is large.

Probabilistic and Statistical techniques offer a way to obtain the averaged long term effects
or: circuits with many inputs and thousands of gates. This effort investigated statistical
techniques applicable to digital CMOS designs. It applied probauilistic methods to hot
electron degradation and incorporated input siew rate and signzl correlations. It
incorporated signal correlation effects into the statisticai simulation for maximum current

estimavion.

A companion effort, "Prototype Rule Based Reliability Analysis for VLSI Circuit Designs”
developed layout based reliability rules for hot electron degradation, and implemented them
into a prototype reliability analysis tool. This approach has been applied to circuit designs
with more than 1 million transistors in about 1 CPU hour, The rule based approach is not
probabilistic, but is a worst case analysis assuming that every gate switches in every cycle,

Areas where future research should be directed include applying probabilistic and

statistical methods to sequential circuits, reliability analysis at the gate level or at the
hardware descriptior language so that reliability becomes and integral part of the design
process, and to extend the area of reliability issues being addressed from hot electrons and
electromigration to other failure mechanisms; long and short term rehability problems.

o ..H__z //t(‘/lrl\zv(\(t f'"‘
Y “MARTIN J. AWVALTER
! Project Eﬁgmeer
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i. INTRODUCTION

This research is concerned witl: the development of computer-aided methodologies and
tools for assessing and improving the reliability of chip-level VLSI circuit designs. Many
existing computer-aided design systems tend to igrore physical reliability constraints during
the design phase, and rely on assessing circuit reliability by accelerated burn-in tests after
manufacture. However, with the increase in chip complexity and the decrease in feature size,
reliability issues can no longer be ignored during the lesign process and need to be addressed

rigorously throughout the design cycle.

Reliability considerations include btoth long-terrn and short-term effects. Long-term
effects are related to the physical aging of integrated circuit elements and lines. They include
electromigration effects in the lines, and hot-carrier degradation and oxide breakdown in the
devices. Short-term :'fects include voltage-drop and noise in the lines, electrostatic discharge
threugh nput protection circuits, system-noise induced latchup, and charge-particle induced

soft errors.

In this task. we have concentrated our efforts on three reliability issues; namely, elec-
tromigration detection and prevention, voltage-drop reduction 1n the power and ground busses,
anud hot-carrier induced degradation in the devices. These reliability issues can be shown to
be related to the current How n the circuit dunng switching activities. Electromigration is
related to the average (as wel as the vanance) of the current densiy waveform in a metal line
(averaged over all possible inputs). Hot-electron effects are related to the average current
Howing through the devices, while maximum  Hltage-drop s related to the maximum current

wavetform flowing in the bus.




Refore presenting our accomplishment during the past year, we give a brief overview of

the CAD system that we are developing to implement ard test our methodologies and algo-
rithms. Figure 1 shows a block diagram of the CAD system. Given a design layout specified
in CIF (Caltech Intermediate Format), which could be specified hierarchically, program
iICHARM extracts SPICE-file from it, including interconnect parasitics, and sorts out the CIF
subfiles of the power and ground busses, with bus contacts labeled to match the corresponding
node connections in the extracted SPICE file. The extracted SPICE-file has the same

hierarchical structure as the original CIF file.

The SPICE file forms the input to the simulators, iPROBE-c, iPROBE-d, and iIMAX
(The SPICE file can also be used as the input file to our other simulators to perform timing
and fault simulation using input test vector sets; these other <imulators are not indicated in the
Figure). iPROBE-c is a probabilistic simulator which computes the average and variance
current waveforms at declared contact points. iPROBE-d estimates the average relative dam-
age due to hot-carnier effects within the circuit devices. iIMAX computes an upper bound
current waveform envelope at contact points. JET is a bus extractor dedicated to extracting
the RC models of the bus. The outputs of JET, iMAX and {PROBE-c¢ tform the inputs to &
bus analyzer and optimizer that recommends changes 0 the bus line widths, if necessary, in
order to meet both electromigration and voltage-drop censtraints. The outputs from
iPROBE-¢c and iPROBE-d can be used as pan of a muitiobjective function in a design optimi-
zaton program, which we are developing, that aims at opinnzing the design with respect to
area, uming, power, and rehability measures. We are also developing a program, ACCORD,
for automaucally changmg the design at the logic and functional levels when such a change 1s

recommended 1n the opamization process.



In Section 2, we present the accomplishments achieved in iPROBE-c, and in Section 3,
the accompiishments in iPROBE-d. In Section 4, we report on the results obtained in iMAX.
In Section 5, we describe the improvements done in the bus extraction, JET2. Finally in Ssc-

ticn 6, we give a summary and conclusions.

Part of this work was also supported by the Semiconductor Research Corporation and by
Texas Instruments, Inc. The authors wculd like to thank Professor Farid Najm for his contri-
butions to this work; in particular his contribution to the maximum current estimation
approach implemented in iMAX. They also would like to thank Carolyn Genzel for her help

in preparing this report.
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2. ESTIMATION OF AVERAGE CURRENT WAVEFORMS

2.1 Introduction

Average current estimation has many applications in VLSI circuit reliability analysis and
design. One applicaticn is average power estimation. Another important application is elec-
tromigration estimation. Electromigration in mietal lines kas been shown to be experimentally
related to the current density waveform flowing in the lines, as well as parameters related to
the metal material and dimensions. In order to estimate electromigration effects in the power
busses of a chip design under expected operating conditions. it is necessary to compute the
average, as well as the vartance, of the current density waveform in each section of the bus
under all possible inputs that the design mught experience. To do this, one has to first com-
pute the average variance current waveforms drawn by the circuit at contact points to the bus.
A brute force approach is 1o perform exhaustive simulation on the design, collect all the
necessary data, and then compute average waveforms. Such an approach is prohibitively
expensive, iIf not impossible, since the input space is usually very large. Another approach,
which is sometimes used in industry, is to apply Monte Carlo methods to high-level functional
description of the design to obtain toggle rates at all the circuit nodes, which in turn, can be
used to obtain average waveform of each subcircuit or gate. However, such an approach usu-
ally does not include accurate delay and timing information since a large number of simula-
tions are carried out. QOur approach is to use high-level simulation methods to obtain signal
statistics at the output of flip-flops in sequential designs. Using these signal statistics at inputs
to the combinational blocks of the design, we apply probabilistic simulation techmques to
obtain average and vartance current waveform drawn by each gate or subcircuit including

accurate tming iniormation.




During the past year, we have carried out a number of improvements on our probabilistic
simulation approach, both in accuracy and in speed. The improvements are carried out at the
subcircuit or gate level, where the statistics of the current and voltage waveforms and the
delays are computed more accurately, and at the global level, where signal correlations are
computed and their effects on the subcircuit analysis are taken into account. In the following
for completeness, we review our approach. We then explain the improvements we have done

and include simulation results.

2.2 Single Gate Probabilistic Simulation

We consider MOS digital circuits that have been partitioned into channel-connected sub-
circuits or gates. We assume that the statistics of the signals at inputs to each gate are
specified as a primary input or compuied from the outputs of the driving gates in the form of
probabilistic waveforms. Figure 2.1 shows an example of a typical probabilistic waveform.
The statistics of the current waveform drawn by a CMOS gate after switching consist of the
expected value and the variance waveforms where the expected value waveform E[i(f)]
represents the average waveform over all possible power supply wavetorms drawn by the sub-
circuit, and the variance waveform represents the variance of the distribution of the currents.
The vartance waveform is calculated as Vi) = E[(i(r) — Efi(¢ )])2] at every time point t.

The expected value and variance waveforms are assumed to be triangular in shape and
cach is specified by a peak value and a time span. To compute the peak value and the tme
span of the expected value and variance current pulses each gate 1s reduced to an equivalent
mverier shown in Fig. 220 The p-pari and the n-part of the gate are reduced o one

equivalent edge each by a series-parallel reduction as follows: Each transistor in o gate has a



conductance g,, when it is on and zero when it is off. T . probability of an nMOS transistor
being on is the probability of its gate node being "high,” while the probability of a pMOS

"

transistor being on is the probability of its gate being "low." Thus the conductance of the
transistor can be viewed as a random variable. The expected value E{g ]‘ and the variance
V(g) of the conductance are defined respectively at anv time t cther than the time points

where switching occurs as:
E{g) = gon X Py(t) (2.1
V(g) = 8o X Py(t) = (gon X ' ))? (22)
where P, (¢) the probability that the edge will conduct.
The aim of the reduction process is to find an equivalent edge between the output node
and the ground node (V ; node for the p-part) so that the current drawn at the ground contact
(V44 contact for the p-part) can be calculated. It is further assumed that the circuit can be

reduced in a series-parallel fashion, which is the most prevalent case. Thus, at every step of

I 03 0.2 0.0 0.4
L R \
0.75 *
l 0.5 | 0.6
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Figure 2.1 Example of a probabilistic waveform.




n-block in i G

Figure 2.2 Model of a CMOS gate.
the reduction procedure two edges are combined into one. The analysis presented in the fol-
lowing sections will be for the n-part only, since the p-part is its complement. The following
notation will be used in the sequel:
X, y: the conductances of the two edges (transistors) to be reduced to one.
g: the conductance of the resulting equivalent edge.

Py, probability that x is conducting.

P,.: probability that x is switching from off to on.

e©  Parallel reduction: Assuming independent inputs, the parallel case is straightforward.

The equivalent conductance is given by:

g=x-+y (2.3)

where x, y and g are random variables.

The stochastic quantities describing the equivalent edge, g, are given by the following



expressions:

Php = Pux + Py = PPy (2.4)
Pins = P Piy + Piny Pis = Pira Py (2.5)
Elgl=E[x]+ Ely]} (2.6)
Vg)=V(x)+ V(y) 2.7

where the subscript p (for parallel) denotes those quantities associated with the
equivalent edge. These 1esults foilow from simple probability theory and are not approxi-

mations but exact representations of the stochastic parameters of the equivalent edge.

e  Series reduction: For the series case, the equivalent edge, g, is high or is switching from

low to high are calculated by the following expressions.

Pys = Py Py, (2.8)
Pipg = Py Py + Py Pry — Py Py, (2.9)
the quantities associated with the equivalent edge are here denoted by the subscript s.
In computing the expected value and the variance of the series combination, we follow a
different approach from the one proposed in {1} and {2}, which leads to more accurate results.

We consider the equivalent conductance to be expressed as:

gxy) = —2- (2.10)
x+y

Following [3], a Taylor series expansion of (2.10) gives:

_ o % o8 s
Efg)= g(x.y)+—,;(*a~; 242 aXayro o, + 3?2 a; 2) Q.10
—(%&) 6! +2(~&)( aﬁ ) 3, 0, +(5§3—) o} (2.12)




where 6 15 the sanance Vo) and r s the corelation coefficient between © and v 17010 o

we assume independences. The right hand side 16 evaluated i (£l LED D Applying 2 01

and (2.12) o0 {2.10). yiewds:

Elg) = ExJEly]  _EpPvix)  EPVe) 213
© EXI+EL] (E)+EBY (El)+EWD o
o Ebl ¢ El 'y, .

Vig) [E[.r)+E[y]] V(x)+[E[x]+E[_v]] Vi) (2.14)

We have found, however, that (2.13) and (2.14) do not give accurate resulis especially when
P, is rather small. By using conditional probabilities we obtain very accurate results. In the
conditional probability approach, the expected value and the vanance of the equivalent edge

are calculated given that the equivalent edge g conducts. With this condition (2.13) and (2.14)

becorne:
1 ’ ; 2
Elglx #0.y #0] = ﬁE[,Ix|x¢104[yly¢O] __Ely#01°V(xIx £0)
Elx!x#0]+E[yly#01  (E[xlx #0]+ E[yly #0])°
(2.15)
_ __Elxlx#02V(ly#0)
(Efxlx #0] + E{ylyv #0])>
Viglx #0,y #0) = Vixle=0
(g1x =0y =0) [E[x!_r¢0]+E[y|y;’=0]] (xlx=0)
(2.16)
E[xlx #£0] 4
Viyly #0
Elclx=0]+ Elyly 201 " OV *0
where
Efxlx 20} = £l1 (2.17)
Phx
.2
E[x?lx 20) = £X71 (2.18)
Phx‘
Vixix#0) = Elx?lx 2 0] = E¥x Ix #0] (2.19)

Elg] and V(g) are calculated from (2.15) and (2.16), using equations simlar to (2.17)-(2.19).

11




Eguations 215 and 12 16) have been tested on a large number of CMQS subcircuits
with the pumber of transestors ranging n the subcircust between 4 ana 23, arranged in various
~ertes-parallel combnnations. The results ase compared with those of [1), as well as with
exhaustive SPICE-like simulations. For comparison, the equations derived in [1] for series

combination are:

1 _ | 1 .
Elg] ElxIPy,  ElyiPm (2.20)
T B T By 2.21)

Elgl* Ek]* ED)

It is observed that in calculating the expected vaiue, the proposed method has 3% max-
imum error compared to exhaustive simulation, while the previous method has 50% maximum
error; while in calculating thc variance, the new method nas a 12% maximum error while the

old one 92%.

Comparing our new results with results obtained using the original approach, we con-

cluded that:

™ the new series reduction method produces consistently accurate results,

e the error in the reduction process seems to be only slightly dependent on the input proba-
bilities, with higiier error occurring when the input probabilities are close to zero or one,

a result corroborated by all the results to date, and

the new method consistently outperforms the previous method.

12




2.3 Elimination During Switching

The basic circuit model of a CMOS gate is shown in Fig. 2.2. CMOS circuits draw
current from the bus only when their outputs change states. By the nature of probabilistic
simulation, a probabilistic event at the input always produces a probabilistic event at the out-
put. Therefore, the calculation of a current pulse must be done whenever an input is switch-
ing. We first assume that the inputs to a subcircuit are independent and switch instantane-
ously. The effects of signal dependence on the elimunation process is considered in Section
2.5 below. Since the signals are assumed to switch instantaneously, we make the following

observation:

e  Observation: Since the probability that two input signals to a gate switch at the same
time is zero, if the edge that switches is in parallel with an edge that is conducting. then
switching will have no effect on the output since the edge that is ON effectively shorts
the edge that switches; as a result, the switching transistor will not cause the gate output
to switch. It follows then that for the outpat to switch, one of the edges must switch and
all the conducting paths between the output node and the power node must go through

the edge that has switched.

Based on the above observation, the calculation of the equivalent conductance at switch-
ing time is simplified. Suppose that edge k is switching; then for all edges i #k that form
conducting paths with edge k, it follows from the independence assumption that:

P(i is ONlk is switching = P(i is ON) = Py, (2.22)
Since at switching time all the current must pass through the transistor that is switching, then

all paths that bypass that transistor should not conduct, as shown in Fig. 2.3, which leads to

13




the following grapsh reduction aigorithm:

i.  Assign probability 1 to the edge k that actually switches, before reduction begins.

to

Separate the edges into switching and non-switching edges. A switching edge is defined
as the one that actually switches and every equivalent edge that contains it during the

process of graph reduction. Otherwise an edge is non-switching.
3. Proceed to graph elimination as described in Section 2.2.
(a) Series reduction is performed according to (2.15) and (2.16).
(b) In parallel reduction we distinguish between two cases:

e If two non-switching edges are in paralle! then elimination
proceeds as usual.

e If one of the edges, which could be an equivalent edge. is
switching then the edge in parallel with it is assigned
P, =0 and the probability that this edge is not conducting

is stored. Let o be the set of these parallel edges.

4. Calculate 77[/, ] and V (/) for the peak current /; flowing through the switching edge &,

which is also the total peak current drawn by the gate, the following expressions have

been derived:
ElL]) =V X E{Gioa] X Py < TT Py (2.23)
i€a ‘ ’
E(2) = Vjz X E[G2q] X Py % I~ (2.24)
tEQ

where G, is the conductance of the equivalent edge between the outpui node and the

power node.




It is evident that, because of independence, at switching time there is only one switching

edge in the graph that is being reduced and that the only edge remaining after elimination is a
switching edge.

The time spans of the current waveforms are computed from the dasic gate model shown
in Fig. 2.2 following the method proposed ir [1], [2]. Let E[q] be the expected value of the
charge stored in the output capacitances C,, and C,:

Elq]l=VyCyPy, + VggC, Py (2.25)
where Py, and P,, are the probabilities that the output will go from low to high and vice

versa. Also

V. C2 Vi (:,,2

Efi,] +
¢+, Wt

Eliq] = Eli,] (2.26)

where E[iq] is the expected value of the charge-current preduct and Efi, ], E[i,] are the
expected vuwues of the current drawn by the n-part and the p-part respectively. The time
spans (tg) for the expected value and (ty) for the vanance of the current waveforms are

given by the following relations.

Edges that are
assigned
probability zero
during clirnination
Switching
edge

Figure 2.3 Elimination example when one edge switches.
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v o=2x £l (2.27)

E[i}
_4 Eligl-EUE(], ;
11% 3 X ( V) } (2.2%)

where i =i, +i,, E[i] its expected value and V(i) its variance.
n T %p

Example 1: This example illustrates the accuracy of calculating the expected value and
variance current waveforms using the new method. Figure 2.4(a) is a two-input NAND gate,
with two inputs A and B. Figures 2.4(b-d) show the expected value of the cunrent waveforms
using the new approach for ¢, =1, (Fig. 2.4(b)), where ¢, and 1, are the transition times for
inputs A and B respectively, ¢, —t, = 04ns (Fig. 2.4(c)) aad 1, — ¢, = 4ns (Fig. 2.4(d)).
compared each time with exhaustive SPICE runs. The proposed method successfully tracks

SPICE results in all cases.

2.4 Delay Calculation

After having calculated the peak and the time span of the current drawn by the gate, we
need to calculate the output voltage waveform ihat drives the fanout gates. This includes the
determination of the probability that the output node is high after the transition, the probabil-
ity that it will transition from low to high, and the time when the output transition will take
place (i.e., the delay of the output event).

The stochastic quantities (steady-state and transition probabilities) can be derived from

the following expressions:

Pihow = Pup X Prix (2.29)
Phl.out = Ph.n X Plh'k (2.30)
Ph,oul(r*) = Ph.out () + Plh.out - Phl.oul (2.31)
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Figure 2.4 Simulation of transitions within a single interval.

where Py, ,, is the probability that the output will go from low to high, P, ... is the proba-
bility that the output will go from high to low, Ph 0w (t7) is the probability that the output is
high before the transition, P, ou (t7) is the probability that the output is high after the transi-
tion, P,, p 1s the probability that the p-part of the gate conducts (as calculated by the graph
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elimination process), P, , is the probability that the n-part of the gate conducts, P, , is the
probability that the input node that is causing this transition is going from low to high, and
Py the prcbability that this input node is going from high to low.

For the calculation of the delay of the output ¢vent a new methed is presented based on
the deterrninistic gate delay model, which applies to both swiiching from low to high and high

to low, namely:

C, +C
rd=ln2x--—p~b ‘

(2.32)

where r; is the gate delay. Expression (2.32) is derived from a simple RC circuit driven by a

step voltage input. Using simple probability cheory, we arrive at the following expression for

the delay of each of the transitions.

For the transition from low to high

Elt, ]12In2x(C, +C,)x( Ly V(G”)) 2.33)
=7 = "b AR
ud 7TV EIG)  (EG, D (
and for the transition from high to low
_ | V(G,)
Elty,1=In2 x(C, + C,) x( (2.34)

Tt )
ElG,] (E[Gn])3
where G, and G, are, respectively, the equivalent conductances for the n-part and the p-part
when the output is switching. For the total average delay, the following expression is used,

which is the weighted average of the delays from low tc high and from high to low.

E[,dn] x Poul‘hl + E[tdp] X Puu!,lh
r + P

E‘ [!d ] =

out hl out Lh




Example 2: This example illustrates the accuracy of Eq. (2.35) compared to [1] and to
exhaustive SPICE simulation. Figure 2.5(b) shows the graph representation of the n-part of
the CMOS gate shown in Fig. 2.5(a). All inputs are in steady-state, except input A to which
the probabilistic waveform shown in Fig. 2.5(c) is applied. There are two nu"mbers associated
with each edge of the graph. The top one is the probability that the gate node of the
corresponding transistor is high and the bottom one represents its on conductance in m T .

The total load capacitance C, = C, + C,, used is 10pF.

The average delay calculated by Eq. (2.35) is found to be 3.64ns compared to 3.60ns by
exhaustive SPICE simulation, while the method uséd in [1] yields 0.66ns, which shows that
our result is much closer to SPICE. The improvement in accuracy is the resuit of the improve-
ment in th;: probabilistic graph elimination algorithm, the elimination during switching algo-

rithm, and the delay calculation from Egs. (2.33)-(2.35).

VDD
B 1 FA C ouUT D Va
0.7 0.3 ‘ 0.4
€7 "D 40 100 " o0s
ouT 0.2
0.9 C.2
100 30 Co "c
B A
GND GND c
a b

Figure 2.5 (a) A CMOS gate; (b) Graph of the n-part; (c) Input waveform at node A.
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2.5 Output Event Merging

So far, in computing the current waveform drawn by a gate, it has been assumed that
every event at an input to the gate produces one distinct event at its output. However, when
the focus is shifted to the output voltage, depending on the delay of the gate, and the time

difference between the input events, two input events may produce:

i.  One output event, as in Fig. 2.4(b);
ii. one output event with a small glitch that does not affect the operation of any of the

fanout gates, as i~ Fig. 2.4(¢c); and,

i. two distinct events, as in Fig. 2.4(d).

After performing a number of detailed circuit level simulations on typical gate structures, we
have determined that if two output events occur within a time interval which is less than the
propagation delay, ¢,,.. of the gate, then the two events should be merged into one according
to Egs. (2.36)-(2.29) below. If more than two events occur, merging is done by taking two

events at a time, starting with the first two events in the queue.

It event! and event2 are to be merged, then the corresponding probabilities of the

equivalent event, which will be referred to as evenr ¢, are given by:

P17y =P (17 (2.36)
Pt‘,h(t+) = [“2" (t+) (237)
Pen = P Prpa + Py Py (2.38)

where the events are assumed independent, Py, =1 - P, 18 the probability of signal staying
high before and after switching and P, = 1 — P, is its probability staying low before and

atter switching.  Since ¢ 15 the combmaiion of the two events, the new event is scheduled for
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time

P+ Py ) Xty A (P + Pryp) X 1y

= (2.39)
¢ Pipy+Ppyy + Prpa+ Py

which is the weighted average of the times of occurrence of the two events, a result suggested
by simulation results.

The NAND gate example dzpicted in Fig. 2.6 further illustrates the merging process. In
this example we have a two-input NAND gate, which is driven by three events on its inputs,
two of which are on the same input node. Assume that events 1 and 3 are closer than the ¢ ;,
defined by the diiver gate o the NAND gaie. Thus, the two events are merged into the
equivalent event la. Events la and 2 produce two distinct events at the output, la’ and 2’
respectively. But again these two events are closer than ¢, for the NAND gate and are

merged into the equivalent event 4.

Gate output event merging is an integral part of our probabilistic simulation approach.

Its aim is to suppress small glitches at the output of the gate and to identify large glitches that

—
)
(V8]

g

Figure 2.6 bxample of merging at the input and output nodes of a gate.
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may affect fanout gates. It also dramatically reduces the number of events that need to be
simulated, thus reducing the overall simulation time significantly as shown in Table 2.1. In
generating the results in Table 2.1, signal correlation has been ignored. The effects of signal

correlation on the results are considered in the next section.

Table 2.1: Simulation Results
Primary | Time with no | Time with | Memory usage
inputs mergingt merging (Kbytes)

c432 37 388.1 1.5 456

c880 61 31.2 2.1 680
c1355 42 7856.2 4.1 804
c1908 34 983.4 7.2 1128
c2670 234 978.0 7.6 1512
c3540 51 59201.9 209 2316
5315 179 41265 19.4 2676 |
c6288 33 >24h 95.6 3796
c7552 208 1809.9 32.2 3620

1 In CPU seconds or an HP 9000/730

2.6 Signal Correlation

So far we have assumed that all inputs to a subcircuit are iudependent. In this section
we consider the effects of signal correlation. Correlation is a measure of the interdependency
of two or more random variables. Correlation can be introduced between two or more node
variables due to the presence of reconvergent fanout and/or feedback in a circuit, as in Fig.

2.7.

There are two issues that have to be considered. One is the cemputatior of signal corre-
lations between the circuit nodes, and the second is the calcuiation of the effects of signal

correlations at the inputs of a gate on its probabilistic analysis. To deal with the first issue,

namely to obtain signal probabilities and correlation coefficients between the nodes, we use




Figure 2.7 A 16-transistor implementation of an XOR gate.

the approach described in [5], with some modifications needed for probabilistic simulation.
The approach in [5] estimates the node probabilities based on an estimate of the first order

correlations.

The second issue, namely the analysis of a gate, given the signal probabilitics and signal

correlations at its inputs, is explained in detail in [7].

Example 3: Referring again to the 16-transistor XOR gate shown in Fig. 2.7, this circuit
is selected because of the very strong reconvergence observed at the inputs of three of the
four total gates comprising this example (namely gates 2, 3, and 4). The total average current
as estimated by our approach with and without correlation considerations is shown in Fig. 2.8
along with the results of exhaustive simulation as reference. We observe that the waveform
produced without correlation considerations demonstrates high error at time 1.4ns. This is due
to the fact that the inputs to gates 2 and 3 are highly correlated, aud, thus, the current drawn
by those two gaies is overestimaied. Azain the same waveforra shows significant error at
time point {.55as where the current drawn by gate 4 (whose inputs are also correlated) is

underestimated. From the same figure we can observe that the irnplementation with correlation



accurately follows the exhaustive current until time point 1.55ns. The error that arises there is
due to the inability of the correlation coefficient method [5] to accurately calculate the correla-
tion coefficient between the input nodes of gate 4. Another measure of the accuracy of the
raethods proposed in this paper, which is directly reiated to the applications of probabilistic
simulation (i.e., average power estimation and electromigration degradation) is to calculate the

integral of the expected current. For this example the following resuits are obtained (5V sup-

ply voltage):

o  Exhaustive: 1.335 mW
e  Without correlation: 1.419 mW (6.0 error)

o  With correlation: 1.387 mW (3.9 erior)

As we can see the errors are small, even though the solution with correlation produces less

€ITOor.

Example 4: In this example we consider the smallest of the ISCAS85 benchmark cir-
cuits. ¢432 [6]. To be able to perform exhaustive simulation on the circuit within reasonable
time ali the primary inputs are assigned to logical "1" except two. Figure 2.9 shows the results
from exhaustive simulation and from probabilistic simulation with and without correlation
considerations. As we can see the estimated waveforms generally fouow the exhaustive one
and the integrals under the curves are about the same (less than 10% error for hoth implemen-
tations with respect to exhaustive).

However, if we look at the current drawn by an individual gate, within the design. that is

close to the output of the circuit whose mput signals are correlaied, it can be observed that the

waveforms are different and the integrals differ by a factor of 2 when correlattons are igrored,




exhaustive

Without correlation

RN R R I N e .k )

sec x 1072
1.00 1.50 2.00 2.50) '

Figure 2.8 Comparison of the results on an XOR gate with and without correlation considerations.

25




while the error with correlation considerations is only 25%.

When the ISCAS8S benchmark circuit c432 is analyzed with all the primary inputs
switching, the two waveforms produced with and without correlation considerations are margi-
nally different, as shown in Fig. 2.9. On all the circuits we tested, the effect of correlation
on the total current is small, a result consistent with previous published work [1], while the

effect on individual gate currents ter.ds to be significant.

Table 2.2 shows the impact of correlation calculations on the overall speed of the
approach for the ISCAS85 benchmark circuits. The inclusion of correlation estimation
increases the computation time up to threefold for the examples shown here, and could be
even greater for larger examples, but the speed remains quite reasonable, and certainly better

than doing an exhaustive analysis. Thus, there is a tradeoff between accuracy and speed.

Table 2.2: Simulation Kesults
Time with no | Time with Time with
mergingt mergingt | correlationt
432 388. 1 15 16 |
c880 31.2 2.1 2.8
cl1355 7856.2 4.1 5.0
ci908 983.4 7.2 9.0
L02(5*70 978.0 7.6 14.7
c3540 59201.9 20.9 40.3
c5315 4126.5 194 46.2
c6288 >24h 95.6 110.0
[ <7552 1809.9 322 140.2
l 1 In CPU seconds on an HP 9000/730

In our program two methods of calculating the expected current are implemented. The
first is described in Sections 2.2 through 2.5 where correlation 1s ignored. It is fast, with srnall

memory requirements and, as our examples up to now show, agvite accurate. It can be used for
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Figure 2.9 Current drawn by the entire ¢432 circuit.
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a quick yet reliable estimate of the expected current waveform of a given circuit. The exten-
sion to this method described in Section 2.6 takes into account second order correlation, that
is correlation between two nodes at a time. This is by construction more accurate than the
previous one, when considering individual gates, since it takes into account correlation, but is
slower (up to three times slower in the examples that were presented here) wnd requires more
memory space. However, it does not seem to provide enhanced accuracy when the total
current is being calculated. Thus, there is a tradeoff between accuracy and speed that has to

be taken into account when using the new approach.

Possible explanations to the minimal impact of correlation on the total current is that the
uncorrelated gate inputs in the studied circuits are more than the correlated ones and mask
their effect and/or that ignoring correlation introduces random error. This error, when the
estimated currents are superimposed (added), tends to zero. But, when the current drawn by
each individual gate is estimated, as some applications require, large discrepancies between

estimated and actual current could occur. In those applications inclusion of correlation in the

computations is imperative.




3. CURRENT ESTIMATION kR HOT-CARRIER ELI'FECTS

3.1 Introduction

In Chapter 2, we explained the application of probabilistic simulation to estimate the
average and variance current waveforms drawn b the gates at contact points to the power
bus. In this chapter, we report on the work we have done on the application of probabilistic
simulation for estimating the average current waveforms flowing i the devices within the
gates of a given design. These currents are then used to estimnate the expected hot-carrier
(HCE) induced degradation in each transistor. We then propose some design strategies to

reduce such degradation and its impact on long-term circuit performance.

Existing work on HCE mainly focuses on developing degridation models of MOS
transistors. These models are then linked to general purpose circuit simulatoss such as SPICE
to simulate circuit performance over time [8], [9], [10], [11]. This type of approach is applica-
ble when the circuit under simulation contains only a few transistors, and is used to verify the
accuracy of the degradation models. For VLSI circuits with hundreds of thousands of transis-
tors, however, the use of a circvit simulator such as SPICE, even with a simple (level one)
transistor model, is not feasible, especially since HCE is a cumulative effect, and the corm-

bined effects of all possible inputs have to be evaluated.

Recently timing simulation has been considered as a tool for HCE estimation [12], [13].
The approach in [12] employs fast-timing simulation to simulate sibcircuits with no damage,
and more detailed circuit simulation to estimate HCE on the damaged subcircuits. In [13], a
macromodel of channel-connected MOS blocks is constructed anc fast iming simulation is

used to predict the degradation effects cover time. This approach, however, estimates the
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degradation of the simplified macromodels instead of each MOS transistor inside the original
circuit. In both these approaches deterministic simulation is used, and thus the most damaged
subcircuit/transistor is obtained assuming that a user specified input waveform is continuously
applied to the circuvit. Since HCE is a long term process, the combined effects of a large
number input waveforms need to be applied to find out which transistors are expected to accu-
mulate sufficient degradation so as to affect the performance of the entire circuit. To deter-
mine the most d«maged transistor with respect to all possible input waveforms using conven-
tional determinist  timing simulators, exhaustive simulation or at least a very large number of

simulations have to be dore.

In this work, instead of performing exhaustive or Monte Carlo simulation, we apply pro-
babilistic simulation techniques to estimate HCE. In this application, we are interested in
computing the average current flowing in individual transistors within subcircuits during
switching time. Thus more accurate and detailed subcircuit analysis is required. To attain
this level of accuracy, the probabilistic voltage waveform representation is extended to include
finite transiton times during switching, and each subcircuit is analyzed in more detail, as will
be explained in Section 3.3. With this additional information we are able to estimate the level
of expected degradation individual transistors might experience, relative to other transistors in
the circuit, as well as predict the effects of such degradation on the circuit performance. Our
aim is not to estimate how long it takes a transistor to reac . a certain level of degradation, but
rather to suggest design changes so as to reduce circuit aogradation that may be caused by
HCE.

In Section 3.2, we describe the measures we use to estimate for hot-carrier effects. In

Section 3.3, we brnefly review the extension of the input srobuability waveform te include
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transition times, and explain the analysis of a simple gate. Voltage signal overlap handling is
given in Section 3.4. Implementation and simulation results are presented in Section 3.5. In
Section 3.6, we propose a redesign technique derived as a result of the simulation, for reduc-
ing HCE in a circuit and thus improving the long term design reliability without increasing

the design aiea.

3.2 Hot-Csrrier Effects

Hot-camier effects in MOS transistors are caused by the injection of high-energy carriers
into the gate oxide region of the transistors These carriers manifest themselves in the form
of oxide charg> trapping and interface trap generation which accumulate over time, depending
on the operaticn of the transistor within a circuit, and cause a permanent change in the oxide
and interface -harge distribution [14], [15]. This change in the charge distribution causes
degradation in the transistor characteristics, such as shift in the threshold voltage Vi, and
decrease in the transconductance gm and electron mobility u, in the channel {14]. This
degradation, in turn, affects the performance of the circuit in which the transistor is embed-

ded, such as increase in the circuit delay.

With current semiconductor process technologies, with effective channel length longer
than 0.5 micron, hot-carmer-induced degradation is more severe in nMOS transistors than in
pMOS [16]. Therefore, in this study we focus our attention on n-channel transistors. Our
approach, however, can be applied as well to estimate HCE in pMOS transistors by using the
appropriate pMOS degradation model. It has been shown that HCE in nMOS transistors in
digital circuits is dominated by interface trap generation which occurs mostly when the

transistor is operating in or near the saturation region [14], [17), 18], and thus the extent of
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the damage depends on the operating conditions of the transistor within a circuit design. It
has also been shown that the damage can be measured using the interface trap generation
madel {19]:

I
LAY (3.1)
Ips

Dn = -Wlﬁ IIDS(
where W is the transistor width and A is a technology dependent parameter; m is approxi-
mately 3. Thus, to estimate HCE induced damage, one has to compute the drain-to-source
current and substrate current waveforms, Ipg(¢) and [,,,(t), for the lifetime duration of the
transistor under all possible inputs, with the transistor model degraded in time. In our
approach, however, we are interested L. rdentifying those transistors that are most susceptible
to HCE induced damage for redcsign purposes, rather than estimating the lifetime of the
design. We will consider the average value of D, in (3.1), where the average is taken over all
possible inputs to the circuit, as a measure of relative transistor damage. Alternatively, we
could use the average integrai of I ,(t) as a measure of damage. As we will show below
both of thcse measures agree as far as detecting relative damage. We compute these averages

using the undamaged transistor model.

It has been established that I,,(¢) flows when the transistor is operating in the saturation
region and is a function of the drain-to-source current, Ip;, drain-to-source voltage, V¢, with
exponcntial dependency on (Vpg ~ Vpgar), and process parameters, including the channel
length [14]. By performing exhaustive and detailed circuit simulation of typical complemen-
tary CMOS gates, we have identified a number of factors that affect the time interval a
transistor stays in saturation dwring switching and consequently the 1,,,(r) current waveform

in the transistor. These factors are: (1) the type of gatz in which the transistor is embedded;
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(2) the frequency of transistor switching that causes the gate output to switch; (3) the input
slew rate and the gate output loading; and (4) the position of the transistor within the gate.

We will now justify each of these factors in more detail.

1. Since I, is exponentially proportional to (Vpg — Vpgar), if the transistor is prevented
from entering saturation region, or at least the voltage across the channel is reduced, the
substrate current can be reduced dramatically. As a consequence, the. nMOS transistors in
a NAND gate, for example, suffer less than those in a NOR gate configuration because
the serial connection of nMOS transistors reduces Vg of each nMOS, and hence hot-

carrier generation is reduced.

2. Since HCE occurs when the transistor is in the saturation region, which in CMOS cir-
cuits happens only during gate output transition, it follows that the higher the switching
frequency of a transistor in a gate that causes the gate output to switch, the more damage

the transistor will experience over a period of time.

3. The input slew rate and the gate output capacitance also affect the duration in which a
transistor stays in saturation; slower slew rate causes wider [, time-span, and hence
more degradation. Similarly, larger cutput capacitance increases output transition time
and thus the duration the transistor stays in saturation. F gure 3.1 shows the relationship
between HCE induced damage (D, and integral of / ) and the input slew rate of a
CMOS inverter. Note that if the input is considered to be a step function, while in actu-
ality it has a slew rate of 2 ns, the HCE induced damage D, could be underestimated by
twenty times! Figure 3.1 also shows the relauonship between output capacitance and

relative damage. We note here that the dependence of HCE on input slew rate and out-
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put capacitance has also been reported in {20]. Note that both D, and J' I,,, show the
same trend. They are both sublinear functions of the slew rate. This fact justifies using

average slew rate valued in the probabilistic sirnulation method described in Section 3.3.

The position of the transistor within the gate also affects its susceptibility tc HCE. Con-
sider, for example, the NAND gate shown in Fig. 3.2. Since hot-carrier induced degrada-
tion in the nMOS transistors occurs mainly only when V, , switches from high to low,
as will be shown below, three cases may occur: (i) M1 and M2 turn on simuitaneously,
(i) M2 tums on last, and (iii) M1 turns on last. Table 3.1 shows D, and jlmb of M1
and M2, with different capacitance values for él, after a simulated three months continu-
ous operation. It is clear from the table that in cases (i) and (ii), either M1 or M2 experi-
ences light degradation, while the other transistor experiences minimal degradation. This
degradation may not be severe enough to cause circuit malfunction. On the other hand,
in case (iii) M1, which is connected to the output node and switches last and thus is the
one that causcs the output to switch frofn high to low, suffers extensive degradation
many order of magnitude compared to M2, and compared to both M1 and M2 in cases |
and 2. These results can be explained as follows. In case (1) both M}l and M2 are
switching at the same time, therefore, the drain-to-source voltage V¢ of each transistors
1s about half of V,_,,. As mentioned above, smaller V¢ due to serial transistor connec-
tion results in light damage to both M1 and M2. In cases (ii) and (ii1) either transistor
causes an output high-to-low transition, the initial value ot V¢ across M1 is Vi) while
that across M2 is Vi, = Voo This weak high state of M2 15 the main tactor protecting it
from severe degradation. As a result, M1 stays in the saturation region longer, has higher
peak substrate current, and hence expenences more degradation. This 15 also true when
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more than two transistors are in series; a transistor connected to the gate output stays in

saturation during switching for a longer period of time compared to when it is not con-
nected to the output node. Thus, we conclude the top nMOS transistors that are directly
connected to the output node have the potential of experiencing severe damage. This

observation has also been reported in [21].

Figure 3.3(a) illustrates the relation between V, V.., Ips, and [, of the nMOS

transistor of a typical CMOS inverter obtained using SPICE. We have found that, by
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Figure 3.1 The relation between the HCE damage in the nMOS transistor of
an inverter and the input slew rate.
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Figure 3.3 (a) The waveforms of V,,, V., Ips, { ;s
of the nMOS trapnsistcr of a CMOS inverter obtained using SPICE.
b) The waveforms after replacing V,, with a ramp. The ramp
is obtained by connecting the two points (¢ 1,V,,(¢1) = 4) and (¢2,V,, (t2) = 1).
approximating V., in Fig. 3.3(a) with a ramp, as drawn in Fig. 3.3(b), the error of [, peak
value is within 2%. Compared with possible modeling errors, this result is accurate enough

especially that our goal 1s to obtain the relative degradation l:vels of the transistors in CMOY

circuits rather than the absolute degradation of each transistor. We will thus use ramp
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approximation to the voltage waveforms during transition. Note also from Fig. 3.3 that HCE
degradation in the nMOS transistor during output low-to-high transition is negligible, and

ience we estimate HCE degradation only during output high-to-low transitiors.

3.3 Gate Probabilistic Simulation

3.3.1 Probabilistic Waveform Description

As described in {1], in probabilistic simulation, a signal waveform is specified in terms
of its protability of being high during a time interval and the probability of its switching from
low to high at specified time points. In this section we extend this description by including
the signal transition times during switc iing. Thes;, transition times are needed to estimate
HCE more_accurately, as shown in the previous section. Figure 3.4 shows a typical proba-
bilistic waveform description. For an event occurring at time ¢, five values ar  specified:

Ph(ty), Ph{t§), PLh(ty). t y(ty) and ty (ty); where Ph(ty ) is the probability of the signal

Normalized D, J[ transistor [ case (i) ] case (ii) ] case (i) ]

CL = 0.2pf M1 1.28¢-3 | 8.95¢-8 | 0.84
Cy = 0.02pf M2 1.30e-12 | 3.28e-5 | 1.30e-12
Ct = 0.2pt M1 3.38¢-8 | 1.40e-10 1.223
¢y = 0.2pf M2 1.47e-12 | 6.209e-6 | 1.47e-12
CL = 0.2pf M1 9.99e-11 | 1.48e-12 1.42
C1 = 0.5pf M2 1.50e-12 | 4.84e-7 | 1.50e-12
| [ Iu [ transistor | case (i) | case (i) | case (iii) |
Cy = 0.2pf M1 2.104e-2 | 1.412e-03 | 1.291e-01
Cy = 0.02pf M2 1.260e-06 | 1.2762-03 | 1.260e-06
CL = 0.2pf M1 1.011e-03 | 1.758e-04 | 1.977e-01
<1 = 0.2pf M2 2.848e-06 | 1.985¢-03 | 2.848¢-06
CL = 0.2pf M1 1.192¢-04 | 1.123e-05 | 2.420e-01
Cy = 0.5pf M2 3.784e-06 | 1.135-03 | 3.781e-06 |

Table 3.1 The damage of nMOS transistors in an NAND gate
with various intemal capacitances.

37




being high right before to, Ph(:q ) the probability of the signal being high after 7 + 1,4 (2),
Plh(t,) the probability of the signal switching from low to high, ¢, (¢q) and 5y, (1g) the aver-
age low-to-high and high-to-low transition times of the signal. If there is a complete transi-

tion, then the voltage waveform (a ramp} can be reconstructed as

r

t—t
Vpp * |~ 2 ] ifVig)=0,t)S¢t Sty+ t(tg)
ﬁ alto)) (3.2)
V()= Y -
VDD * ]~ 0 ] if V(IJ)=VDD,IOSI S!0+tHL(:0)
i | G

Note that Ph(ty), the probability of switching from high to low, can be derived from (1]},
Phi(ty) = Ph(tg )+ Plh(ty) — Ph(tg) (3.3)
Also mnote that t is an average reference iime point and not the actual time when a

transistor switches. The timing sirnulation algorithm described below computes the average

transistor switching time relative to ¢y based on its V, value.

3.3.2 Subcircuit Probabilistic Simulation Including Transition Times

We consider for the moement static CMOS circuits that consist of serial-parallel
configurations with no pass transistors. We define a gate to be a channel-connected subcircuit.

The simulation of a single gate consists of two paits: One is steady-state analysis, which
. ren
tLH(tO) S HL(tQ}
; Plh(to)

4
Ph(to’) ’ Phito") ?
{

io
; Figure 3.4 A typical input waveform for probabilistic timing simulation.




involves the computation of Ph(t) at the gate output node in the time intervals before it starts
and after it completes switching. The other is switching analysis which involves the computa-
tion ot the average delay As, PLh(ty), Phl(t)), t15(t), tg (£1), when a subcircuit output
switches, where 1) = iy + Af.

Calculating Ph(t) of the output node is equivalent to finding the probability of having a

conducting path from the output node to Vpp; ie.

PR(:),y = Py (t.e=(0ut Vpp)) = § = Py (t 64 = (out Gyp ) (3.4)

ot
Where P,,(t.e) represents the probakbility of having a conducting path rhrough equivalent
edge ¢. If the edge represents a transistor, then P,,(r,e) = Ph(t) (or Pl(t)) of the gate

node of the nMOS (pMOS) trausistor. For serial-parallel CMOS circuits, the graph reduction

orocedure consists of serial and parallel combinations of edges as described in [1].

In switching analysis we follow the approach described in Chapter 2, where signals arriv-

ing at the inputs of a gate are considered to switch at separate time instances, even if they

Yoo

p-part

Via

n-part

1 +

Gno

Figure 3.5 A fully complementary CMOS circuit.




appear to arrive closely together. Evenis arriving at a gate are propagated individually and
inerged at the ourput if they occur there within a certain time iaterval; and when an nMOS
transistor M,,; in a CMOS gate switches and its switching causes a transition at the gate’s out-
put, then at least one conducting path is formed between the output andi ground, and all
transistors that form parallel paths with M,; must be off. The same observation holds for the

pMOS transistors with ground replaced by V,5p.

Consider the nMOS part of a CMOS logic gate shown in Fig. 3.5, where the capacitance
C is lumped at the output node. Depending on the position of the switcning transistor, the
nMOS part is reduced to one of the three macromédels as shown in Fig. 3.6. In Fig. 3.6(a)
the switching transistor is connecied to the output node; in Fig. 3.6(b) it is connected to
ground; and in Fig. 3.6(c) it is connected to other transistors and not to V,,, or ground. All of
the nMOS transistors, other than the switching transistor, are combined into equivalent transis-
tors. The transconductance parameters B, and f, of ihe equivalent transistors are random
variables, with expected values derived using series/parallel probabilistic reduction techniques

given in Chapter 2. The same method is applied to pMOS part of the logic circuit. Finally,

th

vy

3 Ve vao —IL P equivalent

Vin -“:J \Lis oo ~{ 6 Ve —] — transistor
A4

Vob --l " fia Vis --{ Voo "“" B2 _{d switching

g transistor
Gno GND Gap
(&) (hn (c)

Figure 3.6 Three macromodels for the nMOS part of a CMOS logic circuit,
decpending on the position of the switching transistor.




the graph reducticn is continued for both the n- and p-parts to obtain an equivalent inverter

macromodel shown in Fig. 3.7.

3.3.3 Propagation Delay ard Output Slew Kate

The approach we follow is to first calcuiate the output voltage waveform and the current
i, using the equivalent ciicuit obtained in Fig. 3.7. The output waveform is then applied to
the appropriate equivalent circuit shown in Fig. 3.6(a), (b), or (c), to estimate the substrate
current waveform in the switching transistors. The same method can be applied to the pMOS
part as well, if necessary. The equation describing the equivalent inverter circuit in Fig. 3.7

can be written in the form:

dVou.t i I,
= = V...t 3.5
o b7y, 35)

Equation (3.5) is solved with Backward Euler integration ‘o obtain the ocutput waveform V,,,
and the current waveforms ip and i,. Other faster, but less accurate methods such as [13],
[22], or [23] can be applied as well. During the simulation, two voltage-time points on the

output waveform, (Vpp - 1Vr, I, t,) and (Vr,, 1), are selected in order to calculate the delay

and output slew rate.

lj&

'i*'éc

Figure 3.7 The equivalent inverter circuit of the CMOS gate in Fig. 3.5.




Based on our ramp waveform definition, for output high-to-low transition,

Voo

t = (tp—t,) * (3.6)
A

AtHL = [Ia —:HL —‘Z)D—] it )} (3.7)

Similar equations are applied to output low-to-high trausition. In general the propagation delay
of low-to-high and high-to-low transitions are different. In order to simplify the probiem, we
take the weighted average of the up and down transition propagation delays using their "pro-
bability to occur” as weights [1]; i.e.,

A AL PLR( ) + Al PRICL),,
average Plh(t),, +Phl(t),,

(3.8)

In this way, the up and down transitions of each event are always bound together after
the signal is propagated through the circuit. This binding, however, is not necessary for the
approach. The cost is added storage and computation. The output waveform (defined by
Ph(t7),  Ph(t{), Plh(r)), ty(t), ty(t)), where ¢ =ty+ Alyerage  and

ty= b+ max(ty (1)), 1 4(2,))) now becomes an input to the fanout subcircuits.

3.3.4 Subsirate Current Estimation

After the computation of the output node voltage waveform and the current waveform
through the equivalent inverter circuit, at each time point I,,, and D, in the switching transis-
tor are computed using one of the macromodels in Fig. 3.6. For example, in Fig. 3.6(a),

applying KCL at the internal node 1, the following equation applies:

inVoue Vin V1) = iy (V,Vpp .Gp) (3.9)
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In this equation, the values of i, V,,, and V, are known at each time point. The only
unknown variable is V. Note also that the bottom equivalent transistor in Fig. 3.6(a) never
enters into the saturation region. The procedure of estimating /I, and D,,_ in Fig. 3.6(a) is
listed as follows:

(i) At each ume step, Eq. (3.5) is soived v'ith Backward Euler integration to obtain the
values of V,,, and i,.

(ii)) The value of i, is used to find the voltage V| across the equivalent transistor §§,, with
the linear region current equation of the equivalent transis:or.

(iii) The voltage Vps =V, — V| across the switching transister is used to check if the
transistor is in saturation region. If so, Vpg and ipg =i, are applied to estimate the
substraie current of the switching transistor at the particular time point. The trapezoidal
method is employed to approximate D, and the integral of /.

{iv) Repeat (i) to (iii) until the switching transistor no longer stays in saturation region.
Similar . -ocedures are applied to the macromodels in Fig. 3.6(b) and (c). The output

voltage waveform V,,, and current waveform i, are used to dete:mine the voltage across the

switching transistor, check its operating condition, and calculate its substrate current waveform

as well as D, . It follows that the average damage the switching transistor experiences with

respect to one incoming event is

!
Mymdr  (3.10)

1
[j IJubJ ave Phl I Isubdt or (Dy)ave = Phl “—Wﬁ J' Ips( Ins

Note that, as mentioned in previous section, the HCE degradation during low-to-high

transitions can be ignored. Also note that during the operation of the circuit one transistor
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may be driven by several incoming events. Therefore, the average total damage the switching

transistor experiences during the entire period of operation becomes

sub

| 1 R
[,[Isub],o,al =2Phl J“ﬂsubdt or (Dn)ratal =2Phl WH IIDS\I-DS

Y*dr (3.1

3.4 Signal Overlap Handling

When voltage waveform slew rate is included in the waveform specification, overlap dur-
ing transition could occur and needs to be taken into account. Figure 3.8 shows the relation
between two consecutive events at a gate output caused by two different switching transistors.
In Fig. 3.8(a), the two events do not overlap, so they can be handled independently. In Fig.
3.8(b), the two events are close to e¢ach other, and thus tiere is certain possibility that one
transition happens before the other transition is completed. As shown in this figure, the high-
to-low (low-to-high) transition of the second event may occur before the low-to-high (high-
to-low)transition of the first event reaches steady state. Assuming these two events at the out-

put node are independent, the corresponding probability of having overlap is as tollows:

P
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Figure 3.8 (a) No overlap between two events; (b) two events overlap each other.




0 If t,2t,+t 4

Prob (A—type overlap )= _ ] (3.12)
( Yp i Plh(tl)eveml *Phl(IZ)evemZ/Ph(tZ )even,'Z lf12<tl+tLH'

Prob(V—type overlap )= - ) (3.13)
P P Phl(tl)evenll*Plh(t‘.'!)eventZ/Pl(tZ )event2 if Iy<ty+1iy,

However, the two output events are in general dependent. Depending on the relative
position of the switching transistors, ouly one of the two overlap types would occur. If the
switching transistors are in series in n-part of a CMOS gate (e.g., a NAND gate), then
V—type overlap would occur with probability given in (3.13), but A—fype overlap will not
occur; if the switching transistors are in series in p-part of a CMOS gate (e.g., a NOR gate),
then A-type overlap would occur with probability given in (3.12), but V—type overlap will

not.

The reason is stated as follows: Consider the case when the switching transistors are in
series in n-pant of a CMOS gate. In order to have a A--type overlap, the first switching
transistor must switch on — off (the output node switches from low-to-high), and the
second switching transistor needs to switch off — on. However, when the first switching
transistor is causing an output transition, the second switching transistor needs to be conduct-
ing since it is in series with the first one. Therefore, the second switching transistor could only
switch on -5 of f after the first event is propagated through, which is contradictory to the
condition of having a A-type overlap, and hence A-type overlap could not occur when the

switching transistors are in series in r-part of a CMOS gate. Similar reasoning can be applied

when the switching transistors are in series in p-part of a CMOS gaie.




We now use an example to explain overlap in more detail. Consider the NAND gate
shown in Fig. 3.9{(a). All possible waveforms incident at input nodes A and B are displayed
within the shaded areas in Fig. 3.9(a). Four waveforms with equal probabilities are possible
at each A and B. The expected values of the switching times at A and B are r, and 1,
respectively. The corresponding probability waveforms are shown directly above the shaded
areas. The slew rate information has been omitted from the probability Waveform figures for
clarity. Figure 3.9(b) shows within the shaded area all the possible output waveforms and
their frequency of occurrence cut of the sixteen possible scenarios obtained using exhaustive
siinulation. Output switching time ¢ is equal to ta- plus the expected value of the gate delay
when A is switching, and ¢, is equal to r, plus the expected value of the gate delay when B

is switching. In general, these delay values could be different, depending if A or B switches.

The results show that the output signal at C will switch at ¢, twice from low to high and
once from high to low. It will switch at ¢, once from low to high and twice from high to
low. In one case, it will switch frorn high to low at ¢, and back to high at time r,. In eight
cases out of sixteen, it will stay high and in one case it will stay low. The prcbabilistic
waveform above the shaded area in Fig. 3.9(b), which is obtained directly by performing pro-
babilistic simulation on the gate, matches the statistics obtained from exhaustive simulation.
Figure 3.9(c) show the results when ¢, is closer to r, so that ¢, — ¢, is less than the gate
delay. In this case, an incomplete glitch occurs at C, as shown in waveform number 5 in Fig.
3.9(b). Incomplete glitches, or overlapped output waveforms are detected in probabilistic
simulation by monitoring i, — t,, as well as the slew rate a: r(. If 1, — ¢ is less than the

time it takes a waveform starting at ¢, to reach steady-state, then an incomplete glitch might

occur. This case is shown in Fig. 2.9(c).
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| Figure 3.9 (a) A NAND gate and the input waveforms;
oo (b) the output waveforms when there is no overlap;
I (c) the output waveforms when there is overlap.

Overlap can cause incomplete transitions and hence two issues need to be addressed: (1)
the overlapped waveform may not propagate beyond the fanout gates; and (2) the overiapped
waveform may affect the degradation within the subcircuit. Whether an overlapped waveform
will propagate depends on the voltage of the intersection point of the overlapped events, as
shown in Fig. 3.10. If the intersection point is close to Vp,, for A-type waveform (or Gyp for

V-type), then the two events can be considered as two complete transifions by the fanout
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gates. On the other hand, if the intersection point is too low (or too high for V-type), then it

is only a glitch for the fanout gates and the overlapped waveform will not be propagated.
Based on circuit simulation results on typical designs, a threshcld of Vp,/2 is chosen to
filter out some overlapped waveforms; that is, if the intersection point of a A-type (V-type)
waveform is Vpp/2 or higher (lower), then the overlapped waveforms are propagated as if
there is no overlap; otherwise the two events are considesed overlapped and merged into one
before being propagated to the fanout gates. Note that only events on the same signal line
would be merged. Figure 3.11 shows the merging of two adjacent events with the following
equations:
Plh{a)=Plh(l) + Plh(2) ~ Prob(A ~ type overlap) (3.14)

if everits 1 and 2 are caused by two transistors in series in the p-part of the gate. Or

Plh(a)=P!h(l)+ PLh(2) = Prob(V - type overlap) (3.15)

if events | and 2 are caused by two transistors in series in the n-part of the gate.

H \\
/ intersection point \/ /
L T —

Figure 3.10 Two types of overlapped waveforms and the intersection points.
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Figure 3.11 The merging of events




_ (PLh(1)+PhI(1))Xi +(PLR(2}+PhI(2)) <1,

316
fa PIR()+PRI(D+PIA(Q)+PhI(2) (316)
In addition,
_ PRIty (1) +PhI2)ty; (2))

(@) = PrI(+PRI2) ’ GAD
P LR (Dt (1) +P LR (Dt5(2)) |

- , (3.1
Ly (@ PLh(1)+PIR'2) 318

The effect of overlap on damage estimation is hat an overlapped waveform does not
draw the same amount of current as two complete transitions do, resuiting in less degradation
than two complete transitions. Based on circuit simulation experiments, we have found tha
the degradation in nMOS transistor caused during the falling edge of an incomplete A-type

glitch is reduced, according to the following equation.

I
(Do )ave = (PhI~kProb (A — type overlap)) —— [ Ipg(=22ym dy (3.19)
WH Ins

where Phl is the output high-to-low probability caused by the second event before mergin;z,

and where k is a function of the intersection point voltage V,

k _ 2 - "‘2}‘/“ VDD /2 S V S V[)D
= Voo (3.20)
1 V < Vppl2

The modification applies to the calculation of (J {op)ae a5 well. Note that damage occurs 1n
the nMOS transistor during the falling edge of a waveform and none during the rising edge.
3.5 Implementation and Simulation Results

We have implemented the above approach in program iProbe-d. The program consists of
four main parts: (1) Input circuit reading subroutines, (2) partitioning and scheduling, (3) cir-

cutt simitfation based on waveform relaxation, and (4) probabilistic and timing simulation.
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iProbe-d reads in SPICE-type circuit description and creates a circuit database, the inpat
circuit can be defined hierarchically. Instead of flattening the input circuit, the program
preserves the circuit hierarchy to save memory space.

The partitioning and scheduling parts of the program are flexible in the sense that the
user may choose either to partition the circuit or keep the user specified partitions. If partition-
ing is activated, the circuit at the lowest level in the hierarchy is partitioned into channel-
connected subcircuits. The scheduling part crders subcircuits for simulation and detects feed-
back loops.

The circuit simulation part is implemented for the situation wher more accurate simula-
tion is necessary and for verifying the accuracy of the results during the program development
stage. The probabilistic and timing simulations are combined together. In fact, timing simula-
tion is a special case of probabilistic timing simulation by specifying the values of Ph, P/,

Plh, Phi tobe C or 1.

0.
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Figure 5.17 A test CMOS combinational circuit and the input statistical
descripuons. 1y and t; 4 are both 1.0 ns for
eaclt input event. Simmulation period T = 20 ns.




iProbe-d has been used to simulate several simple and benchmark circuits [6]. Figure
3.12 shows a CMOS circuit with two NAND and one NOR gates. The statistical descriptions
of the four input nodes are also shown in the figure. Table 3.2 illustrates the degradation
(D,) of the six nMOS transistors using iProbe-d, SPICE exhaustive simulation, and SPICE
one run, respectively. The inputs are assumed to be uncorrelated. The circuit is simulated for
a time period T = 20 ns; the input events are then assumed to repeat periodically and the
damage is extrapolated to three months. For each primary input node, there are four possible
waveforms (staying high, staying low, switching from low to high, from high to low); hence,
there uce 4% = 256 possible input combinations. Therefore, for the SPICE exhaustive simula-
tion, 256 runs are needed. On the other hand, only onc run is necessary when iProbe-d is
empioyed. The input voltage waveforms of the third row in Table 3.2, SFICE one run, are
A=8B=D =V, and C = a periodical square wave. From the result, iProbe-d and SPICE
cxhaustive simulation show the same tendency, while running SPICE with one particular irput
waveform points to the wrong critical transistor. We have also compared the waveform
obtained from iFProbe-d and SPICE exhaustive simulation for this circuit. The slew rate and
propagation delay from iProbe-d are within 5% error compared to the average values from

SPICE exhaustive simulation on all the internal nodes.

Table 3.2 demonstrates the effect of overlap as well. For the two NAND gates, as
pointed out in previous section, there exists only V—tvpe overlap and hence the degradation in
th2 top nMOS transistors i these two gates would not be affected. Both iProbe-d and SPICE
cvhaustive simulation prove the prediction. At the NOR gate, there exists A - rvpe overlap

and the right transistor, which swilches last, has less degradation than the left one when there

is overlap. The decreasing degradation in the leit transistor in the NOR gaie 1y the result ot




overlap in the NOR gate as well as the cvent-merging at node E. A number of ISCASE5
benchmark circuits {6) have also been analyzed. These benchmark circuits have been con-
verted to SPICE input file with complementary CMOS transister circuit i-mplementation of
each gate. Table 3.3 shows the computation time on a SPARC station 10, together with the
damage estimation after a simulated three months continucus operation. Here we assign oue
event to each primary input node, with 50ns as the simulation period, anci assume the primary
input signals are uncorrelated. We havu also simulated C432 with the circuit simulation rode
of iProbe-d, which in this case is faster than SPICE! since the circuit is combinational with
no feedback, the simulativn time for cne irput vecior specification on a SPARC stationl0 is
i1 seconds. This circuit has 36 inpu!s and cxhaustive simulation would require 4°¢ x !1
seconds = | 65 x 1C!° years! The results show that iProbe-d can handle large circuits with
reasonable computation time. The results shown in Table 3.0 ignore signal correl:tions n
analyzing the gates within the circuit. To take inic account signal correlation effects, the
method proposed in [5] and modified in [4] to wclude delay information is being imple-

mented.

3.6 Transistor Degradation Model and Effects on Circuit Performance

So far, we have estimated relative HCE degradation in a MOS wansistor by estimating its
substrate cuivent /., which it a function of drain curreni /¢ and drain to source voltage
Vpe. The actual phys:ical damage dus to HCE in nMOS transisters is due in great part to
irterface charge generation, which can be represented by the interface state density N,. The

relation between Ny, 1,0, {5, and Vi is given by [14], {24):

"1 the circut has feedback, the determingsiic circuit simulauon niode of iProbe-d Lats waveform relaxation: s . this case, 1Probe-d may
or may not be faster than SPICE in analyng the circuit for one input waveform {depending on the rate of converpencs)




NAMNDI1 | NAND1 | NAND2 | NAND2 | NOR | NOR
top bettom top bottom | left | right
SPICE exhaustive i
r = 5ns 2.969 7.56e-5 2.975 7.80e-5 | 2.285 | 2.280
r = 1.5ns 2.966 5.63e-5 2.973 5.65e-5 | 1.718 | 0.911
r = 0.5ns 2.976 4.63e-5 2.978 4.73e-5 | 1.648 ] 0.397
iPiobed
7 = 5ns | 2.870 6.28e-5 2.870 6.28e-5 | 2.043 | 2.045
r = 1.5ns 2.870 6.28e-5 2.870 6.28e-5 | 1.713 | 1.111
T = 0.5ns 2.870 6.28e-3 2.87G 6.28¢e-5 | 1.535 | 0.384
SPICE one run * 0 0 6.43 0 0 9.62

Table 3.2 The relative damage of all the nMOS iransistors in the circuit
shown in Fig. 12. * A = B = D = high(Vpp);
C = a periodical square wave.

ISCAS85 Il # of nMOS transistors in each damage level ( Normalized D,) CrPyU

Circuits | <1.6[1.0-2.0]2.0-3.0{3.0-4.0]<.0-5.0 > 5.0 time (sec)
C432 232 37 16 65 9 53 1.00 |
C49¢ 576 0 8t 0 0 226 1.65
C880 443 62 40 39 52 265 3.37
C1355 776 176 56 32 0 114 4.43
C1908 653 30 29 65 86 760 7.60
C2670 971 209 151 80 125 | 1146 5.49
C3540 | 1450 340 225 171 143 1423 17.12
C3315 || 2147 274 374 261 192 2385 18.37
C6288 512 92 495 417 156 3384 | 92.08
C7552 || 2767 332 861 262 191 | 3285 lj 26.84

Table 3.3 The computation time of iProbe-d on several benchmark
circuits, and predicted average damage after three months coatinuous
operation. The simulation is done on a SUN4 SPARC stationl0.

Leriok Vs = Vr)

Vosar = 5 - (3.21)
Ecrii()l" + ""GS - V'[' ’

A, e B .
lup = B Ips(Vps =~ Vosar) ﬂkpi"‘v—“““:i,— - (3.22)
i ps = Vosai
B X r iz
Ny + 2= N2 =k [0 D (3.23)
2Dy I3

Where E,,;,0= 10*/em:; D, and Xy repesent diffusion constants; K and B, represent




process-dependent coefficients; I, = 0.2X,°X'%; where X,, is the oxide thickness and X; is
the junction depdh.

Since HCE can cause a shift in V; and degracation in gm and p,, it may result in indi-
vidual device failure as well as in overall circuit performance degradation. In digital circuits,
the latter is usually an increase of circuit delay. We thus set two criteria to evaluate HCE
degradation. The first criterion is the local damage, represented by »,,, in each nMOS transis-
tor; and the second criterion is the increase in tctal delay in the circuit, which can be deter-
mined by searching the longest true path before and after degradation. If either criterion

oxceeds a user specified limit, it is then necessary to redesign the circuit.

In esiimating the circuit delay we employ a linearized RC model. In each subcircuit, the

transistors are replaced by equivalent resistors. The subcircuit capacitors are lumped together

J E L -
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Sigure 3.13 (a) A CMOS circuit and (b) its equivaient RC networic and worst-case delay paths;
BS the arrows represent fongest resistive paths in the n-pat and p-part of the subcircuit.
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at the output node. Figure 3.13 shews a CMOS circuit and its equivalent RC network.
Worst-case delay estimation i1s assumed. In this case, the worst-case rise and fall delay of the

circuit are:

Tprise = (Ry, +Rg, +Rc) * Ciopg (3.24)
Tpgar = (Rg + Ry, ) * Cioaq (3.25)

assuming that
R, =Rp =Rc =Rp,Ry =Rg =Rc =Rp (3.26)

and

-‘g—u,, Cox (Vpp = Vr.) for nMOS
oG = 27
R =G =1y (3.27)
S My Cox(Vop + V1) for pMOS

The equations above show that HCE may affect the nMOS equivalent resistance, which
depends on both V; and u,, but the capacitance is not affected. Earlier work on HCE
assumed that the oxide-interface charge (Q; =N, * ¢q) is uniformly distributed over the
entire channel region and hence the change of threshold voltage is linearly proportional to the
generated interface charge [25]. However, experiments have proved that the damage caused by
HCE is localized inn the channel near the drain node (for nMOS) and a unifor.n model cannot
correctly characterize the damaged device. A one-dimensional model has been proposed by
Leblebici and Kang for nMOS transistors with hot-carrier induced oxide damage [26]. In thig
model, the traasistor channel is divided int'o two regions, the damaged and undamaged region.
As reported in [26], based on experimental data for lpm technology, the damaged region is
located within 0.1 ywm of the drain node and the interface charge is uniformly fiistributed in

this region. The rest of the channel remains undamaged with no generated interface charge.
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For submicron technology, the length of the damaged region needs to be deduced from new
experimental data.

We adopt the concept of this model and use a two-transistor degra(_iation model, as
shown in Fig. 3.14, where a damaged nMOS transistor is considered as two transistors con-
nected in series, with different threshold volages and mobilities. 'The channel length of the
two transistors are 0.1 um and L -~ 0.1y respectively, where L is the channel length of the
original transistor and the transistor with the 0.1 pwm length is considered to be the damaged

one. The equivalent conductances of the transistors are caiculated with the following equa-

tions:
oy = 1000 + 22107, T 3.28)
oz N, %0 .
1 1 1
= — 4
B My Hox (3.29)
Qi
1% = Vy - (3.30)
n=Vr-
R"—G——E’- C, .V 1% 3.3
i =01 = 57 CoxVop — ) (3.31)
-1 w
RZ. =GZ= L_'O-l-uncox(VDD - VT) (3.32)

——i 0.1 pm, pn1, V11 R1
—-I L pm, Un, VTR =i
—‘ L - 0.1 pm, ia, VT, R2

(@) ®)
Figure 3.14 An nMOSFET (a) before and (b) after HCE degradation.




and the increase of fall delay is:
Alppay = AR,y * Cloau (3.33)

Note that there is no change in the rise delay since the damage in pMOSFETS is con-
sidered to bz negligible.

If the circuit under consideration does not have a logic description availablc and its logic
function canno. be retrieved from its netlist, then the delay of its longest path will be con-
sidered as iis delay. In that case, a combination of topological sort and worst-case delay pro-
pagation is :apable of finding the longest path and delay [27]. When the logic function of the

circuit is knowu, then the sensitiz.oility [28] of the longest path should be checked.

Several sensitization criteria of true/false path identification have been investigated [28].
In our work, we use static sensitization as in [29], with some modification. For a nath
P =<fof vof n > where f.f.....f, are intenal nodes, to be statically sensitizable, a tran-
sition at f;, must cause a transition at f, ;. Tlus is equivalent to saying that all of the other
inputs to the gates on the path must have non-controlling stable values (eg., ! for AND gates
and O for OR gates). The delay of the longest statically sensitizable path is defined as the
delay of the circuit. With binary decision diagrams (BDD) [30], [31], we can efficiently cal-
culate the sensitizability of a given path without backtracking. For example, in order for the
path P =<X,bde,g> in Fig. 3.15 to be statically sensitizable, the condition
(Z =c¢ =1, f =0) must be satisfied. Since ¢ and f are not primary inputs, backtracking is
necessary to check whether the logic constraint can be satisfied. However, if we generate a
BDD for zach internal node at the outset, namely, ¢ = (X'+Y’+2Z") and f = XZ. The sensit-

ization problem can be transformed into a satisfiability problem [29]. In this case,
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ZneNf' =ZNnX'+Y'+2Z)YNX'+2Z") # &, therefore, path P is statically sensitizuble.
Most previous work on critical path analysi, makes the assumption that each gate has
only one delay value associated with it, and hence each path has one delay. However, when
the gate delay is modeled with macromodeling and RC delay defiaition, it is possible that the
rise delay of a gate is different {rom its fall delay, and hence there are iwo delay values asso-

ciated with a given path. For example, the path  in Fig. 3.15 has two delay values,

Toue * Topu + Teru + TG (3.34)
and

TB/nll + TDn‘u + TEm, + TG/«u (335)

For XOR gates in which the output may switch either way when the input has a transition, we

use the larger one of rise and fall delay to make sure the path delay is not underestimated.

z
EFRLES

a: X'+Y' c: X'+Y'+Z e: X' +YZ g: XYZ
b: XZ d: X'+Z' f: XZ

é

X'

Figure 3.15 A logic circuit example.
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Figure 3.16 (a) Probabilistic voltage waveforms at the four input nodes, A, B, C, and D.
tyr and f4 are both 02ns for each input event;
(b) detailed structure of a CMOS NAND gate;
(¢) original connection of a three-NAND-gate circuit;
(d) a better connection of the three-NAND-gate circuit for reliability.

NAND1 | NAND1 | NAND2 | NAND2 | NAND3 | NAND3
I [ top bottom top bottom top bottom
connectionl
D, 2.223e-02 - 5.927e-03 - 3.323e-02 -
3 Phlout 0.3 0.12 0.08 0.12 0.216 0.168
connection2
D,, 8.890e-03 - 5.927e-03 - 2.584e-02 -
Y Phloy: 0.12 0.3 (.08 | 0.12 0.168 0.216

Table 3.4 The damage N, (x 101! cm “2) o all the nMOS transistors in
the circuit shown in Fig. 3.16(c) and (d).

3.7 HCE Resistant Design

The factors that influence HCE degradation in a transistor within a design include its

feature size. its switching probability, its position in the circuit, the loading capacitance, and




input slew rate. Several strategies, based on these faciors, have been previously proposed to

improve circuit reliability. However, these proposed inprovements have been suggested on

small circuit structures in isolation, without taking irto consideration the operation of ihe

small circuit within a large design, as we do here. In the following, we first propose a design

strategy to reduce HCE effects without incressing area, and then review and compare previ-

ously proposed techniques.

1.

Since the damage in a transistor depends on its swiiching probability as well as its posi-
tion in the circuit, the damage can be reduced by connecting nMOS transistors that have
the least switching probability directly to the éutput node [24]). This is done by recon-
necting the circuit input wiring so that the top nMOS transistor always has the lerst
switching probability. For example, Fig. 3.16(a) shows the waveform description of four
input nodes A, B, C, and D. The circuit under test is a1 three-NAND-gate circuit with
detailed gate structure in Fig. 3.16(b). When the circuit is connected as in Fig. 3.16(c),
the HCE degradation is listed in row 1 of Table 3.4, as well as the switching probability
of each nMOS transistor. It is noticed that the bottom transistors of gate NANDI and
NAND?3 have lower switching probability value. After reconnecting the input of these
two gates as in Fig. 3.16(d), the HCE degradation is reduced, as shown in the second
row of Table 3.4. The advantage of this method is that the circuit area is not increased.
However, this method of reordering the transistors cannot be applied to NOR gates in
which all the nMOS transistors are directly connected to the output. In this case, some
other method, such as increasing the area of the affected transisior or applying method 3

below could be used, with some sacrifice in performance. A better approach would be to

eliminate NOR gates with high switching activity throngh funcuonal transformations.




By adding a seif-bootstrapping nMOS transistor, as shown in Fig. 3.17(a), the peak sub-
strate current in transistor NM1 can be reduced by as much as 3.9 times according to
[32] and the interface-state generation can be suppressed by one to two order of magni-
tude. In addition, this structure also has shorter rise and fall time cor;xpared to conven-
tional NAND logic circuit. A disadvantage of this structure is an increase in circuit area;
therefore, it is preferred to add a small self-bootstrapping nMOS transistor. In addition,

this structure cannot be used to improve NOR gates.

VDD P-logic

Figure 3.17 Several HCE resistant circuit design strategies.




Another HCE suppressing circuit redesign technique, shown in Fig. 3.17(b), has been
proposed in [33]. where a normally-on nMOS transistor is added between the n-part of a
CMOS circuit and the output node. Since the added transistor is always on, the logic
function of the circuit is not affected. In addition, the added transistor is always operat-
ing in the linear region and hence has negligible hot-carrier generation. The rest of the
nMOS transistors are not directly cornected to the output node, and thus are relatively
safe from HCE degradation. This technique can alsc be applied to NOR gates, as shown
in Fig. 3.17(c). Its disadvantage is the increase in layout area; therefore, it should be

selectively used.

In Clocked CMOS (C 2MOS) circuits where the clock signal arrives after all the inputs
settle, we recommend that the control nMOS transistors be put anywhere but the top.
With this restriction, the top nMOS transistor(s) never switches last, i.e., thair switching
does not cause output transitions, and hence HCE degradation can be prevented. Fig.
3.17(d) illustrates a HCE resistant C*MOS design. The same strategy can be applied to
dynamic CMOS design as well. However, the effects of such a design strategy on cir-
cuit delay and performance needs to be investigated.

A CMOS circuit design, shown in Fig. 3.18, has been proposed tor testability in [34],
where it is proposed that, with the four combinations (00, C1, 10, 11) of the control sig-
nals ¢, and ¢,, all stuck-open and stuck-on faults of the circuit can be detected. The cir-
cuit operates as follows: (1) When ¢, = 0,9, = 1, the circuit operates normally and
implements the same function as the one without the transistors Ny and Py (shorted). (2)
When ¢ = 1.4, =0, both Ny and P are off. and the output state does not change cven

if the 1nput signals have transitions. (3) When ¢ = 0,0, = 0. only P, is on and all the
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Figure 3.18 A CMOS circuit structure for testability.

stuck-open and stuck-on faults of the pMOSFET network can be detected. (4) Finally,
when'cp] =1,¢,=1, only Ny is on and all the stuck-open and stuck-on fauits of the
nMOSFET network can be detected. We found that this structure can be employed for
improving reliability as well. There are two situations: (1) If the circuit i1s in normal
operation most of the time, i.e., the control signals rarely switch, then this design is simi-
lar to the structure in Fig. 3.17(b). (2) If the system clock is used as the control signal,
then we need to modify the design by maoving N, to the bottom of the nMOSFET net-

work, similar to the ¢ se of C2MOS design.

The algorithms and strategies above have been included in iProbe-d and used to simulate
and redesign some benchmark circuits. The results of simulating the ISCAS8S bcnc.hmark
circuits are shown in Table 3.3, After ob:aining the damage and switching probability of each
transistor, the critical path analysis algorithm is employed to check the global degradation cri-

terion. Table 3.5 shows the circuit delay before and after HCE degradation. The delay

increase mostly comes from INVERTERs and NOR-type gates; all ot the NAND-type gates




,__:»' kY with more than two inputs have less than 0.05ns delay increase. This observation matches our
- suggestion that NAND-type gates are more HCE resistant than NOR-type gates. Table 3.6
snows delay degradation for the same circuits when Vpp = 5.5v. liote that by increasing

Vpp the circuit becnomes faster, but the dai..age is increaser.

i Table 3.5 The circuit delay (icngest path) of several benchmaik circuits
. before and after HCE degradation. Vpp = Sv. Delay in nsec.

N - Circuit | No. | No. Delay Delay Delay
e Gates | Nodes | before HCE | after HCE | increase
b 432 16C 198 20.88 20.95 0.34%

C499 202 245 16.46 16.50 0.24%

C880 I 383 445 19.02 19.05 0.16%

I C1355 546 589 20.11 20.15 0.20%

C1908 830 915 27.71 27.98 0.97%

| C2670 1193 1428 31.38 31.57 0.61%

C3540 | 1669 1721 37.87 38.13 0.69%

[ CS315 || 2207 2487 34.69 34.98 0.84%

- | C6288 | 2416 | 2450 80.04 80.93 1.09%

c7552 || 3512 3721 2878 | 2901 0.80%
- " Table 3.6 The circuit delay (longest path) of several benchmark circuits |

before and after HCE degradation when Vp, = 5.5v. Delay in nsec.

Lo | Circuit No. No. Delay Delay ] _T)elay

Gates | Nodes | before HCE | after HCE | increase

:‘. 432 160 198 17 98 1821 | 1.28%

;o I Tcag9 | 202 245 14.18 14.30 0.85%

- C880 383 445 16.40 16.61 1.28%

1355 546 589 17.32 17.49 0.98%

i C1908 280 915 23.90 25.54 6.86%

[C2670 || 1193 1428 27.07 27.84 2.84%

C3540 | 1669 1721 32.67 32.89 3.73%
L 05315 || 2307 | 2487 29.93 3113 401% |

o - C6288 | 2416 | 2450 T 69.19 77.81 12.46%

a2 C7552 [| 3512 3721 24.83 25.69 3.46%




Preliminary results of redesign improvements are shown in Table 3.7. "rhis table shows
the impact of three strategies, namely, (1) increasing transistor width, () adding normally-on
transistors, and (3) interchanging gate input lines on benchmark circuit C3540 with
Vpp = 5.5v. We set the criteria of redesign to be normalized N, equa: to 5.0 for individual
transistor damage and 0.05ns for subcircuit delay increass. We also assume the equivalent
resistance of the added normatly-on transistor to be one fourth that of the other nMOSFETs.
As can be seen from this table, increasing transistor widths can improve circuit delay but Lave
less improvement on transistor damage. Adding normally-on transistors, on the other hand,
does climinate HCE degradation in all the critical transistors, while the circuit delay is slightly
improved compared to the damaged circuit. Both strategies increase the total circuit area by
20%, assuming the normally-on transistor occupies same area as one regular nMOSFET. This
increase may not be acceptable, and other redesign strategies that do not impact the area need
to be considered. The impact of interchanging input lines on HCE is shown in the third row
in the table. Note that for this example the improvements in damage and delay resulting from
interchanging input lines at critical NAND gates along longest paths are minima!. The reason
is that in this example the switching probabilities at the inputs of critical NAND gates are not
too different, and interchanging the connections dees not improve reliability in a noticeable
way. This study indicates that design for reliability should be done as part of the design syn-

thesis process rather than afterwards.
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(3) Interchanging gate input lines. Vpp = 5.5V,
Circuit delay before HCE was 32.67 nsec.

Table 3.7 (1) Increasing the width of critical transistors (N;. > 5.0) by 75%;
{2) Adding a normally-on transistor on top nf n-logic of critical subcircuits;

C3540 No of nMOSS transistors in each damage level Circuit aelay
<'.0 | 1.0.2.0 | 2.0-3.0 | 3.04.0 | 40-5.0 | >5.0 after HCE
initial 959 177 1 142 113 189 2167 33.89
(1) 954 177 142 177 451 1846 32.824
(2 | 3211 | 176 133 72 155 0 33.26
(3) 967 199 150 112 215 2109 33.87




4. MAXIMUM CURRENT AND VOLTALYE DROP ESTIMATION

4.1 Introduction

Voltage drop is another imporrant reiiabidity issue which is related o the current flow in
the power bus. Excessive supply currents can severely affect both circunt reliability and per-
formance by causing excessive voltage drops in tne Power ana Ground (P&G) lines. Exces-
sive voltage drops manifest themselves as glirches on the P&G lnes, and cause erroneous
logic signals (soft errors) and degradation in switching speseds. Severity of the voltage drop
problems intensify with the continuing push for denser chips and finer wechnologies. With
higher currents flowing in narrower linec, the voltage drops in the PG lines go up and quickly
become a limiting factor in the design of VLSI chips. Furthermore, a lower supply veitage
means that the noise margins for the cotrect operation of the transisiors on the chip decrease.
In order to avoid logic errors, the circuit needs to be appropriately designed to take care of
increased voltage drops and reduced noise margins. Worst case voltage drops are determired
by maximum current {'ows ratter than averages. Thus this rescarch subtask is focused on the
problem of estimating maximum currents in the P&G lines.

Current drawn by a CMCS circuit depends upon the specific input pattern applied at its
inputs. An input pattern for a circuit with n inputs is defined as a vector of n excitations,
where each excitation could oe any one of four possibilities i.e., low, highk, high ‘o low or
low to high. For differcat input patterns, ditferent transient current waveforms are drawn at
the coutact peires. Therefore, :n the presence of such input dependent and transient current
wavetorms, we need to define what we mean by the maximum current waveform ai a contact

point.
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Accurate estimation of the aximum current waveform at every conatact point is
extremely difficult since for that we need to determine current wavefornis corresponding to all
possible input patterns. If the circuit has #n primary inputs then we need to explore the set of
22" input patterns to calculate the maximum cument waveforms. This makes the problem

practically impossible to handle by any of the known search procedures for large circuits.

Several papers (such as [36]-[39]) have appeared in literature on the estimation of P&G
currents from deterministic input patterns. These methods offer cignificant improvement in
execution times compared to SPICE, while providing acceptable accuracy in the current
waveforms. These methods can be '1sed for ﬁnding. maxirmum currents for small circuits hav-
ing a few inputs, by calculating the current waveforms corresponding to all possible input pat-
terns. However they are not much helipful for large circuits, as they do not guide us in select-

ing an inptt pattern ihat leads to the maximum currents.

In {25], Chowdhury et ai., have addressed the problem of maxithum current estimation
for jarge circuits. The circuit is first divided into a set of macros, where each macro consists
of a combinational interconnection of logic gates. Considering each macro separately, either
an exact search technique (namely, branch and bound) or a heuristic technique is used to find
the maximum of its transient currents, assuming that the macro has only one contact point and

its inputs switch simultaneously. In the analysis of the bus, to calculate maximum voltage

drops, the authors assume that all the macros draw their maximum currents simultaneously.

Because of these assumptions, their methodology overestimates the worst case currents and
voltage drops. Secondly, due to the huge size of the tnput space, theu brasch and bound
search technique 1s slow on large circuis. Furthermore, their heuristic approach does not

guarantee an uppes bound on the maximum currents.




In [40], Devadas et al., have addressed a similar problem. They consider the estimation
of worst case power dissipation in CMOS combinational circuits. They reduce this problem
to a weighted max-satisfiability problem, on a set of multi-output Boolean functions obtained
from the circuit logic description. These functions are appropriately weighted to account for
different load capacitances. They then use eithcr a disjoint cover enumeration algorithm or
the branch and bound algorithm to solve the (NP -compleie, max~satisﬁ#bility problem. They
are able to account for the glitches at various internal nodes. However, for a multilevel logic
circuit, even under a unit gate delay assumption, the functions generated by their algorithm
are fairly complex. Consequently, even for small circuits, their analysis is slow. Analysis of

multi-level circuits under a general delay model was not attempted.

In this chapter, we propose a better measure of the maximum current waveform at a con-
tact point called maximum envelope current (MEC) waveform. We then propose a pattern
independent, linear time (in the number of gates) algorithm (iMax) that provides tight upper
bounds on the MEC waveforms. The proposed approach represents a trade-off between exe-
cution speed and tightness of these bounds. In order to maintain reasonable execution times,
the iMax algorithm neglects various signal correlations that exist inside a circuit. As will be
shown later, while in most cases iMax produces good upper bound waveforms, in some cases
the loss due to signal correlatior.; can be significant. We then propose a new partial input
enumeration (PIE) algorithm that efficiently resolves these correlations and leads to significant
improvement in the upper bound waveforms. The PIE algorithm is based on (1) intelligently
selecting a few critical inputs and (2) enumerating a limited number of cases at these inputs
to produce an overall improvement in the upper bound waveform at every contact point. It

turns out that the choice of these ¢ itical wnputs is the key to improving the upper bound. We
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pres.nt two heuristics for automatically selecting the critical inputs, that have shown good

results in practice. While the PIE algorithm is slower than the simple iMax algorithm, we

demonstrate good speed and accuracy performance results on circuits with over twenty
| thousand gates. Furthermore, the algorithm has the attractive property that it does an urzrative
improvement, so that one can stop the algorithm at any time and obtain a better upper bound
e than the simple iMax result.

[ In the next section, we discuss various assumptions on which our algorithms are based
’ and describe the proposed maximum current estimate. After that, we present the iMax algo-
rithm in detail in Section 4.3. Experimental results.bn several benchmark circuits using iMax

are also provided in this section. The signal correlation problem is described in Section 4.4.

This i fo!/lowed by a discussion of possible methods that can be used to resolve the signal
correlations in Section 4.5. In Section 4.6, we present the partial input enumeration algorithm

along with extensive experimental results on several benchimark circuits.

4.2 Maximum Current Estimates

We consider synctronous digital circuits consisting of combinational blocks separated by

latches (Fig. 4.1) such that all the inputs to each combinational block switch simuitaneously,

Combinational
Block

/'

e
L
A
T
o
H
e E

[mmmna:»r-j
0

©

Figure 4.1 An example of a latch controlled synchronous digit.i c1 ut.
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when they do. This effectively eliminates the time domain uncertainty about the input transi-

tions. This assumption has also been used by all the previous approaches.

We assume that the delay of each gate in the circuit is specified. Different gates can
have different delays. Further, we assume that each time the output of a gate switches, a pulse
of current approximated by a triangular waveform is drawn from the supply lines, as shown in
Fig. 4.2. The duration of this pulse is computed from the delay of the gate and its height
(peak value) is pre-characterized. Two separate values for the peak current may be :pecified,

corresponding to low to high and high to low transitions at the gate output.

Given the specific clocking scheme of the synchronous circuit, the maximum current
waveforms from different combinaticnal blocks can be appropriately shifted in time depending
upon the iﬁdividua.l clock trigger. We will thus focus on the analysis of a single combina-
tional block whose inputs switch at time zero.

We define excitation at a node (or net) at any time ¢ as the stimulus {or signal value)
present at the node at that time. At any time, a node in the circuit could be either stable at
low or high, or could transition from high to low or from low to high. Thus, the excitation

could be any single value from the set X =1, h, hl, [h, where ! = low, h = high, hi =

. User specified Peak

Figure 4.2 Mod~! of a gate current pulse.
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Figure 4.3 The Maximum Envelope Current (MEC) wavaform.
high to low transitior: and [h = low to high transition.

For each input pattern that is applied to the circuit, a transient curr:nt waveform is drawn
from the P&G lines at a contact point. As shown in Figure 4.3, iustead of representing the
maximum current at a contact point by a single dc value, in our appro::h, we represent it by
a waveform whose value at any tirne is the maximum current value that the circuit can draw

at that time. We call this the Maximum Envelope Current (MEC) waveform.

Suppose that a circuit under consideration has n inputs aad when an input pattern
p =(eeq - e,), where ¢; € X,1<i <n, is applied to che circuit, a transient current
waveform /, () is drawn from the circuit at the contact poini. Denote the set of all pussible
input patterns that can be applied to the circuit by U = {(e ,e5,....6,) ¢, € X, 1 i <n},
If the value of the MEC waveform at any tune ¢t at the cortact point is denoted by /pgc (1),

then the following equation applies

Favpe(t) = max I, (1) 4
MEC beu P (4.1
Clearly, the MEC waveform is the maximum envelope ¢’ all transient current waveforms

cormesponding to all possible input patterns. There is a unique MEC waveform at every
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contact point

If the power or the ground bus of a circuit is represented by an equivalent RC network,

then we have the following result:

Theorem 1: The voltage drop [VkMEC(t)}, calculated at any node k in the power or
ground bus when the MEC waveforms are applied at the contact points, is an upper bound on
the voltage drop [V[(t)] occurring at that node when any input pattern p is applied to the cir-

cuit, i.e., VMEC (1) 2 Vp(2), for all 1.

4.3 The Proposed (iMax) Algorithm

The proposed pattern independent, linear time a'gorithm operates at the gate level
description of the circuit. Unless specified by the user, we assume that nothing is known about
the specific excitations at the primary inputs, except that they may transition (only) at time
zero, i.e., each primary input may carry any excitation from the set X at time zero. We call
this an uncertainty about these input si ‘nals. The basic idea of the proposed algorithm is to
propagate this uncertainty present at the inputs inside the circuit, so that, at the output of
every logic gate, we know the set of ail possible excitations and their associated timing. From

this, the worst case gate currents are comput:c, as explained below.

4.3.1 Signal Represent.tion

Perhaps the first question that comes to mind 1s what kind of information one maintains
in order to represent the signal uncertainty about internal circutt nodes. ldeally, one would
like 1o compute the set ot a!l possible transitiens (along with their timing information) that

occur at the output of every gate in the circuit. That would certuinly be enough to estimate
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tke MEC waveforms. However, due to ithe uncertainty at the primary inputs and the general
giie delay model used, the number of possible transitions at internal gates grows exponen-
tialy, and quickly becomes a bottleneck. To avoid this problem, we majntaip infermation, not
atout individual transitions, but about intervals during which the output of the gate might
switch. Thus, for each of the excitations low, high, hl and [h, we store a list of intervals
during which a node might carry that excitation. These intervals, which might overlap, serve

to describe the signal uncertainty. We call these intervals uncertainty intervals.

Definition 1 (Uncertainty Set X, (¢)): The uncertainty set at time ¢ for a node n defines

the set of all excitations that the node can possibly assume at that time. X, (1) € X.

Definition 2 (Uncertainty Waveform): The uncertainty v-aveform describes the signal
uncertainty present at a node as a function of time. At time ¢, the set of values taken by the
waveform is the uncertainty set for the node at that time.

An example of the uncertainty waveform is given in Fig. 44. In this tigure, we show an
uncertain signal U(t) represented as four sets of intervals’ along the time axis. Thus, if ¥ (¢)
is a logic signal that belongs to the family U(1), ic., u(t) € U(r), then u(+) will be low up
to ¢, wil switch trom low to high sometime between r| and /,, will then be high up to 15,
etc. Thus, at any time between r, and r,, the signal can be either high or low and may switch
any number of times between these values. but will be high at ¢,. Notice that between ¢, and
t- the signal may make any number of low to high and/or high to low transitions. At the
primary inputs, signals are represented by such waveforms with a single point of possible

transition at tme 0. As internal signals are generated, the number of possible transition points

'One set »f intervais for cach fow. high, Al and Th exciations




increases. In order to contain the complexity, we then stari to merge neighboring transition
points into intervals. In general, this strategy can be stated as follows: when the number of
intervals associated with a gate corresponding to any excitation exceeds a certain user-
specified threshold (Max_No_Hops), we repeatedly merge closest-neighbor intervals, so as to

keep their count below the threshold.

4.3.2 Independence Assumption

While propagating information at a logic gate, we know ihe uncertainty waveforms at
each of its inputs and we would like to derive the corresponding waveformn at its output.
However, one cannot do this accurately without knowing how some of these inputs, if any,
are correlated. For instance, certain combinations of the gate input excitations may not be
possible. Unfortunately, maintaining information about correlation between various circuit

nodes is very expensive. We, therefore, use a conservative approximation, one that does not
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Figure 4.4 An illustration of uncertainty waveform at a gate output,
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underestimate the MEC waveforms, as follows. If we assume that all combinations of the
gate input excitations are possible, i.e., the gate inputs are independent, then the worst case
current in that case will be an upper-bound on the gate current for the case when the inputs
are dependent. In other words, the worst case current over all combinations of inputs is cer-

tainly an upper bound on the worst case current over some.

4.3.3 Single Gate Simulation

Given the type of a Boolean gate and the independence assumption for the uncertainty
waveforms at its inputs, we now describe how the uncertainty waveform at the output of the

gate is calculated. This process is divided into the following two parts:
1. Calculation of the uncertainty set at the output of the gate at a time 1.

2. Calculation of uncertainty intervals at the output of the gate.

4.3.3.1 Calculating Uncertainty Sets

One can calculate all possible excitations at the output of the gate at time ¢ from the
excitations present at the inputs at ume t — D, where D is the delay of the gate. Let us
denote the uncertainty set at the i”* input of the gate at time 1 — D by X,. Let us further sup-
pose that the gate nas m inputs. Then the set of all possible input patterns that lead to an
excitation at  the output of the gate at time  can be represented by
{(x),x9, "~ x,) I x; & X;,1 £i <m}. For each input pattern, the output of the gate can be
easily determined from the Boolean equation of the gate. Thus, by calculating the output of
the gate corresponding at each input pattern, the uncertainty set at the output of the gate at
ume t can be determined. This process would require one o generate and evaluate

X HX,E - 1X,, T input patterns. This worst case complexity can be greatly reduced hy the
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following observations.

1. The above input pattern generation and evaluation process can be stopped when the
uncertainty set at the output of the gate becomes equal to X. Obviously, trying out any
more input patterns would not lead to any improvement in the uncertainty set at the out-

put of the gate.

2. An input to a gate is completely ambiguous at time ¢ if its urcertainty set at time ¢ is X.
If all the inputs to the gate are completely ambiguous at time ¢ — D, then the output of

the gate is also completely ambiguous at time i .
3. All the gates in a circuit can be divided into the following two categories.

(a) Gates whose outputs depend not only on the excitations present on its
inputs but also on the total count of input lines, e.g., XOR, XNOR etc.,
gates.
(b) Gates whose outputs do not depend on the count of the inputs. The out-
puts of such gates depend only on the specific excitations present on the
mnputs, e.g., NAND, NOR etc., gates.
For all the gates which belong to the second category above, all the iaput lines which
have the same uncertainty sets can be merged into a single line. This observation leads
to a reduction in the numbe’ * ".put lines and thus the number and size of the input pat-
terns.
All of these observations lead to tremendous savings in the caleulation of uncertainty sets at

the output of the gate and thus contribute to the speed of the algorithm.
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4.3.3.2 Caleulzting Fncertainty Intervals

In iMax, since vignals are represented 1n the form of uncertainty iatervals at the inputs of
the gate, therefore, the output of the gate would alco be i the form of uncprtainty intervals.
An inferval at the output of the gate could begin or end at time ¢ only if an interval begins or
ends at any of the inputs at time ¢ — D. Between the time at inputs when an interval begins
or ends, and th. next interval begins or ends, the sets of excitations that the inputs can assume
do not change and therefore no corresponding uncertainty interval can begin or end at the out-
put during that time shifted by D. Based upon these obscrvations, the uncertainty intervals at

the output oi the gate c1n oe easily calculated.
An example illustrating how uncertainty waveforms at various circuit nodes are calcu-

lated is shown in Fig. 4.5.

11 nl
‘—<D)O“_— ol
2

12

Input Description : il,i2 € {l,A,hl,lh} at time 0.
Uncertainty Intervals :
i1, i2: {A[0, 0}, IO, 0}, {0, o), 4{0, oo)
ul: (A1, 1], AifL, 1], 1[0, c0), A0, )
ol: I1A[2, 2)(3, 3, Al[2, 2](3, 3], [0, 00}, [0, o0)
if MAX_ND_HOPS = 1 then
ol: 1h[2, 3], Al[2, 3], 1[0, 00), A[D, =)

Key : Excitation[Interval Begin, Interval End]

Figure 4.5 An example of uncertainty waveforms calculation.
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Figure 4.6 Current wavefcrm due to an uncertainty interval.

4.3.4 Curreni Calculation

After the uncertainty waveform at the output of a gate is known, its current contribution
is calculated next. Since the output of the gate could switch at any time during an uncertainty
interval, therefore, a triangular pulse of current could be drawn at any time during that inter-
val (shiftcc'i' backwards by the delay of the gate) from the P&G lines due to these transitions,
as shown in Fig. 4.6. Hence, by taking an envelope of all possible triangular current pulses,
we get the worst case current contribution of a gate for an uncertainty interval. At every gate,
there are two types of uncertainty intervals that result in some switching activity at the output
and therefore, there are two possible current waveforms, one due to the Al uncertainty inter-
vals, called hlCurrent and the other due to [/ uncertainty intervals, called lhCurrent. Since
4t any time, the output of the gate could switch either from high to low or from low to high,
therefore, by taking an envelope of the hlCurrent and lhCurrent waveforms, we get the
maximum current contribution of the gate. Once all the gate currents are calculated, the
current waveforms at the contact points are calculated by combining the individual current; of

those gates that are tied to 1.
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4.3.5 Implementation Details

The above approach has been implemented in a program in C. In the program, the cir-
cuit is first levelized so that the output of a gate at level j does net feed any other gate at a
level less than or equal to j. Any user-speciiied restrictions on certain inputs are ther
imposed, while all other inputs are assuired to take all possible excitations from the set X.
After this, the circuit is aralyzed in a leve! by leve (ashion, starting fronf the lowest level, by
propagating the uncertainty waveforms at the inputs of every gate to its output. As a result,
we get a current waveform that is a point-wise upper bound on the MEC waveform at every

contact point.

In order to assess the quality of the solution at every contact point, we need to deter-
mine, how close the upper bound waveforms obtained from iMax are to the exact MEC
waveforms. One way of doing this would be to perform an exhaustive enumeration over all
possible input patterns and actually calculate the MEC waveforms at every contact point.
However, this would be very expensive and practically impossible for circuits with more than
about 10 inputs (Note: 410 = 1,048,576). We, therefore, resort to the following random optim-
ization approach. We repeatedly apply different input patterns, rundomly selected from the set
of all possible patterns, to the circuit. Then we use a logic simulator to calcuiate the cutputs
of various gates. From these gate outputs, the P&G current waveforms at every contact point
are easily caiculated. At every contact point, by mainiaining an upper-bound envelope of the
current waveforms obtained for difterent input patterns, we basically get & lower-bound on the
MEC waveform. Naturally, the more patterns are simulated the closer this waveform will get
to the MEC waveform.  Ideally, one would like to see the upper-bound obtained from iMax

come s close 0 ths lower-bound as possible. The program that mmplenients this rundom
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optimization technique is called iLogSim (Current Logic Simulator).

In our experiments, iLogSim ca culates the lower bound by trying out several thonsand
r dy generated input patterns. However, such a technique does not make any use of the
current waveform of a currently applied input pattern in generating the cext (hopefully better)
input nattern. By making use of tius information, we can gencraie better input patierns and
thus aveid wasting time in randormly enumerating the input space. We have experimented with
cne such iierative optimization scheme, namely the simulated annealing (SA) algorithm [41],
{421, However, simulated annealing zlgorithm needs an objective function to indicate how
well the search is progressing. We have supplied the peak of the current waveformr as the
objective function to the algorithm. Therefore, in ou ciiktinciial results, we compare the
peak of the current waveform obtained from iMax to that obtained from SA. If one is
interested i a comparison of the waveforms at different or several places (and not just the
peaks), the lower bound waveform should be optimized at several places by the SA algorithm,

or the iLogSim program should be run for a large number of input patterns.

4.3.6 Experimental Resuits

In all the circuit examples considered below, two assumptions are mede. First, a fixe:
number is assigned to each gate as its delay value. This delay value can be different for
different gates. Second. the peak of the transition current for every gate for boti: [h and hl
transitions is taken to be 2 units of current. The results of simulated annealing were collected
after trying about 100,000 1nput patterns for each circuit. Without any detailed layout infor-
mation, we have assumed that all the gates in a circuit are connected to a single contact point,

and we report the peak valves of the current wavetorms obtiained from iMax and SA.
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Table 4.1 lists the results of running iMax and SA algorithms on eight small CMOS cir-
cuits. The number {10) next to iMax in the table indicates the value of Max No_Hops

varameter. in most of the cases, the results of iMax are in perfect agreement with the SA

results.
.‘ Table 4.1 iMax and SA results for 8 small circuits

Circuit No. Gates | No. Inputs | iMax10 SA Ratio
BCD Decoder 18 4 3241 3241 1.00
Comparator A 31 11 54.47 54.47 1.00
Decoder 16 6 26.75 26.75 1.00
P. Decoder A 29 9 211 | 4411 | 1.00 |
P. Decoder B 31 9 49.35 49.35 1.00
Full Adder 36 9 58.00 55.44 1.05
Parity 46 9 47.57 47.57 1.00
Alu (SN74181) 63 14 78.89 70.87 1.11

In Table 4.2, we report similar results on the ten ISCAS-85 benchmark circuiis [6]. We
observe that for all the circuits, the linear time iMax algorithm took only a few seconds of
cpu time on a sun SPARCstation ELC compared to to several hours of time needed by the SA
algorithm (typical times needed for trying 10,000 patterns by SA are shown in ihe table).
Furthermore, for most of these circuits, the ratio of the upper bound cbtained from iMax to
the 'ower bound obtained from. SA is less than 1.57. There are two possible reasons for this
mismatch. Firstly, it is quite possible that the lower bound obtained from SA is not very
close to the MEC waveform. Since ail the circuits have at least 32 inputs, the space of possi-
ble input patterns ts huge, and the lower bound waveform obtained after trying about 100,000
input patterns may not be very close to the MEC  For smaller circuits (Table 4.1) where the
input space is not so huge, 100,000 input patterns were enough to get a lower bound estimate

of MEC waveform that 1s quite close to the actual waveform, as is reflected by the results.
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The second possible source of mismatch is our conservative independence assumption for the
signais at the gate inputs. One can improve on this assumption by attempting to resolve the

signal correlutions, as discussed in the following sections.

Table 4.2 iMax and SA results for 10 ISCAS-85 circuits.

No. No. Peak Currents CPU Times
Circuit | Gates | Inputs | iMax10 SA Ratio || iMax10 | SA(10k)
432 160 36 181.9 162.0 1.12 1.2s 9m 40s
465 202 41 247.9 186.6 1.33 1.2s 10m 46s
c880 383 60 418.5 3214 1.30 3.0s 26m 32s
cl1355 546 41 633.8 415.8 1.52 4.6s 36m 18s
c1908 880 33 732.1 445.6 1.64 7.6s 1h 34m
2670 1193 233 1169.2 866.1 1.35 7.9s 2h 14m
c3540 1669 50 1740.4 866.1 2.01 12.7s 3h 39m
cS315 2307 178 2312.6 1558.9 1.48 16.0s 4h 40m
c6288 2406 32 . 4096.2 3193.2 1.28 37.8s 61h 58m
c7552 3512 207 4339.7 2768.6 1.57 28.4s 7h 28m

We next discuss the effect of varying the Max No Hops parameter on the performance
of iMax. Table 4.3 lists the peak values of the upper bound waveforms for ISCAS-85 circuits
for difterent values of Max No Hops. In parentiieses, we also tabulate the cpu times (in
sec.) needed by the algorithm. As the value of Max No Hops increase:, the number of
‘ntervals being merged at every gate decreases and therefore, the cpu time needed by the algo-
rithm increases. This also improves the peak value of the current waveform, as shown in the
table. However, with an increase in Max_No Hops parameter, while the cpu time continues
to increase, the improvement in peak value is not significant beyond Max No Hops = 0.
Similar behavior 1s observed for the entire current wavetorm and not just for the peak value.
In Fig. 4.7, we plot the upper bound waveforms for ¢1908 for three difterent values ot

Max No Hops. The difterence between the upper bound waveforms for iMax 10 aud iMaxeo



is almost negligible. Similar plots are obtained for all other circuits. Therefore, we conclude

that a value between 5 and 10 seems to be a good choice for Max No Hops parameter.

Table 4.3 iMax results vs. Max_No_Hops
- iMax: Max_No Hops

Circuit T 5 0 =

c432 236.3 (0.4) 185.1 (0.9) 181.9 (1.2) 181.7 (2.1)
c499 292.1 (0.4) 247.9 (0.8) 2479 (1.2) 247.9 (1.3)
c880 550.6 (0.8) 424.1 (2.0) 418.5 (3.0) 415.1 (11.8)
cl1355 749.9 (1.3) 646.8 (2.7) 633.8 (4.6) 633.8 (19.5)
c1908 908.3 (2.0) 740.5 (5.0) 732.1 (7.6) 724.9 (86.3)
c2670 1476.0 (2.3) 1188.6 (5.4) 1169.2 (7.9) 1166.4 (21.7)
c3540 2088.2 (3.7) 1752.4 (8.2) | 17404 (12.7) 1730.3 (170.0)
¢5315 2632.0 (5.1) 236.5 (11.2) | 2312.6 (16.0) 2309.0 (109.5)
c6288 | 4134.8 (10.4) | 4098.4 (20.7) | 4096.2 (37.8) | 4096.1 (7086.0)
c7552 5163.1 (8.0) | 4401.6 (20.0) | 4339.7 (28.4) | 4325.8 (177.8)

4.4 The Signal Correlation Problem

In general, signals at internal nodes of a circuit are correlated. This limits the number of

transitions that can possibly occur at the outputs of the gates, an effect that is ignored by the
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iMax algorithr.. Two examples of how signal correlation limits the number of transitions are

illustrated in Fig. 4.8.

In Fig. 4.8(a), signal lines x1 and x2 are correlatcd (in this case, they carry the same
signal). Depending upon the specific excitation preseni at x, only one of the two gates can
switch at a time. However, since iMax ignores the signal correlation present between x 1 and
x 2, it calculates the uncertainty sets at the outputs of the two gates as shdwn in the figure and
thus erroneously concludes that toth gates may switch at the same time, and therefore adds
two triangular current pulses due to both gates switching simultaneously to the overall current
waveform. It is this kind of approximation that contributes to a loose iMax upper bound.
Simularly, in Fig. 4.8(b), the output of the inverter is correlated with its input and therefore,
the NANﬁ ‘gatc may never switch. However, ignoring this correlation, iMax concludes that

the NAND gate can switch.

As is clear from these examples, the source of the signal correlation problem, in general,

is a gate (or input) whose output fans out to several other gates. Such gates are called multiple
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(a) At most one of the two (b) Correlat:d signals at the inputs of the
gates can switch. NAND gate block the transivon.

Figure 4.8 Two examples to illustrate the signal correlation problem.



fan-out (MFO) gates. The general situation is shown in Fig. 4.9, where a MFO gate G with
cutput ncde n fans out to nodes ny, ny, * -+, n, that in tam feed gates G, G,, -~ -, Gy,
In this figure, inputs to the gates G, G5, - -+, Gy (which are n|, n,, - - -, n, respectively)
are correlated. Due to this correlation, even though the output of each gaté (G, Gy, -7
G,) can assume all possible excitations as calculated by iMax, they may not simultaneously
carry their worst case excitations. As one goes deeper into the circuit, where these correlated
outputs reconverge and feed the same gate, the irputs of that gate become correlated (e.g.,
NAND gate in Fig. 4.8(b)). Such gates are called reconvergent fan-out (RFO) gates. With
correlated signals at the inputs of a gate, the number of transitions that can possibly occur at
its output is reduced. The signal correlations considered above, which exist among various

nodes throughout the circuit, are called spatial correlations.

Besides the spatial correlations, there is another set of correlations that the iMax algo-

rithm completely ignores. The excitation assumed by a node at time ¢, restricts the set of pos-
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Figure 4.9 An example of a Multiple Fan-out Gate.




sible excitations that the node can assume at an earlier or a later time. For example, if a node
is low at time ¢, then it can either stay at low or switch from high to low at time ¢~ and it can
either stay at low or switch from low to high at time ¢*. These correlations which exist in the

time domain are called temporal ccrrelations.

The iMax algorithm compietely ignores all spatial and temporal signal correlations and,
therefore, overestimates the supply currents. The advantage of ignoring correlations in the

algorithm is its, very desirable, linear time performance.

4.5 Resolving Signal Correlations

The upper bound produced by the iMax algorithm can be made exact by doing a brute-
force enumeration at the inputs of the circuit and calculating an envelope of the current
waveforms produced. In enumeration, since unambiguous input patterns are applied to the
circuit, there is no "uncertainty” present at the inputs and therefore, signal corcelations do not
become an issue. In a similar fachior one can improve the results of the iMax algorithm by

doing a partial enumeration at a few selected nodes in the circuit.

An example of how partial ¢enumeration helps improve the upper bound cap be seen from
Fig. 4.8(a). In this circuit with no enumeration, iMax would assume that the signal lines x|
and x2 are mutually independent and therefore infer that both NAND and NOR gates can
switcn at the same time. However, if we do partial enumeration at signal line x, then we
waould generate four cases corresponding to when x =1, x =k, x =hl and x =1/ When
=1 or Al only the NOR gate switches. Similarly, when x =/ or Ih, only the NAND gate
switches. Thus, by splitting the proble:n into four sub-problems, we have improved our result,

re., found that only one of the two gates may switch at any given ime.
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While enumerating a node, we only need to process a small subset of the gates. We
define the COne of INfluence, COIN (n), of a node n as the set of all the gates that can possi-
bly be affected by a change in excitation at the node. Thus, a gate is in the COIN(n) of a
node n if it is either directly fed by n or is connected to the output of‘a gate that is in
COIN (n). While enumerating a node, we only need to consider those gates that are in its

COIN.

One technique to partially enumerate the internal nodes of a circuit, called Multi-Cone
Analysis (MCA), was reported in {43]. The motivation behind such an approach was to be
able to enumerate at the outputs of the MFO gatcs,vwhich are the sources o the signal corre-
lation problem. However, from the results in [43] and Tables 4.6, 4.7 below, it can be seen
that the MCA approach offers only a modest improvement in the upper bound. There are

several reasons for this.

As shown in Table 4.4, there are usually several MFO gates/inputs in a circuit and all of
these nodes should be enumerated to properly resolve the signal comrelation problem. From
our experience with ISCAS-85 benchmark circuits, we have found that the COINs of several
of these nodes overlap and therefore, to properly handle signal correlations, these nodes
should be enumerated simuitoneously. Furthermore, because of the presence of glitches in a
circult, signals at internal nodes span several time points (i.c., stgnal transitions occur at
several time points). To take care of the temporal correlation problemi, the node londd he
enumeraied at each of these time points Simultaneous enumeration is an exiremely expensive
process specially when there are several nodes and ecach node nceds to he enumerated at
several time points. For example, to enumerate two nodes simultancously, the cpu time

needed to enumerate each node gets multiplied To avold this multiplicative growth of ¢pu




time, we made several simplifying assumptions in the implementation of the MCA algorithm

[43]. Because of these simplifications, the algorithm led to only mild improvement in iMax

results.
Table 4.4 Number of MFO gates/inputs in ISCAS-85 circuits.
Circuit | No. Inputs | No. MFO | Circuit | No. Inputs | No. MFO
c432 36 153 c2670 233 1129
c499 41 170 c3540 50 1647
c880 60 357 c5315 178 2184
c1355 41 514 c6268 32 2384
c1908 33 855 c7552 207 3405

There are usvally several RFO gates in a circuit. If at the output of a RFO gate, a false
transition is predicted by iMax (such as in Fig. 4.8(b)), then as this transition propagates
through the circuit to the oulpul nodcs, it causes several other false transitions in the circuit
along its way. Therefore, locating and suppressing such transitions in iMax is important.
However, these false transitions can be isolated only by doing a simultanects enumeration at
the source MFO gate(s) that created them. In effect, one needs to construct the supergute [16]
for each RFO node in the circuit »~4 for each supergate, do a simultaneous enumeration at its
MFO inputs. However, these supergates can be as big as the entire circuit and theretore
enumerating their inputs becomes intractable. We have implemented an approximate algorithm
based on enumerating primary stem regions [45], [46/. Our results show only modest
improvement in the upper bound waveforms.

From our experience with enumerating internal nodes of a circut, as explamed above,
we anfer that improving iMax upper bound wavetorrns by enumerating internal nodes is very
expensive and does not offer a practical solution for VLSI circuits.  In the next secton, we

present an alternative partial input enumeration approach that significantly improves the iMax
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results and represents a good speed-accuracy trade-off.

4.6 Partizal Input Enumeration (PIE)

As shown in Table 4.4, there are usually many more MFO nodes than .primary inputs in
a circuit. Secondly, as stated in Section 4.2, all the inputs to a circuit switch at most once at
time zero. Therefore, there is only one time point at which a primary input needs to be
enumerated. This is in contrast to an intemnal circuit node whick usually needs to be
enumerated at several time points. These observations, combined with the fact that iMax is
an extremely fast algorithm led us to explore the following partial input enumeration (PIE)

algorithm to improve the iMax upper bound at every contact point.

4.6.1 The Algorithm

Let x;, x5, * -, xy be the N primary inputs of a circuit under consideration. Let X,
represent the uncertainty set for input x; at time zero. The input search space for the circuit
consists of the set of all valid input patterns that can be applied to the circuit. Mathemati-
cally, tne input search space is {(¢),e5,....en) €, € X |,¢q€ X506y € Xy ). For brevity,
we denote this by (X .X,,....Xy). Suppose, for the purposes of this illustration, for a particu-

- = X . Then the tnput scarch space (X ,X5.....X ) tor the circuit can be divided
p f 152 2 w

lar mnput x,, X;

into four  disjoint parts,  namely (X, Xa.. 0] Xy ) (XXl X)),
(X)X g W)Xy and (X (X, (H) . Xy). We cun compute the maximuim current
waveforms (at ever contact point) for cach of these four parts by runming the iMax algerithim
and in cach case, restricting the excitation on input y; to the value in s respective uncertainty
subset. Since the four parts combined together constitute the compiete search space, by taking

an upper bound envelope of the four current wavetforms at every contact point, we can still
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guarantee an upper bound on the respective MEC waveforms. Since, in each of the four runs
of iMax, specific excitations are present at input x,, signal correlations due to x; disappear
and the resulting current waveform should be an improvemen. on the original upper bound.

In a similar fashion, the upper bounds for the individual subcases can be improved.

The set of inputs selected for enumeration has a direct influence on the quality as well as
the cost of the solution obtained. If all the inputs are selected and enumerated then the upper
bound obtained at every contact point would be exact. However, doing this is practically
impossible for most circuits. The extent to which an input contributes to signal correlations
inside a circuit is different for different inputs. For ‘example, in Fig. 4.8(a), enumerating input
x is more beneficial than enumerating any of the other twe inputs. Hence, by selecting and
enumerating inputs in an intelligent fashion, we can significantly improve the iMax upper

bounds, without spending too much cpu time.

We have developed an intelligent best first search (BFS) algorithm [47] that 1s very
effective in selecting and enumerating inputs and thereby improving the upper bound at every
contact point. The algorithm starts with the iMax upper bound and some knowr lower bound
and repeatedly expands "search nodes” (s nodes) in a best first fashion. Vanous s nodes,
generated during the search, correspond to partially specified input states in which some
inputs have specified excitations (e.g., say low), while others have "uncertain” (or unspecitied)
excitations.  An objective function 1s assoctated with the search and during the scarch,
s nodes which correspond to the best objective value are repeatedly expanded. This tunction
will be explaped later e this secton. Because of this best first strategy, there s a gradual
reduction in the value (at any time) of the upper bound waveform at every contact point in the

cireutt. This deranve improvement 18 4 verv amportant tfeature of the algonthm for large
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circuits where an exhaustive exploration of the input space is practically impossible. The BFS

algorithm can be stopped at any intermediate stage and the current best upper bounds at vari-
ous contact points can still be reported.

The BFS search starts with the initial uncertain state i1.e., s node = (X, X,, - - -, Xy)
and a known lower bound, which is the objective value for some input pattern. During the
search, a s node with the highest objective value is repeatzdly selected and its descendent

s_nodes are generated by enumerating an input, as explained in the following outline:
Remark: List is an ordered list of s nodes, arranged in decreasing objective values.

1. List « starting s_node (laitial uncertain state).
Upper Bound « objective value of the starting s_node.

Lower Bound « objective value for a specific input pattern. {otherwise 0.0).
2. While Stopping Criterion is not satisfied. do
2.1 Remove the top s_node from the List.
2.2 Calculate next input number to enumeratc from the Splitting Criterion.

2.3 Generate all (€ 4) childzen s_nodes by enumerating the input and calculate their objec-
tive values.

2.4 If these children are leaf s nodes, then update the Lower Bound, else, insert them in
List, after pruning if any.

2.5 Upper Bound «- objective value of the top s node in Lis.

3. Report the best upper bound current waveform at every contact point. STOP.

where a leaf s_node is one which has exactly one excitation associated with each of its uncer-

tainty sets {(i.e., it corresponds to an input pattern). The ivllowing functions are used in the
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outline above.

Objective Function: This function specifies the quantity that is being minimized during
the search. There are usually several contact points within a combinational block and we
would like to ninimize the (iMax) upper bound waveform at each of these points, so that
they are close to their respective MEC waveforms. One possibiiity 1s to minimize the peak of
a weighted sum of the upper bound waveforms, where these weights are determined depend-
ing upon how much "influence” the contact point has on the overall voltage drops. We are
currentiy working on this problem. [n the expenments reported below, we have assumed these
weights to bhe unity and we munimize the peak value of the sum of all the upper bound
waveforms. This corresponds to rainimizing the 'worst case total current of the combinational

block.

Swoppiug Criterion: We stop the search if any of the following two conditions is

satisfied.
a. Best Upper Bound < Lower Bound x ETF.
b.  Number of s_nodes generated 2> User specified parameter (Max_No_Nodes).

The Error Tolerance Factor (ETF) is a user-specified parameter that provides control
over the final desired accuracy of the algorithm. The value of this parameter is always bigger
than ). The first condition above specifies that when the highest upper bound value is within
ETF factor of some known lower bound, then the search can be tenninated. In large circuits
where calculating an exact upper bound value by running the search to completion is
extremely expensive, and an overestimation by 20% 1o 30% may be acceptable, such a param-

eier can be extremely useful. The second condition purs 2 hard limut (Max No Nodes) on
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the number of s_nodes that are to be generated in the search.

Pruning Criterion: During the search, if we coine across a s_noede for which the upper
bound satisfies the following condition:
Upper Bound < Lower Bound x ETF
then, such a s_node can be deleted from the search as its upper bound value is already
acceptable. This pruning critenion delotes several uanecessary s_nodes dunng the search and

thus keeps the memory usage down.

Splitting Critevion (SC»: This cntenon specifies the input which shouid be enumerated
next from any s mode during the search. In the next subsection, we describe two heuristic

funciions for doing this.

The BFS algoriinm always processes s nodes which are on its current wavefront. see
Fig. 4.10. At the start, this wavefront consists of only one s _node, namely the initial uncer-
tain state. As the search progresses, this wavefront moves forward through the irput search
space. An input pattern leading to the maximum objective value could belong to any of the
s_nodes on the wavefront. Therefore, when the algorithm terminaies, at every contact point,
we compute an envelope of the current waveforms of all the s nodes on the wavefront and

report that as an upper bound waveform.

4.6.2 Heuristic SC and Experimental Resuits

We now describe two heuristics for the spliiting criterion that have shown good resvits in

nractice. The first heuristic selects an input which has the highest sensitivity while the second

one seievts an input based upon the influence it has irside the ciicuit.



Explored s_nodes

8_nodes currentl
being explored. ¥

(wavefront)

Unexplored s_nodes.

Figure 4.10 Exploring s _nodes through the input search space.
4.6.2.1 H, Heuristic
Let us suppose that during the search, we are at a particular s_node n and we select an
input x; for enumeration. If we assume that the uncertainty set for x; at time zero is X, then
by enumerating x,, we would generate four children s_nodes, as shown in Fig. 4.11. We
assume that the objective vaiue of s_node n is denoted by obj, and the objective values of

the children s_nodes are denoted by obj,, obj,, objy, and obj,, . If

A Obj,' = Objn - max{obj, ,Objh ,Objhl,Obj“.},

then by enumerating x;, we can improve the objective value of s_node n by an amount Aobj .
We can repeat this calculation for every input and then select an input which gives rise 1o the

maximum improvement in the objective value.

However, if Aobj; is zero for all the inputs, which happens very often in practice, then
the above selection process would not work well. For a specific input x;, Aobj; = 0 means

that the objective value of one of its children s_nodes is equal to ob;,. However, for the




Figure 4.11 An example to illustrate the H,.

remaining children s_nodes, the objective value may not be equal to obj, and this informa-

tion can be used in assigning credit (or relative importance) to x;. Based on these observa-
tions, we have come up with the following H 1 heuristic function corresponding to an input
x;:
H, = A x(obj, —obj,) + B x (0bj, —obj,) + C x (obj, —o0bj3) + (abj, ~0bj )

where obj |, obj,, objy and obj, are the objective values of the children s _nodes, generated
by enumerating x,, arranged in decreasing order and A, 8 and C are three constants sucth. that
A >» B »C >>1. At any s_nrode during the search, we compute the heuristic values for every
input and select an input with the maximum associated heuristic value. This sphitting criterion
is called dynamic (H ) splitting criterion because at each s _node, it calculates the heuristic
vaiue for every input and then selects the best input for enumeration.

The results of partial input enumeration using the BFS algonthm and using the dynamuc
(H ) splitting criterion for the nine small circuits are documented in Table 4.5, For all the

circuits, the algorithm was run to completion, i.e., till the upper bound became equal to the




lower bound (ETF = {). The results clearly show that the PIE algorithm is very efficient in

scanning the input space. As an example, the last circuit in the table (Alu) has 14 inputs and
therefore, the number of possible input patterns for this circuit is 4! = 268,435,456. The PIE
algorithm was able to scan the entire search space after generating just 233 s nodes. This also

shows that the upper bound produced by the iMax algorithm 1 very tight for these circuits.

Table 4.5 Results of PIE for 9 small circuits.
Dynamic (H ) Splitting Criterion Static (H ;) Splittir,g Criterion
Circuit No. S _nodes | iMax runs | Time | No. S nodes | iMax runs | Time
Generated in SC Generated in SC
BCD Decoder 17 40 1.9s 17 i7 1.2s
Comparator A 109 664 87.7s 27 45 35.1s
Comparator B 45 264 30.6s 45 45 9.7s
' Decoder 25 84 3.6 25 25 I 8s
P. Decoder A 37 180 11.4s 37 37 3.9s
P. Decoder B 37 180 11.7s 37 37 4.2s
Full Adder 53 296 2925 | 53 37 775
Parity 37 180 187s | 37 37 6.4s
Alu (SN74181) 233 1952 378.2s 2525 57 352.7s

As can be seen from Table 4.5, the number of iMax runs nceded in the dynamic splitting
criterion far exceeds the number of s nodes generated. At a s _node, to calculate the H,
value for a particular input x,, we need to run the iMax algorithm X, ! umes. If a 5 node
has k& inputs which are possible candidaies for enumeration (i.e., their X, | > 1), then we need
to run the iMax algorithm T X 'X; | number of times to find the best input to enumerate next.
For bigg=r circuits, with large number of inputs, this time will be even more dominant render-
ing the PIE algonthm prohibitively expensive. Therefore, we have experimented with other

less expensive alternatives.



Instead of calculating the heuristic function value (# ) for every input at every s _nede
during the search, we calculate the heuristic value for every input ac¢ the beginning of the
search. All the inputs are arranged in the decreasing order of their heuristic Yalues. During the
BFS search, inputs are selected in this fixed order. This criterion is called static (H ) splitting
criterion. The amount of time spent ir the static splitting criterion is fixed and is equal to
3X, 1X;! runs of the iMax algorithm for a circuit with N inputs. The results of the PIE algo-
rithm using the static (M) splitting criterion are also summarized in Table 4.5. With static
splitting criterion, the number of runs of the iMax algorithm nceded in the splitting criterion
goes down, but the number of s_nedes gencrated uuring the search g <s up for some circuits.
Hoewever, for all the circuits, we observe an overall reduction in the cpu times needed for the

algonthm to complete.

4.6.2.2 H, Heuristic

The number of gates that are affected by a change in excitation at an input is a good
heuristic measure of how much influence the input has on the upper bound waveforms. There-
fore, inputs which affect more number of gates (i.c., which have larger COINs) should be
enumerated before otners. This leads us to another (static) splitting criterion H,, in which we
caiculate the size of the COIN ¢ asswwiated with each input x,. As with 4, all the inputs are
arranged in the decreasing order of #, values and during the search, inputs are selected in
this fixed order. We will show in the next szction that, while both static H, and H , give good

results in practice, H, is much better in (erms of speed and has accuracy comparabie to H .

The results of partial input enumeration using both H; and H, static splitting criteria for

the 1ISCAS-85 benchmark circuits are shown in Tabic 4.6, In the table. under various iMax.
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MCA and BFS columns, we show the ratio of the respective upper bound to the lower bound

obtained from simulated annealing. The numbers in parentheses under the BFS columns indi-
cate the puinte: of s nodes that were generaied before stopping the search (i.e., the
Max Neo Nodes parameter; 1k stands for 1000). Total cpu times needed by the algorithm on
a sun SPARC station ELC (with Max_No_Nodes=100) are also shown in the table. From
Table 4.6, we note that for all the circuits, the ratio of the upper bound tb the lower bound is
at most .52 (as opposed to a worst case of 2.02 for the simple iMax algorithm). This ratio
can be further improved by running the PIE aigorithm for longer durations. We emphasize
that, since we can only compare the upper bound to a /ower bound, the numbers in the table

are orly upper bounds on the error. Ii is prohibitively expensive to measure the ‘rue error.

Table 4 6 Results of PIE for 10 ISCAS-85 circuits.
| Static H ,SC Static H ,SC

Circuit | iMax | MCA BFS BFS Time BFS BFS Time
(100) | (1K) (100) (1005 | (1k) 100

c432 P12 T a2 T 108 (105 0 Smids | 112 | 112 | 1m 34ds
c499 133 1 120 | 133 | 133 { 4ma0s | 133 | 1.33 | Im 23s
880 130 | 126 | 125 | 122 0 17mi6s | 128 | 1.26 4m Ss
c1355 | 152 | 152 | 152 [ 152 | 21m28s | 152 | 152 | 6m 13s
cl908 | 1.64 | 155 | 149 | 146 | 3mi7s | 158 | 1.54 | 1im Sls

c2670 1.35 1.34 .29 i.28 lh 57m 1.35 1.35 | 1lm 56s
¢3540 2.01 1.95 1.45 136 5im 12s 1.59 1.37 17m 3s
c53is 1.48 1.44 1.42 1.40 3k 2m 1.48 1.47 26m 2s
c6288 128 , 128 1.28 1.27 2h 5m 1.28 1.28 | 57m 28s
c7552 1.57 | 1.55 1.52 1.50 6h 2Im 1.53 1.53 45m 4s

While the improvement uver the original iMax algorithia is not large in all the cases, in
those cases where the iMax bound was very loose, such as ¢3549, the nrew PIE algorithm

with H | or H, heuristic gives significant improvement: the ratio of 2.02 (maximum over-




¢ estimation by 1.02) is now 1.37 (maximum over-estimation by 0.37) with H,, a reduction in
the maximum over-esiirnation by about 64%.

We also emphasize the following attractive property of the algoritpm: a significant
amount of improvement in the upper bound occurs in the first few s_nodes (about 50-200) of
the algorithm. This is shown in Fig. 4.12 for c¢3540, where the ratio of the upper bound to
the lower bound is plotted as a function of cpu time for the first 1000 s_nodes.

The cpu time needed for generating the input list by the H, splitting criterion is negligi-
ble ccmpared to the time needed by the A, criterion. For VLSI circuits with several hundred
inputs, where the time needed by the H, critcrion‘may be large, H, criterion may be used
instead. As can be seen from Table 4.6 (also see Table 4.7), the results produced by using
either splitting criteria are quite comparable, specially for those circuits where iMax did not

produce a good upper bound.
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Figure 4.12 *Unper Bound / Lower Bound vs Time' plot for ¢3540.
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Table 4.7 Results of PIE for 10 ISCAS-89 (Comb.) circuits.
Static H,SC Static H,SC

Circuit No. iMax | MCA | BFS | BFS Time BFS BES Time

Gates (100) | (1K) (100) (100) | (ik) (100)
s1423 657 1.35 1.32 1.32 1.29 | 37m 2Zs 1.35 1.34 T 43s
s1488 653 | 2.21 2.10 1.40 1.08 5m 32s 1.41 1.06 2m 49s
51494 647 | 2.18 2.08 1.37 1.06 Sm 35s 1.39 1.05 2m Sl1s
s5378 2779 | 1.38 1.37 1.29 1.25 2h 23m 1.30 123 | 13m 2lIs
$9234 5597 1.76 1.74 1.51 1.47 7h24m | 1.56 | 1.56 | 37m 18s
s13207 7951 1.37 1.35 - - - 1.30 1.26 | 36m 53s
s15850 9772 1.81 1.80 - - - 1.64 1.57 l1h 11m
s35932 | 16065 1.66 1.66 - - - 1.56 1.56 2h 6m
s38417 | 22179 1.73 1.70 - - - 1.72 1.68 2h 46m
s38584 | 19253 1.45 1.38 - - - 1.39 1.37 2h 15m

In order to demonstrate the applicability of the partial input enumeration algorithm for
VLSI circuits with several thousand gates, we have also experimented with the ISCAS-89
benchmark circuits {48].
combinational blocks by deleting the flip-flops. These combinational blocks have gate connis
ranging up to 22,000 ana number of inputs ranging up to 1750. The resulis of the PIE algo-
rithm ou some of the ISCAS5-89 circuits {(combinational blocks) using hoth H | and H, split-

ting criteria are surnmarized in Table 4.7, 1t is clear from the table that even for circuits of

ths size, our algorithms show good speed and accuracy performance.
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5. BUS MODEL EXTRACTION

5.1 Introduction

In this chapter, we describe the work accomplished ou the extraction-bus models from
layout information. The aim is to develop fast, accurate, and general techniques for extracting
the RC network models of power busses in VLSI chip design. The models are used to esti-
mate electromigration and voltage drop in the busses. The main resuits accoinplished on the
extraction subtask this past year, compared to our previous work are: (1) the ability to extract
the resistive models of bus partitions that do not fit precharacterized ‘standard’ partitions; this
is done using the Boundary Element Method (BEM); (2) improved medeling of the capaci-
tance by the use of finite element partitioning and model reduction techniques to reduce the

complexity of the extracted model without sacrificing accuracy.

5.2 Extraction of Resistance Models

For simplicity of presentation and without loss of generality, we will assume a sheet
resistance of 1 /square. The layout is first partitioned into primitive geometrical shapes.
The idea behind partiticning is to simplify the computation since, if we ignore capacitance,
the sum of resistances of the partitioned pieces will equal the resistance of the unpartitioned
piece. The partitioning strategy relies on partitioning a section of the layout along equipoten-
tial lines that will occur when a voltage source is applied !0 one of the terminals and thz oth-
ers are grounded. Usually equipotential lines that are approximately straight are chosen. The
distributions of equipotential lines for some common shapes are shown in Fig. 5.1. For iwo-
terminal segments, like those in Fig. 5.1, the equipotential lines will be the same no matter

which terminal is the grounded one. This is not true for the four-terminal segment in Fig,




5.2, thus making three or more terminal segments, such as T and + segments, harder to parti-

tion along equipotential lines.

After partitioning, a resultant N terminal shape is modeled as an N port resistor network
having no internal nodes, where éach resistor connects one terminal to another, yielding N(N-
1)/2 resistors. Conceptually, to compute R;; (the resistance connecting terminal i to each
other terminal j), a unit voltage is applied to terminal i and all other tcrfninals are grounded.

Let 1; be the current flowing through terminal j. Then R;; = 1/1;.

If partitioning does not follow the equipotential partition constraint, then error is intro-

duced. By applying the general multiterminal model described above to each of the incorrectly

Wi
»

g
B A //

Figure 5.1 Potential distribution in some common two-terminal shapes.

termingl
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Figure 5.2 Four-terminal resistor.
partitioned pieces, an equipotential line is forced to exist, by virtue of the unity voltage excita-
tion, where it normally does not exist when actual curr 1t is flowing. This causes the error.
Looking at Fig. 5.3, the arbitrary partition yields a 1% error in the total resistance even if the

exact resistance of the individual pieces is known.

Howc\}er, often a resistance method applied to & large piece that cannot be partitioned
anymore yields a larger error in resistance than the same method applied to an incorrect parti-
tioning. Thus relaxing the partitioning constraint (as described in the next section) so as to
increase the partitioning of large pieces will increase accuracy. For example, returning to Fig.

5.3, if the BEM used in JET2 is applied to the whole piece, a 4% error occurs. If, however,

Rexact = 2.639Q
Rapprox. = R1+R2+R3 = 2.611Q

:k

regior:

Figure 5.3 Nonequipotential partition.
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this method is applied to the arbitrary partitions and their resistances are summed, an error of

2.6% cccurs, which is actually an improvement.

Partitioning is even more important for three (or more) terminal shapes where the path of
current flow between two terminals (s shared by . third terminal. The first two terminals
become weakly coupled, corresponding to a large resistance between them. Also if the dis-
tance between two terminals is relatively greater than between others (as is commonly the
case with multiterminal shapes), weak coupling results. Many numerical methods, including
the BEM used in JET2, are inaccurate in estimating the resistance between two weakly cou-
pled points. Each paritioning line in effect intrdduces an internal node which splits the
segment’s network model into two networks. Let us call these two new networks A and B,
which are effectively decoupied from each cther. This eliminates trying to compute the value
of the coupling between the two weakly coupled terminals as long as one of the terminals is
in A and the other is in B. Also the distance between the new internal node and any terminal
in network A is smaller than the distance between any terminal in A and any terminal in B,
and vice versa. Thus the coupling between the internal node and any terminal in network A is
stronger than the coupling between any terminal in A and any terrninal in B, and vice versa.
Thus in JET2 we will relax the constraint of partitioning along known equipotential lines, as

described in detail at the end of this section.

Previous approaches to extracting the resistance of the bus segments could be classified
into table look-up and on-the-fly numerical methods. Table look-up methods are faster but
on-the-fly numerical methods are more general. Look-up methods generally pattern match the
partitioned segment with the closest case for which it has an analytical formula or table look-

up values. In our approach, we use a combination of the two.
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Many extractors use table look-up and various heunstics to model bus segments. One
early heuristic was to model the corner rectangle of materiil in an L-bend as 0.55 R_ {49],
where R; is the sheet resistance. Thus the L-bend shown in Fig. 5.1 would be modeled as a
2.55 Q resistor. For w; = w,, this approximation is fine. But for w, > w,, the resistance of
th.e corner becomes iarge. Thus the heuristic breaks down for this case. It also gives .10 indi-
cation on how to model the four-terminal shape in Fig. 5.2. The method in [50] partitions bus
segments along equipotential lines and analyzes the resulting expected simple polygons using
approximate empirical formulas. The method would still have trouble with the segment in Fig.
5.2, because in the case of multiterminal shapes, it concentrates on the current flow between
two terminals at a time, ignoring the effects that the other terminals have on the current flow,
and hence the effect on the resistance value between the two terminals under consideration.
This is caused by the lack of unique equipotential lines for segments with more than two ter-
minals, as pointed out earlier. Also as current crowding effects become more pronounced, the
heunistics employed in [SO] would break down. These current crowding effects are the same
effects that cause the L-bend heuristic error previously mentioned. This is equivalent to hav-
ing the approximately straight equipotential lines that were originally chosen as a partition
start to deviate significantly in location and shape as w /w, changes. While shapes such as in
Fig. 5.2 might not be very common, for the sake of completeness, a general resistance extrac-
tor shcuald be able to handle them accurately without human intervention, such as modifying

the layout to suit the heuristics used in [S1].

The original JET program [51] also is a tabie look-up program. Straight equipotential
lines occur at places of symmetry, such as between points A and B in Fig. 5.1. and approxi-

mately straight lines occur one square away from bends or contacts as noted in [51] and as
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seen in Fig 3.0 Since JET only handles Manhattan geomnetries. it parminons one square away
from all bends or contacts. Therefore, a segment must have at leust two squares of meta!
between any bends or contacts for further partitioning. JET then pattern matches the piece
exactly io the shapes and respective network models shown in Figs. 5.4 (a)-(D), if possible. It
then uses table look-up values for the resistors. These primitive shapes are the roost com-
monly occurring ones in a VLSI bus. If a partition does not match a stored pattern, then JET
skips it, flags an error, and then termunates. Like the method in [50], JET cannot parse seg-
ments like the one in Fig. 5.2. It cannot even parse segments the method in [S0) could handle,
such as in Fig. 5.5. In Fig. 5.5, the requirement that comer bends be at least two squares

away from each other yields a nonprimitive shape.

Table 5.1 shows, for the VDD and GND busses of a real test chip, the relative frequen-
cies of occurrence of the primitives and nonprimitives according to the partitioning criteria
used in JET. Note the significant number of nonprimitives. Table 5.2 categorizes the multiter-
minal nonprimitives by the number of edges. This gives a measure of the extent of partition-
ing. The coriputation time for iarge nonprimitives is equal to that of many small nonprimi-
tives because of the O (N 3) running time of the resistance calculation algorithm used in JET2.

These data were compiled using a modification of the new extractor, JET2.
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_ Table 5 1 Occurrence of JET primitives in typical VDD and GND busses.
. g - GND VDD
] " type of shape number | Pct. of total nurnber | Pct. of total |
“ample T80 49.0% 987 471% |
e . width change 0 0.0% 0 0.0%
: L 8 0.3% 8 0.4%
T 206 8.6% 263 12.6%
four-way 3 0.1% 4 0.2%
s | vontact 206 8.6% 173 8.3%
Rk nonprimitive 806 33.5% 666 31.6%
E / [ all 2409 100% 2095 100%

JET?2 relaxes the partitioning criteria used in JET. If two geometric features that cause

bends in the current flow are two or more squares away from each other, then JET2 does

r‘ what JET does. Otherwise, if the distance between the two geomerric features is at least 2/3 of
a square, then the segment is partitioned approximately half way berween the geometric

features. Table 5.3 shows the same data as in Table 5.2 for the same chip, except using this
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Figure 5.4 JET primitives.
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new criterion. Note that the number of nonprimitives has increased, yet there are no computa-

tionally expensive ones with a large number of edges.

Table 5.2 Edge frequency for layout using JET partitioning criteria.

GND VDD
No. of edges Occurrence No. of edges Cccurrence

8 249 8 319

10 220 10 57

12 162 12 148

14 75 14 37

16 42 16 5

i8 40 18 2

20 4 20 12

24 4 22 1

36 1 24 4

44 1 26 |

56 1 30 !

32 !

52 2

64 2

66 !

72 ]

| Table 5.3 Edge frequency for layout using JET2 partitioning criteria. |
i GND VDD 7]
No. of edges Occurrence No. of edges Occurrence

6 331 6 t1e

8 537 8 562

10 255§ 10 70

12 65 12 32

14 34 i4 34

16 37 16 9

18 2 18 !

20 i 22 2

24 ]

26 1
48 2
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o

unrecognizable bus segment (nonprimitive)
Figure 5.5 JET partitioning itself into an unrecognizable situation.
5.3 On-the-Fly Numerical Method: The Boundary Element Method
JET2 uses the same concept of splitting the bus into primitives as JET, but in addition it

uses BEM to analyze the nonprimitives.

The potential 4 in any general linear resistive region (Fig. 5.6) obeys Laplace’s equation

in two dimensions (assuming constant thickness) in its interior Q:

———— ['g (insulating boundary)

N (@) N wmme= Ty (terminals)

Figure 5.6 Domain for Laplace’s equation.
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Viu =0 (5.1a)

the Dirichelet boundary condition on its conducting boundary [, (the terminals) is:

and the Neumann boundary condition on its insulating boundary T is:

q=0 (5.1c)

where ¢ = du/dn and n is the unit outward normal to the boundary. This follows from

O0=J'n =GE'n=——G—a—u— (5.1d)
on

L,

and T, need not be continucus, but I'=T, +T',. The current through any conducting
subboundary T'; is given by
{=- [ qar (5.2)
R, ‘T,
where R_ is the sheet resistance.

There are a i.umber of standard methods for solving Laplace’s equation [52], [53]. We
have chosen the BEM ([54], [55] because of its flex bility, generality, and computational
efficiency.

For convenience, from now on the Laplacian operator is represented by A. The arc length
element ¢ [ and the area element d€Q will be omitted ‘rom integrals since they are under-
stood. Consider the same domain $2 and bourdary I'. Greea’s second identity [52] (which is
denved from the Divergence Theorem) stares that for any arbitrary functions « and v which

have continuous second partial derivatives in £ and continuous first partial derivatives in the

combined domain Q + I
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ov ou ,
o9V _ o8 _ - {5.3
fr“an rvan QuAv Jn v Au -

Let 4 be the sclution to our PDE as before, whiie we still have a degree of freedom in choos-

ing v. Using Au = 0 and rearranging (5.3), we obtain

av du
— Av + - —_—
Inu Y fr"an r"an G4
Now choose a function v such that
Av = =8(P) (5.5)

where —8(P) is the 2-D Kronecker delta function located at poirnt P anywhere in . This is
called Green’s function (or fundamental solution), otherwise, known as a delta scurce. in 2-D,

Green's function is

u' = ;-’l'; Inr (5.6a)

2

r= \/(;c—.xp)z +(y=yp) (5.6b)
where r is the absclute value of the disiance between the observation point ai (x,v) and the

deita sonrce at (xp,vp). Substituting (5.5) into (5.4) yields

dv JGu .
u(P)+jru5;~ v =0 (5.7)
PeQ

This equation is expressed in terms ol only the unknown potential and outward normal flux at
the boundary, e~xcept for the term u (P). To eliminate « (P ) we choose to take the point P of
the delta source on I instead of in Q. If P is on a smooth part of the boundary (i.e., not on a
corner), then it can be shown [61] that the arca iniegral reduces to O.5u(P). If P sits on a
comer, then it reduces to cu (P) where ¢ depends on the local geometry. It will be shown

later that this constant does not have to be calculated.
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If, for convenience, we replace du/dn = g, as we have done before, let v = u” (to rem-
ind us that v is a poiential as well, but that of a hypothetical delta source). and analogously

let du"/dn =g, we obtain as a final contour integral equation

cu(F) +Jr‘ ug' ~J'r qu’ =0 (5.8)
Pel

¢ = 0.5 if the delta source is on a smooth boundary.

The boundary element equation (5.8) can be applied as follows: once we choose the {orm
of the approximating function for 4 and ¢ on the boundary, the equation gives a constraint on
the choice of coefficients of the approximating function so as to minimize the error between
the approximations and the exact answer. If the cocfficients are put in tenns of values of u
and ¢ at discrete points on the boundary, then the constraint becomes one on these « and ¢
values. Given enough constraints, we can form a system of equations to solve for these u

and g values.

5.4 Discretization of BEM Equaticns

To discretize (5.8) into a systern of linear equations, we construct an approximation to u
and g by first dividing the boundary into N segments as shown in Fig. 5.7. Then we designate
the u and q values of the endpoints of each segment as variables. Note that dividing the boun-
dary into N segments yields N endpoints and, hence, 2N vanables since each endpoint ; has a
u, «nd g, variable associated with it (there is an exception that will be dealt with later). How-
ever, for every poinrt on 17, (not just the endpoints), u 1s known and y is unknown. The exact

oppesite occurs for T'y. Thus there will be only N unknowns, with the other N known values

combining to form a source term. Next, on each segment, we approximate the local ¢ solution
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on the segment by-a fuaction of the u value of the endpoints. Similarly, the local ¢ solution
is approximnated by the q value of the endpoints. These functions can be expressed by interpo-

lation functions:

u = Tjo(s)uj + ?:;1(5 u; + 1 for segment j, (5.9
q =Tio(s)q; +Tj(s)q; +1  for segment jg (5.10)
1 ifs=0
N = A1
Tjo {0 ifs = 1} G
0its = 0} ,

where s is the normalized arc length along the seginent as shown in Fig. 5.8. For example, if

u and g are to linearly vary between the endpoint values, we obtain

Tijo=1-s (5.13)

T =s (5.14)

u = (l-s)u; +su;,, for segment j, (5.15)
g = (l-s)q; +sq;,  for segment j, (5.16)

This is called a linearelemient and is a common approximating function used on boundaries
with Manhattan geometries. Higher-order polynomial approximations are possible and require

k points per segment for an order k approximation.

segment

Figure 5.7 Division of boundary into segments.
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Fig. 5.8 Typical Segment

Note that both ¢ and # use the same order of interpolation functions in (5.9) and (5.10).
~* This is not necessary, but is done because it is convenient. Note also in looking at Fig. 5.7
that each point j i< shared between segment j and segment j—1. Thus each point has two

‘o interpolation functions associated with it.
Next .\.wc choose to place the delta source at point {. Substituting (5.9) and (5.10) mto
(5.8), we obtain the following equation, which is 2 matrix equation since i can be any of the

N endpoints:

N N
L Hyu = X Gyq;  1=LN (5.17)
j=l j=
1 i l . .
2 ,[,. Tjq,dl" = Z Hig J#
k=0 " » k=0
H‘_j =1 | ) > (5.18)
c+ X jr Tyqdl= c+ 3 Hy =i
k=0 "Ta k0
1 K
G, = Eo Irthk“jdr = k‘g Gijx (5.19)

where ¢ is defined in (5.8). As mentioned before. calculation of ¢ and hence H,; 1s more
complex if point i is at a corner. We can avoid the calculation of ¢ and calculate A, directly

by noticing that in a physical resistor of any shape, forcing the boundary condition « =1 on
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I, makes u =1 and g = 0 everywhere on I'. Thus substituting 4; = 1 and g; = 0 into (5.17)

yields

J=lj#

N
Hy=- % H; (5.20)
l g

As mentioned before, because half of the 2N variables are known, we can formally write the

final linear algebraic system:

Ax = b
A =({a; | a; = H;; if point j & T, else a;; =~ G;} |
x ={x; lx; =u if point i € T, else x; = q; 7 (5.21)
b == Hz where 2 = {z;i | z; = u; if point i € T, else z; = 0}7

As mentioned before, the known u« variables multiplied by their corresponding column of A
coefficients are iransferred to the right-hand side to form the sowce rerin. The xnown g vani-
ables are not similarly treated because all of the known g variables are equal to zero by the

Neumani. boundary condition.

As described before, to find the P (P-1)/2 resistors for our representation of the P port

resistor, P ditferent Dirichlet boundary conditions are needed. Hence, P source terms are

: : - : N’ :
required. Using LU factorization, approximately 5 + PN? operations are necessary to solve

this system.

Again the advantage of the BEM approach is that only the boundary of the shape is bro-
ken up, not the interior. Thus the generated matrix sizes are much smaller, especially for com-
plex shapes, than those for finite element method (FEM) [52]. Also generation of gnd pomnts
on a bounduary ts much simpler than the generation of triangular meshes in the interor, as s

done in FEM. Also, the outward normal flux ¢ is solved for directly in BEM, whercas i
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traditional FEM one has to subtract two nearby voltage values.

5.4.1 Extension to Multiply-Connected Domains

So far we have considered simple domains, as in Fig. 5.6, where the-boundary is con-
tinuous and, hence, the contour used for the contour integral is straightforward. Fcr more
complex regions with internal contacts or holes, as shown in Fig. 5.9(a),we can visualize the
contour integral path (dotted line) starting at the outside boundary, covering part of it, then
crossing the interior to cover the two holes in the manner shown, then doubling back on itself
to cover the rest of the outer beundary. Those segments where the path crosses over itself
have outward normals that point in opposite directions as indicated. Looking back at the con-
tour integrals in (5.9), we see that these segments’ contributions cauncel out, resulting in the
contours shown in Fig. 5.9(b). Note that the two internal contours are counterclockwise while
the outer one is clockwise. This will always Uec the case. Thus, the net contour integral of a
disjoint boundary equals the sum of the contour integrals of the disjoint boundaries with each

internal boundary evaluated in a direction opposite to the outer boundary.

5.4.2 Spzcial Case of Points with Two Unknowns

Earlier it was mentioned at the beginning of Section 5.4 that each point has one unk-
nown and one known variable associated with it. The exception, shown in Fig. 5.10, occurs at
comners in the Dirichlet I", boundary. u is known, but there are rwo unknown ¢ variables
since there are two outward normals and the outward norma! flux is not zero for both of them.
The authors of [55] describe two ways of dealing with this problem. The first is the partially
discontinuous element. In this method, two separate but ciose nodes are used to model the

corrier. This preserves the rule that each point has only one unknown associated with it. A
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(b)

Figure 5.5 Multiply connected regions and their contours.
(a) total contours (b) net contours

more accurate method, adopted in [S5] and adopted by us, is the double node where the
corner nede is treated as having two unknowns gq;; and g;o. The G;; coefficient of a normal
node is made of the sum of the two contributions from the two segments to its immediate lef:
and right, as in (5.19); here, the coefficient for g;; is only the contribution from the segment

Jj 1 and similarly for g;o. In other words,
Gijl = JG le“‘ ar (5.22)
i
Gijo = Ir ij}“‘ dr (5.23)
jo
Because of the extra unknown, an extra equation will be needed. This can be formed by plac-

ing the deita source anywhere else on the boundary, except at the segment endpoints (where

all the previcus delta sources have been placed). As in {55], we choose to place it at the mid-

point of segment j1. Unlike the other N equations, the poteniial and flux at the delta source
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Figure 5.10 Double-node condition.

point are not considered unknowns to be soived for since by the very definition of the linear
approximafion we are using, these quantities are only the arithmetic mean of those at the end-
points of the segment. Thus the H;; coefficient does not have the same meaning for the extra
equation as for the other normal N equations. Because the delta source is on a smooth sur-
face, the ¢ terin in (5.8) is 0.5. Since the delta point has no unknown of its own, and hence
no coefficient of its own to add this ¢ correction term, we can add it to the H coefficient

associated with one of the segment endpoints, i.e., H;; or H;_,.

5.4.3 Properties of the Resuiting Linear System

The flux and potential produced by a delta source placed at one part of the boundary are
nonvanishing at every other part of the boundary. Thus, any point couples to every other
point and the resulting matrix A defined in (5.21) is tull. The matrix is, in general, asym-
metric since the ' and G matrices of which it is comprised are asymmetric as well, because
the H and G coupling coefficients between two points do not depend only on the distance

between the points (which is the same no matter which point has the delta source placed on




it). The coefficients also depend on the length and orientation of the segments the points are
on. If these are not symmetric, then neither is the matrix. Also the system is not guaranteed to
converge using relaxation methods, thus requiring the fuil LU factorization to solve the sys-

tem.

Thus, even though the BEM system of equations is significantly smaller than the
corresponding FEM or the finite difference method (FDM) [52] system which yields the same
accuracy, it does not have the advantages of sparsity and symmetry that the FEM system
does. Also the computation of the coefficients in BEM are more expensive than in FEM or
FDM. Thus the question remains which system is faster to solve. Comparison in [S5] of the
computation time between both BEM and FDM using the same shapes has shown that the
BEM system is still faster, by factors as large as 3 to 7. The more complicated the shape, in
fact, the larger the savings. A simple FEM program written as part of this work has shown
that F:M with uniform grids to be slower than BEM as well for the same accuracy, even with

sparsity and symmetry of the system taken advantage of.

In [55], for simple shapes most of the computation time was due to computing the matrix
coefficients. The authors evaluate the integrals in (5.18) and (5.19) numerically, probabiv by
some special techniques because the kernels of the integrands bhecom= singuiar at the delta
source point. in our approach, we try to decrease computation tizne and improve accuracy by

calculating the coefficienits analytically.

5.4.4 Analytical Calculation of Matrix H and Matrix G Coefficients

Tce calculate the contribution of a segment to H;; and G;, without loss of generalization,

we shift the coordinate system so that the delta source point ¢ is at the origin and rowate the
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axes so that the segment with point j as its endpoint is vertical and assume that the contour
integration direction is the positive y direction (dI" = dy). We also assume that the outward
normal n is i.. Point j is located at y| and point j + | at y, with x as the directed distance
between the delta source and the segment (Fig. 5.11). If the actual contour direction is in the
negative y-direction, then H;; and G,; are negated. The H;; is also ncgated if the actual out-
watd normal in the layout is --i .

The interpolation function T} in (5.35) and (5.36) and 4~ and ¢ in terms of this new
coordinate system are

Yoy

T m (5.24)
£0 Y=Y
PRI RN (x%y % (5.25)
2n 4n ’ '
* au * au * —X ] -
g = T e = P (5.26)
1 on dx 21t in (x 74y %)

Substituting the above into the contributions H;;o and G, of (5.18) and (5.19), respectively,

yields:
Y2 -
—X Yoy
J T2 ?ﬂ(yz“)’l) x24y?
] (5.27)
N M__':_l____ , [tan 1 Y2 i -1 "X__l_ + m x2+y22
Ay ,~y 1) [ x 24y
. Y2 2 n
Giig(x,y1yg) = ————"" (vo-y)in(x“+y“)dy
40 S s T
= ! 2y vln/x +v“)—-2v +2x tan =Ly
B A B X tan —
8n(y -y ) i : + J 29

Ya

l]
2 2,2
- {(x4+y {Rn(r +y )“IJM
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where terms have been grouped as much as possible to reduce the number of evaluations of
logarithmic functions first and then the number of floating point divides and multiplics. The

singuiarities of the kernel are integrated out.

Note that for certain zero values of x, y, or y, the above functions can be simplified. To
save computation, we check for these conditions and use intermediate variables to eliminate

redundant operations.

The contribution of the other segment (with points j and j—1 as its endpoints) yields
H;;) and G;;, and is calculated much the same way, except that T, is used as the interpola-
tion function since point j now fulfills the same role for this stgment as potat j+1 did for the

first segment. In fact, if one designates the coordinate of point j--1 as y, and redefines x with

respect to the new segment, one finds that

Hj(xy gy 1) = —Hjolx,y 1.7 0) (5.29)
Gijl(-“ Yoy = -G'.'jo(x Y1 Yo) (5.30)

Thus one function can be used to evaluate both parts of H;; and similarly for G;;.

delta ! point j+1 L (x’yz)
source | __ i

' |
I (x,0)

== = = xy)

| point |

pointi | (0,0)
!
|

Figure 5.11 Setup for analytical calculation of H;; and G;; coefficients.
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5.4.5 Current Calculation

After the system is solved, all of the q’s are known and can be used to solve for the
current. The current through any terminal equals the sum of the currents through the segments
that compose that terminal. To find the current through the segment in Fig. 5.11, let ¢, and

q 7 be the solved values at y, and y,, respectively. Then on the segment

29,1+ 1~y)
g = O=y29,+0 1=y )42 (5.31)
Yi—Y2

Substituting this in the definition of / in (5.2) yields

l Y2
[ = —t a1+ =), d
R Ory ) j,v. =Yg+ (1=y)q2 dy .
_ @1+9)b2y ) '
- 2R

s

In summary, in this section we have derived the bcundary element method which solves
Laplace’s equation by first transforming it from a statement about the potential over an area
domain into an equation on the boundary of that domain. Then this resulting contour equation
is approximately solved by discretizing it into a linear algebraic system using linear approxi-
mations to the potential and flux on the boundary. The method was further generalized for
multiply connected regions. Solving the linear system yielded the outward normal flux at
discrete points on the boundary, which were then used to calculate the current flowing through

the terminals in the original probiem.

5.5 Comparison with Finite Element Method (FEM)

In this section we compare BEM with a FEM method that directly computes resistance.

The FEM will be used later in conjunction with BEM to extract the capacitance model.
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Again, in this section, we assume normalized R; = 1 and normalized C,, = 1.

In [56] a method of replacing a triangle of an FEM mesh with an equivalent three-
terminal delta RC network and a rectangle with its four-terminal RC equivalent is derived.
The rectangle is of interest to us since the layout shapes considered in this thesis are all rectil-
inear due to the Manhattan geometry. The rectangular mesh model and its equations are

shown in Fig. 5.12.

R1=2xl/y (5.33a)
R2=12y/x (5.33b)
C=xy’ (5.33¢)

Replacing all of the mesh rectangles with their equivalent delta networks yields a
detailed RC network model of the segment being modeled. Considering the resistance network
alone, by collapsing all nodes on one terminal into a single terminal node and using delta-Y
transformation of to eliminate internal nodes yield the equivalent star model. In Section 5.6
below, we show how this method can be used in conjunction with BEM to extract the capaci-
tance of bus segments. However, for now, we consider it to be representative of FEM

methods to do a comparison with BEM for resistance extraction.
R1

-l KX P
A 3 3
y C/4 C/a
el
d
c/4 T ~ R _I. C/4
e

Figure 5.12 RC equivalent of rectangular mesh element.
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now, we consider it to be representative of FEM methods to do a comparison with BEM for

resistance extraction.

Shown in Fig. 5.13 are shapes for which the author of [56] uses the al;uve FEM method
with an adaptive mesh to calculate the resistance. The resultaut absolute percentage error in
resistance vs. number of nodes is plotted next to each shape. The performance of BEM using
a simple uniform grid is also plotted. Clearly BEM outperforms FEM since for every desired
level of accuracy, BEM requires a significantly fewer number of nodes, even without the

benefit of an adaptive mesh.

5.6 JET2 Capacitance Mode! Extraction

In JET2, a bus segment is simply modeled as a parallel plate capacitor to determine the
total capacitance to ground. JET2 improves over JET in distributing this capacitance among
the terminal nodes of the segment’s RC model. The next section describes how a combination
of the finite element method and a special node reduction technique determines the distribu-
tion of capacitance among the terminals so as to accurately model the transient response of
the bus segment. For primitives shown in Fig. 5.4, the resulting capacitance to ground at each
node is stored in a look-up table. For nonprimitives, the capacitance model extraction is done
on-the-fly.

We first divide the bus segment into many rectangles. Then the FEM method described
in Section 5.5 is used to replace each rectangle with a simple RC model (Fig. 5.12). This
yields a detailed RC network for the whole bus segment which accurately models its distri-
buted RC effects. Note that since each rectangular element has a total capacitance to ground

equal to its parallel plate capacitance, the sum of all the capacitances in the overall segment’s
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RC model is equal to its parallel plate capacitance as well.

The FEM method usuvally produces a very large RC model for the segment, depending
on the number of grids chosen to model the segment. We would like to simplify the network
into a delta model while still retaining the essence of its transient response. Reference [56]
presents an RC network node raduction method based on Elmore time constants [57] that does

just that. The final simplified network has the following properties:

1) The Elmore delay between any two terminal nodes is the same as that of the original
network.

2) The terminal resistance parameters of the network are preserved.

3) No additional coupling capacitances are introduced.

-+ The total capacitance to ground of the finai network is equal to that of the original net-
work.
Thus the transmission properties of the detailed RC network are accurately preserved. The

node elimination formulas [56] for networks that contain no coupling capacitance are

3 - (5.34a)
m
m=1m#k
Ce8
C'/=C; + “—\TEE‘L-‘— i#k
i_,d - (5.34b)
m
m=1.mzk

where the above is for the elimination of node k. All of the above four properties are
preserved after each node elimination and hence are preserved in the final network. After
eliminaticn of all internal nodes, a delta model is obtained with all the capacitances still con-

nected to ground.
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Figure 5.14 Step response of T primitive using three RC models.

129




Shown in Fig. 5.14 is a comparison of different RC miodels for the unit step response of
the T-junction primitive of wy/w, =35 (see Fig. 5.24 below for meaning of w, and w,) for
zero initial conditions. The input terminal is one of the symmetric terminals with the other ter-
minals floating. The output terminal is the asymmetric one. The most accurate model is
"fem" which uses a rectangular mesh of 400 nodes. Thus we want the other two simpler
models to approximate the response of this first model. The other two fnodels are "eimore,"
which uses the above node reduction technique to reduce the model to three terminals, and
"simple,” also reduces the model to three terminals with the same resistance values as
"elmore," bi't with the total capacitance C equally distributed to each node as C/3. The figure

shows that the Elmore model is very accuraie.

Because the Elmore node reduction technique does not alter the multiport resistance
parameters of the network, one can determine them from some other method that converges
faster to the correct resistance values, such as BEM. Hence the resistances from the simplified
network are ignored, and the resistance values obtained by BEM, which are more accurate,
are retained. The lumped capacitances at each terminal of the simplified network are kept and
used for the capacitances of our model. This hybrid approach is used in JET2, as explained

next.

5.7 RC Models of Primitives

The rectangular segment and the L primitive have analytical resistance modeis. The
resistances for the other primitives are stored in tables. For ail of the primitives, except for the
rectangular segment, the fraction of ground capacitance distributed to a terminal node 15 stored

in tables.
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§.7.1 Rectanguiar Segment
The model of Fig. 5.15, where R = L/W and C is the total ground capacitance, has the

same Elmore delay as a detailed distributed RC model [S6].

The added improvement in this medel is that C now takes into account fringing capaci-

tance as well as parallel plate c:pacitance. Using the model in Fig. 5.16, from [58] we have

t
w.—«—
C =¢l 2 w2+
h 2h 2
ln(l ‘\/——-(—— 2))
r (5.35)
T (1~0.5043 ——)
C=¢l| >+ 2k +147| w < =
h 2h 2
ln(1+——-+'\/—( +2))

where t = thickness of the metal, h = height above the ground plane, and ! = length of the
resistor, and the metal is surrounded by a material of dielectric constant €. The first term in
the bracket is the normal paralle! plate coutribution and the second term is due to the fringing
field. The above formulas are accurate except when r<h. If ¢+ and h are not specified, JET2
uses only the parallel plate model and C,,. For the case of metai2, which migh' be embedded
in a different dielectric than metall (Fig. 5.17), the fringing term in (5.35) is multiplied by a

correction factor of (1 +g,/€,)/2 [13].

vvv rF

— T T
4“ L— c/2

Figure 5.15 Rectangular segment model.
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Figure 5.16 Ground capacitance model for rectangular segment.
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Figure 5.17 Differing dielectrics.

5.7.2 L Primitive

In the model shown in Fig. 5.18, R is given analytically in {59] as

2_4 al max(wq,w,)
R=R, |+~ Zim—3ay, a2t e @zl TEY 50 536
a ®  g%4] na a’+] min (w W ;)

where width ratio a reflects R(w,w,) = R(w,,w,). The resistance R versus a is plotted in
Fig. 5.19. The total capacitance to ground C for this and the rest of the primitives is derived
from thz parallel plate model. In this case, the total capacitance is:

C=Cuiwl +wi +wwy) (5.37)

The plot of the normalized Elmore capacitance C/C of the smaller width terminal versus
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rigure 5.18 I.-bend model from JET2.
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Figure 5.19 L-bend resistance vs. width ratio.
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Figure 5.20 C1/C vs. width ratic (L bend).

integer values of a is shown in Fig. 5.20. They are computed by using the RC network node
reduction method mentioned above applied to a fine rectangular mesh. These normalized
capacitances are stored in 2 lock-up table indczed by the width ratio. Normalized capaci-
tances for other width ratios are determined by linear interpclation and extrapolation. This
table look-up method is als¢ used for the rest of the primitives in determining the Elmore
capacitance. The capacitances of the other terminails in the pnmitives are determined by sym-

metry and the fact that all of the Elmore capacitaaces add up to C.

8.7.3 T Primitive

The three-terminal model ic shown in Fig. 5.21. Note that hecause of symmetry, only

two conductances have o b: computed. The conductances are computed for integer values of

wa/w, and w/w, (plotted ii: Fig. 5.22) using BEM with a very high number ot nodes. These




conductances are stored in a look-up table indexed by the width ratio. Conductances for other
ratios are linearly interpolated or extrapolated from table values. This look-up table mcthod is
also used for the rest of the primitives. The total capacitance is

C=CrQRwl+w? ~wwy) (5.38)
and the normalized Elmore capacitance for the symmetric verminal is plotted in Fig. 5.23 for
integers wo/w; and wy/w,. This primitive is an example of the hybrid lBEM—FEM approach
since the conductances are precomputed by BEM and the capacitances are precomputed by

FEM.

Figure 5.21 T-section mode!.
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Figure 5.22 T-section conductance vs.width ratio.
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Figure 5.23 C1/C vs. width ratio (T juncticn).

5.7.4 Four-Way Junction Primitive

The four-terminal model is shown in Fig. 5.24. Because of symmetry, only three conduc-
tances have to be computed. Actually in the look-up table only two conductances have to be
stored (G1 and G2) because G 3{wy,w,) = G2(w,,w,) due to further symmectry. The conduc-
tance versus width ratio is plotted in Fig. 5.25. The capacitance is

C=C2wl+w? +ww,) (5.39)

and the normalized Elmore capacitance of the smaller terminal is piotted in Fig. 5.26.

136




@ 31 @

L 1
- wi gl T
o ci c2-Ct
R @ w2 Gt a1
S w2
o Four-way wi
.,". @ @O o T ®
. Figure 5.24 Four-way junction model.
Canductance (rhoe)
- L 028 . ““ swe @
el .- - ecQ2
024 — = bl <~}
» - -
B 2.4
- | 4
PRALE s
A 0B —wwegg—
"rtene, N
020 / . Pouagy. . b LT TTYP SR
Vg 7 owany
5 013 4
/
S /
0.16 vy
Qa.l4 \\
v on N
0.10 L\\
0.08
: e,
0.06
100 400 £00 $.00 10.00
Ny -3
i wi
S Figure 5.25 Four-way conductance vs.width ratios.
. n”,;‘ “
RN 137
B




cue

e —

)
N
AN

b
0.2 \
| —.
\4_\\
00 4.0 6.00 8.00 10.00
N

Figure 5.26 C1/C vs. width ratio (four-way).
5.7.5 Contact Primitive
The three-terminal modei is shown in Fig. 5.27. Because of symmetry, only two conduc-
tances have to be computed. Besides being dependent on the width ratio, the ¢onductance is
also a function of how far the «contact 1is off center, measured by
shift = min (a/(w-w_),1—-a/(w-w,)), where the meaning of a is shown in Fig. 5.27. Shift
thus varies from O to 0.5. The conductance versus width ratio and shift is plotted in Fig.

5.28. The total capacitance is

C=C,w (Cw+w,)-w?2 (5.40)

and the normalized Elmore capacitance of the center terminal is plotted in Fig. 5.29. Like the

conductance, the normalized Elmore capacitance is a function of the shift parameter as well.
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Figure 5.27 Contact primitive.
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5.8 Algorithms and Data Structures of JET2
5.8.1 Structure of JET2

The basic structure of JET2 is shown in Fig. 5.30 and a more detailed algoerithin is given

below:
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LAYER=metait P g Analyze Bus
v P o read in rectangles of
Analvze B a LAYER into data
a yz; us \ structure :
LAYER=metal2 | \
v \ partition LAYER
Analyze Bus \
v v identity primitives and
DONE \ output RC models
\
\ do BEM-FEM analysis
\ on remaining shapes
\ ana output RC models

Figure 5.30 Basic structure of JET?2.

Main JET?2 algorithm
{Read technology parameters;
read in metall, metal2, diffusion contact, vias
duplicate via lis!
for each metal layer n
{break metal where overiaps via and diffusion
merge coniacts and metal lists
put layout in maximal vertical strip format
partiticn layout horizontally
put layout in rnaximnal horizontal strip format
partition layout vertically
assign node number to equipotential lines
identify primitives and output RC model
for each nonprimitive
{determine boundary
do rough FEM analysis
do BEM cn boundary
output RC model

}




A file containing a list of rectangles specifying metall, metal2 and vias, which comprise
the bus as well as the diffusion contacts that connect the bus to transistors, is read into a data
structure of rectangles. Vertical and horizontal equipoteniial lines are selected by examining
each rectangle to see if it can be split according to the partitioning criterion given in Section
5.2. During this partitioning step, horizontal and vertical simple resistors are identified, since
unlike other primitives, they are composed of only one rectangle and .we already examine
each rectangle individually in the partitioring step. A horizontal resistor has horizontal current
flow and is bounded by vertical equipotential lines. A vertical resistor has vertical current flow
and is bounded by horizontal equipotential lines. Node numbers are then assigned to the edges
of rectangles that coincide with these partiiions. Next, starting with the first rectangle ¢ in the
data structure, we start accumulating rectangles that touch this rectangle and each other. Accu-
mulation is stopped when the group of abutting rectangles topologically match a primitive or
when it is impossible for the group to match any primitive. Both possibilities are determined
by a decision tree. If a group does match a primitive, it is removed from the data structure
and has its RC model outputted. Regardless of matching, we go to rectangle / + 1 and repeat.
Once all primitives have been identified, the data structure is scanned again for groups of rec-
tangles that touch each other and are bounded by equipotential or insuiating edges. The boun-
dary of this group is extracted and put into a data structure of points and the rectangles are
removed from the data structure. The structure of points is analvzed by a boundary element
routine which outputs the structure’s RC model. This is done for each group of rectangles
until the original data structure has no more noncontact rectangles left.

Once this whole process is done for metall, it is repeated for metal2. The two circuit

netlists for metall and metal? are connected by the node numbers of the vias, which are given




in the input file to JET2. Thus the vias are implicitly treated as perfect nodes; hence, current

crowding effects around the vias are ignored. Accurate modeling of vias still has to be done.

The main data structures and algorithms used in the program will now be presented.

5.8.2 Rectangular Data Structure

The layout data for a given layer are read into a doubly linked list of rectangles whose

elements are of the form:

ctruct rectlist
{int rx, uy, Ix, dy;
char right, left, up, down;
short node_up, node_down, node_right, node_left;
char type;
boolean visited;
struet -rectlist *next, *prev;

}

rx and uy are the x and y coordinates, respectively, of the upper-right comer of the rec-
tangle. Ix and dy are coordinates of the lower-left corner. right, left, up and down mark each
of the four edges of the rectangle as being in | of 3 states: INSULATOR, EQUIPOT, or
TOUCH. INSULATOR means the edge has no current flowing through it, ie., it does not
touch any other rectangle. EQUIPOT means the edge is an equipotential line. This occurs

when either the edge is completely engulfed by a contact or was created by partitioning.

touch

touc!

touch | touch

touch

Figure 5.31 Edges with status of TOUCH.




TOUCH refers to any edge not covered by the previous states (Fig. 5.31). A "TOUCH" edge

indicates that current bends as it passes through that edge.

node _up, node_down, node_right, node_left apply to their respective edges if that
edge’s status is EQUIPOT. They specify the node in the final RC model that their edge
corresponds to. If the edge’s status is not EQUIPOT, then the value of node_** is
NO_NODE_NUM. These node numbers are either already assigned to the edge during data
structure initialization if their rectangle is listed as a diffusion contact in the input file or they

are assigned after partitioning as mentioned in Section 5.8.1.

type takes on the values CONTACT, SIMPLE, and REGULAR which indicate if the

whole rectangle is either a contact, simple resistor, or neither. This is necessary since contact

rectangle lists are merged with a metal list. visited (TRUE or FALSE: indicates, during a
recursive traversal of all the rectangles in the list, whether the rectangle has been processed
already. next and prev are pointers to the next and previous rectangles in the list. The first
and last elements in the list do not correspond to any rectangle. They are just a header and

tail. The data structure field values for a shape are shown in Fig. 5.32.
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~, ™4008 right TOUCH

4 uy so8 left  EQUIPOT
Ix 500 up  INSULATOR
dy 4000  down INSULATOR
node_up NO_NODE _NUM
node_down NO_NODE_NUM

node_left 5
node_right NO_NODE _NUM
type REGULAR

Figuse 5.32 Values of fields in rectiist data structure for typical rectangle.




5.8.3 Maximal Veriical and Horizontal Strip Formats

To horizontally partition the layout with vertical equipotential lines, it is necessary to
first put the metal layout into maximal vertical strip (MVS) format. The two properties of
MYVS format are: 1) all the rectangles of one layer are as vertically tall as possible (i.e., no
rectangle touches any other rectangle of the same layer on the top or bottom edge) and 2)
these vertical rectangles are as wide as possible. Figure 5.33(a) shows a metal layout not in
MVS format. Figure 5.33(d) shows the same !ayout in MVS format. The algorithm for put-
ting an arbitrary layer of rectangles (given by the data structure in the previous secticn) into

MVS format [51] is given below with the intermediate steps shown in Fig. 5.33(a)-(d):

11
i

(a) lnitially not MVS  (b) split vertically and horizontally  (¢) combine verticaily (d) coinbine honzontally

Figure 5.33 Steps in MVS algorithin.

Procedure MVS

. For each rectangle, split current rectangle into left and right pieces it either left or right

edge of another rectangle is within the lett aad nght limits of current rectangle.




S 2. For each rectangle, spiit cnrrent rectangle inte upper and !ower pieces if either upper or

lower edge of another rectangle is within upper and lower limits of current rectangle.
3.  owoine rectangles in y -direction as much as possible.

4. Combine ractangles in x ~-direction as much as possibie.

0 (a) Improper (b) Proper

, ;l'F- Figure 5.34 Exception to Step 4 of MVS algorithmn.

0 Property | rnaximizes the vertical cross-sectional area that the hcrizontal current fiows

into and ensures that the top and bottom edges are not touched by any other rectangle of the

z’b same layer. Pronerty 2 ensures that the ieft and nght edges of the rectangie are bordered

¢ither by an insulating or equipotential region or a rectangle of the same layer that causes a

%‘ pend in the current flow. The >nly problen: is that a bead in the current flow can also be |

caused by a contact, waich is a rectacgle in another layer, as shown in Fig. 5.34(a). Thus

1 step 4 of the MV aigorithm where the rectangles are combined horizontaily if possible has to

“ be medified to take care of this case. The correct partition is shown in 5.34(b) Now the top
and boron, edges of each rectangle are guaraateed not to have a status of TOUCH.

, , After MVS foymatting, any rectangie with a icp and bottom edge status of INSULATOR

is @ candidate for partitioning by vertical linss as the various cases of Fig. 5.35 show.
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Arbitrary L and W

Figure 5.35 Partitioning of various cases.
Vertical partitioning uses maximal horizontal strip (MHS) format, which is completely
analogous to MVS. The only difference is that since MHS formaiting is dore after MVS for-
matting and horizontal partitioning, it is not allowed to split or combine any horizontal resis-

tors, thus undoing previous work.
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5.8.4 Primitive Identification

As mentioned before, primitive identification is doae nn the fly as edjacent rectangles are
accumulated. This saves time by avoiding the further search of adjacent rectangles when the
accurnulated group is clearly not a primitive any longer. Searching for a rectangle that
touches the current one is an O (N%%) process in the average case for a layout of N rectangles
and is an OQ(N) process in the worst case and should be avoided wheﬁ possible. A binary
decision tree/algorithin does this identification for the noncontact primitive topologies in MHS
format given in Fig. 5.236. Each added rectangle causes a branch in the tree to be taken and
possible matches to <ertain primitives tu be elinﬁna}ed. If a match 1s found, the group of rec-
tangles is removed from the list and matching continues with the next rectangle on the list.
The contact primitive topologies shown in Fig. §.37 are handled in a totally separate search of

tne data structure and have tneir own decision trees for the sake of simplicity and debugging.

—

Figure 5.36 MHS formn of all possible topelogies of noncontact primitives.

148



Figure 5.37 MHS form of ail pussible topologies of contact primitive.

5.8.5 Contour Data Structure

The contour of the remaining nonprimitives is stored in the following data structure,

which is visually represented in Fig. 5.38:

struct contour {Boolean is_contact,
int portnum;
struct point firstpoint, lastpoint;
}

struct point  {int X, y;
short nodenum,numprevious,pumnext;
boolean comner, nextq;
signed char fluxdir;
1
!

As seen ‘n Fig. 5.38, the total contour is a linked list of individual contours, with the
first contour being the external boundary and the remaining contours, if any, being holes and
internal contacts. Each contour is a circularly linked list of points, with the external boundary
poirts stored ciockwise and other points stored counierclockwise. The difference in or.cnta-
tion is necessary for proper evaluation of the contour integrals. is contact is TRUE if the
contour is a contact. festpoint and lastpeint point to the first and last points of the contour.

purtnum indicates how many terminals the contour has.
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Figurs 5.38 Contour data stucture for a non-primitive.

x and ¥ are the coordinates of the point. node_num is the node number in the final RC

f model of the node that the point belongs to. It equals NO_NODE_NUM if the point belongs
to an insulating edge. When BEM is applied, a system of linear equations is formed with

each puint comresponding to an unknowrn. numnext is the index of the unknowun belonging to
that point. For double nodes (Section 5.4.2) with two unknowns, numanext is the index for g,

and numprevious of g;; (Fig. 5.9). corner is TRUE if the point is at a comer. nextq is
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TRUE if the contour segment between the point and the next point is a conducting edge, i.e.,

g is unknown on that segment. Huxdir = | if the outward normal n on the segiment between

the point and the next point is i; or i,; otherwise, fluxdir = —1. next points to the next point

on the contour. The contour of a group of abutiting rectangles is produced by the following

algorithm from [60]:

1. Place vertical edges of all rectangles in a list (an edge is two points with the first point
pointing to the second point and the second point being clockwise on the rectangle to the
first).

2. Sort points in the list according to increasing y-coordinate.

3. Sort groups of points with same y-coordinate according to increasing x-coordinate.

4. Link point 2k — 1 with point 2k for 1 </ < N/2 (N is the number of points) to form the

horizontal edges.

This algorithm is O (NlogN) since sorting is asymptotically the most expensive step.

5.8.6 FEM Analysis

To do a rough finite element analysis on the nonprimitives, the abutting group of rectan-
gles in the contour extraction methcd of is removed from the main list and placed itto their
own list. Then they are broken into smaller rectangles according to steps 1 and 2 of the MVS
procedure. After each corner is numbered, the FEM method of Section 5.5 is used to form an
RC model, which is then reduced using the Elmore time constant-preserving node reduction

technique of Section 5.6.
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5.8.7 BEM Algorithm

Given below is the BEM algorithm, executed after the contour formation step:

Procedure BEM
if number of terminals P 2 2
{ multiply all coordinates in the contour by 3;
divide each contour segment into 3 segments;
clear matrix A (N x N) and source matrix B (N x P);
for each delta source p at a node on the contour
for each observation point q at a node on the contour
{form matrix A coefficient;
form contribution to source vectors on left;
}
solve matrix equation AX=B;
determine and output conductances from matrix X;

}

The contour coordinates are multiplied by 3; since they are stored as integers, dividing a

boundary segment into three pieces must yield integer coordinates also.




6. SUMMARY AND CONCLUSIONS

In this report, we have described our progress on the development of current estimation
techniques for reliability analysis of VLSI circuits.

In Chapter 2, we have described our progress in developing and implementing the proba-
bilistic simulation approach for estimating average and variance currcnt'wavcform drawn by
digital CMOS gates at contact point to the power bus for electromigration analysis and for
average power estimation. Improvements in both computational speed and accuracy have
been made. In particular, a new method of calculating the stochastic properties of the
equivalent edge of a channel-connected subcircuit during elimination has beeun derived, which
improves the accuracy of the estimation. The calculated expected value for all the examples
we simulated was within 3% of the expected value calculated through exhaustive SPICE-like
simulation, while our previous method was at times 50% off. For the variance our method
was within 12% of the exhaustively calculated value, while the previous method was an order
of magnitude away in the worst case. The calculation of the stochastic quantities of the
equivalent edge during switching is performed in a different fashion. The new method is
straightforward and, as the examples show, more accurate than the previous one. In addition,
the calculation of the delay through a gate is treated from a different perspective, producirg
more accurate results compared to the previous method. Finaily, with the introduction of the
correlation coefficient method into probabilistic simulation the important issue of signal
dependencies is addressed and, although some error remains, execution time and memory
usage are kept within reasonable bounds, which permits the simulation of large circuits. The
approach has been implemented in program iProbe-c. We are currently working on extending

the approach to include current estimation in sequential circuits, gates with pass transistors,
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and mixed-signal designs.

In Chapter 3, we have described the application of probabilistic simulation techriques for
estimating hot-carrier induced degradation within the transistors of VLSI CMOS digital cir-
cuits. Since HCE in a transistor depends on the current flowing through it when the transistor
is operating in the saturation region, which in turn, is a function of the input signal slew rate,
we have extended the probabilistic approach to include signal slew rafe. We have imple-
mented the method in another version of iProbe, called iProbe-d. We have also proposed a
redesign strategy, based on the simulation results, that calls for interchanging signal connec-
tions, depending on the average switching f‘requenéies of the signals, at inputs to transistors
connected in series to reduce overall HCE degradation. Since HCE degradation affects the
timing of .a circuit, we have also combined HCE degridation estimation with critical path
analysis The aim is to analyze HCE caused degradation effects on timing along critical paths
in the design and recommend redesign strategies to op.imize long term circt it performance.

More work needs to be done in this area.

In Clapter 4, we have described a linear time algrithm (iMax) that computes maximum
currents in the supply lines. Most of the previous alg rithms on maximum current estirnation
suffer from exponential complexity and are not acequate for large circuits. Qur approach
avoids exponentiaf complexity by adopting a paiter:: independent approach. The results pro-
duced by the algorithm are within acceptable bcunds for most circuits. We have also
presented a new partial input enumeration algorithra that partially resolves the signal correla-
tions and further improves the upper bound obtained from iMax. The algorithm is based on

the bes: first search (BFS) technique and represerts a jood time-accuracy trade-off. The PIK

algorithm involves a search procedure, but this search i1eed not be carried too deep io cbtain




good results The algorithm is quite applicable to VLSI circuits, as is demonstrated by the
experimental resuits on circuits with up to 22,000 gates. In our future research, we plan to
extend the study to include beiter gate delay and current models and to identify troublesome

voltage drop sites in supply lines, using RC models, from the maximum current estimates.

In Chapter 5. we explain the methods used in the RC bus extractor JET2. Unlike our
previous extractor on which it is based, JET2 does not require human intérvention to edit sec-
tions of the layovt to complete the extraction. It does this by using the BEM with a uniform
grid of three linear boundary elements per edge to model the multiport conductances of a bus
segment. It uses finite element analysis and an Elrﬁore time constant-preserving node reduc-
tion technique to model the distributed capacitance of bus segments. For primitives, the 1esult-
ing lumped capacitance at each node as a percentage of the total capacitance to ground is
stored in a look-up tablc. The lumped capacitance for noaprimitives is done on-the-fly using
FEM with 4 coarse grid. These methods lead to more accurate models for both the primitives

and nonprimitives.

JET2 can still be improved. Most of the runtime on large liyouts is spent on the BEM
and specifically on the computation of the boundary element coefficients rather than geometric
processing of the layout and primitive identification. This can be reduced by either having a
larger static table of primitives or storing shapes in a dynamic table as they are encountered to
build a set of primitives particular to that layout. Another solution wouid be (0 improve the
calculation time of the coefficients. Numerical integration via Gaussian quadrature might be
effective in trading some speed for accuracv. Another improvement is the handling of non-
Manhattan geometries, most probably those with a fixed number of slopes. This would require

major changes in the data structure and geometric preprocessing algorithms. The BEM is
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however well-suited to nonrectilincar geometries and would requirc minor changes in the
functions that compute the linear system coefficients. The rough FEM analysis however would
need a full-blown triangularization algorithm. Finally as featwre sizes scale down, accuraie 3-
D capacitance models will be needed, especially as coupling capacitance bcc;ome more impor-
tant. JET2 has only a crude 3-D model for an interconnect that can be modeled as a simple

resistor. This model does not take coupling capacitance into account.

In summary, this work has focused mainly on analysis and modeling issues, which are
the first steps needed for including physical reliability issues in large circuit design. Even
though more work still needs to be done on impro‘)ing the analysis and modeling techniques,
the next step is to integrate the results into a design system so that reliability measures can be

included at all levels in the design process, together with other design objectives, such as tim-

ing, area, and system performance.
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