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CHAPTER I

INTRODUCTION

The objective of this research is to generalize innovative two-dimensional mobile-

bed modelling techniques, recently developed at the Iowa Institute of Hydraulic Research,

and to merge these techniques with the CH3D three-dimensional hydrodynamic simulation

code, thus generalizing CH3D to include mobile-bed processes (such as aggradation and

scour, bed-material sorting, and movement of both bedload and suspended load of nonuni-

form sediment mixtures).'

During the past several years research efforts at the Iowa Institute of Hydraulic

Research (IIHR) have been devoted to development of a new generation of two-

dimensional mobile-bed modelling. The distinguishing technical features of this new gen-

eration include the following features:

1. - The fact that the same sediment particle can move either in suspension or as

bedload, depending on local flow conditions, is explicitly recognized. This
removes the need to assume any specific transport mode in advance.

2. - Criteria for distinguishing between bedload and suspended-sediment trans-

port, as well as mechanisms defining exchange between the two, are

incorporated.

3. - A sediment mixture in a natural watercourse is represented through a suitable

number of size classes (with most mathematical relations for sediment written

for a particular size class).

4. - The global set of sediment equations for all size classes, taken as a whole and

solved simultaneously, describes the behavior of a nonuniform sediment,

including natural phenomena such as differential settling, armoring and

hydraulic sorting.

5. - The governing sediment equations have a clear analytical form which provides

for the possibility to analyze their mathematical character and choose proper

boundary conditions as well as the most appropriate numerical solution for

each of them.

6.- The procedure directly accounts for the effects of change in the sediment size

distribution at the bed surface, and change in bed elevation, on the flow field

through iterative coupling of the water and sediment equations.

The numerical model referred to in this report as C143D was developed from the CH3D-WES numerical model
developed at the U.S. Army Engineer Waterways Experiment Station as described in Johnson, B. H., et al. (1991). "User's
guide for a three-dimensional numerical hydrodynamic, salinity, and temperature model of Chesapeake Bay," Technical
Report HL-91-20, U.S. Army Engineer Waterways Experiment Station, Vicksburg, MS.



7.- The tensor form of the governing water and sediment equations is written for

an orthogonal curvilinear system, permitting ready representation of the

boundaries of natural watercourses.

8.- The new concept of sediment-transport and bed-evolution processes is

inspired by current qualitative understanding of particular aspects of sediment-

flow interaction. The derived sediment equations contain several so-called

auxiliary relations - terms that need to be evaluated by using empirical rela-

tions. However, the global concept and its associated numerical solution are

structured so as to avoid use of any particular empirical relation until the very

end of the derivations. Therefore, the overall structure of the new computa-

tional procedures remains independent of particular empirical expressions
used to evaluate the auxiliary relations.

These features, taken together, have made it possible to perform two-dimensional

mobile-bed simulation which is not subject to many of the traditional limitations, and which

incorporates a more realistic conceptualization of the governing physics than has heretofore

been possible. The proven hydrodynamic framework of the CH3D code for unsteady,

three-dimensional fixed-bed simulation provides an opportunity to implement the above
mobile-bed concepts in the three-dimensional environment.

Generalization of the IIHR two-dimensional mobile-bed modelling techniques, in
preparation for their implementation in CH3D, means not only performing a three-dimen-

sional generalization of the governing sediment equations, but also ensuring their compat-

ibility with the overall CH3D environment. Generalization thus comprises the following

specific tasks:

1. - Redefine the governing sediment equations in vector form and in standard

Cartesian coordinates. For example, compatibility with the CH3D environ-

ment requires that the non-constant density of the water-sediment mixture be

taken into account; that the three-dimensional suspended-sediment equation

include a 'fall-velocity' term; that mechanisms for exchange between bed
sediment and suspended sediment be redefined; and that several new auxiliary

relations be introduced (e.g. mass-diffusion coefficient, density of a mixture

containing water and suspended sediment); etc.
2.- Rederive the governing sediment equations in a-stretched coordinates (partial

coordinate transformation in the vertical direction).

3. - Nondimensionalize the governing sediment equations.
4. - Rederive the dimensionless sediment equations in general (nonorthogonal)

horizontal curvilinear coordinates.
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It does not appear to be necessary to anticipate direct coupling of the hydrodynamic

and sediment processes in CH3D. The partial explicitness of CH3D precludes the use of

large time steps at the present stage of development, so that the error involved in water-
sediment uncoupling at the scale of one time step (the order of several minutes) is not
judged to be serious. Furthermore, a small time step offers the possibility to couple

suspended- and bed-sediment computations in an iterative manner.

One of the implications of short-term uncoupling of sediment and hydrodynamics

operations is that a separate program module can be dedicated to the sediment operations.

The implication of iterative coupling of the suspended-sediment and bed-sediment opera-

tions is that different numerical methods can be used for, and separate program submodules

dedicated to, the suspended-sediment and bed-sediment computations.

Numerical solution of the suspended-sediment equations is based upon the

QUICKEST numerical method (Leonard (1979)), in order to ensure compatibility with the
existing CH3D salinity and temperature computations. The original QUICKEST method is
generalized to accommodate the appropriate terms in the three-dimensional suspended-

sediment equation in general curvilinear coordinates.

Numerical procedures for the bed-sediment equations are based on the previously-

developed two-dimensional numerical-solution algorithm for sediment equations. This

original IIHR two-dimensional solution was developed for both suspended- and bed-sedi-

ment operations (depth-averaged) expressed in dimensional equations in orthogonal curvi-
iinear coordinates. The IIHR method is redefined herein to be used for bed-sediment

operations only, in the context of dimensionless equations in general curvilinear

coordinates.

Even though they are contained in a separate program module, the sediment-opera-

tions developed for CH3D fully communicate with the rest of the CH3D code. The hydro-
dynamics operations in CH3D provide all the necessary hydrodynamic input required by

the sediment module (velocities, depths, etc.). The sediment module, in turn, communi-

cates changes in bed elevations (i.e. depths), bed-surface size-distributions (i.e. friction

coefficients) and density (due to the presence of suspended sediment) back to the CH3D

hydrodynamics operations.

Detailed documentation of the coding and use of mobile-bed capability in CH3D is
included herein, as well as results of tests performed on the Mississippi River near the Old

River Control Structure complex.

3



CHAPTER II

GOVERNING EQUATIONS

Concept of Sediment Transport and Bed Evolution

The concept of sediment transport and bed evolution, and the appropriate mathemat-

ical formulation, described herein, accounts for the following important aspects of

sediment-flow interaction in natural watercourses: suspended-sediment transport, bedload

transport, and interaction between the two; bed level changes; differential settling, hydraulic

sorting and armoring; interaction between the flow and changes in bed elevation and bed

surface size distribution; and washload transport.

Bedload Transport and Bed Evolution

Since it is difficult to account for the exact position and size of each sediment parti-

cle being entrained from the bed or ending its trajectory at a certain spot on the bed surface

(Fig. 1), a uniform size distribution is assumed inside a fimite elemental area of bed surface.

This elemental area must satisfy the condition that its dimension Al is not less than the

maximum average saltation length. If this requirement is satisfied, then the bedload flux

(taken as parallel to the bed surface) represents bedload exchange between two neighboring

elemental area&,.

Particle q b q b
Trajectory .l.

• u -*••o ". o . , .* .' o" a . .. P'. ' 'l

,.* .0. - *,

d.*..*. 6 , 0

* Al

75P..

Figure 1. Schematic Representation of Bed-Material Finite Elemental Volume.
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The notion of an active layer is introduced to obviate the need to account for the
position and size of each sediment particle below the bed surface that may, during erosion,
become exposed to the flow and become part of the bed surface. The active layer is defined

as an upper layer of the bed, including the bed surface, having a uniform size distribution
over its depth. It is assumed that all sediment particles of a given size class inside the active
layer are equally exposed to the flow irrespective of their location in the layer.

A finite elemental volume AV is defined as having dimension Al and a thickness
Em (Fig. 1). For a fixed active-layer floor elevation, the mass-conservation equation for

one particular size class of sediment in the active-layer elemental volume is written as fol-

lows:

PS(l 0 (P m) +V. b+Se -Sd =0 (1)

where p = porosity of the bed material, assumed to be constant; ps = density of sediment,

assumed to be constant; 0 = active-layer size fraction, defined as a ratio of the mass of par-
ticles of one particular size class inside the active-layer elemental volume AV to the mass
ps(I - p)AV of all sediment particles contained in AV; Se = suspended-sediment 'erosion'

source, representing the entrainment of sediment particles from the bed into suspension; Sd

= suspended-sediment 'deposition' source, representing gravitational settling of suspended

sediment particles onto the bed.

Subsurface material below the active-layer elemental volume is discretized into a
sequence of control volumes, one below the other, called herein stratum control volumes
(Fig. 2). Each stratum control volume has the same dimension Al as the active-layer ele-

mental volume above it. The bed material inside one stratum control volume is assumed to
have uniform size distribution.

The stratum control volume immediately below the active-layer elemental volume is
called the active-stratum control volume. It is possible, indeed likely, that the active-layer
elemental volume and active-stratum elemental volume have different size distributions.
The active-layer floor, which is at the same time an active-stratum ceiling, descends or rises
whenever the bed elevation changes due to deposition or erosion occurring in the active-

layer elemental volume. If, for example, the active-layer floor descends, some of the

material that belonged to the active-stratum control volume becomes part of the active-layer
elemental volume, whose homogeneous size distribution thus may change.

5



Z b-- E rnActive
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Zs$

Stratum 9-1 etc.

Figure 2. Stratum Control Volumes Below an Active-Layer Elemental Volume.

In order to represent the exchange of sediment particles between the active-layer

elemental volume and the active-stratum control volume due to active-layer floor move-

ment, another 'source' term is introduced, called herein the active-layer floor 'source' SF,

again specific to one particular size class of particles. The mass-conservation equation for a

size class of sediment particles in the active-layer elemental volume then reads:

ps(I) (J ttm) +-V.4b+Se- Sd -SF =0 (2)

Since the bedload flux is a vector parallel to the bed surface, the vector Eq.(2) is

essentially two-dimensional.

The mass oi a particular size class in the active-stratum control volume may change

only due to active-layer floor movement, i.e. due to exchange of material between the active

layer and active stratum, while the active-stratum floor elevation remains unchanged. This

is expressed by a mass-conservation equation written for each size class in the active-

stratum control volume:
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Ps( p)t [ps(zb - Em,)] + SF =O (3)

where zb = bed-surface level (bed elevation); P. = active-stratum size fraction; and

(zb - Em) - active-layer floor elevation, i.e. active-stratum ceiling.

Summation of the mass-conservation equations for all size classes in the active-

layer elemental volume and use of the basic constraint:

10 = 1 (4)

where 2 represents summation over all size classes, leads to the global mass-conservation

equation for the active-layer elemental volume:

aE
Ps (1-p)-- + (V. b+Se-Sd-SF)=0 (5)

A similar equation can be obtained for the active-stratum control volume:

Ps (l - p) a(zb Em) + SF = 0 (6)
at

where again Eq.(4) is invoked. Summation of Eqs.(5) and (6) gives the global mass-con-

servation equation for bed sediment:

Ps(l- p) ab + I(V" .b + Se - Sd)=0 (7)

which can be recognized as the familiar Exner equation with the addition of suspended-

sediment source terms. This last equation is again essentially two-dimensional, for the

bedload-flux vector is parallel to the bed surface.

When the overall bed slope is small, the mass-conservation equation for a particular

size class of active-layer sediment and global mass-conservation equation for bed sediment,

(Eqs.(2) and (7)), could be written in Cartesian coordinates as follows:

p~l~~)a 3 E m )+ Ž +Y S5e - F 0  (8)

ax ay
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PS(1- p)- + 22b-, + +Se-Sd =0 (9)

where qbx,qby = x- and y-direction components of the bedload flux.

Suspended-Sediment Transport

Under the assumption that the suspended sediment particles are advected essentially

by the local water velocity, except for the downward gravitational settling expressed

through the fall velocity, the mass-conservation equation for one particular size class of

suspended sediment in the elemental volume has toe following form in Cartesian coordi-

nates:

a(pc) a) ( ) p az(PCw

(10)

a ( DH a(pC ) +-~ a .. ' + -JDH a(pc))
ax ay a))

where p = density of a mixture of water and suspended sediment (all size classes); C :

dimensionless concentration, i.e. ratio of the mass pCdV of the particular size-class parti-
cles contained in elemental volume dV to the total mass of the elemental volume; wf = fall

velocity for suspended-sediment particles of a particular size class; uv,w = water-velocity
components; DH = horizontal mass-diffusivity coefficient; Dv = vertical mass-diffusivity

coefficient.

Suspended-Sediment Source Terms

The suspended-sediment 'erosion' source represents entrainment of active-layer and
bedload sediment particles into suspension. It is generally accepted that the entrainment of

near-bed sediment particles into suspension can be modeled as an upward near-bed mass

diffusion flux modified by 0 to reflect the availability of the particular size class in the

active-layer control volume:

8



S=-eD a(pC) )

Subscript 'a' denotes that the mass-diffusion flux is evaluated at a near-bed point some

distance a above the bed surface.
The suspended-sediment 'erosion' source is further modeled as:

Se = _pDv (pC)a+Aa - (pC)a (12)
Aa

where Ca is a near-bed concentration estimated in a way to reflect the action of near-bed

flow on the active-layer and bedload particles at a certain bed-surface location.
Concentration Ca+&a is a near-bed concentration extrapolated from the suspended-

sediment computations.

The suspended-sediment 'deposition' source represents gravitational settling of
sediment particles already in suspension, i.e. particles that have been entrained into sus-
pension elsewhere, or entered the model through a boundary, and transported as suspended

sediment until reaching the vicinity of a certain location on the bed surface. The
suspended-sediment 'deposition' source is modeled as a downward near-bed fall velocity

flux:

Sd = (WfPC)a+&a (13)

where concentration Ca+3 a is extrapolated from the suspended-sediment computations.

Subscript 'a + Aa' denotes that concentration Ca+,a is evaluated at some distance a + Aa

above the bed surface.

One should note that when Eq.(10) is integrated over the elemental volume next to
the bed, it must contain the same terms as described by Eqs. (11)-(13), i.e. downward
near-bed fall-velocity flux and upward near-bed mass diffusion flux modified by J.

Primary Sediment Unknowns and Auxiliary Relations

If the sediment mixture in a natural watercourse is represented by a total of KS
sediment size classes, then the following sediment variables are considered primary sedi-
ment unknowns: (1) bed-surface level zb and KS active-layer size fractions 03 for each

9



active-layer elemental volume; and (2) KS suspended-sediment concentrations C for each
elemental volume containing a mixture of water and suspended sediment.

The near-bed concentration C,, bedload flux qb , active-layer thickness Em, active-
layer floor 'source' SF, fall velocity wf, mass-diffusion coefficient D, and density of mix-
ture containing water and suspended sediment p are in general functions of flow variables

and primary sediment unknowns ahd are treated as auxiliary relations.
The basic nature of the auxiliary relations is described next. Beforehand, it is worth

mentioning that the present work establishes a reliable computational framework for solv-

ing the relevant conservation laws as correctly as possible, incorporating the best available

empirical information, that may be even site-specific for a particular application. The
numerical procedure for solution of the sediment equations is formulated without reference
to the specific empirical relations that ultimately must be invoked to evaluate the auxiliary
relations. This allows for use of any suitable empirical relation when evaluating a particular
auxiliary relation, and renders the formal numerical procedure independent of any specific
empirical relation. Details of empirical relations currently used to quantify the auxiliary
relations are presented in Chapter M.

The near-bed concentration Ca (for a particular size class of sediment) generally

depends on the near-bed flow characteristics and it is evaluated by using an appropriate
empirical relation, for example that of van Rijn (1984a).

The net bedload flux is represented herein as:

qb = (1 - T)•h& (14)

where qb = theoretical bedload capacity for a bed containing only sediment of the particular
size class, evaluated using an appropriate bedload predictor such as proposed by van Rijn
(1984a). This load is adjusted by ýh' a so called hiding factor accounting for the reduction
or increase in a particular size class transport rate when it is part of a mixture. Empirical
relations such as those proposed by Karim and Kennedy (1982) or Shen and Lu (1983) can
be used to evaluate ýh" The adjusted load is modified by 0 to reflect the availability of the
particular size class in the active-layer elemental volume. Finally, the load is modified by
(1 - y) to reflect the fact that some fraction y of the particular size-class particles is trans-
ported as suspended load.

The active-layer thickness Em is evaluated by an appropriate- empirical concept of

the depth of bed material that supplies material for bedload transport and suspended-sedi-

10



ment entrainment. Examples are the concepts of Karim and Kennedy (1982), Bennet and
Nordin (1977), or Borah et al. (1982).

The active-layer floor 'source' SF for a particuiar size class of sediment is derived
from the mass-conservation equation for that particular size class in the active-stratum con-
trol volume. When the active-layer floor (active-stratum ceiling) descends, then:

SF= -Ps(I - P)[Ps(zb -Em)] (15)

gives the mass of the particular size class, formerly comprising size fraction P. of the

active-stratum control volume, which becomes part of the active-layer elemental volume.
When the active-layer floor (active-stratum ceiling) rises, then:

SF = -Ps(1- p)•[P(zb - Em)] (16)

gives the mass of the particular size class, formerly comprising size fraction 13 of the active-

layer elemental volume, which becomes part of the active stratum control volume.
Depending on sediment-particle size, different experimental relations can be used to

compute particle fall velocity, as described by van Rijn (1984b).
The mass-diffusion coefficient D is obtained by modifying the momentum-diffusion

coefficient A to reflect the difference in the diffusion of a discrete sediment particle and the
diffusion of a fluid 'particle' (or small coherent fluid structure), and also to reflect the
damping of the fluid turbulence by the sediment particles, as suggested by van Rijn
(1 984b).

The local density of water with suspended sediment is modified to reflect the influ-

ence of local suspended-sediment concentration by using an appropriate empirical relation

such as proposed by Zhou and McCorquodale (1992) or Holly and Rahuel (1989).

Dimensional Equations in Cartesian Coordinates

The dimensional governing sediment equations in Cartesian coordinates are sum-
marized below, for convenient reference:

mass-conservation equation for one particular size class of active-layer sediment:

11



PS(U-p) tm+ c_ _+ o Dv -(WfpC)a+Aa -SF =0 (17)

global mass-conservation equation for bed sediment:

PU P)a-b- + 1[ aq~~lb -1 I a(PC)~ (w C,+ 18)Ps( 1 P L a X+I~PIzD Ja- (wfPC)a+!layJ0

mass-conservation equation for a particular size class of suspended sediment:

a + 2 (pcu)+ (pV) + (pw) - zz(pewf

(19)

a DH a(PC ) +1' a (C ) - 2- (Dv -(PC

ax( a a (PCa j az z aC)~

In order to maintain compatibility with the rest of the CH3D code, the governing

sediment equations are further manipulated the same way as the governing flow, salinity
and temperature equations of CH3D. First, the governing sediment equations are trans-
formed from Cartesian xy,z coordinates into so-called a-stretched coordinates x',y', a
(from now on called Cartesian a-stretched coordinates), then made dimensionless, and,

finally, transformed from Cartesian a-stretched coordinates x',y', a into curvilinear a-
stretched coordinates 4, Ti, a with a complete transformation used for nonorthogonal curvi-
linear coordinates 4, Ti while the a coordinate remains unchanged.

Dimensional Equations in Cartesian a-stretched Coordinates

Cartesian a-stretched coordinates x',y', a are defined as follows:

X,= x

y=y (20)

ý+h H

12



where ý = free-surface elevation, i.e. free-surface displacement (Fig. 3); h = distance
between bed elevation and reference level z = 0; H = ý +h = water depth.

So-called a-stretching is a partial transformation of the equations. Components of

the position vector (independent variable) are easily transformed by using rules of partial
transformation, and keep the same dimensions as in original equations, except for the
dimensionless vertical coordinate a. Vector components of dependent variables remain

untransformed i.e. aligned with the Cartesian coordinate directions and keep the same
dimensions as in original equations, except for the newly defined vertical velocity compo-

da
nent o = -. The physical domain in vertical plane (Fig. 3a) transforms into rectangulardt

computational domain (Fig. 3b) with upper boundary a = 0 (obtained from Eq. (20) for z =

ý) and lower boundary a = -I (obtained from Eq. (20) for z= -h). More details on a-
stretching could be found in Sheng and Lick (1980) or Sheng (1983).

The dimensional equations in a-stretched coordinates read:

mass-conservation equation for one particular size class of active-layer sediment:

Ps( 1-p )at +ax + ay H()V' c)l -(wf PC)+ -SF =0(21)

global mass-conservation equation for bed sediment:

Pis Q(bP) + a(p CEc)0 (22

C~ 4 cl y aa( Po&A

mass-conservation equation for a particular size class of suspended sediment:

a(HpC)i+ a (HpCu)a+ ,(H-pv)+-.(HCpcli)+-.o.T.-aC(pCwf)
H t H& Lax y acto

(23)

= +(DH +) , a(pc)+H.O.T+ ia (Dv a(pC)a

where H.O.T. are the higher order terms that will be dropped in all that follows.

13
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Figure 3. Coordinate Transformations.
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Dimensionless Equations in a-stretched Coordinates

In order to non-dimensionalize the equations, first a set of reference variables is
defined, then the sediment variables are made dimensionless, and dimensionless numbers

are defined.

Reference Variables:

f = frequency
xr = reference length

zr = reference depth

ur = reference water velocity,
Di-r = reference lateral mass-diffusivity coefficient,
Dvr = reference vertical mass-diffusivity coefficient,
Alir = reference lateral momentum-diffsivity coefficient,
Avr = reference vertical momentum-diffusivity coefficient
Wfr = reference fall velocity (computed with maximum

sediment-particle diameter and reference water velocity),
pr = reference density of water-sediment mixture,

Dimensionless Variables

t* =t.f = time
x* =1 = x coordinate

xr
y* Y- = y coordinate

Xr
Y* = a = c coordinate

u* -U = x-direction velocity component
Ur

v*= =- = y-dire-tion velocity component
Ur

w*= Wxr = a-direction velocity component
ur

H* =iH = depth
Zr

D H P = lateral mass-diffusivity coefficient

15



* = D5 = vertical mass-diffusivity coefficient
Dv.

zb = = bed elevation

P* = A = active-layer size fraction

C* = C = suspended-sediment concentration
P* = = sediment-particle density

S Pr
p*= p = bed-material porosity

Em= - = active-layer thickness

* qb = bedload flux
qb =pzr

* SF = active-layer floor 'source'sF =Przf

p* =- = density of water-sediment mixture
Pr

w fi _ = fall velocity
Wfr

Dimensionless Numbers

Ro a = Rossby number

Rof = Wf = fall-velocity Rossby number

EKH = r = lateral Eknan number
Ir

=~v A = vertical Ekman number

S = �ff2
f zr

CH= Ar = lateral Schmidt number
Djjr

SC= vertical Schmidt number

Dvr
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Dimensionless Equations

When the '*' is omitted, the dimensionless equations read:

mass-conservation equation for one particular size class of active-layer sediment:

PSO -p)" at(PEm) + L_. + _ Ek. E Dv a(--C)J Rof (wfpC)a+,a - SF 0 (24)a•t ax ay ScV H, ( ) aa -Ra wp).+a S=(#

global mass-conservation equation for bed sediment:

""lb qb Ek Dv a(PC) - (wpC)ot+j ]=0 (25)
cax ay Sc H( 0 010=

mass-conservation equation for a particular size class of suspended sediment:

(HpC) + (HpCu) + -L (HpCv) + •--L(HpCo)]-o o k(pCwf)
-Ht H LX ay ao ]J Ha(

(26)

EkH a ) a v a(pC), C)
[-2-(DH a(C ) DH-aP)) k T( DS CH ax ax )ay ay SV'

Dimensionless Equations in Curvilinear a-stretched Coordinates

As previously stated, the governing sediment equations are transformed from

Cartesian a-stretched coordinates x',y', a into curvilinear o-stretched coordinates t,TI,m

with a complete transformation used for the nonorthogonal curvilinear coordinates t,TI

while the a coordinate remains unchanged. A complete transformation means that all vec-

tor components, not only those representing independent variables, but also those repre-

senting dependent variables, formerly aligned with Cartesian coordinate directions x,y, are
now aligned with base vectors tangential to curvilinear coordinate lines 4 and 11. The

physical domain in (x,y) plane (Fig. 3c) transforms into a rectangular computational

domain with a unit-square grid (Fig. 3d). Vector components aligned with the vertical a

direction remain unchanged.

Starting from a Cartesian tensor form of the governing equations, one can easily

write general curvilinear tensor equations. The general curvilinear tensor form of the equa-
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tions looks like a generalization of the Cartesian tensor form with partial derivatives
replaced by general covariant derivatives, velocity expressed as a contravariant vector, and

other vectors respecting the appropriate covariant/contravariant order. Finally, the working

form of the governing sediment equations is obtained by expanding the tensor equations.
The expanded form of the dimensionless sediment equations in curvilinear a-stretched

coordinates reads:

mass-conservation equation for one particular size class of active-layer sediment:

PS (I - P)a(PEm) 1ra-(Jq4 aI(qbj -]EkvI(DvaP)c

ap) qb Sc,, H )

(27)
- Rof (wfPC)Oa+aa - SF =0

global mass-conservation equation for bed sediment:

ps(I-P) b+ +24 '(Jqb4+I)J(Jqb. )-Ek"k DV a
(So, H ",a

(28)
-Rof (wfPC)Oa+AA I =0

mass-conservation equation for a particular size class of suspended sediment:

I a ( H +Ro oI JiiCu" a (JHpCv)+a-a(JHpCco)

Rof a EkHp¢ a/D a a( DH ._)))
H- ~(Pcwf) = Hi a (P 92 a(P )-' 9 g 12 a(C

a DH. 912a(pC) a (t a(PC) 1 (29)

EL I a (D a(P)

where qb, ,qbn = contravariant bedload-flux components in t and 11 directions, respec-

tively; u,v, co = contravariant velocity components in t, il and a directions, respectively;

18



g 1, g12, g22 = metric coefficients, and J = square root of the appropriate Jacobian-matrix

determinant:

91 () 2 + ( ay)2 
(0

J = k a2x a- 0' =y •~
912=4-gj 2 =-

The principles of complete transformation of the basic fluid mechanics equations in

general curvilinear coordinates are presented by Sokolnikoff (1951), Axis (1962) or, more

r'ecently, by Richmond et al. (1986). More details on sediment equations in curvilinear

coordinates can be found in Spasojevic (1988).

CHAPTER IlI

NUMERICAL SOLUTION

Strategy for Approximate Solutibn

Fluid flow, sediment transport and bed evolution are elements of a coupled process.

Sediment particles are being entrained, moving, and being deposited due to the action of

fluid flow, causing bed evolution which is a direct consequence of sediment transport. On

the other hand, change of the bed-surface level changes the flow domain, and thus the

flow. Also, change in the size distribution of sediment particles at the bed surface changes

the roughness of the bed surface, which in turn directly influences the bed shear stress.

The suspended sediment changes the density of the water-sediment mixture.

On the other hand, one should note that fluid flow and sediment processes have

quite different time scal~s. Bed-sediment transport and bed evolution are defined without

following each sediment particle separately, but by considering sediment transport 'en

masse'. It is impossible, therefore, to account for the changes at the bed due to movement
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of a single sediment particle, changes that have the same time scale as the flow process.

Instead, one focusses on global changes in bed level and bed-surface size distribution, with

their much larger time scale. Changes in bed level during a time step appropriate for flow

computations are usually too small to change the flow domain and flow field significantly.

Similarly, changes in bed-surface size distribution i.e. roughness or friction, during a time

step appropriate for flow computations, are insufficient to influence the flow field signifi-

cantly. Only suspended-sediment transport has the same time scale as fluid flow.

However, in most cases suspended-sediment concentrations in natural watercourses do not

change abruptly with time, which suggests that changes in the density of the water and

sediment mixture during a time step appropriate for flow computations, are also generally

insufficient to influence the flow field significantly.

Given the above discussion, it would appear possible to uncouple water and sedi-

ment computations at the scale of one time step.

Furthermore, the small time step required by the numerical techniques of CH3D,

offers the possibility to coupie suspended- and bed-sediment computations in an iterative

manner, as described below.

The suspended-sediment source terms are the link relating suspended and bed

sediment computations. The suspended-sediment 'depo,. ion' source term depends on the

suspended-sediment concentrations, while the suspended-sediment 'erosion' source term

depends both on the suspended-sediment concentrations and on the active-layer size frac-

tions. The mass-conservation equations for each size class of active-layer sediment and the

global mass-conservation equation for bed sediment, with the appropriate suspended-sedi-

ment source terms, are solved in a coupled manner, for one iteration of one computational

time step, by assuming the suspended-sediment concentrations to be known from the pre-

vious iteration. An improved estimate of active-layer size fractions and the bed-surface ele-

vation is thus obtained. The mass-conservation equations for each size fraction of sus-

pended sediment are then solved for the same computational time step, by assuming the

active-layer size fractions to be known from the bed-sediment computations. The whole

procedure is repeated iteratively until a convergence criterion is satisfied.

However, in the present work a single global iteration is employed in each time

step, in recognition of the fact that numerical techniques of CH3D code require time step of

order of minutes and that changes in bed level, bed surface composition, and the density of

the water-sediment mixture are generally small during such a small time step, although

changes may accumulate to significant amounts over several time steps.
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Numerical Method for the Mass-Conservation Equation for Active-Layer

Sediment and the Global Mass-Conservation Equation for Bed Sediment

Figure 4 shows a portion of the computational domain. P denotes a computational

point under consideration at the bed, while C denotes a suspended-sediment computational

point under consideration. Computational points neighboring C (i.e. P) in the k direction

are denoted as E (east), FE (far east), W (west) and FW (far west). Computational points

neighboring C in the '1 direction are denoted as N (north), FN (far north), S (south) and FS

(far south). Computational points neighboring C (i.e. P) in the o direction are denoted as T

(top) and B (bottom). Similarly, faces of control volume built around C are denoted as e

(east), w (west), n (north), s (south), t (top), and b (bottom). Indexes ij,k denote compu-

tational points along the 4- Yj- and Y -direction coordinate lines, respectively.
As previously stated, Co,+,, is a near-bed concentration extrapolated from the

suspended sediment computations. A simple linear extrapolation gives:

(PC)oY+Aa = (1 - c)(PC)k=2 + c(pC)k=1 (31)

where c = extrapolation coefficient; subscript k defines computational points along the ver-

tical a-direction line (Fig. 4b i.e. 4c).

Taking into account Eq. (12) and (31), Eqs. (27) and (28) are discretized by inte-

grating them over the time step and the control volume built around a main computational

point P (Fig. 4a):

global mass-conservation equation for bed-sediment

Ps(1 - P)JP t +

+y~tI je(b •1_J q)nw+l e1 )n _j Jw( )n

SJe (q)' -n+ q~ V
1 nqbt)ne - Js(qb,) + Jn(qb)n e ws(qbt) W

)n+ )n+l -n _j )n,

Ek-, J0 •--'n•n+' (I (-c)(pC)n+1 + c(Pn1(pC)•+ n"n+l

Sc" -p H+ AOG
2
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k J _) 1•Dn (I - c)(pC)n 2 + c(pC)=, - (pC)g.

-JpRofwfe[(l c)Cn+l +c(pC)n+l (32)- (Pk=2 • k=lJ 32

_JpROfwf(l -O[(1 C)(pC)n +C(PC)]=l

mass-conservation equation for a particular size class of active-layer sediment

(pEm)n+1 - (PEm )n

SJe (qb e) - Jw (qb)n+l Je (qb4)n _ Jw (qbt )n

Jn (qbb,)nn+l-Js(q )l1 +(I-() nqb• )nn - Js(qb, )n

All All
En~l (1_c)(pC)V+l + c(pC)n+l n+lEkv n+ Ap rn+l k= •, k=l - (,PC)oa

- "° Hn+l v&
¢v p

EkJ (1- 0)-"-n (I - c)(pC)= 2 + c(pC)n=, - (pC)gn

Sc, Hp A AGa

-JpRfwf[0(1- c)(pC)n=l + c(pC)kl] (33)

-JpRofwf (1-04(1- c)(PC)= 2 + c(pC)k=]- JcSF =

where subscripts e,w,n,s denote east, west, north and south control-volume faces in the

(t, rl) plane, respectively (Fig. 4a); subscript P denotes a main, i.e. cell-centered, compu-

tational point; superscript n denotes the time level; and 0 = weighting (implicitation) factor.

Further treatment of the bedload fluxes is inspired by their physical character.

Bedload flux acting through a control-volume face is governed by the staggered velocity

component perpendicular to the particular control-volume face. A control volume is

assumed to have a uniform size distribution of sediment particles at the bed. Consequently

it is appropriate to suppose that the fluid flowing through a control-volume face transports

bedload-sediment particles contained in the control volume on the upstream side. The

bedload flux through a control-volume face knows nothing about the active-layer size frac-
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tions in the control volume towards which it is heading, but carries the full legacy of the

control volume from which it is coming. This treatment of bedload flux resembles the

'tank-and-tube' model of Gosman at al (1969), used for heat-transfer problems, and is also

the essence of an upwind scheme.
The bedload flux at time level (n+l) is evaluated by using flow variables at time

level (n+l), obtained from the flow computations and related to the control-volume face.

The sediment variables (primarily the active-layer size fraction) needed to evaluate the bed-

load flux, are related to the 'upwind' control volume and expressed explicitly (using their

values at time level n).

Evaluation of the bedload flux in the manner described above means that all

bedload-flux components are expressed explicitly in terms of bed elevation and active-layer

size fractions. Also, due to iterative coupling of the bed (i.e. active-layer sediment) compu-

tations and suspended-sediment computations, suspended-sediment source terms are

expressed explicitly in terms of suspended-sediment concentrations. It is useful to point

out those elements of the discretized equations that are expressed explicitly in terms of

sediment variables by introducing a special notation for them.

The discretized global mass-conservation equation for bed sediment (Eq. (32)) can

be written as:

Ps(1- POJP (Zb)P *1~

At
+ 40(divqb)n+' + (1- 0)(divqb)n

n1 
(34)

"+ p( ) +( (- e)(Se)P
0 n+1 n n=l

--O(Sd)+ - ( -0 O)(Sd)• =0

while the discretized mass-conservation equation for one size class of active-layer sediment

(Eq. (33) is written as:

(PEm )n+1 - (PEm )n
P 5 (lP)JpAt

(35)

+ 0(divqb)+l + (1 - 0)(divqb)n
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+pn+l t .In+l +( )S)
+p p (1- )(Se)

--O(Sd Sd) - JpSF -0

where:

(diVqb)+l Je(qb• )•+I•- J n+(qb 1)n J n (qb,)n+I - Js(qb )n (36)

g A All

stands for the divergence of the bedload flux vector, evaluated by using flow variables at

time level (n+I) and bed i.e. active-layer sediment variables at time level n.

S )n )wn jn •)nnsqb )sn

(divqb)n = Je(qb+e -Jw(qbt + (37)PA A ll

stands for the divergence of the bedload flux vector, evaluated by using flow and sediment

variables at time level n.

IDn+1 1- c)(pC)n+l + c(pC)+l - n(pC)•I

(Stn) .. vj VAa (38)

stands for the 'theoretical' suspended-sediment 'erosion' source term ('theoretical' in the

since that it is not reduced by 0, i.e. it does not account for the availability of a particular

active-layer size fraction), evaluated using flow variables at time level (n+l) and previous-

iteration suspended-sediment concentrations at time level (n+1).

En Dn (I - c)(pC)= 2 + c(pC)= _ (PC)-

Cp Hp AO&

stands for the suspended-sediment 'erosion' source term, evaluated by using flow and

sediment variables at time level n.

(Sd)n = JpRofwf[(l - c)(pC)n+l c(pc)+I] (40)
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stands for the suspended-sediment 'deposition' source term, evaluated by using flow vari-

ables at time level (n+l) and previous-iteration suspended-sediment concentrations at time

level (n+ 1).

S= JpRofw f [(1 _c)(pC ) -2  + c(pC ) = ] (41)
(Sd P Pk2k(1

stands for the suspended-sediment 'deposition' source term, evaluated by using flow and

sediment variables at time level n.

The discretized equations (one Eq.(34) and KS Eqs.(35), written for a particular

main computational point P, form an 'explicit' system of algebraic equations at P.

'Explicit' in this context means that all unknown sediment variables (bed elevation and KS

active-layer size fractions at time level n+l) are located at point P only. Sediment variables

located at neighboring computational points appear explicitly, i.e. as known values.

Even though the solution of an 'explicit' system of algebraic equations at the main

computational point P does not depend on neighboring points, it still requires boundary

conditions at inflow boundaries in order to evaluate bedload fluxes through the appropriate

inflow control-volume faces. It is enough to assign known active-layer size fractions at

inflow boundaries, requiring the basic constraint (sum of all fractions equal to unity) to be

satisfied. The latter requirement actually replaces a known bed-surface elevation as an

inflow boundary condition, even though the bed elevation itself appears to be unnecessary

for evaluation of the bedload flux through an inflow-boundary face.

Numerical Method for Mass-Conservation Equation for Suspended-

Sediment

In the original CH3D temperature and salinity computations, all but the vertical dif-

fusion terms are discretized by using a numerical method called QUICKEST (Quadratic

Upstream Interpolation for Convective Kinematics with Estimated Streaming Terms),

developed by Leonard (1979). In order to be compatible with the rest of CH3D code, the

same strategy is used herein for the mass-conservation equation for suspended sediment

(Eq. (29)). Except for the fall-velocity and vertical-diffusion terms, all other terms in the

mass-conservation equation for suspended-sediment are discretized by using a generalized

version of the QUICKEST method. The fall-velocity term is discretized by using an

upwind finite difference scheme, while the vertical-diffusion term is discretized by using a

time weighted central differencing. The basic principles of Leonard's (1979) QUICKEST

method, applied to a one-dimensional advection-diffusion equation in Cartesian coordinates
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(as in the original paper), are briefly outlined in Appendix A. Generalization of the original
QUICKEST method to accommodate appropriate terms in the three-dimensional
suspended-sediment equation in general curvilinear coordinates is presented in Appendix
B. Appendix B also contains all details on discretization of the mass-conservation equation
for suspended sediment (Eq. (29)) with the appropriate boundary conditions.

Equation (B90) (Appendix B) is a discretized mass-conservation equation for sus-
pended sediment with special notation introduced to point out those elements of the equa-
tion that are expressed explicitly in terms of sediment variables:

Jn+l pCn+l n(Cc

cHc C - JcHc(PC)c - (adv)w - (adv)e + (dif)e - (dif)w

(1) (2) (3) (4) (5) (6)

+ (adv)s - (adv)n + (dif)n - (dif)s

(7) (8) (9) (10)

+ (adv)b - (adv)t

(11) (12)
+0RofJcwf (pC)-+l At + (1- 0)(fall) A

(13) (14)
(42)

w n+1 At n At
-8Rof Jcwf(pC)c AT- -(- O)(fall)b T'o-

cya

(15) (16)
EK- Dvn' (pC)n-n+1 (pC)n+I At + )(dif)A

Aa (C) a +(1 - 0)dfnAt+0S-"J HC- Aoy Au AG

(17) (18)
Ek D•nl (PC)+_(pC)+l At )(dif)

1 - (1-)(df) At
S ,' CH+ AO

(19) (20)

where subscripts e, w, n, s, t, b, denote the east, west, north, south, top and bottom faces
of the control volume built around a main computational point C (Fig. 4), respectively;
subscripts T and B denote main comtputational points neighboring C at the top and bottom

(Fig. 4b or 4c), respectively.
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The exact form of all terms in Eq. (42) can be found in Appendix B, i.e. in Eqs.

(B35), (B55) and (B79). The general meaning of the terms is briefly explained herein.

Terms (1) and (2) originate in the discretization of the local rate-of-change term (Eq. (29)).

Terms (3), (4), (7), (8), (11) and (12) represent advection fluxes through the west, east,

south, north, bottom and top faces of the control volume built around the main computa-

tional point C (Fig. 4), respectively, and originate in the discretization of the appropriate

advection terms. Terms (5), (6), (9) and (10) represent diffusion fluxes through the east,

west, north and south faces of the control volume, respectively, and come from the dis-

cretization of the appropriate diffusion terms. Terms (1) to (12) are discretized by using the

generalized QUICKEST method (Appendix B). Terms (13) and (15) represent fall-velocity

fluxes, at the current time level (n+1), through the top and bottom faces of the control vol-

ume built around C, respectively. Terms (14) and (16) represent fall-velocity fluxes

through the top and bottom faces at the known, previous, time level n, respectively. Terms

(13) to (16) originate in the discretization of the fall-velocity term (using an upwind differ-

encing). Terms (17) and (19) represent diffusion fluxes, at the current time level (n+1),

through the top and bottom faces of the control volume built around C, respectively.

Terms (18) and (20) represent diffusion fluxes through the top and bottom faces at the

known, previous, time level n, respectively. Terms (17) to (20) originate in the discretiza-

tion of the vertical diffusion term (using central differencing).

Terms (2) to (12) as well as (14), (16), (18) and (20) in Eq. (42) are all expressed

explicitly in terms of sediment variables. Thus, Eq. (42) can be rewritten as:

a(PC~~l +C(PCn+l
++ b(pC)n+] + c(pC)- = d (43)

where a, b, c, d are known coefficients presented in Appendix B. The sole unknowns in

Eq. (43) are the volumetric suspended-sediment concentrations (pC).

The boundary conditions in the 4- and n-coordinate directions (presented in detail in

Appendix B) do not influence the overall solution algorithm, for all advection and diffusion

fluxes in 4 and T) directions are expressed explicitly in terms of sediment variables.

Boundary conditions at the bed and free surface (also presented in detail in Appendix B) are

briefly discussed below.

For a point C next to the free surface, advection, fall-velocity and diffusion fluxes

through the free surface (top face of the control volume around C) are equal to zero.

Therefore, the terms (12), (13), (14), (17) and (18) in Eq. (42) are equal to zero. Equation

(42), written for a point next to the free surface, is easily rewritten in the form of Eq. (43),

where a, b, c, d, are known coefficients (Appendix B).
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For a point C next to the bed, the advection flux through the bed surface (bottom

face of the control volume around C) is equal to zero. Thus term (11) in Eq. (42) is equal

to zero. The fall-velocity flux through the bottom face of the control volume actually repre-
sents deposition of suspended-sediment particles onto the bed. Terms (15) and (16) in Eq.
(42) are treated as 'deposition' source terms (Eqs. (40) and (41)) and rewritten as:

ORof Jcwf [(-c)(pC)jt.1 + c(pC)n+l]At

and
SA t

respectively. The diffusion flux through the bottom face of the control volume actually rep-

resents entrainment of sediment particles from the bed into suspension. Terms (19) and

(20) in Eq. (42) are treated as 'erosion' source terms (Eqs. (38) and (39)) and rewritten as:

Ek" an+l rn (1- c)(pC)Ir' + c(pC)n+l - (p•C)n' At
0 Jc, j jii~r D a F

c, AOAa A'O

and
I At

respectively. It should be noted that, due to the iterative coupling of bed (i.e. active-layer)

sediment computations and suspended-sediment computations, the active-layer size fraction

at time (n+l) appears as an explicit value, known from the previous iteration, in the

diffusion-flux term (19) when Equation (42) is written for a point next to the bed.

Therefore, Equation (42) written for points next to the bed can also be rewritten in form of

the Eq. (43), where a, b, c, d, are known coefficients (Appendix B).

The discretized mass-conservation equation for a particular size class of suspended

sediment (Eq. (43)) is implicit in the vertical direction. When a particular size class Eq.
(43) is written for each computational point C along a single a-direction line, the result is a

system of K algebraic equations with K unknown volumetric concentrations of the particu-
lar suspended-sediment size class (where K is the number of computational points C along

a a-direction line - Fig. 4b or 4c).

There are KS Eqs. (43) at each computational point C, one for each size class of

suspended sediment. Equations (43) written for the same computational point C but differ-
ent size classes of suspended sediment are theoretically coupled through the 'erosion'
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source term containing the active-layer size fraction. Active-layer size fractions are mutu-

ally dependent due to the basic constraint (Eq. (4)) built into the appropriate mass-conser-

vation equations. However, due to the iterative coupling of bed (i.e. active layer)

computations and suspended-sediment computations, Eqs. (43), written for the same com-

putational point C but different size fractions, become mutually independent during one

iteration.

Algorithm for Solution of Discretized Sediment Equations

The global steps of the solution algorithm for the discretized sediment equations are

as follows:
(1) One discretized global mass-conservation equation for bed sediment (Eq. (34))

and KS discretized mass-conservation equations for active-layer sediment (Eq. (35)) are
solved simultaneously at the bed point P (Fig. 4b i.e. 4c). Computed are the following

primary sediment unknowns: one bed-surface elevation and KS active-layer size fractions.

Suspended-sediment concentrations, appearing in the source terms, are considered to be

known from previous iteration.
(2) The system of K discretized mass-conservation equations for a particular size

class of suspended sediment, one Eq. (43) for each computational point C along the a-

direction line above the same bed point P as in step (1) (Fig. 4b i.e. 4ic), is solved.
Computed are the volumetric concentrations, for a particular size class of suspended sedi-
ment, at all computational points C along the a-direction line above the same bed point P as

in step (1). The appropriate size class active-layer size fraction, computed in step (1), is

used to evaluate the coefficients in Eq. (43) for a computational point C next to the bed.

(3) Step (2) is repeated for each suspended-sediment size class.

(4) Steps (1) to (3) are repeated until the appropriate convergence criteria are

satisfied.

(5) Steps (1) to (4) are repeated throughout the computational domain, for each bed

point P and all points C along the a-direction line above that particular bed point P.

Solution of Discretized Global Mass-Conservation Equation for Bed
Sediment and Mass-Conservation Equations for Active-Layer

Sediment at the Point

The discretized equations to be solved simultaneously for the same point at the bed,
are: (1) one discretized global mass-conservation equation for bed sediment (Eq. (34)) and
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(2) KS discretized mass-conservation equations for active-layer sediment (Eq. (35)). The

primary sediment unknowns are: (1) one bed-surface elevation and (2) KS active-layer size

fractions.

Unknown sediment variables at a main computational point P can be thought of as

being components of a sediment-variables vector 9 at point P:

gn+l =/ n+IPn+l,. an+l,. an+l 44
Zb ,ks ,'-OK,.. S !(4

or, in more compact notation:

gn+l = (sl,Sks+l) k-s = 1,KS (45)

where subscript ks is introduced to denote the ks-th size class of the sediment mixture

under consideration.

Equation (34), the discretized global mass-conservation equation for bed sediment,

can be symbolically written as:

F1 = 0 (46)

The discretized mass conservation equations for active-layer sediment, one Eq.(35)

for each of KS size classes, are written as:

Fks+1 (gn+l) = 0 ks = LKS (47)

Equations (46) and (47) form a system of nonlinear algebraic equations which can be

linearized and solved iteratively by using a Newton-Raphson algorithm. The resulting

system of linear algebraic equations can be written as:

[IDA9 = -F,(mgn+l3 
(48)

[jFkcs+i ]i =-Fks+(mjn+l) ks = LKS (49)
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in which [L- "evaluated with previous-iteration values of the sediment-variables vector

san+l, represents one row of the Jacobian matrix of coefficients. Superscript m denotes

the Newton-Raphson iteration level.

The unknown vector of sediment-variable corrections A3 can be written as:

Ai (Asl,ASks+l) ks = 1,KS (50)

or~
A b .. (51)

Coefficients in the Jacobian matrix are presented in more detail in Appendix C. The

inverse matrix is computed by using a maximum pivot strategy (Carnahan, Luther and
Wilkes (1969) for example).

When the vector of sediment-variable corrections at point P is obtained, the current-
iteration value of the sediment-variable vector at P is computed as:

m+lgn+l =m In+l + A9 (52)

Iterations continue until the following convergence criterion is satisfied:

Ai <(53)

where 9 is a convergence-criterion vector.

Solution of Discretized Mass-Conservation Equations for One Size Class of
Suspended Sediment along a-Direction Line

The system of K discretized mass-conservation equations for one size class of sus-
pended sediment (o-. Eq. (43) for each computational point C along the a-direction line) is

to be solved in order to compute its primary sediment unknowns: K volumetric concentra-
tions for a particular size class of suspended sediment, one concentration at each computa-
tional point C along the a-direction line.

The system has a tridiagonal matrix of coefficients and it is easily solved by using a

standard double-sweep procedure, described in e.g. Carnahan, Luther and Wilkes (1969).
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Auxiliary Relations and Active-Layer Considerations

One should note that the numerical procedure for solution of the sediment equations is
formulated above without reference to the specific empirical relations which ultimately must
be invoked to evaluate the auxiliary relations. This allows for use of any suitable empirical
relation when evaluating a particular auxiliary relation, and renders the formal numerical
procedure independent of any specific empirical relation.

Auxiliary Relations

The empirical relations adopted herein to evaluate near-bed concentration qa, com-
ponents of bedload flux qb, active-layer thickness Em, active-layer floor 'source' SF, fall
velocity wf, mass-diffusion coefficient D and density of mixture containing water and sus-
pended sediment p, are the same ones that are used as examples in the discussion of the

nature of auxiliary relations in Chapter II.

Near-Bed Concentration

The near-bed concentration Ca is evaluated using Van Rijn's (1984b) expression:

D TL554C 0 =.015 Pwis T.,. (54)
Caks = a151 ks

in which

D*, =DU[L-- - dimensionless particle diameter,

Tks 2= = transport-stage parameter,

(U* C)ks

u, = U = effective bed-shear velocity;
C
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C = 1810o ( -2d grain Chezy coefficient;" 3D90

s=- = dimensionless sediment density;
P

and a=height above the bed, defined as one half of the average dune height, g=gravity;
v=-kinematic viscosity-, d=depth; Dg0=characteristic particle diameter for sediment mixture;

u.*=critical shear velocity evaluated from Shields diagram; u=depth-averaged velocity

component.

Components of Bedload Flux q

The theoretical bedload capacity is computed by using the empirical relations pro-

posed by Van Rijn (1984a). A component of the theoretical (i.e. equilibrium, or capacity)
bedload flux in, for example, the 4-direction can be expressed, for the ks-th size class, as:

b)ks = 0.053. Ps, 4(s- l)gDk.Dks T (55)

where all variables have the same meaning as in Eq.(54).

Van Rijn's original expression, representing volume flux, is multiplied herein by

the sediment density in order to obtain mass flux, to be consistent with the other terms in

the sediment equations.

Hiding Factor

Hiding effects are taken into account through t.4 Karim, Holly and Yang (1987)

empirical relation for the hiding factor:

085

(h)ks =(Do (56)
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Transport-Mode Allocation Parameter

Van Rijn (1984b) presented theoretical-experimental curves relating the ratio of suspended

load to total load to the ratio of bed-shear velocity to fall velocity. The ratio of suspended
load to total load is adopted herein as the transport-mode allocation parameter y for the ks-th

size-class particles. The graphical results of Van Rijn (Van Rijn (1984b), Figure 18) are

approximated by:

-qt )ks ( Wf ks.J Wf b

where y=wtransport-mode allocation parameter, qs=suspended load, qt=total load, wf=fall

velocity, and u*=bed-shear velocity.

Active-Layer Considerations

It is pointed out in Chapter H that there is a marked difference in the treatment of the
active layer during erosion as distinguished from deposition. During persistent erosion, the
active layer is described as a mixing layer. As the bed elevation descends, erosion pro-
ceeds through the active stratum (underlying the active layer) with the active-layer floor
changing its elevation. The active-layer thickness during erosion is defined, according to
the conceptualization of Bennett and Nordin (1977), as proportional to the erosion that
occurs over the current computational time step:

Em = -c(Zb~ -4 (58)

where c is a parameter.

As the bed surface approaches an armored condition, then Eq. (58) leads to a zero
active-layer thickness. In such situations Borah's (Borah et al, 1982) armored-layer thick-
ness can be used as a limiting value for the active-layer thickness:

Em = -c z+I - I Dm (59)

YI~ks
ks=m

where Dm is the smallest nonmoving size-class.
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Movement of the active-layer floor (zb-Em) generates the active-layer floor 'source'

SF . A consequence of Eq. (58) is that the active-layer floor may be descending either

more quickly or more slowly than the bed elevation, depending on the current erosion rate,

and that in principle the active-layer floor may even happen to rise during erosion.

If the active-layer floor descends during erosion (which is the usual case) then the
active-layer floor 'source' (SF)ks for the ks-th size class, when discretized over the time

step, has the following form:

SF1 = - PO(1A-P) [•+I - n+m Zn En)](f3s)1 s (60)
S~ks= - At R ~b H b 4(3k

where (ps)ks is the ks-th size-class fractional representation in the active stratum. One

should note that the active-stratum size distribution remains unchanged in this case.

On rare occasions, when the erosion rate undergoes an extremely sharp decrease

over the computational time step, the active-layer floor may actually rise during erosion. If

this happens, then the active-layer floor 'source', discretized over the time step, has the

form:

=PS(1--P)A [ n+1 En+I)[ zn]-En+Psh (61)
S]FkS At1( b - H (61)

where Pks is the ks-th size-class fractional representation in the active layer. In such a case

the active-stratum size distribution changes, as active-layer material is released to it, and in

principle this calls for inclusion of the active-stratum mass-conservation equation in the

simultaneous solution of sediment equations. However since such situations are expected

to be rare, they are handled explicitly herein, by updating the active-stratum size-

distribution at the end of computational time step, when necessary.

During persistent deposition, the active layer is described as a deposition layer.

Newly deposited material is added to the existing material in the active layer and assumed to

be fully mixed with it. The active-layer floor elevation is assumed to remain constant dur-

ing deposition and the active-layer thickness is def'med as:

EM =-EM+(Zb 'Zg) (62)

while the active-layer floor 'source' is equal to zero:
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SFb = 0 (63)

The definition of the active layer, evaluation of the active-layer thickness and treat-
ment of the active-layer floor 'source' depend on whether erosion or deposition occurs
during the current computational time step. However, the tendency toward erosion or
deposition is itself a part of the solution for the computational step. To resolve this ambi-
guity, one can make use of an iterative solution of the sediment equations. At the begin-
ning of each iteration either erosion or deposition is assumed, based on whether erosion or

deposition occurred during the previous iteration. Then one can easily compute the deriva-
tives of the active-layer thickness Em and active-layer floor 'source' (SF)ks with respect to

sediment variables, evaluated for previous-iteration values of sediment variables. These

derivatives are then used to determine the coefficients in the discretized sediment

equations.

Fall Velocity

In a clear still fluid the particle fall velocity wf of a solitary sand particle smaller than
about 100 g.m(Stokes range) can be described by:

1 (s- 1)gD2 64
Wfk= (64)

For suspended-sand particles in the range 100-1000 jun, the following equation,

as proposed by Zanke (1977), is used:

wfV = 10 [ 1 . 2 -l1 (65)

For particles larger than about 1000 gtm the following equation, as proposed by
Van Rijn (1982), is used:

wfk, = 1. 1F(s- I)gD2 (66)
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Vertical Mass-Diffusion Coefficient Dv

As described by van Rijn (1984b), the vertical mass-diffusion coefficient Dv is

related to the diffusion of fluid momentum by:

D -= Pd0Av (67)

The Od-factor describes the difference in the diffusion of a discrete sediment particle

and the diffusion of a fluid 'particle' (or small coherent fluid structure) and is assumed to
be constant over the depth:

(wdfk( j2 wofi<- (68)Od -=1+ 2/- 0.1 < <1(8

The 0-factor expresses the damping of the fluid turbulence by the sediment particles

and is assumed to be dependent on the local sediment concentration:

S1+ - ,8 - (69)

where Co = 0.65 = maximum volumetric near-bed concentration; C = total volumetric con-

centration.

The horizontal diffusivities in CH3D are assigned values.

Density of Mixture Containing Water and Suspended Sediment

According to Zhou and McCorquodale (1992), local fluid density is related to the

local values of suspended-sediment concentration as follows:

PPr +C(1 (70)

where Pr = the reference density of clear water, possibly influenced by temperature and/or

salinity.
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CHAPTER IV

DESCRIPTION OF THE SEDIMENT-OPERATIONS PROGRAM MODULE

Introduction

A separate sediment-operations program module, based on physical and numerical

principles described in Chapters II and mI, has been developed as an integral part of the

CH3D code. Dedication of a separate program module to sediment operations is made

possible by the short-term uncoupling of hydrodynamics and sediment operations.

However, the sediment module fully communicates with the rest of the CH3D code.

Hydrodynamics operations provide all necessary hydrodynamic input required by the

sediment module (velocities, depths, etc.). The sediment module, in turn, provides

changes in bed elevations (i.e. depths), distribution of active-layer size fractions (i.e. fric-

tion coefficients) and density (due to the presence of suspended sediment) back to the

CH3D hydrodynamics operations.

A block diagram for the sediment-operations program module is shown in Figure 5.

The sediment module comprises a main subroutine for sediment operations, SMAIN, and
51 other subroutines. Subroutine RHOCON (called from subroutine CH3DDE of the

original CH3D code) is the only subroutine outside of the sediment module that is also part

of the sediment operations. The basic function of SMAIN is to manage all other sediment

subroutines (except for subroutine RHOCON).

The sediment module has two major blocks: preparatory operations and sediment

computations. The division between the blocks, however, is not sharp for a few subrou-

tines used in both of them.

Data defining initial and boundary conditions are read in dimensional form and
made nondimensional in the same subroutine that reads the particular data. All computa-

tions are made with dimensionless variables. The only exception is the evaluation of auxil-
iary relations based on empirical expressions. Empirical expressions not only require

dimensional variables, but may also be dimensionally inconsistent. Thus, all necessary
variables (both hydrodynamic and sediment) are made dimensional upon entry to a subrou-

tine that evaluates a particular auxiliary relation, and the computed auxiliary relation is then

made dimensionless upon return from the same subroutine.

Sediment boundary conditions are associated with control-volume faces, rather than

cell-centered computational points. Hydrodynamics boundary conditions are also mostly

associated with control-volume faces (impermeable or river boundaries, for example),
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except for tidal boundaries, that are associated with cell-centered points. If a sediment
boundary coincides with a hydrodynamics boundary assigned to a control-volume face
(e.g. a river boundary with the discharge assigned at the control-volume face), the actual
position of both boundaries is the same. However, if a sediment boundary coincides with
a hydrodynamic tidal boundary with a tidal condition assigned at a cell-centered point, the
inflow sediment boundary is then associated with an 'inner' face (pointing towards the
inside of the computational domain) of the control volume built around the tidal point.
Thus, the sediment computational domain coincides with the hydrodynamics computational
domain except at tidal points, which are excluded from the sediment computations.

Sediment variables are associated with cell-centered computational points and stored
in appropriate arrays accordingly. Thus, sediment boundary conditions, even though
related to control-volume faces, are in the code stored at the 'outer' points (where 'outer'

means the closest neighboring point outside the sediment computational domain).

Preparatory Operations

Preparatory operations serve to define the initial and boundary conditions for sedi-

ment computations.

Subroutine INISED reads general sediment parameters and manages the group of
subroutines that define initial conditions. INICON reads initial suspended-sediment con-
centrations, expressed as mass of sediment particles with respect to the total mass of the
mixture of water and suspended sediment. At this point subroutine ROCONC is called,
within a loop on all computational points, to initialize the density of the water and sus-
pended sediment mixture at the particular computational point. Suspended-sediment con-
centrations, read by INICON, are multiplied by the density of water and suspended-
sediment mixture, computed in ROCONC, to yield volumetric concentrations, expressed as
mass of sediment particles with respect to the volume of the water and suspended-sediment
mixture. Subroutine FALVEL computes fall velocities for each sediment size class.

Subroutine NODIML computes dimensionless numbers. Subroutine INIBED reads the
initial number of bed material strata below the active layer. It also reads initial depths of the
active layer and all the strata as well as their initial size-fraction distributions. Finally, sub-
routines DCHAR and CFRICT are called, within the loop on all bed computational points,
to initialize the characteristic grain diameters D50 and D90, and the friction coefficient,

respectively, at the particular computational point.

Subroutine SBINFO defines the sediment boundary conditions. SBINFO first
reads boundary-condition information for sediment computations: position of the boundary
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point and the type of boundary (inflow, impermeable, or outflow boundary). Any inflow-

boundary point requires a known distribution of active-layer size fractions and suspended-

sediment concentrations for each size class, all as a function of time. Therefore, for each

inflow boundary point SBINFO also reads sequence numbers of specific time functions
used as boundary conditions, while the time functions themselves are read at the end of all

input data (subroutine TIMEFU) in order to optimize memory use. Subroutine SBINFO
also calls subroutines DCHAR and CFRICT to initialize the characteristic grain diameters

D50 and D90, and the friction coefficient, respectively, at the particular inflow boundary

point.
At this point subroutine PLTOUT is called, as a part of preparatory operations, to

store computational-point Cartesian coordinates and initial bed elevations to be used within

an eventual plot output.

Sediment Computations

While the preparatory-operations block is called only once, prior to the beginning of

sediment computations, the sediment-computation block is called for each time step within
the CH3D time loop. Within the sediment-computations block, SMAIN calls subroutines
TIMEFU and INFLSB to evaluate boundary conditions, subroutines ACDER and HORQS

to evaluate auxiliary and explicit terms in the suspended-sediment equations, subroutine
SEDCOM to perform sediment computations, subroutine ROCONC to evaluate the new

density of the water and suspended-sediment mixture, and subroutines PLTOUT and
PRTOUT to manage plot and print output.

At the beginning of each time step, subroutine TIMEFU reads and interpolates time

functions used as boundary conditions for sediment computations. Subroutine INFLSB

evaluates active-layer size fractions and suspended-sediment concentrations at the current

time, for inflow-boundary points. INFLSB also evaluates secondary sediment unknowns,

characteristic grain diameters D50 and D90, friction coefficients, and the density of the
water and suspended-sediment mixture, by using DCHAR, CFRICT and ROCONC,

respectively, at the current time, for inflow-boundary points. Again, concentrations evalu-

ated at inflow boundary points are multiplied by density, computed in ROCONC, to yield
volumetric concentrations.

Subroutine ACDER evaluates the so-called auxiliary concentration derivatives (to be

used in further computations of concentration derivatives, as in Eqs. (B26) to (B28), for

example) for all computational points at the previous time and for inflow-boundary points

at the current time. Subroutine HORQS manages subroutines WFACEB, WFACE,
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EFACEB, SFACEB, SFACE, and NFACEB, that compute and store (explicit) horizontal

advection and diffusion fluxes (terms (3) to (10) in Eq. (42)) through the west and south

faces of the control volumes built around computational points within the entire computa-

tional domain, for all size classes of suspended sediment. Flux through the west (south)

face for one computational point is a flux through the east (north) face for the appropriate

neighboring point. Subroutine WFACEB is called if the west face of the control volume is

a boundary, while subroutine WFACE is called if it is not, and subroutine EFACEB is

called if the east face of the control volume (west face for the appropriate neighboring

point) is a boundary. Similarly, subroutine SFACEB is called if the south face of the con-

trol volume is a boundary, while subroutine SFACE is called if it is not, and subroutine

NFACEB is called if the north face of the control volume (south face for the appropriate

neighboring point) is a boundary.

Sediment computations are managed by subroutine SEDCOM. First, SEDCOM

manages the loop on all locations (ij) in a horizontal plane (except for tidal boundaries),

with the group of subroutines DIMVEL, EXTRAP, NBCONC, MASDVB and SOURCE,

called to compute source term; subroutine BEDSED called to manage bed-sediment compu-

tations (solution of the discretized global mass-conservation equation for bed sediment and

the mass-conservation equations for active-layer sediment at the bed point); and subroutine

SUSSED called to manage suspended-sediment computations (solution of the discretized

mass-conservation equations for suspended sediment along a vertical-direction line above

the same bed point).

After the sediment computations are completed, a zero-gradient condition is applied

to tidal outflow boundary points, with subroutines DCHAR and CFRICT used to evaluate

characteristic grain diameters D50, D90, and friction coefficient, respectively. Finally,

subroutine SBACK is called to evaluate the sediment-computation feedback, i.e. to com-

pute new depths and Manning friction coefficients to be used in the hydrodynamics opera-

tions of CH3D.

Source-Term Computations

Subroutine DIMVEL computes the dimensional physical components of depth-

averaged velocities, to be used in empirical relations. Subroutine EXTRAP computes the

extrapolation coefficient used in the 'deposition' source computations (Eq. (31)).

MASDVB computes mass-diffusion coefficients at the bed, used in the 'erosion' source

computations. Finally, subroutine SOURCE computes the 'deposition' and 'erosion'

source terms.
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Bed-Sediment Computations

Subroutine QBDIV computes the divergence of the bedload flux vector. QBFLUX

computes the bedload flux for one sediment size class. TMALOC computes the transport-
mode allocation parameter, HIDFAC evaluates the hiding factor and TQBUNI computes

the theoretical bedload flux (or transport capacity) for uniform-size sediment.
Subroutines SJACOB, EQZBED, EQBETA, SIMUL and ACTLAY are part of the

Newton-Raphson iterative solution for the system of bed-sediment equations at a bed point

(one global mass-conservation equation for bed sediment, and KS mass-conservation

equations for active-layer sediment). Subroutine SJACOB loads the Jacobian matrix of the

system of discretized and linearized sediment equations. EQZBED computes coefficients in
the global mass-conservation equation for bed sediment (zb-equation). EQBETA computes

coefficients in the mass-conservation equation for the ks-th size class of active-layer sedi-
ment ([-equation). All coefficients are presented in Appendix C. Subroutine SIMUL

solves the system of linear equations.

Subroutine ACTLAY manages the active-layer operations. If degradation (i.e. ero-

sion) is anticipated during iterations, then INCIP defines the incipient motion, i.e. identifies

the smallest non-moving grain size. DEGLAY then computes the active-layer thickness,
active-layer floor source and their derivatives with respect to sediment variables. If aggra-

dation (deposition) is assumed during iterations, the active layer thickness, active-layer

floor source and their derivatives are computed by AGGLAY. Subroutine ACTLAY

(together with AGGLAY or INCIP and DEGLAY) is also called prior to the Newton-

Raphson iterations to evaluate the active layer thickness, active-layer floor source and their

derivatives at the zero-iteration level.
Subroutines SDIM and SDIML are used to test the bed-sediment computations; they

do not influence the computations in any way. Subroutine SDIM makes all necessary

sediment variables dimensional, so that bed-sediment computations could also be per-

formed in a dimensional environment. After the bed computations are ,ompleted, subrou-

tine SDIML makes all sediment variables dimensionless again.

After the Newton-Raphson iterative solution is obtained at a point, subroutine

ACTSTR is used to update the active-stratum thickness and size-fraction distribution if
appropriate. DCHAR computes the characteristic grain size D50. It also computes the

sediment size D90 used by CFRICT to evaluate the friction coefficient related to grain
roughness.
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An important feature of the sediment-module structure is that whenever an empirical

expression is used (e.g. to compute bedload flux, hiding factor etc.) its evaluation is

restricted to a single subroutine independent of the rest of the code. This makes it possible

to incorporate the best available empirical information, even site-specific, without changing

the rest of the code.

Suspended-Sediment Computations

Subroutine MASDV computes and stores the vertical mass-diffusion coefficients at

the top faces of control volumes built around computational points along a vertical-direction

line, for all size classes of suspended sediment

Subroutine TFACE computes and stores the (explicit) vertical advection fluxes

(terms (11) and (12) in Eq. (42)) through the top faces of control volumes built around
computational points along a vertical-direction line, for all size classes of suspended sedi-

ment. Flux through the top face for one computational point is a flux through the bottom

face for the appropriate neighboring point.

Subroutine SWPSIG is called from SUSSED for each size class of suspended

sediment. SWPSIG evaluates coefficients a, b, c, and d, in the discretized mass-conserva-

tion equations for one size class of suspended sediment (Eq. (43)) and performs the

double-sweep solution procedure along a vertical-direction line.

The last two subroutines, used repeatedly in the sediment module, are ERRWAR,
which prints error and warning messages, and MTROUT, which prints matrix-form

output.

Subroutine RHOCON (called from subroutine CH3DDE of the original CH3D

code) computes the density of the water and suspended-sediment mixture to be used in the

hydrodynamic computations of CH3D. Subroutine CH3DDE evaluates the 'initial' density

of water (with or without temperature and/or salinity effects). At this point subroutine

RHOCON is called to compute the density of the water and suspended-sediment mixture.

The mixture density is nondimensionalized differently in the hydrodynamics and sediment

equations. Thus, the dimensionless densities of the water and suspended-sediment mixture

are evaluated by two slightly different subroutines, RHOCON and ROCONC, and stored

in two different arrays.

Memory and Time Requirements

The required memory size for the sediment module is obtained by adding the fol-

lowing array sizes, multiplied by the appropriate number of arrays:
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Array size (bytes) Number of arrays

(IM+I)*(JM+I)*(KM+I)*(KSMAX)*8 2
(IM+1)*(JM+1)*(K)*(KSMAX)*8 8
(IM+1)*(JM+I)*(LMAX)*(KSMAX*8 1
(IM+1i)*(JM+1)*(KM+1)*8 3
(IM+1)*(JM+I)*(KM+I)*4 1
(IM+I)*(JM+I)*(KSMAX)*8 4
(MAXBP)*(KM+I)*(KSMAX)*8 3
(IM+I)*(JM+1)*(LMAX)*8 1
(IM+I)*(JM+I)*8 8
(IM+1)*(JM+I)*4 3
(KM+1)*(KSMAX)*8 3
(KM)*(KSMAX)*8 2
(MAXBP)*(KSMAX)*8 3
(KSMAX)*(NSVAR)*8 I
(NSVAR)*(NSVAR1)*8 1
(KSMAX)*8 23
(LMAX)*8 I
(LMAX)*4 1
(NSBINF)*4 1
(NSVAR)*8 2
(NSVAR)*4 3

where:

IM = ICELLS+2 ICELLS = Exact number of computational cells in the longest KSI-direc-
tion computational row

JM = JCELLS+2 JCELLS = Exact number of computational cells in the longest ETA-

direction computational column

KM = Exact number of computational points in the vertical direction

KSMAX = Exact number of sedimr1m; size classes

LMAX = Maximum number of bed stata

MAXBP = 2*(IM+JM) Maximum number of boundary points

NSBINF = 2*MAXBP Maximum number of sediment boundary data indentifiers
(sequence numbers of sediment boundary data in the list of time-dependent data) stored in
the INFOSB array

NSVAR = I+KSMAX Number of bed-sediment unknowns at a point

NSVAR1 = NSVAR+I Dimension of the bed-sediment Jacobian matrix

The sediment-module memory size for the Old River model (ICELLS=51,

JCELLS=24), with 3 sediment size classes and a maximum of 10 bed strata, is about 4.5

Mb. More than 80% of that memory is used by the four-dimensional arrays.
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The CPU time required is highly dependent on the structure of the model data and
the type of computer and compiler being used. The CPU time required for the runs of the
Old River model on the University of Iowa's HP 750 computer is reported along with the
sediment-module tests in Chapter V of this report.

Sediment Mcdule Input Data Guide (May 1993)

This sediment module input-data guide is limited essentially to the formal structure
and requirements of the input data; the user may need to refer to the rest of this report for
further guidance on recommended parameter values, etc.

In the data guide, "rec" refers to the logical record number in the input data stream,
and "var" refers to the variable name as it is used in the code itself. The name of the sub-
routine in which particular records are read is given as a banner entry preceding the usual
record description.

An input-data guide for the remainder of the CH3D code is presented in Appendix
D. The only data related to sediment operations read outside the sediment module are two
parameters: ISCOM and NTSEDO. These parameters are read in the "timestep info" record
(record 2 in subroutine CH3DIR), shown in Appendix D. The "Timestep info" record is

repeated here for convenient reference.

Input Data Guide

rec var Format (columns) - Variable description and remarks

*SUBROUTINE CH3DIR

Note: 'TImestep info" record data are read from the main input file (file 4: main.inp)

Timestep info:
DUMMY
ITI 18(1-8)
IT2 18 (9-16)
DT F8.0 (17-24)
ISTART 18 (25-32)
ITEST 18 (33-40)
MTSALT 18(41-48)

ISCOM 18(49-56) =0 No sediment computations
=1 Sediment computations are performed

NTSEDO 18 (57-64) Number of time steps before sediment
computations are initiated

Note: All following data are read from sediment-computation input file (file 80: sed.inp)

*SUBROUTINE SMAIN

1 I NBUGS I
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NBUGE 5(218) (1-80) Pairs of debug-output flags
5 pairs per record

I 1 100 pairs total
Debug output for subroutine M is written
if(NT.ge.NBUGS(M).and.NT.le.NBUGE(M))
Subroutine debug identifications M :
M=I-SMAIN 13-TIMEFU 36-ERRWAR
2-SEDCOM 14-INFLSB 37-MTROUT
3-INISED 15-EXTRAP 38-PRTOUT
4-INICON 16-NBCONC 39-PLTOUT
5-ROCONC 17-MASDVB 40-ACDER
6-FALVEL 18-SOURCE 41-HORQS
7-NODIML 19-BEDSED 42-WFACEB
8-INIBED 20-QBDIV 43-WFACE
9-DIMVEL 21-QBFLUX 44-EFACEB
10-DCHAR 22-HIDFAC 45-SFACEB
11 -CFRICT 23-TMALOC 46-SFACE
12-SBINFO 24-TQBUNI 47-NFACEB
25-ACILAY 48-SUSSED
26-INCIP 49-MASDV
27-DEGLAY 50-TFACE
28-AGGLAY 51-SWPSIG
29-SDIML 52-SBACK
30-SJACOB 53-RHOCON
31-EQZBED
32-EQBETA
33-SIMUL
34-SDIM
35-ACTSTR

2 NPRSED 18 (1-8) Time-step frequency for printing sediment-
computation results (file 81: prtsed.out)

NDIAGS 18(9-16) Tune-step frequency for printing sediment-
computation diagnostics (max. errors,
number of iterations etc.)

NPLOT 18(17-24) Plot output file (FORT ref num)
(filename: pltsed.out)
NPLOT=0 : no plot output
NPLOT>0: short output (bed-surface
elevation and active-layer size fractions)
NPLOT<0 : long output (all of the above
plus: cell-centered depths, all three cell-
centered Cartesian velocity components,
suspended-sediment concentrations and
suspended-sediment source terms)

NPLT 18(25-32) Time-step frequency for NPLOT output
3 IDENS 12(1-2) Option for printing: density of water & sus-

sed mixti
(1 = print; 0 = no print)

ICONC 12 (3-4) suspended-sedim. concentrations
IZBED 12(5-6) bed elevation
IDZBED 12(7-8)) bed-elev change over time step
IDZBO 12(9-10) cumulative bed-elev change
IEM 12(11-12) active-layer depth
IBETA 12 (13-14) active-layer size fractions
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ILSTR 12(15-16) number of strata
ISTRDP 12(17-18) depths of strata
IBSTR 12(19-20) strata size fractions
ID50 12 (21-22) charateristic grain diameter
ICFRIC 12(23-24) friction coefficient
ISORCD 12(25-26) susp-sed 'deposition' source
ISORCE 12(27-28) susp-sed 'erosion' source
ISBTYP 12(29-30) sediment-comput boundary types

4 IBED 12(1-2) Option for including/excluding: complete
bed-sed computations
(I = include ; 0 = exclude)

ISUS 12 (3-4) complete sus-sed computations
IADV 12(5-6) i-direction sus-sed advection
IDIF 12 (7-8)) i-direction sus-sed diffusion
JADV 12(9-10) j-direction sus-sed advection
JDEF 12 (11-12) j-direction sus-sed diffusion
KADV 12(13-14) k-direction sus-sed advection

*SUB ROUTINE ISED

I SDBG 18(1-8) 1 : sediment debug output at chosen points
0 : no sediment debug

IBSDIM 18(9-16) 1 : dimensional bed-sed comp
0 : dimensionless bed-sed comp

2 IB,JB,KB 318 (1-16) Position of the points chosen for sediment
debug output
Last record must have IB<O
Records 2 omitted if ISDBG=O

3 SDIAM 5F16.0 (1-80) Standard sediment sizes (i) defining size
intervals 5 values per record
KSMAX values altogether
(KSMAX--number of size classes)

4 VISCOS F16.0 (1-16) Kinematic viscosity of water (m2/s)
5 SDENS F8.0 (1-8) Sediment particle density (tVm3)

POROS F8.0 (9-16) Porosity of sediment mixture in the bed
6 THETAS F8.0 (1-8) Implicitation factor used in sediment

computations
STRMAX F8.0 (9-16) Maximum depth of active stratum (m)
ALMIN F8.0 (17-24) Minimum depth of active layer (m),

criterion for closing a deposition layer
ABED F8.0 (25-32) Near-bed position 'a' (m)
DABED P8.0 (33-40) Near-bed position increment (m)

7 EPSZB F16.0 (1-16) Treshold value (m) of bed-elevation
changes for terminating iterations during
sediment comput at a point

EPSBET F16.0 (16-32) Treshold value (-) of active-layer size-
fraction changes for terminating iterations
during sediment comput at a point

8 MAXITS 18(1-8) Maximum number of iterations during bed-
sed computations at a bed point

9 DH F8.0 (1-8) Horizontal mass diffusivity (m2/s)

*SUBROUTINE INICON
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Note: suspended- -iiment concentrations are initially assigned a negative value (=-
0.001) at all computational points, in order to distinguish points inside the flow
domain (where concentration is computed) from points outside the flow domain (conc
remains equal to -0.001)
IPAR 18 (1-8) Parameter indicating chosen

option for furnishing initial
data
IPAR=0 : only record 2 is

furnished, records 3-5
are omitted

IPAR=1 : records 2-4 are
furnished, records 5
are omitted

IPAR=-I : records 5 are
furnished, records2-4 are omitted

Record 2 is repeated KMAX times

(where KMAX is the number of computational points
along the vertical direction) starting with the
point k=KMAX next to the free surface, until the
entire set of vertical concentration profiles is
defined for all size classes

2 CREAD 10F8.0 (1-80) Default suspended-sediment
concentrations (-), for all
size classes at a point,
KSMAX values

R (KSMAX--number of size classes)
Record 3 is repeated KMAX times

(where KMAX is the number of computational points
along the vertical direction) starting with the
point k=KMAX next to the free surface, until the
entire set of vertical concentration profiles is
defined for all size classes

Each set of vertical concentration profiles, for all
size classes, defined by KMAX records 3,
is followed by one or more records 4

Record(s) 4 specify points to which set of vertical
concentration profiles, for all size classes,
defined by KMAX records 3, applies

IAXES<O : end of records 4 related to one particular
set of records 3

U<0 : end of records 3 and 4 related to
initial suspended-sediment concentrations

3 CREAD 10F8.0 (1-80) Other-than-default suspended-
sediment concentrations (-)
for all size classes at a point
KSMAX values
(KSMAX--number of size classes)

4 TAXES I8 (1-8) LAXES==1 X: coordinate line
IIAXESI=2: ETA coordinate line

U 18(9-16) IDI specifies particular
XI or ETA coordinate line

uS 18(17-24) Record 3 applies to points US
LE 18 (25-32) to IJE along the particular
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coordinate line
5 PCONC 10F8.0 (1-80) Initial suspended-sediment

concentrations (-), for all
size classes at a point
KSMAX values
(KSMAX--number of size classes)

Record 5 is repeatid KMAX times
(where KMAX is number of computational points
along the vertical direction) starting with the
point k=KMAX next to the free surface, until the
entire set of vertical concentration profiles is
defined for all size classes

Set of KMAX records 5 is repeated for each vertical
direction line within the flow domain, row-by-row
starting from the first row inside the domain

*SUBROUTQ NE INIBEDII
Note: bed elevations, active-layer depth and size
fractions, number of strata, and each stratum depth
and size fractions, are all initially set to zero
at all points

RELO F8.0 (1-8) Relative elevation used to
evaluate initial bed-surface
elevations (m)

2 WPAR 18(1-8) Parameter indicating chosen
option for furnishing initial
data

IPAR=0 : records 3 and 4 are
furnished, records 5-9
are omitted

IPAR=l : records 3-7 are
furnished, records 8-9
are omitted

IPAR=-1 : records 8-9 are
furnished, records
3-7 are omitted

3 ITYPBA 18(1-8) Type of size-fraction
distribution for active layer
(default value)

LSTRAT 18(9-16) Number of strata below the
active layer at the point
(default value)

ITYPBS 818 (17-80) Types of size-frawon
distributions for strata
LSTRAT values (default)
starting from active stratum

4 EMINIT 18(1-8) Initial active-layer depth (M)
(default)

18(9-16) Not used
STRDEP 8F8.0 (17-80) Initial srata depths (m)

LSTRAT values (default)
starting from active stratum
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Records 5,6 are followed by one or more records 7
Record(s) 7 specify points to which records 5,6 apply
IAXES<0 : end of records 7 related to particular
records 5,6
I<0 : end of records 5,6 and 7 related to

initial bed-material data
5 ITYPBA 18 (1-8) Other-than-default

type of size-fraction
distribution for active layer

LSTRAT 18(9-16) Other-than-default
number of strata below the
active layer at the point

1TYPBS 818 (17-80) Other-than-default
types of size-fraction
distributions for strata
LSTRAT values
starting from active stratum

6 EMINIT 18 (1-8) Other-than-default
initial active-layer depth (m)

18 (9-16) Not used
STRDEP 8F8.0 (17-80) Other-than-default

initial strata depths (m)
LSTRAT values
starting from active stratum

7 IAXES I8(1-8) IAXESI=1 : XI coordinate line
IAXESI=2: ETA coordinate line

IJ 18(9-16) IUI specifies particular
XI or ETA coordinate line

IJS 18 (17-24) Records 5,6 apply to points US
lIE 18(25-32) to UIE along the particular

coordinate line
8 TYPBA 18(1-8) Type of size-fraction

distribution for active layer
LSTRAT 18(9-16) Number of strata below the

active layer at the point
ITYPBS 818 (17-80) Types of size-fraction

distributions for strata
LSTRAT values
starting from active stratum

9 EMINIT 18 (1-8) Initial active-layer depth (m)
18 (9-16) Not used

STRDEP 8F8.0 (17-80) Initial strata depths (m)
LSTRAT values
starting from active stratum

Records 8 and 9 are repeated for each point at the
bed, within the flow domain, row-by-row,
starting from the first row inside the domain

10 HTYPB 18(1-8) I1rYPBI : size-fraction
distribution type, must agree
with one of types associated
with active layer or strata at
computational points

BREAD 9F8.0 (9-80) Size-fraction distribution (-)
KSMAX values
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SI I KMX-ubrosiecas)
Last record 10 must have ITYPB<O

I*su~kunNESBIN4FO

The following record is read:
FIRST for all points along ETA-direction boundary line(s)
THEN for all points along XI-direction boundary line(s)

S18 (1-8) 11: XI-direction index of
the sediment-computation
boundary point
Last record 1 must have I1<)

J 18 (9-16) J : ETA-direction index of
the sediment-computation
boundary point

ITYP 18(17-24) Boundary-condition type
associated with the sediment-
computation boundary point

NSEQB 18(25-32) Sequence number of the active-
layer size-faction
distribution in list of time-
dependent data

NSEQC 18 (33-40) Sequence number of the set
of suspended-sediment vertical
concentration profiles in list
of time-dependent data

ITYp= : inflow boundary

ITYP=-1 : outflow boundary, NSEQB, NSEQC not used
YP=0 : assigned automatically to imper ble boundary

*SUBOLFIfNE TIMEFU

The following records load time-dependent boundary data

I IDAYR 18(1-8) Day and hour defining time of
IHOUR 18(9-16) reading time-dependent data

2 NOBT 116 (1-16) Sequence number (1,2 ..... )
BTR 8F8.0 (17-80) Active-layer size-fraction

distribution (-),
its sequence number NOBT
consistent with the NSEQB
sequence numbers assigned to
sediment-computation boundary
points with ITYI•-
(subroutine SBINFO, record 1)

The total number of records 2 must be equal to total
number of different active-layer size-fraction
distributions assigned in SBINFO

3 NOCT I 116 (1-16) I Sequence number (1,2 ..... )
CTR 1 8F8.0 (17-80) Set of suspended-sediment

54



concentrations (-), at point k=
KMAX next to the free surface,
for all size classes,
its sequence number
NOCI consistent with the NSEQC
sequence numbers assigned to
sediment-computation boundary
points with 1TYP-l
(SBINFO, record 1)

4 116 (1-16) Not used
CTR 8F8.0 (17-80) Set of suspended-sediment

concentrations (-), at point
k-I, for all size classes

Record 4 is repeated KMAX-1 times, untill the entire
set of vertical concentration profiles, for all
size classes, and sequence number NOcr, is defined
Total number of concentration-profile sets, defined by
records 3 and 4, must be equal to the total
number of different sets of suspended-sediment
concentrations assigned in SBINFO

I I
tructure of Sediment Plot Output

(pltsed.out loaded in subroutine P

Record Contents

Heading Records:
I NPLOT, IM, 3M, KM, KSMAX
2 XCT(IC1JCl)
3 YCT(IC1JCl)
4 PZBED(O:IMO:JM)
Time-Dependent Records:
5 IT 1 1
6 ZBED(0:IMOJM)
7 BETAA(0:IM,0:JMKSMAX)
8 AHSS(0:IMO:JM)
9 U(O:IM,O:JM,KM)
10 V(O:IM,OJM,KM)
11 W(O:IMOJMKM)
12 CONC(0:IMO:JM,0:KM,KSMAX)
13 PSORCD(O:IMO:JM,KSMAX)
14 PSORCE(0:IMO:JMKSMAX)

Short output: records 5-7

Long output: records 5-14
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CHAPTER V

TESTS

In contrast to man-made watercourses, such as channels, natural watercourses are

charac e by continuous irregularity. Irregular contours of the flow domain, irregular

shape of the bed surface, etc. are rather the rule than the exception in natural water bodies.

Such a variety of shapes is impossible to find in man-made watercourses. Therefore, the

application of the CH3D code with its new sediment-operations program module to a natu-

ral prototype case is imperative in order to validate all the procedures and to demonstrate the

capabilities of the sediment module, which was developed to simulate mobile-bed phenom-
ena in natural water-bodies.

The Mississippi River at the Old River Control Structure complex was used as a
prototype case in order to test and validate the new mobile-bed numerical procedures in the
CH3D code.

Model of the Mississippi River at the Old River

An approximately 12-mile long stretch of the Mississippi River (between River Mile
307 and River Mile 319) in the vicinity of the Old River Control Structure complex is
modelled (Fig. 6). The entrance channel of the Sidney A. Murray Hydropower facility is
located at River Mile 316.5. The Low Sill Structure is located at River Mile 315 and the

Auxiliary Structure is located at River Mile 312. The Sidney A. Murray Hydropower facil-

ity is operated by the City of Vidalia, Louisiana. The Low Sill and Auxiliary Structures are

operated by the U.S. Army Engineer District, New Orleans.

The model domain and computational grid (Fig. 7), as well as all data required for

the CH3D hydrodynamics computations have been provided by Waterways Experiment

Station personnel. Boundary (1) (Fig. 7) is an upstream inflow boundary. Boundary (2)

is a downstream boundary. The entrance channel of the Sidney A. Murray Hydropower

facility (boundary (3)) and the Low Sill and Auxiliary Structures (boundary (4)) are treated
as closed during hydrodynamic computations. Thus, boundaries (3) and (4) could be

treated as impermeable boundaries, just as for the other closed domain boundaries. The

hydrodynamics simulations, performed by WES personnel before the sediment-operations

program module had been built into the CH3D code, are briefly described in the following

paragraph.
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The hydrodynamic simulations used a computational time step of 30 seconds, and

the simulated time period was 30 days. The imposed condition along the upstream inflow

boundary (1) (Fig. 7) was a so-called 'river' condition (imposed unit discharges across the
river), while the condition along the downstream boundary (2) was a so-called 'tidal'

condition (imposed free-surface elevations across the river). The remaining domain

boundaries were treated as impermeable. So called 'zero-flow' initial conditions (i.e. hori-

zontal free-surface elevation and zero velocity field) were used. The chosen combination of

initial and boundary conditions (downstream free-surface elevation and non-zero upstream

discharge imposed on initially still water) is known to produce a disturbance (wave) that

propagates back and fourth throughout the flow domain. A so-called 'stabilization period'

is required to allow the disturbance to eventually die out.

The sediment module was tested by repeating the simulation described in the previ-

ous paragraph, but with all or some of the sediment operations switched on.

The sediment-computation tests were made with a computational time step of 30

seconds, and the simulated period was 5 days and 10 hours. Initial and boundary condi-

tions for the hydrodynamics computations were as previously described. Sediment compu-

tations were initiated 10 hours after the beginning of the hydrodynamics computations. A

stabilization period of 10 hours proved to be sufficient for the dissipation of the most

severe wave propagation in the domain.

The main source of sediment data was the Hall and Fagerburg (1990) paper. The

paper describes the sampling techniques and provides some results of two field surveys of

the hydrodynamics and suspended-sediment transport of the Mississippi River at the Old

River Control Structure complex, completed in February and June 1990.

Six ranges were established across the Mississippi River in the vicinity of the Old

River Control Structure complex, from River Mile 310 to River Mile 320. One range was

also established parallel to the bank of the Mississippi River across the entrance channels of

the Low Sill and Auxiliary Structures. An additional range was established parallel to the

bank of the Mississippi River across the entrance channel of the Sidney A. Murray

Hydropower facility. The location of the ranges is shown in Figure 6.

According to Hall and Fagerburg (1990), bed material was very uniform through-

out the study reach, with predominant bed-material grain diameters varying between 0.125

mm and 0.5 umm. Hall and Fagerburg (1990) classified the suspended sediment as sus-

pended silt and clay (with grain diameter less than 0.0625 mm), and suspended sand (with

grain diameter greater than or equal to 0.0625 mm). The suspended silt and clay concen-

tration was described as nearly uniform in the vertical direction and across the range, at

each range, and the measured concentration of silt and clay was approximately 250 mg/i.
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The suspended sand concentration was described as varying significantly in the vertical

direction, as well as varying in maximum concentration along the channel bed laterally

across the range. The only measured vertical suspended-sand concentration profiles are

shown in Figure 3 of the Hall and Fagerburg (1990) paper. The Figure shows suspended-

sand concentration at the right bank line, channel center line, and left bank line measured

during the June 1990 survey at range 2, located at the upstream end of the study reach.

The data presented by Hall and Fagerburg (1990) are not sufficiently detailed for a

definitive numerical study of the Mississippi River near the Old River Control Structure

complex. A definitive numerical study would require more detailed measured sediment

data in order to better define initial and boundary conditions for the sediment computations,

and to permit comparison of computed results and measured data. Detailed measured

hydrodynamic data would also be necessary, in order to detect any significant discrepancies

between measured and computed velocities and depths that may influence the sediment

computations.
However, the goal of the tests reported herein is not to do a detailed numerical

study, but to test and verify the new numerical procedures, and to demonstrate the capabili-

ties of the newly developed sediment-operations program module. The data presented by

Hall and Fagerburg (1990) are sufficient to permit construction of an appropriate sediment

data set that describes the Mississippi River near the Old River closely enough for verifica-

tion and demonstration purposes. Indeed, a data set used for a detailed numerical study

may not always be suitable for test purposes. For example, even though the initial size-

fraction distribution is in reality different at each bed point, demonstration of the sediment

module's capability to compute changes in size-fraction distribution at different bed points

over time is much easier followed if the same size-fraction distribution is initially assigned

to all bed points.

Three size classes were chosen to simulate the natural sediment mixture in the

Mississippi River near the Old River complex. Size class 1, with an equivalent diameter of

0.01 mm, represents the fine sediment mainly moving in suspension without having much

contact with the bed, and corresponds to suspended clay and silt as defined by Hall and

Fagerburg (1990). Size class 2, with an equivalent diameter of 0.1 mm, represents sand

that may move in suspension, but also has extensive contact with the bed and is an impor-

tant component of the sediment mixture on the bed. Size class 3, with an equivalent diame-

ter of 0.5 mm, remains mainly on or near the bed.

Boundaries (1) and (2) (Fig. 7) are defined as sediment inflow and outflow bound-

aries, respectively, while the remaining domain boundaries are treated as impermeable.

59



18- GRID NEAR OLD RIVER
17- (2) NON-ADAPTED GRID

16-

15"

14- BOUn¢w (3)

13-

12- oundy 1)

1110- Boundwy (4)

y9-

7-

6-
5-

4-

3-

2-

0 4 6 8 10 12 14 16 18 20 22 24 26 28 30 j2 34

x

Figure 7. The Model Domain and Computational Grid.
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Boundary conditions for sediment computations are required along inflow boundary (1)

only.

An active-layer size-fraction distribution with 0% of size class 1, 50% of size class
2, and 50% of size class 3, was assigned at all points along inflow boundary (1).

Also, at the inflow boundary (1) vertical suspended-sediment concentration profiles
were assigned for all three size classes. For size class 1, a constant vertical concentration
profile of 250 ppm was assigned to all inflow boundary points. The initial suspended-sand
concentration at the right bank line, channel center line, and left bank line measured during
the June 1990 survey at range 2 (located at the upstream end of the study reach) (Hall and
Fagerburg (1990), Fig.3) inspired the construction of the three different vertical concentra-
tion profiles for size class 2 (Figure 8). Concentration profile 1 (Fig. 8) is assigned to

inflow boundary points close to the right bank. Concentration profile 2 (Fig. 8) is assigned
to the inflow boundary points around the centerline, while concentration profile 3 (Fig. 8)
is assigned to points next to the left bank. Finally, for size class 3, a constant vertical con-
centration profile, with concentration equal to zero, is assigned to all inflow boundary

points.
The described inflow sediment boundary conditions are kept constant for the dura-

tion of the simulation.

Initial conditions for sediment computations are required for all points inside the
flow domain. An initial active-layer size-fraction distribution, with 0% of size class 1,
50% of size class 2, and 50% of size class 3, was assigned to all points. Also, initial verti-
cal suspended-sediment concentration profiles were assigned for the three size classes, at
all points. For size class 1, a constant vertical concentration profile of 250 ppm was

assigned to all points. For size class 2, an initial vertical concentration profile identical to
the centerline profile 2 (Fig. 8) is assigned to all points. Finally, for size class 3, a constant
vertical concentration profile, with concentration equal to zero, is assigned to all points.

A sample input-data set used for the tests herein is presented in Appendix E.

Printed Output and Test Results

The sediment-computation program module has a built-in system for checking

sediment input data and issuing error-warning messages. Error-warning messages contain
several parameters identifying the location of error (such as time-step index and (ij,k)
indexes defining the location of the point), and a few parameters suggesting the nature of
the error. In cases for which more information about the error/warning is needed, the mes-

sages also contain an error/warning message number identifying the subroutine where the
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message originates. The last two digits to the right of the error/warning message number

denote the error/warning sequential number in a specific subroutine (there is room for a

maximum of 99 messages per subroutine). The remaining digits to the left of the

error/warning message number denote the subroutine number (corresponding to the sub-

routine debug identification M listed in the Input Data Guide, Chapter IV).

The sediment-computation program module has the capability of

including/excluding different computation steps, in order to permit separate testing of dif-
ferent procedures, using parameters EBED, ISUS, IADV, IDIF, JADV, JDIF, KADV
(Input Data Guide, Chapter IV). First, the complete suspended-sediment computations
were excluded in order to test only the bed-sediment computations (bedload transport and

bed-evolution processes). Then the complete bed-sediment computations were excluded in

order to test only the suspended-sediment transport. Furthermore, during testing of the

suspended-sediment transport procedures, first some, and then all, of the advection and

diffusion fluxes computed using the QUICKEST method were excluded, in order to sepa-

rately test the implicit vertical-diffusion and fall-velocity procedures. Finally, the complete

sediment-computation program module was tested. Only the test results for the complete

sediment-computation module are reported herein.

The sediment-computations program module has number of built-in computation

tests. Results of these tests for the particular run are designated 'sediment-computation

diagnostics' in the printed output (file PRTSED.OUT). These diagnostics are printed with

the chosen time-step frequency NDIAGS (see Input Data Guide, Chapter IV). The

sediment-computation diagnostics are printed in the dimensionless form. The general

structure of the sediment-computation diagnostics, as well as the specific diagnostics for

the Old-River Complex model test runs, are briefly described below.

Sediment-computation diagnostics start with information concerning the number of

Newton-Raphson iterations performed during bed-sediment computations. Reported are:

maximum number of Newton-Raphson iterations (MITERS), for all bed points in the

domain, during the current time step; indexes (IMITS,JMITS) defining the position (i~j) of

the bed computational point with the maximum number of Newton-Raphson iterations; the

average number of Newton-Raphson iterations (AVITS), for the entire domain during one

time step; and the total number of Newton-Raphson iterations (ITSUM) for all bed points

during one time step. The maximum number of Newton-Raphson iterations for the test

runs was generally 5-6, while the average number of iterations was about 3.

Infomation concerning bed-sediment computation errors at the end of the Newton-

Raphson iterations is reported next: the maximum change in bed elevation between two

iterations (MAXDZB), for all bed points in the domain, during the current time step;
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indexes (IMDZBJMDZB) defining the position (ij) of the bed computational point with
the maximum change in bed elevation; the maximum change in active-layer size fraction
between two iterations (MAXDB), for all bed points and all size fractions, during the cur-
rent time step; and indexes (IMDBJMDB,KSMDB) defining the position (ij) of the bed
computational point and the size class (ks) of the active-layer size fraction with the maxi-
mum change. For the test runs, the number of Newton-Raphson iterations was always less
than the maximum allowed number, meaning that the maximum changes in bed elevation
and active-layer size fractions between the two last iterations were always less than the
specified threshold values.

Negative values of active-layer size-class fractions have no physical meaning, and if
they occur in the computations, they indicate possible computational anomalies. Therefore,
the sediment-computation diagnostics also report: the total number of negative computed

active-layer size fractions (NEGBET), within the entire domain and for all size classes; the
minimum computed active-layer size fraction (MINBET), within the entire domain and for
all size classes; and indexes (IMINBJMINB,KSMINB) defining the position (ij) of the
bed computational point and the size class (ks) of the minimum computed active-layer size
fraction. There were no negative computed active-layer size fractions during the test runs.

The basic constraint of the sum of all active-layer size fractions being equal to unity
is also checked. The sediment-computation diagnostics report the maximum error in the
basic constraint (ERSUMB, departure from unity), for all bed computational points in the
domain, during the current time step; and indexes (IERSBJERSB) defining the position
(ij) of the point with the maximum departure from unity. The maximum departure from

unity during the test runs was of the order of 1.E-10.
Mass-conservation errors during bed-sediment computations are computed and

compared (where appropriate) to the corresponding total mass. The sediment-computation

diagnostics report: the maximum mass-conservation error in the global mass-conservation
equation for bed sediment (MZBED), for all bed computational points in the domain, dur-
ing the current time step; indexes (IMZBEDJMZBED) defining the position (ij) of the bed

computational point with the maximum mass-conservation error in the global mass-conser-
vation equation for bed sediment; the sum of all mass-conservation errors in the global

mass-conservation equation for bed sediment (SZBED); the maximum mass-conservation
error in the mass-conservation equation for one size class of active-layer sediment
(MBETA), for all bed computational points in the domain and all size classes, during the
current time step; indexes (IMBETAJMBETA) defining the position (ij) of the bed com-
putational point with the maximum mass-conservation error in the mass-conservation equa-
tion for one size class of active-layer sediment; index (KMBETA) defining the size class
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(ks) of the active-layer equation with the maximum mass-conservation error, the total mass
(MASB) of sediment in active-layer control volume built around the bed computational
point with the maximum mass-conservation error in the mass-conservation equation for one
size class of active-layer sediment; the sum (SBETA) of all mass-conservation errors in
mass-conservation equations for one size class of active-layer sediment, in the entire
domain, during the current time step; and the total mass (SMASB) of active-layer sediment,
in the entire domain, during the current time step.

During the test runs, the maximum mass-conservation error in the global mass-con-
servation equation for bed sediment (MZBED) was of the order of 1.E-13; the sum of all
mass-conservation errors in the global mass-conservation equations for bed sediment
(SZBED) was of the order of 1.E-12; the maximum mass-conservation error in the mass-
conservation equation for one size class of active-layer sediment (MBETA) was of the
order of 1.E-13; the total mass of sediment in the corresponding active-layer control vol-
ume (MASB) was of the order of 1.E-2; the sum of all mass-conservation errors in mass-
conservation equations for one size class of active-layer sediment (SBETA) was of the
order of 1.E-13 to 1.E-15, depending on the size class; and the total mass of active-layer
sediment (SMASB) was of the order of 1.E-0.

Mass-conservation errors during the suspended-sediment computations are also
computed and compared (where appropriate) to the corresponding total mass. The
sediment-computation diagnostics report: the maximum mass-conservation error in the
mass-conservation equation for one size class of suspended sediment (MCONC), for all
computational points in the domain and for all size classes, during the current time step;
indexes (IMCON,JMCON,KMCON) defining the position (i,j,k) of the computational
point with the maximum mass-conservation error in the mass-conservation equation for one
size class of suspended sediment; the index (KMSCON) defining the size class (ks) of
suspended-sediment equation with the maximum mass-conservation error, the total mass
(MASC) of suspended sediment in a control volume, computed for the computational point
and size class that define the maximum mass-conservation error in the conservation equa-
tion; the sum (SCONC) of all mass-conservation errors in the mass-conservation equations
for one size class of suspended sediment, in the entire domain, during the current time step;
the total mass (SMASC) of suspended sediment, in the entire domain, during the current
time step; the maximum relative (with respect to the appropriate total mass) mass-conserva-

tion error in the mass-conservation equation for one size class of suspended sediment
(MCONR), for all computational points in the domain and for all size classes, during the
current time step; the indexes (IMCRJMCR,KMCR) defining the position (ij,k) of the

computational point with the maximum relative mass-conservation error in the mass-con-
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servation equation for one size class of suspended sediment; the index (KMSCR) defining
the size class (ks) of the suspended-sediment equation with the maximum relative mass-
conservation error, and the total mass (MASC) of suspended sediment in the control vol-
ume, computed for the computational point and size class that define the maximum relative
mass-conservation error in the conservation equation. During the test runs, the maximum
mass-conservation error in the mass-conservation equation for one size class of suspended
sediment (MCONC) was of the order of 1.E-18; the total mass of sediment in the corre-
sponding suspended-sediment control volume (MASC) was of the order of 1.E-5; the sum
of all mass-conservation errors in the mass-conservation equations for one size class of
suspended sediment (SCONC) was of the order of 1.E-17 to 1.E-18, depending on the size
class; the sum of total mass of suspended sediment (SMASC) was of the order of 1.E- 1;
the maximum relative mass-conservation error in the mass-conservation equation for one
size class of suspended sediment (MCONR) was of the order of L.E- 11; and the total mass

(MASC) of suspended sediment in the corresponding control volume varied depending on
the control-volume size.

It is known that the quadratic interpolations used in the QUICKEST method some-
times yield negative suspended-sediment concentrations. The sediment-computation diag-
nostics report: the total number of computed negative suspended-sediment concentrations
(NEGCON), for all computational points in the domain, and for all size classes, during the
current time step; the minimum computed negative suspended-sediment concentration
(MINCON), for all computational points in the domain, and for all size classes, during the
current time step; the indexes (IMINCJMINC,KMINC) defining the position (ijk) of the
computational point with the minimum computed concentration of suspended sediment; and
the index (KSMINC) defining the size class (ks) of the minimum computed suspended-
sediment concentration. During the test runs, the total number of computed negative
suspended-sediment concentrations was as high as 2000, but the minimum computed con-
centration was of the order of -1.E-6.

The sediment-computation program module prints selected results (in the dimen-
sional form) on the output file PRTSED.OUT with a selected time-step frequency
NPRSED (Input Data Guide, Chapter IV). The available outpit matrices include: densities
of water-sediment mixture, suspended-sediment concentrations, bed elevations, bed-
elevation changes over a time step, cumulative bed-elevation changes, active-layer depths,
active-layer size fractions, numbers of strata, depths of strata, strata size fractions, charac-
teristic grain diameters, friction coefficients, suspended-sediment 'deposition' sources,
suspended-sediment 'erosion' sources, and sediment-computation boundary types. These
output matrices are selected by setting parameters IDENS, ICONC, IZBED, IDZBED,
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IDZBO, IEM, IBETA, ILSTR, ISTRDP, IBSTR, ID50, ICFRIC, ISORCD, ISORCE,

ISBTYP, (see Input Data Guide, Chapter IV) to unity, respectively.

Several basic sediment variables (suspended-sediment concentrations, cumulative

bed-elevation changes (instead of bed elevations), and active-layer size fractions), at the

end of a five-day simulation period for the Old-River complex test run are briefly described

below.

The suspended-sediment concentration for the finest size class, with an equivalent
diameter of 0.01 mm, (roughly corresponding to suspended clay and silt as defined by Hall
and Fagerburg (1990)) varies both across the flow and along the Mississippi River reach,

between 60-70 ppm and 300 ppm; but the vertical concentration profile remains roughly

uniform. The suspended-sediment concentration for the medium size class, with an

equivalent diameter of 0.1 mm, (roughly corresponding to suspended sand as defined by

Hall and Fagerburg (1990)) varies not only across and along the flow, but also over the

depth. Vertical concentration profiles are relatively steep, with mid-depth concentration

being between 1 and 5 ppm. The coarsest size class, with an equivalent diameter of 0.5

umm, (roughly corresponding to the bed material of Hall and Fagerburg (1990)) is also

entrained into suspension from place to place. However, where they exist, vertical concen-

tration profiles are rather steep, with the third-depth concentration being close to 1 ppm. It

is obvious that the suspended-sediment concentration for the coarsest size class must vary

significantly across and along the flow.

Cumulative bed-elevation changes show the total erosion or deposition at the end of

a simulated period. The maximum erosion occurs immediately upstream of the Auxiliary

Structure. Erosion in that area varies between 30 and 90 cm. The highest computed ero-

sion (90 cm) is probably unrealistic, occurring due to the schematic representation of initial

(and boundary) data. For example, initial active-layer size-fraction distribution was simply

assumed, due to the lack of data. The time history of the highest computed erosion (40 cm

of erosion during the first simulated day and another 30 cm of erosion during the second

simulated day, with the erosion rate of 6-7 cm for remaining three simulated days) also

suggests an initial imbalance in input data. Maximum erosion in other parts of the domain

does not exceed 20-30 cm. Maximum deposition is around 30 cm and occurs immediately

downstream of the Auxiliary Structure, as well as immediately downstream of the inflow

boundary of the domain. The deposition downstream of the Auxiliary Structure occurs

next to the right bank, away from the main flow, due to the low velocities in that region.

The deposition downstream of the inflow boundary occurs due to the constant inflow of

suspended sediment, assigned as a boundary condition.
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The finest size class generally plays a minor role in the sediment mixture at the bed.
The only significant amount of the finest size class is computed in the low velocity region
downstream of the Auxiliary Structure, next to the right bank. Significant amounts of
medium size-class particles are found at the bed where deposition occurs. In regions where
deposition occurs, the medium size class usually comprises between 30 and 60% of the
sediment mixture at the bed, while the coarsest size class comprises the remainder. In
regions where erosion occurs, the coarsest size class usually comprises over 90% of the
sediment mixture at the bed.

The total simulated period, after 10 hours of stabilization, was 5 days. The CPU
time required for that simulation was about 25 hours on an HP 750. The corresponding
unit CPU time was about 6 seconds per time step, or 7 milliseconds per time step and per
bed computational point and per each suspended-sediment computational point above a bed
point.
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CHAPTER VI

CONCLUSIONS AND SUGGESTIONS FOR FURTHER DEVELOPMENT

During the course of this research the innovative two-dimensional mobile-bed

modelling techniques recently developed for depth-averaged, two-dimensional modelling at

the Iowa Institute of Hydraulic Research, were generalized and merged with the CH3D

three-dimensional hydrodynamic simulation code, thus generalizing CH3D to include
mobile-bed processes (such as aggradation and scour, bed-material sorting, and movement
of both bedload and suspended load of nonuniform sediment mixtures).

The original IIHR conceptualization of sediment transport and bed evolution is fully

preserved:

1. - Sediment movement is identified as either suspended-sediment transport, bed-

load transport, or a combination of both. To describe suspended-sediment transport, the

advection/diffusion (mass-conservation) equation is used. To describe bedload transport

and bed evolution, a mass-conservation equation for active-layer sediment and a global

mass-conservation equation for bed sediment are used. As defined herein, the active layer

comprises sediment particles at (or immediately below) the bed surface and sediment parti-

cles moving as bedload close to the bed surface. The suspended-sediment 'erosion' and

'deposition' sources are defined as the exchange between bedload and suspended-sediment

transport. Criteria for distinguishing between bedload and suspended-sediment transport

are incorporated into expressions for the bedload flux.

2. - There is no need to seek any a priori recognition of washload and its possible

interaction with the bed. This recognition occurs naturally and implicitly in the algorithm's

distinctly different treatment of bedload and suspended-sediment transport.
3. - The sediment mixture in a natural watercourse is described by a number of dis-

crete size classes. Mass-conservation equations for active-layer sediment and suspended
sediment are written for each size class separately. The procedure assumes no restriction
on the number of discrete size classes.

4. - The friction coefficient is determined by the distribution of active-layer size
fractions (i.e. by the sediment size distribution at the bed surface).

The IIHR two-dimensional mobile-bed techniques were generalized to ensure their
compatibility with the overall CH3D environment. First, the governing sediment equations
(initially written in vector form and standard Cartesian coordinates) were redefined by (1)
taking into account the non-constant density of the water-sediment mixture; (2) introducing
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a 'fall-velocity' term into the three-dimensional suspended-sediment equation; (3) defining
the suspended-sediment 'erosion' source as an upward near-bed diffusion flux; (4) defin-
ing the suspended-sediment 'deposition' source as a downward near-bed fall-velocity flux;
(5) and introducing several new auxiliary relations (e.g. mass-diffusion coefficient, density
of a mixture containing water and suspended sediment etc.). Then the governing sediment
equations were rederived in a-stretched coordinates, then nondimensionalized and
rederived in general (nonorthogonal) horizontal curvilinear coordinates.

The described generalization improves the original IIHR mobile-bed techniques in

several ways:
1. - Three-dimensional computations allow actual computation of vertical concen-

tration profiles, rather than computing depth-averaged concentrations and assuming theoret-
ical self-similar concentration profiles, as is done in two-dimensional computations.

2. - Accommodation of the non-constant density of the water-sediment mixture
allows the numerical procedures to become more general, even offering the possibility to
analyze density currents.

3. - In the three-dimensional environment, both 'erosion' and 'deposition'
suspended-sediment sources are defined more physically than is possible in the two-
dimensional depth-averaged environment.

4. - General curvilinear coordinates allow for better representation of natural-water-
course complex geometry than do orthogonal curvilinear coordinates.

5. - The non-constant density of the water-sediment mixture makes it possible to
simulate how sediment-transport and bed-evolution processes influence the flow field
through changes in the density of water-sediment mixture, in addition to the influences
arising from changes in the friction coefficient and bed elevation.

The newly-developed procedure opens a number of possibilities for furtl-:r
research. The general computational framework makes it possible to isolate, study and
possibly improve a number of specific aspects of sediment-flow interaction that rely on
empirical relations. Specific experiments may even be designed to isolate particular details
of sediment-flow interaction, and experimental results then might be compared to the
appropriate computational results. Specific aspects of sediment-flow interaction to be
studied in this way may include: the diffusion of suspended sediment, particularly the dif-
fusion coefficient; the density of the water-sediment mixture; bedload transport etc.
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APPENDIX A

QUICKEST METHOD

The basic concepts of Leonard's (1979) QUICKEST method are summarized
herein. First, a simple one-dimensional transport (advection) equation is considered:

2 = _ a(u.) (Al)

Equation (A l) is integrated over a time step and a control volume built around main
computational point C:

2 2 At At
f ý"+dp - fo"dp = fUw Jwd - f ue4edT

- o o
(A2)

(1) (2) (3) (4)

where: (1) and (2) are local rate-of-change terms; (3) and (4) are advection terms; cp are
local coordinates (Fig. Al); subscripts e,w denote east and west faces of the control
volume built around the main computational point C (Fig. A1); subscripts E and W denote
main computational points neighboring C (to the east and the west, respectively) (Fig. Al).

It

at 4ý UW -plo usVI IL I
I II

W w C e E

Figure AI.
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Local rate-of-change terms are evaluated by representing ý(p) as a quadratic
function between W and E computational points (using main-point values at W, C, and E
computational points), and then by integrating that function from 'WI to 'e':

*(p)dp=A ýc+A (a4 (A3)
1~ 24 ýJ )C

2

where the following notation is invoked:

a2O ý •- c + Ow

Advection terms are treated by using a so-called 'upstream quadratic interpolation'.
Consider, for example, the term (3) in Eq. (A2).

When the continuity equation (mass-conservation for fluid flow) is invoked, Eq.
(Al) becomes:

aý + uL = M¥ (A4)

5T at

When the Lagrangian approach is used, Equation (A4) reduces to:

Do =0 i.e. 0 = const. (AM)
Dt

valid along the trajectory of a fluid particle defined by:

U = d (A6)
dt

Figure A2 shows particle trajectories, with their 'departure' points (d) at time r = 0,
and their 'arrival' points (a) on the control volume w-face at different times between 0 and c
-At.

If the trajectories are straight and parallel (u=const), as in Fig. A2, then it is fully
justified to write:
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&t Pp
fuw~wdt = on#dp (A7)

0 0

where:

PD = UwAt = C& =C

and -,p are local coordinates as in Fig.(A2).

At

t +1, . A A, ,, 5• U. ,,.*. -,-L
SI .

t nL

FW W w C e E FE

Figure A2.
The advection term is now evaluated by upstream quadratic interpolation: if the

velocity direction is as in Fig. A2, O(p) is represented as a quadratic function between FW

and C (using main-point values at FW, W, and C computational points), and then the
function is integrated from 0 to pD:

At IC,,,,

fuwowd0 = f °dp
0 0

(A8)

rwOc rw+ lj+n .2r2, (.2 )n At2 (-a20 lntrwgl 2 2 V rt )•W + 6 V -t7sw- 7D-- 7-t w

where the following notation is invoked:
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C 2•" €• -2,+ for CrŽ>o

CuAt

ý c - ý uw + + f r

A42 2

If the velocity direction is the opposite to what is shown in Fig. A2, Eq. (A8)

remains the same, except that:

~A A~2~+~ for CrW <0

A similar expression is easily obtained for the advection flux through the e-face of

control volume (Fig. A2):

Jue~edr J ndp

0 0
(A9)

r nr +- A2 " r 2(a2 e-V -A 2 (4 2, en1

where:

2 ,- for CrO0
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2• •" FE - 20n+
C for C. -0

'jr)e -

~~UAt

_ un+I + un

=e 2

The local rate-of-chan, ge term:

2 g

fl"+'dp- Ondp= (4,

2 2

where p is a local coordinate as in Fig. Al, is further manipulated by using the governing

Eq. (Al). Equation (AlI) can be written as:

a (a2o' a Fa(0)(l)Trt• 54L at--7 - '<"

The left-hand-side of Eq. (All) can be written as:

aa,= I -ta2 :+1(a2fj (A12)

while the right-hand-side of Eq. (Al 1) is approximated, assuming a constant velocity, by:

(a 2(uo)) _ a Fa2] 0 [. = I a2•• 0 " - n I

fiej~ ] a2,~ ao~ (A13)

The final outcome is:
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a2 cnl a2 Cr (T i a2)n _re (ffJ20 (A14)

When Eq. (A14) is introduced into Eq. (A10), the local rate-of-change terms

become:

2 2 2[- (a20n (
__"Idp f "dp (- I0,tgJ1  (A15)

AtC 24 [tr. ~e

2 2

By using Eqs. (A8), (A9) and (A15), the discretized Eq. (k,.• - eads:

*D+1 n~ )n 2 2t it 2,

(A16)

n~ 
2 22 

n

A simple advection-diffusion equation is considered next:

aO)=a(uO))- Da (AP)

at at at(a~

Equation (A17) is integrated over a time step and a control volume built around a

main computational point C (Fig. Al):

Oln+Idp-_ f Olndp = f uwtlwdr - f uetledt +,frDe '),d,[-" fw(ý d- c a

2 2

(A18)
(1) (2) (3) (4) (5) (6)

The local rate-of-change terms (1) and (2), as well as the advection terms (3) and

(4) are treated as previosly described. The diffusion terms (5) and (6) are also treated
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according to the same idea of 'upstream quadratic interpolation'. Consider, for example,

the term (6):

f JD"( dc w J At (A19)

where

Dn+l + Dn

5WW 2

and

(,tn+2
)WW

is the w-wall gradient of evaluated at -t
2

It is further assumed that the gradient of 0 is convected downstream essentially

unchanged, along the constant-slope trajectory (Fig. A3). It remains to find the departure
At

point D of the trajectory that arrives at the w-face of the control volume at -- and to2

evaluate the gradient at D by the upstream quadratic interpolation. If the w-wall velocity
direction is as in Fig. A3 0 is represented as a quadratic function between FW and C (using

main-point values at FW, W, and C computational points), with the gradient of 0 readily

derived from the function. The departure point of the trajectory is defined as:

-At •wAtA -t

PD =--Uw "•-t At"- At- Crw (A20)
pD=uw 52 At 2 2 r A0

where PD is the position of the departure point in local coordinates (Fig. A3), and the

gradient of 0 is evaluated at D, leading to:
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JD~~ At2 a2 r)n A & J
"(2t td-w (~ (A21)

,,tp , -I, ',I'

I Ue IA i

Figure A3.

where:

DAt

and the right-hand-side derivatives have the same meaning as in Eq. (A8).

A similar expression is easily obtained for the diffusion flux across the c-face of
control volume:

Figure~ A3.

where
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and the right-hand-side derivatives have the same meaning as in Eq. (A9).

By using Eqs. (A8), (A9), (A15), (A21) and (A22), the discretized advection-

diffusion equation (Eq. (A17) i.e. (A18)) reads:

On+1 Oc - 2
S+t-*-r,,L2 r 2j w ( r,

2 -2 ',ta w 6 -54 W]

-T-t Jw6'eJ(t7)+t t e't Cra 2 e (V (A23)

The discretized Eq. (A23) is explicit, meaning that the unknown scalar 0 is related

to the main computational point C only. Scalars 0 related to the neighboring computational

points appear in Eq. (A23) explicitly, i.e as known values.

Boundary conditions differ depending on the type of the boundary (impermeable,

outflow or inflow). Following the recommendation of Leonard (1979), boundary

conditions are specified to be control-volume wall values, rather than node values. Also,
special interpolations are required at boundary points, or at points next to the boundary.

Boundary conditions are summarized below.

First, in order to make further discussion of boundary conditions more clear, Eq.

(A23) is rewritten as:

-"+1 = (adv) w - (adv)e + (dif)e - (dif)w (A24)

(adv)2 -[2."t,,) at 6
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(dif)w = &w~ ±' A, 2 t (, 2,)n

(dif)e = -~ 2t

where (adv)w and (adv)e stand for advection fluxes across the w-face and the e-face of the
control volume, respectively, while (dif)w and (dif)e stand for diffusion fluxes across the
w-face and the e-face of control volume, respectively:

Outflow Boundary at w.Face of Control Volume

The same procedure, as described by Eqs. (AI) to (A24), is applied to the

computational point that has an outflow boundary at the w-face of control volume. The
only difference is that the appropriate upstream quadratic interpolation, next to the w-face
of control volume, uses known values at points E, C and the known outflow boundary
value at Bw , i.e. at the w-face of the control volume built around the computational point

C.
As a result, advection and diffusion fluxes across the e-face of the the control

volume, (adv)e and (diOe, have the same form as in Eq. (A24).
Advection and diffusion fluxes across the w-face of the control volume, (adv)w and

(dif)w, have the following form:

(adv)w t, 6n gt "Ot k3T tT- .,) n] (A25)

(dif)w Cc w[ f _ j]B (A26)

where
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( -8q . + -ý

3A4

(.i2,b n 4ý" - 12gn+ •

are derivatives evaluated at the boundary, i.e. at the w-face of the control volume.

Inflow Boundary at w-Face of Control Volume

The same procedure as described by Eqs. (Al) to (A24) is applied to a
computational point that has an inflow boundary at the w-face of the control volume. The
difference is that the appropriate upstream quadratic interpolation, next to the w-face of the
control volume, uses known values at points E, C and a known outflow boundary value at
Bw, i.e. at the w-face of the control volume bult around computational point C. Also, the
term (3) of Eq. (A2) (or Eq. (A18)) is evaluated by using straightforvard integration, with
the known inflow boundary value at Bw, Le. at the w-face of the control volume:

At

f uwqwd = OwiB At = Crw iBw Ag (A27)
0

where

2

As a result, advection and diffusion fluxes across the e-face of the control volume,
(adv)e and (dif)e , have the same form as in Eq. (A24).

Advection and diffusion fluxes across the w-face of the control volume, (adv)w
and (dif)w, have the following form:

(adv) -- r - Z)44"8 (A28)
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(dif)w =d-wA (A29)
Bw

where

,a2 n _4 -4 12n + q

(aBW - W+

JBw 3&3A4 2

are derivatives evaluated at the boundary Bw, i.e. at the w-face of the control volume. The
second right-hand-side term of Eq. (A28) originates from the appropriate rate-of-change
term, as in Eq. (A 15).

Impermeable Boundary at w-Face of Control Volume

The same procedure as described by Eqs. (Al) to (A24) is applied to a
computational point that has an impermeable boundary at the w-face of the control volume.
The advection term (3) and the diffusion term (6) in Eq. (A18) are equal to zero. The
velocity iiw i.e. the Courant number Cr, are also equal to zero, which eliminates the

appropriate term in Eq. (A15).
As a result, both advection and diffusion fluxes across the w-face of the control

volume are equal to zero:

(adv)w =0 (A30)

(dif)w =0 (A31)

while the advection and diffusion fluxes across the e-face of the control volume (adv)e and
(dif)e, have the same form as in Eq. (A24).

Outflow Boundary at e-Face of Control Volume

The same approach as for the outflow boundary at the w-face of the control volume
is used. The appropriate upsrecam quadratic interpolation, next to the e-face of the control
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volume, uses known values at points W, C and the known outflow boundary value at Be,

i.e. at the e-face of the control volume built around C.

As a result, advection and diffusion fluxes across the w-face of the control volume,
(adv)w and (dif)w, have the same form as in Eq. (A24).

Advection and diffusion fluxes across the e-face of the control volume, (adv)e and

(dif)e, have the following form:

n) AJý2 (1 2, )
(adv)e=Cr Be 2 - , (A32)

(dif)e = &e n _- g2--2"- a2Bn (A33)

where

a4 B 3A4

(a2.l = 8Be - l2gC +

)Be 3W

are derivatives evaluated at the boundary, i.e. at the e-face of the control volume.

Inflow Boundary at e-Face of Control Volume

The same approach as for the outflow boundary at the w-face of the control volume

is used. The appropriate upstream quadratic interpolation, next to the e-face of the control
volume, uses known values at points W, C and the known outflow boundary value at Be,

i.e. at the e-face of the control volume built around C. Term (4) of Eq. (A2) (or Eq. (A18))

is evaluated by using straightforvard integration, with the known inflow boundary value at

Be, i.e. at the e-face of the control volume built around C.

As a result, advection and diffusion fluxes across the w-face of the control volume,
(adv)w and (dif)w, have the same form as in Eq. (A24).
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Advection and diffusion fluxes across the e-face of the control volume, (adv)e and

(dif)e , have the following form:

gA 2 .2 n (A34
(adv)e Cre hBe --iT- j (A=-)

(dif)e = e (A35)
Be

where

,qn+l + gn

,2

) 1n =8* -9n +*n

-•'Be 3A 2
=ý 8qB -l12*c + 4

are evaluated at the boundary, i.e. at the e-face of the control volume.

Impermeable Boundary at e-Face of Control Volume

Following the same arguments as for impermeable boundary at w-face of control

volume, it is easy to conclude that both advection and diffusion fluxes across an

impermeable e-face of the control volume are equal to zero:

(adv)e = 0 (A36)

(dif)c =0 (A37)

while advection and diffusion fluxes across the w-face of the control volume, (adv)w and

(dif,w, have the same form as in Eq.(A24).
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Interpolations for Points Next to the Boundary

Consider the w-face of the control volume built around the computational point C.

First asuume that the direction of the velocity is as in Fig. A4 and that the w-face of

the control volume built around the computational point W is a boundary Bfw.

t t

t n

I I I

I I I
I m• uw I
I I I

tnI I I •

Btw W w C e E

Figure A4.

The same procedure, as described by Eqs. (Al) to (A24), is applied to the

computational point C. Advection and diffusion fluxes across the w-face, (adv)w and

(dif)W, of the control volume built around the computational point C have the same form as

in Eq. (A24), the only difference being that the appropriate upstream quadratic interpolation
uses known values at points C, W, and boundary Bfw, so that:

a2, )n 40n - 12,n + 80
(-2 I2 = A2(A38)

Now, asuume that the direction of the velocity is as in Fig. A5 and that the c-face of

the control volume built around the computational point C is a boundary Be.

The same procedure as described by Eqs. (Al) to (A24) is applied to the

computational point C. Advection and diffusion fluxes across the w-face, (adv)w and

(difXw, of the control volume built around the computational point C have the same form as

in Eq. (A24), with one difference, namely that the appropriate upstream quadratic

interpolation uses known values at points W, C, and boundary B , so that:
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Figure A5.
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APPENDIX B

DISCRETIZED MASS-CONSERVATION EQUATION FOR SUSPENDED

SEDIMENT

First, the mass-conservation equation for suspended sediment (Eq. 29)) is rewritten

as follows:

a a a 1 a Pwf(JHpC) + R J u+ -L(JHpCv)+-(JHpC~o)I-R -Jfw)

Then a o[rt of~ sl-oeator apr achj ue o pi Eq a1cnt he prs h

EkH H[aý(Pa a(pC))- 4aaD 1 a(PC)'
SH LaJ0

-,a (DH 92a(pC)) a (DH ga(PC) CI

Ekv Vap)

Then, a sort of split-operator approach is used to split Eq. (Bl1) into three parts. The
local rate of change due to the action of advection and diffusion terms in the t-coordinate

direction, denoted as [ý (JHpC) , can be expressed as:

= -R 0  (JHpCu) + EkH H -fLiRg922 a(pC) _D 91 2  - (B2)
at J atSC a4( r at 1 0 )1

In a similar notation, the local rate of change due to the action of advection and
diffusion terms in the 1-coordinate direction, added to the action of advection and diffusion

terms in the 4-coordinate direction, is expressed as:

0 n

(B3)
EkH aD a )D8

CS CH "CTi ,11 J a
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Finally, the local rate of change due to the action of advection, fall-velocity and

diffusion terms in the a-coordinate direction, added to the combined action of advection

and diffusion terms in the •- and rl-coordinate directions, is expressed as:

So
[_ý_(pC)] cr=[(Jp)

(114)

aa crSc, H aa ( O a

The mass-conservation equation for suspended sediment (Eq.(34)) is discretized in

three succesive steps: (1) 4-direction step i.e discretization of Eq. (B2) by using a

generalized version of the QUICKEST method; (2) 11-direction step i.e. discretization of

Eq. (33), also by using a generalized QUICKEST method; (3) a-direction step i.e.

discretization of Eq. (B14) by using the QUICKEST method for local rate-of-change and

advection terms, an upwind finite-difference scheme for the fall-velocity term, and a time

weighted central differencing for the diffusion term. A complete discretized mass-

conservation equation for suspended sediment is obtained by adding the results of the three

succesive steps.

t-direction step

The original Leonard's (1979) QUICKEST method, briefly outlined in Appendix A

for the one-dimensional advection-diffusion equation in Cartesian coordinates, is

generalized herein in order to accomodate the appropriate suspended-sediment equation

terms in a three-dimensional cuvilinear context.

First, a simplified equation is considered:

a (JHpC) = -Ro 2- (JH pCu) (B5)

Equation (B5) is integrated over a time step and a control volume built around a

main computational point C:
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2 2

f jHn+l(pC)n+ldp_- fJHn(pC)ndp
_9 g
2 2

(1) (2)

At At (B6)

= f JwHw(pC)wuwd:- Ro f JeHe(PC)euedc
0 0

(3) (4)

where: (1) and (2) are local rate-of-change terms; (3) an (4) are advection terms; c,p are
local coordinates (Fig. B1); subscripts e,w denote east and west faces of the control
volume built around the main computational point C (Fig. B 1).

III
I I I
I IIlit I _ _U__ _ _ _U

I I 1
W w C • E

Fig. B1.

The integral Equation (B6) is further simplified, to facilitate the application of the

QUICKEST method:

91



2 2
Jeln+l J(pC)n+ldpJHn Jn(pc)ndp

2 2

(1) (2)

SAt 
(B7)

SRoJwiW f (PC)w uwd'c - RoJeI•e f (PC)e nedT

0 0

(3) (4)

where

ft -Hn+l + Hn

2

Local rate-of-change terms are evaluated by representing (pC) as a quadratic

function between W and E (using known values at W, C and E), and then by integrating

that function from 'w' t 'e':

JcHc (pC)dp = JCHCA (PC)c "+ 24 a ) (B8)
A424

2

where

a2 (pC)c (pC)E - 2(pC)c + (pC)w

Advection terms are treated by using a so-called 'upstream quadratic interpolation'.

Consider, for example, term (3) in Eq. (W7).

When the continuity equation (mass conservation for fluid flow) is invoked, Eq.

(B5) becomes:

-- R-- + R, a(pc) = 0 (B9)
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When the Lagrangian approach is used, Eq. (B9) reduces to:

D(pC) = 0 i.e. pC = const. (B10)
Dt

valid along the trajectory of a fluid particle defined by:

ROU = dt(Bi11)
dt

Figure B2 shows particle trajectories, with their 'departure' points (d) at time
and their 'arrival' points (a) on the w-face of the control volume at different times between
0 and At.

lt

n+ A A," t
-r I -- I-•, fl'].fi, u, u, '_ý

FW W w C e E FE

Fig. B2.

If the trajectories are straight and parallel (u=const), as in Fig. B2, then it is fully
justified to write:

At P
ROJWfIW J (pC)w uwdc = JwIIw (pC)n dp (B 12)

0 0

where:
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uwAt
PD = ROuwAt = Ro-"t'At = CrwA4

Cr = R uiwAt

and ',p are local coordinates as in Fig. B2.

The advection term is now evaluated by upstreanm quadratic interpolation: if the

velocity direction is as in Fig. B2, (PC) is represented as a quadratic function between FW

and C (using main-point values at FW, W, and C), and then the function is integrated from
0 to pr:

treA

JwAw J(PC)ndp -JwHwCrw g[(PC)c 2+(PC)w

0
(B 13)

A PC) n A 2  a2 (PC) n A2 a 2 ((pC) 1n

where the following notation is invoked:

a W At

( a(pC) (pC)n - 2(pC), +(pC)v
- Iw

Crw = RO At

W = 2

If the velocity direction is the opposite to what is shown in Fig. B2, Eq. (B13)

remains the same, except that:
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a2 (pC) n (pC) -- 2(pC)n + (PC)n for (rw <0

)~~W E W AK fr r2

A similar expression is easily obtained for the advection flux through the e-face of

the control volume (Fig. B2):

Jefe J(pC)ndp = j (PC)" + (pC)_ At a(C)
or0g 

2 2, 
eA-)e

(B 14)

+A , pa2 (pC AC n (a2 pca2 ( "C6T e -54= )eo-T t)4 )

where:

Ca(.pC)Jen = (PC)n - (pC)n

a2 (PC) (pC)e _2(pC)n + (pC)n
-• -2= C W for Crt 0

a2 (pC)n (pC)n - 2(pC)R +(pC) f

-A4
2  for C,<

Cre =R 0 fieAt

Ue = 2n++un

The local rate-of-change term:

2 2

JcH•+1 J(pC)n+ldp- JcHn f (pC)n dp

2 2
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[J Hn+l(p.C)n+I n (

+A4A CHn+l J I (B-15)
24 C C('

where p is a local coordinate as in Fig. B 1, is further manipulated by using the governing
Eq. (B5). Equation (B5) can be written as:

a ,_2 _24 L[ (JHpC)]= -Ro [t (JHpCu)] (B 16)

The left-hand-side of Eq. (B16) is approximated by:

r [)2JHP ")] .{ a2(pC) i n', a2(pC)+l 2 (pC)
-J•LC H • cH•) (B7-r c-• - -C C~

while the right-hand-side of Eq. ($16) is approximated by:

-ROka 2 (JHpCu) a]_ a2(PC)]

B18)
-a2 (PC n iw(Pc))2 (PC)

"The final outcome is:

(n+I a2 (pC) 'n+l 
(a2 C) n

C ~~C lCýy)c
(B19)

(a-c")- Jcw~ ( (PC)e
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When Eq. (B19) is introduced into Eq. (B15), the local rate-of-change terms
become:

JcHn+ J(pC)n+ldp- JcHn (pC)ndp

2 2

At A[cHn+l(pc)n+l - Jelln (pC)n]
(B20)

A2 a2 (PC) n ~ Q2 pC n
+ 24 [i ii•r 2 JeHeCre ._ L

By using Eqs. (B 13), (B14) and ($20), the discretized Eq. ($7) reads:
n+l pCn+l

Jcc(P - JcH c(PC)c

= ~ p~ A)f~CY A 2  (a2(pC))fl 1' 2 2 6''--Jw 6 w, (B21)

2 n
2(C) 2r' 2 at 6C 2 )c te

A complete Eq. (B2) is considered next. Equation $B2) is integrated over a time
step and the control volume built around a main computational point C (Fig. B 1):

2 2
Jf Hn+l(pc)n+ldp- f JHn(pC)ndp

2 2

(1) (2)

At At
= Ro fJwHw(PC)wluwdt - (p0 JeHe(pC)euedr

0 0

(3) (4)
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+ EkH~ -t~ (~PC)) -12 a(PC)1
sCH ,f oJ 92 L (t Chi ) e(--

(5)

EkH -rb & H -( C g Doc) (B22)

,Cf LJW 92w )- 12

(6)

The local rate-of-change terms (1) and (2), as well as the advection terms (3) and

(4) are treated as previosly described. The diffusion terms (5) and (6) are also treated

according to the same idea of 'upstream quadratic interpolation'. Consider, for example,

term (6):

SCH A DH ("C J g 22, aC1-12(PCH Wat)

(B23)

Dn+1 +Di

f)Hw = H H

and

i I I-ac) 1-(a(pC) '~+1/2

(z )) k--)

are w-wall gradients of (pC) evaluated at At
2
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It is further assumed that the gradients of (pC) are advected downstream essentially

unchanged, along the constant-slope trajectory (Fig. B3). It remains to find the departure
At

point D of the trajectory that arrives at the w-face of the control volume at At and to2

evaluate gradients at D by upstream quadratic interpolation. The departure point of the

trajectory is defined as:

PD = -R wAt = -R° 2 =-t rwý (B24)
2 At 22

where PD is the position of the departure point in local coordinates (Fig. B3).

At

t n+1

At -1-0

Tt At &t' T

FW D W w C e E D FE

Figure B3.

Further treatment of gradients r I and /a- -/ slightly differs. If the w-wall
(at ) ( Chi)

velocity direction is as in Fig. B3, (pC) is represented as a quadratic function between FW

and C (using main-point values at FW, W, and C), with the gradient '(PC)) readily

derived from the function. The gradient '(PC) evaluated at D, reads:

(iteval[atd at D, 4 atds
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and the right-hand-side derivatives have the same meaning as in Eq. (B 13). If the w-wall

velocity has the opposite direction from what is shown in Fig. B3, the right-hand-side

derivatives again have the same meaning as in Eq. (B 13).

Since it is not possible to derive the gradient (-C)) from a function defined

along the 4 direction, the solution is found in defining previous-time-level auxiliary

derivatives a---) at main computational points (by simple central differencing) and

evalu g thegradints ((PC))
evaluating the gradients -a")n by upstream linear interpolation. Linear interpolation is

justified for gradients of a quadratic function. The gradient (C)evaluated at D

reads:

w (pa ) n - r a(p )c) + 1+ tr. a(P) for rIr l (B26)

C-i) ýa') 2 d-l2 -ol)

i.e.

8(Q =(ap))n= 3 -r~ a((PC'n + Cr 1(a(PC) 1 for Cr, >1 (B27)
St-2 v 2 )Fw

i.e.

____ (PC) +Crw (apC)Q n~ r ((PC)n

w k- -•)2 2 2 /"•n E for Crw<-l(B28)

where the Courant-type number trw shows not only the w-wall velocity direction, but also

the interpolation interval.

Similar expressions are easily obtained for the diffusion flux across the e-face of the

control volume:
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(B29)

SCH Je - )eJ

where

D n+l +H D

DHe = 2 He

The gradient )e readis:

~ ~( C) (~pC)~fl .... 1 [ ~ (~( C) "2 - ( 2(pCj) fl (B30)
__.• D c at. 2 C , a 4 2pJ

where the right-hand-side derivatives have the same meaning as in Eq. (B 14).

i.e.

Th grdet reads: t• J+ ,• J

i.e.
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a____ +n (a.{C( n +for Cre < -1 (B33)

I-h OT FEa

where the Courant-type number It., shows not only the e-wall velocity direction, but also

the interpolation interval.

Finally, the discretized Equation (B2), i.e. (B22), reads:

JcHn+ I (p~cn+l - JcHn (pC)n

L(PC )n + (pC )n , a (p C) n Ar2 
a2 ) n

__I_________ PC), :-pc" ] 2~~(C

2 re 2 (PC)

+H le e (B34)

where:

EkH iHwAt ( EkH H At

(Hr c A.•2p)) AI.I' aC

The discretized Eq. $B34) is explicit, meaning that the unknown SUSpended-

sediment concentration is related to the computational point C only. Suspended-sediment

concentrations related to neighboring computational points appear in Eq. $34) explicitly,

i.e as known values. It is useful to point out those elements of the discretized equation that

are expressed explicitly in terms of sediment variables by introducing a special notation for
them. Therefore, Equation $B34) is rewriten as:

JcHC (pC)• - JcHn (pC)n " (adv)w - (adv), + (dif)e - (dif)w (35)
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2 2 atn

(pC)n + (pC)n An 2((pC) 'a
2 ( x2 (a(pC))

(adv)w:JWHWtr[ 2 __ 6._ •2aw) 6 _e) ]"• 2 2 at 6 ',a' e]

(PC)n a2 (PC) _n__( d if ) w = d tH w IAW 9 2 '1W 9 2 A t ('IW

- - ,C) n g a2 P )n 1 ý2 At1(dif )e =&CHe IL 2C tre( CJ 1-~ a~(PC)J

where (adv)w and (adv)e stand for advection fluxes across the w-face and the e-face of the

control volume, respectively, while (dif)e and (dif)we stand for diffusion fluxes across the

w-face and the e-face of the control volume, respectively:

Boundary Conditions

Boundary conditions for Eq. (B34) (i.e. Eq. (B35)) differ depending on the type of

the boundary (impermeable, outflow or inflow). Following the recommendation of

Leonard (1979), boundary conditions are specified to be control-volume wall values, rather

than node values. Also, special interpolations are required at boundary points, or at points

next to the boundary. Boundary conditions are summarized below.

Outflow Boundary at w-Face of Control Volume

The same procedure as described by Eqs. (B5) to (B35) is applied to a

computational point that has an outflow boundary at the w-face of the control volume. The

only difference is that the appropriate upstream quadratic interpolation, next to the w-face

of the control volume, uses known values at points E, C and known outflow boundary
value at Bw, i.e at the w-face of the control volume built around point C.

As a result, advection and diffusion fluxes across the e-face of the control volume,

(adv)e and (dif)e, have the same form as in Eq. (B35).
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Advection and diffusion fluxes across the w-face of the control volume, (adv)w and

(difw, have the following form:

(adv)A ('(P n _A,2 (r)- C2 a2 (pC)n[-J rw j 3 (B36)

H(a-PC))n _g2 (rw 2('C) n--

= JS{ 2W jj3a )B 2 J 1
(B37)

-g 1 2w A aK

k.' MB, IJ

where

paC) n -8(pC)n,, + g(pC)n - (pC)n
'a )B, 3A4

a2 (PC) _ 4(pC)n - 12(pC)c" + 8(pC),

at 2 )BW 3A4 2

(-•J =(l+Cr )P• -• -Cr(P , ( n-) for -<Cr 5 <0

i.e.

SJt- 3+Crw ( a(PC) C -(a("C)-J for rw <l-1

are derivatives evaluated at the boundary Bw, i.e. at the w-face of the control volume built

around point C.
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Inflow Boundary at w.Face of Control Volume

The same procedure as described by Eqs. (B5) to (B35) is applied to a

computational point that has an inflow boundary at the w-face of the control volume. The

difference is that the appropriate upstream quadratic interpolation, next to the the w-face of
the control volume, uses known values at points E, C and the known outflow boundary
value at Bw, i.e. at the w-face of the control volume built around C. Also, the term (3) of

Eq. (B6) (or Eq. (B22)) is evaluated by using straightforvard integration, with the known
inflow boundary value at BW, i.e. at the w-face of the control volume built around C:

At
RoJwNw f (PC)wuwd? = RoJwfwiiw(Z)Bw At = Jwi-w~r, (C )BW At (B38)

0

where

= (pC)n+l (pC)

As a result, advection and diffusion fluxes across the e-face of the control volume,
(adv)e and (dif)e, have the same form as in Eq. (B35).

Advection and diffusion fluxes across the w-face of control volume, (adv)w and

(dif)w, have the following form:

(adv)w=JHlr= [('*)tP " 2", )V1 (B39)

(dif)w = Hw H -- c 12 A 'a ' (B40)
J W ( /5 B-ý ) l aw

where

a2(pC) n 4(pC)E - 12(pC)n + (pC)n
a42 )B ,, = 3A42
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a(pc) n -8(pC)nw + 9(pC)• - (pC)n

__ 
C j,,. ( + (PC)jj

are derivatives evaluated at the boundary, i.e. at the w-face of the control volume. The

second right-hand-side term of Eq. $39) originates from the appropriate rate-of-change

term, as in Eq. (B20).

Impermeable Boundary at w-Face of Control Volume

The same procedure as described by Eqs. (B5) to (335) is applied to a

computational point that has an impermeable boundary at the w-face of the control volume.
The advection term (3) in Eq. $B22) is equal to zero. The velocity 5iw, i.e. the Courant
number Cr, are also equal to zero, which eliminates the appropriate term in Eq. $B20).

The first derivative across the impermeable boundary is also set to zero.

As a result, advection and diffusion fluxes across the w-face of the control volume

read:

(adv)w = 0 $B41)

(dif)w EHw =. g22,9( $1_9 '.ý (42)

!k ~ Jw 'g2 Wapc~

where:

0 0

(a1BW B-
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are derivatives evaluated at the boundary, i.e. at the w-face of the centro! volume built

around point C.

Advection and diffusion fluxes across the e-face of the control volume, (adv)e and

(dif)e, have the same form as in Eq. (B35).

Outflow Boundary at e-Face of Control Volume

The same approach as for an outflow boundary at the w-face of the control volume

is used. The appropriate upstream quadratic interpolation, next to the e-face of the control

volume, uses known values at points W, C and a known outflow boundary value at Be,

i.e. at the e-face of the control volume built around point C.

As a result, advection and diffusion fluxes across the w-face of the control volume,

(adv)w and (dif)w , have the same form as in Eq. (B35).

Advection and diffusion fluxes across the e-face of control volume, (adv)e and

(dif)e, have the following form:

(adv)e = JeIteCrl (PC)Be 2 r . (B43)

~ (a~i~) ; - - Ce aPC)Jf B3

(dif )e =X &H c 2 AK a(PC)n CA2 r (a2 (PC) )

{ et Be 2

(B44)

12e Ja(Per

where

a(PC)n -8(pC) - 9(pC)n + (pC)n,

at Be3A4

a2(-n 8(pC)n - 12(pC)n + 4(pC)n
at 2 Be= 3AW2
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(ati)t )(PCC) )Cr for 0< Cr. <1JBe t---B Ic
i.e.

(a(PC) Cr 1a(PC) for Cr. >1
-- •-J,= 2 O'--*-J 2 an )

are derivatives evaluated at the boundary, i.e. at e-face of control volume built around C.

Inflow Boundary at e-Face of Control Volume

The same approach as for an inflow boundary at the w-face of the control volume is
used. The appropriate upstream quadratic interpolation, next to the e-face of the control
volume, uses known values at points W, C and a known outflow boundary value at Be,
i.e. at the e-face of the control volume built around point C. Term (4) of Eq. (136) (or Eq.
(B22)) is evaluated by using straightforvard integration, with a known inflow boundary
value at Be, i.e. at the e-face of the control volume.

As a result, advection and diffusion fluxes across the w-face of the control volume,
(adv)w and (dif)w, have the same form as in Eq. (1335).

Advection and diffusion fluxes across the e-face of the control volume, (adv)e and

(dif)e , have the following form:

r gI2 (a2(p) n (45

(adv)e Jeketr.[(C)B, - 24 at2(p)B)1(B5
L e.

(dif)e EC 22 Al 912 A(P (B46t ~ ~ ~ ~ B Jea B '-

where

(a Be - 12(c + 4(pC)n

e 3Atz
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Ca(pC) J 8(pC)n, - 9(pC)n + (pC)n

____ _1 ['a~C) n+1 +(a(pc)Y'

""- = -(pc) + (PC)

are evaluated at the boundary, i.e. at the e-face of the control volume built around C.

Impermeable Boundary at e.Face of Control Volume

Following the same arguments as for an impermeable boundary at the w-face of the
control volume, it is easy to derive expressions for advection and diffusion fluxes across an

impermeable e-face of the control volume:

(adv)e = 0 (B47)

(dif)e &H H, (B48)

where

OW )Be:

*'1 )Be t.• )e

while advection and diffusion fluxes across the w-face of the control volume, (adv)w and

(dif)w, have the same form as in Eq. (B35).
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Interpolations for Points Next to the Boundary

Consider the w-face of a control volume built around a computational point C.

First asuume that the direction of the velocity is as in Fig. B4 and that the w-face of
the control volume built around the computational point W is a boundary Bfw.

tn•lt t

I n

I I I
I I -I

I ! I

tnI I I_

Bw W w C E

Figure B4.

The same procedure as described by Eqs. (B5) to (B35) is applied to the

computational point C. Advection and diffusion fluxes across the w-face of the control

volume built around the computational point C, (adv)w and (dif)w, have the same form as

in Eq. (B35), the only difference being that the appropriate upstream quadratic

interpolations use known values at points C, W and boundary Bfw, so that:

r 2(p2C) 'n 4(pc)n - 12(pC)•, + 8(pC)•f B9

-w 3A• 2

{ =• )w = (2--'r •(a(C)n• +- )W (C't'-l)r2(PC'•n ), for Cr,>l (BS0)

Now, asuume that the direction of the velocity is as in Fig. B5 and that the e-face of

the control volume built aroundl the computational point C is a boundary Be.
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t -

I I I

I -

I I I
tn-I I,,

W w C Be

Figure B5.

The same procedure as described by Eqs. (B5) to (B35) is applied to the

computational point C. Advection and diffusion fluxes across the w-face of the control
volume built around the computational point C, (adv)w and (dif)w, have the same form as

in Eq. (B35), with one difference, namely that the appropriate different upstream

interpolations use known values at points W, C and boundary B., so that:

(a2(C)n 8(pC)n -l(pC)n + 4(pC)n,
az )W= 3Ak 2

2W~) (2+ ar (1 for Cr <-1 (B52)

T]-direction step

Equation (B3) is discretized by using the same adapted version of the QUICKEST

method as in the 4-direction step. The only difference is that the local rate-of-change due to

the action of the 4-direction terms [ (JHpC)] is integrated from the south to the north

face of the control volume, assuming that cell-centered variables are representative of the

entire integration interval:
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2J J~(p)~d -JJH(pCld ArJH4(C -AJ(pC) pC) (B53)

2 2

The discretized Equation (B3) reads:

JcHc• (pC)c• - JcHn (pC)n = JcHc• (pC)4 - JcHn (pC)n

-(pC) _,&n (a(PC) - (---PrC)) I
+Jf s r 2'I 2 1r 116 W-(pC)n 4(PCC "- A-,• •1 ((pC)2 j•-_.,2V 2(pC)-- F

fllr 2 n.~r) 6 n n~ ~T

n"•Il nL 2 rJn -n1 .j n2, 2 a

J- H . t11 r. )s -9 2

where superscripts ý and r1 define variables at time (n+l) after the 4- and TI-direction steps,

respectively; subscripts n,s define the north and south faces of the control volume built

around a main computational point C, respectively, (Fig. B6); subscripts N and S define

main computational points north and south from C, respectively; subscripts FN and FS

define main computational points far north and far south from C (Fig. B6); and where:

t+ I
t n-

II I!

II I!

In i I I •

FS fs S a C n N fn FN

Figure B6.
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H=H 1H Sf n+H Hc =.H +HH
2 2 2

0All ATl

2 2

EkH DHAt EkllDHAt2
& S SCH 2 in Sc1 , A,12

H , LH , DH = , H
DH 2 NO= n2

Ca(pC )S =V (pC)n - (pC)n

a2(pC))S (pC)cn - 2(pC)n + (pC)n
- All2

a~2 (pC) 'i" 4(pC)n S 2p~ + 8(pC)n~

'al5' 3AT12  if Cif Ž0 and fs (Fig. B6) is a boundary Bfs

(a2(pC) ') = (PC)n - 2(pC)n + (PC)n fCr<
Na l ATl 2  S-i Cr <0

(a2 (PC) ),n 8(pB)n - 12(pC) 2 4(c) if Cr, > 0 and n (Fig. B6) is a boundary Bn
aii -3AT

2

( ) 1 C, (a(pC ) "'n 1+ C (a(pC) if) 2 I4 ~~+2 (atj~ <

3r(a(pc)" CS caP
- 2 2 c~(CJ ~ >
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(A s2 (2 ar(pc)J - 1)(a(pc)J

if Crs > 1 and fs (Fig.B6) is a boundary Bfs

=• ) 3+Cr.1 (PC)) C (a(PC n if Cr, <-1
at 2 at ) 2 t N

if Cr, < -1 and n (Fig. B6) is a boundary Bn

All terms in Eq. (B54) are fully equivalent to the appropriate terms in the discretized
t-direction equation (Eq. B34)), but reorganized to be ready for coding.

The discretized Eq. (B54) is explicit, meaning that the unknown suspended-

sediment concentration is related to the computational point C only. Suspended-sediment

concentrations related to neighboring computational points appear in Eq. (B54) explicitly,

i.e as known values. Again, it is useful to point out those elements of the discretized

equation that are expressed explicitly in terms of sediment variables by introducing a special

notation for them. Therefore, Equation (B54) is rewritten as:

cH'I(pC 'I - JcHc(pC)c
(B55)

= JcHc (PC)4 - JcHn (pC)n + (adv)s - (adv)n + (dif)n - (dif)s

where (adv)s and (adv)n stand for advection fluxes across the s-face and n-face of the

control volume, respectively, while (dif)s and (dif)n stand for diffusion fluxes across the s-

face and n-face of the control volume, respectively:

(v JsHlsr [(pC)C + (P C n 2(pC)]
2 -21 6 1)( 4
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ad[pC) (p)- A,, . (pc) An2  _e? 2 (a 2 (pC) "l

-N All _,t"L _-_-)n]"t-• :J
(av n= nfir 2 2 rn 6 rn/ I

(dif)s is all') "JsIl _92

(dif)n = Xn 91I n [[ ( a(PC))n~ _ 2 -a'(p)1 II atC)I

Boundary Conditions

Boundary conditions for Eq. (B54) (i.e. Eq. (B55)) differ depending on the type of
the boundary (impermeable, outflow or inflow). Following the recomendation of Leonard
(1979), boundary conditions are specified to be control-volume wall values, rather than
node values. Boundary conditions, fully equivalent to those for the t-direction equation,

are su miarized below.
Impermeable boundary at s-face of control volume:

(adv)s = 0 (B56)

(dif)s = &H. s c{gl1IsA-ll - gl2sAT( ) J). I 357)

where: -=

at = ( n'B,

Outflow boundary at s-face of control volume:
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- [( p C ) B ~ a (P C ) " A T 2 (1na 
2 p )

(adv)., = Jsfislr -P~ Al -t _&n,(1__t 12(C (B358)
[1 ~2 k4 2s a B

aH1 7 LMg B,

(dfsCX, F 1X A4 j z)B, 2n JB3a292,S011

where:

*P - P ),,fr-I < Cý

____ )cC ____ for <-

Inflow boundary at s-face of control volume:

ssr AT2 (a2 (PC) n~

(adv), Jssr (P)B - JB 24 I B0

H- fi a(pc) n a(pC)W

whe-e:

Bs=(pC)n~1 + (pC)n

J. 2 L JB. Js
and:
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(a(PC)n -8(pC)n, + 9(pC)n - (pC)n

C Bs 3A71

( n•(C) - 4(pC)n - 12(pC)• + 8(pC),
-T j, 3AI9

with the last two terms being the same for both outflow and inflow boundary conditions.

Impermeable boundary at n-face of control volume:

(adv)n = 0 (B62)

(dif)n &H. 1 in { 1 An( )' ) - 912,All ' j (B63)

where:

(IIo-))n J =0

B_ =0 )B

Outflow boundary at n-face of control volume:

(p[ n A'] , (pC))'n &T, 2 "• 2(pC)'•n

(adv)n = JfIl B Alt[(PC)r _ C -(I , t-_ -%,,2 I B64)
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H-gi A(~ All2 (a2PC)).

(B65)

-g 12 nA)aQ

where:

____ B I -atpC BA a for 0 < Cr, < 1

___ ) r -1 a(PC)S for C>1
c) BpQ 2at2t

inflow boundary at n-face ofc control volume:

(ad)~ n~nr[() j(a2(pC)n (B66)

PC B 24

where: 
Cnl+ Cn

8(Q = a(PC) 1 n\l+I4)F J 2 ~Bn + t C)B J]
and:
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(a2(Pc)J" 8(pC) - )n + (pC).

S)B :3ATI

E"a2 (pC) Jn 8(pC)n - 12(pC)n + 4(pC)n
t----07T .B :- 3ATI

with the last two terms being the same for both outflow and inflow boundary conditions.

a-direction step

Equation (B4) is integrated over the time step and a control volume built around a
main computational point C:

AG Ao Ao AU
22 2 2

fJHn~l(pC)n~ dp- fjHn(pC)ndp = fj~1(pC)ildp_ fJHn(pC)ndp
AC AU AG Ac
2 2 2 2

(1) (2) (r) (2')

At At
+ Ro f JbHb(PC)b(ObdT - Ro f JtHt(pC)t tdr

o 0

(3) (4)
At At

+ Rof fJt(pC)twfdr- Rof f Jb(PC)bwfdx
O 0

(5) (6)

+ Aft " D a(pC))td-Ek-Vt D( a(PC) dT
SC, Ht ( v .T )t S 0 VHbb

(B68)
(7) (8)

where: (1) and (2) are local rate-of-change terms due to the action of a-direction terms
added to the combined action of •- and 11-direction terms; (1') and (2') are local rate-of-
change terms due to the action of •- and ¶1-direction terms; (3) and (4) are advection terms
in the a direction; (5) and (6) are fall-velocity terms in the a direction; (7) and (8) are
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diffusion terms in the a direction; r,p are local coordinates (Fig. B7); subscripts tb denote
top and bottom faces of the control volume built around the main computational point C
(Fig. B7); superscript Ti denotes variables at time (n+l) after the TI-direction step;
superscript (n+l) defines variables at time (n+l) after the last, i.e. a-direction, step.

At

!I I I
I I I I
I I I I
I I I I

II Ip I I

FB fb B b C t T ft FT

Figure B7.

Taking into account that Jc (= Jb = Jt) does not depend on time and the a-coordinate
direction, that Hc (= Hb = Ht) does not depend on the o-coordinate direction, and further
simplifying the local rate-of-change and advection terms (to make application of the
QUICKEST method easier), integral Eq. (B66) now reads:

Aa AO AO Aa

J~H~~'J(PC~l+'dp- JcHC J(pC)fldp = JcH'1 J(pC)A1dp - JCH ~ ld
Aa AO AO Ao2 2 2 2

(1) (2) (1') (2')

AZ At
+ R°JcIHc f(PC)bObdT - R°JcfiH f (PC)twtdT

0 0

(3) (4)
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At At
+ RofJc f (pC)t wfd' - RofJc f (PC)b wfdT

0 0

(5) (6)
Ek Ek t 1 (D t(pC)'

SJH~VaaP) Ek IjV )dW Jo" 0-'-c ) Sc" 0 c 5•T v-• bd
cvo Ct Cv C (69)

(7) 
(8)

The local rate-of-change terms (1') and (2') are integrated by assuming that cell-

center values are representative of the entire integration interval:

__ AO,
2 2

JcHc• J(pC)'Idp-JcHn f(pC)ndp = AaJcH•(pC)' -,AaJcHn (pC)n (B70)
*Ao Ao

2 2

The local rate-of-change terms (1) and (2) as well as the advection terms (3) and

(4), are discretized by using the same adapted version of the QUICKEST method as in the
•- and TJ-direction steps:

_O AO,
2 2

JcHC J p)~ p- JcHc fJ(pC)n dp A[CH ' (pC)n~l n CH (pC)n] (71
Aca AO qcc, cc B1

"2 2

At RoJcHcCrbA (pC)n +(pC)•) Aa r(a(pC)'•n

ROJcHC J(PC)bcobdr = 4OcC(Cn)& 2 2  (TbPC)n
0 2 2 b 0 )b

(B72)

T�b -'&0
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At A (pC)4+ (pC)Cn)_ C~ r(a(PC) nRoJcA:C f ('PC), cotd' = R°JcAItIcrt 2 2 ,• a )t

0 (B73)

n n&y2 2 220• (pC)• A02( 2 (pC),

where:

tr, =RO+

2

aj(PC) )n (pC)n~ _ (pC)n(acl ) A
Ca2(pc)n (pC4 - 2(pC)Q +(C for Cr1 r,

Ia2(pC) n (pC)r - 2(pC)n + (pC)n for Cr, <0

and subscripts T and B denote computational points top and bottom from C, respectively
(Fig. B7); subscripts FT and FB denote computational points far top and far bottom from

C, respectively.

Special cases of upstream quadratic interpolation occur for points next to
boundaries. For point C next to the bed, k=1, Fig. 18:

(a 2(pc)n =2[ (pC)T (pC)• + (pC)1 f

V t LApI (A(Yl+ Aoo) AOIAOo AOo(ACl+A Oo) t

For point C next to free surface, k=K-1, Fig. B9:
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a"
a"

i, j, k=2

T2
ft

AC 1 ----- i, j, k=K

T
i, j, CTkall 1C O= I 0-

-- ----- a+.

____=-_ i, j, k=K-1
C

Figure B8. Figure B9.

a2 (pC) n 8(pC) - 12(pC)O. 4(pC) ft J3Ao2 r, ,k =K-i

(pC)ft = (PC)T

When the zero-gradient condition next to the free surface is applied, the last expression

reduces to:

&2()n - (pC). ) for r, <0,k=K-1• Jt = 3Ac2

Similar terms are easily written for the b-face of the control volume built around the
computational point C.

Integration of the fall-velocity terms (5) and (6) (Eq. (B69)) yields:

At

RoJc f(pC)twfdr = RofJcwf[0(pC)+1 +(1 -O)(pC) ]&At (B74)
0
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RoJc f(pC)b wfd = RoJcwf[e(pc)n+1 + (I _e)(pC)n]At (B75)
0

where e is a weighting factor. The same result could be obtained by applying an upwind

finite-difference scheme.

Integration of the diffusion terms (7) and (8) of Eq. (B69) yields:

Ek Jc A _t Vvd
Scv Ht •oJ

(B76)

v Dnsl (PC)n+ pC)•+1  DVl (pC)• - (pC) t

Scv AlA

S- CJo H0c )bd
(B77)

Ek,, [Dn-1 (pC)•+ =(pC)n++ Dvl , (pC)n - (pC), t

SCLI H*l AO HC Aa ]A'

The same result could be obtained by applying a time weighted cental differencing.
The discretized o-direction equation now reads:

nC~ c _,-,n+l - c n ( C n _ Jc cC(C),
Jc c- JcHc(PC)~JH(pc' 1 - JcHc(PC)H

+j~i [(C) B() _Aa~ a(PCQ~ A& ( ~2! 2 (PC) '
""- an + A& ~n 2n a 2 ") n+JcHcCrb 

2  iCrbt,--•k )b - -6 r'b) J52 b

-Jcwr[,(PC)'÷ pp)n A (1 (pC n•_! 2• (p)
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-RoJcWf[e oc)n+1 + (I- (B78)

"[ ) n ( p C ) n+- + -. ( p C ) " - ( P C)n ~ A t

_ Je Dv• ) (pC) (pC)•÷' + 0 D_ (pC) -(pC)B] At

The discretized o-direction equation (Eq. (B78)) is implicit, meaning that the

unknown suspended-sediment concentrations are related not only to the computational

point C, but also to the neighboring points T and B. Still, it is useful to point out those

elements of the discretized equation that are expressed explicitly in terms of sediment

variables by introducing a special notation for them. Therefore, Equation (B78) is

rewritten as:

n+l-H(Cn+l H(PC)cH - (pC)nJcHc(C~ c -jcHcnp) JcH'I(pQ)1 - JcHnpcn

+(adv)b - (adv)t

+Rof JceWf (pC)-+l At + (1- e)(fall)n At
AGa

-Rof JcOwf(pC)+ . _At (1- )(fall)• bT (B79)

1E- Dn+l + pCnlA

+. v (pC)Q. 4+ _(pC)•+1 At +(1-O)(dif)n At

Ce, HC~ AaY Aa- AGScvJc• n+l (PC nO

E- Dn C pCl~

Ek D A (pC)e+1 - (pC)B+ I At)n At-S• t n+l bO 3C-;
SC" Hc~ Aca TO )(i~g

where (adv)t and (adv)b stand for advection fluxes across the t-face and the b-face of the

control volume built around point C, respectively; (fall)t and (f*a1 stand for previous-time

fall-velocity fluxes across the t-face and the b-face of the control volume built around point
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C, respectively; and (dif)t and (dif) stand for previous-time diffusion fluxes across the t-

face and the b-face of control volume built around point C, respectively:

[ (pC)n + Aa- ; (pC)__ic An & ( a 7, 2 (pC)) ]
(adv)b = jic r + (pC) 02, 2

L,2 2 )b 6 (1 -r tJ

(fall) f' = Rof J wf (pC)5

(fall)" = RofJcwf(pC)n

n L (pC•n - (pC)n

Sc1, CHc AcO

(dif)_ Ekj Dv, (pC) - (pC)•Sc,' HC AoY

Boundary Conditions

The discretized a-direction equation is different for points next to the bed (k=1) and

points next to the free surface (k=K).

Points Next to the Bed

The advection flux across the b-face of the control volume is equal to zero:

(adv)b =0 (B80)

The fall-velocity flux across the b-face of the control volume actually represents
deposition of suspended sediment onto the bed. It uses the near-bed concentration
(pC)o,+4 , defined as in Eq. (31), i.e. evaluated at a near-bed location aa+,a by simple

linear extrapolation:
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(PC)b = (PC)o+Aa = (1- c)(pC)T + c(pC)c (B81)

where c is an extrapolation coefficient.
The fall-velocity flux across the b-face of the control volume reads:

0 (B82)

+(I - 0)[(1 - c)(pC). + c }At

The diffusion flux across the b-face of the control volume actually represents

erosion, i.e. entrainment of sediment particles from the bed into suspension and has to be

modified by the active-layer size fraction to reflect the availability of a particular size class

in the active-layer control volume. Furthermore, the derivative is defined as in the

'erosion' source term (Eq. (12)):

i~c) (apq) (PC) 0 +Aa - (PQC)a = (1- c)(PC)T + c(PC)c - (PC) 0 a (B83)
C ) b a'o )CA Acaa AoJja

where (pC) 0o+," is defined as in Eq. (B81), and (pC)oo is near-bed concentration defined

by the appropriate empirical relation.
The diffusion flux across the b-face of the control volume, modified by 1, reads:

c, , f•n+ .H• +-_C--)+ -bC-
Ekjn 1 I (1 - c)(pC)Ir. + c(pC)n'l - (pC)n+

SC, "V H3c e (B84)

D• (I- _c)C) ý+ c(pC)n _-

+ ())n vb CY]At
CHn AcY2
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The discretized a-direction equation for a point next to the bed (with a special

notation, as in Eq. (B79), used to point out those elements of the discretized equation that

are expressed explicitly in terms of sediment variables) reads:

JcHncI (pC)c~l - JcHn (pC)n = JcHc (pC)c - JcHn (pC)n

-(adv)t

+Rof JcWf (pC)(pC At + (1- I)(all)n] At
[(l _ c)(pC + c(pC)+l85)

Ek Dj v (pC)T1 -_(pC)n+1 At +(1-O)(dif)• At
C Hc AU Aa A

S n+l (_- c)(pC)I+l + c(pC)n+l _ (pC)'+l At -O)(dif)
-. k--, • Pn+l "v Ca nA

Sc," A a AH A

where (fall)n and (dif)n are the same as the 'deposition' and 'erosion' source terms in the

discretized mass-conservation equation for active-layer sediment (Eq. (35)) and the global

mass-conservation equation for bed sediment (Eq. (34)):

(fall)n = Rof Jcwf[(1-t;;kpC)n +c(pC)n] = (Sd)n

(dif)n = Ekv jcpn V (1- c)(pC)I + c(pC)n - (pC), =(S)
(dfb n~ Pa=Sc"c Hn AGAa

n n

and (adv)t, (fall), and (dif)t are the same as in Eq. $B79).

Point Next to the Free Surface

Advection, fall-velocity, and diffusion fluxes across the free surface (t-face of the

control volume) are equal to zero:
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(adv)t = 0 (B86)

At
Rof Jc J(PC)t wfd =0 (B87)

0

Ek tIDaP - 0 (B88)

The discretized a-direction equation for a point next to the free surface (with a

special notation, as in Eq. (B79), used to point out those elements of the discretized

equation that are expressed explicitly in terms of sediment variables) reads:

JcHcn+(pc-n+I - JcHn(pC)n = JIcHT(pC)• - JcHn(pC)n

+(adv)b

_Rof wf (pC)+l At_ At
Ro (C T - e ) -9

E -n + I + 
c

Ek D_^v (pC)C _ (pC)n+l At (1-( At
- V Ba (I )(dif )n At--C'Jc HCn•-I AOF AOY b O

where (fall)•, (adv)b and (dif)b are the same as in Eq. (B79).

Complete Discretized Mass-Conservation Equation for Suspended Sediment

A complete discretized mass-conservation equation for suspended sediment is

obtained by adding the discretized •-, 'q- and a-direction step equations (Eqs. (B35), (B55)

and (B79)):

n+l I

JcHc (pC)c - JcHn(pC)n = (adv)w = (adv)e + (dif)e - (dif)w

+(adv), - (adv)n + (dif)n - (dif)s

+(adv)b - (adv)t
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+Rof~cO~fC)'1~ At + (I _ O)(fall)tn At
+ R~ f J c ~ f ( T C A a( B 9 0 )

-Rof Jcewf (pC)gn"' At _ (I- _ )(fa1I)n At

Ekc Dv~ (pq)ý~ - (pC)n~l At A+L-JcO) - + (1 - 0)(dif)n A

Ek D (pC)c 1  (pC)n~' At A

The discretizd mass-conservation equation for suspended sediment (Eq. (B90)) is

implicit in the a direction only, and can be rewritten as:

a~C~~l+ b(pC~~ f+1 n+CIr
B c cpC =d (B91)

where

Ek D At
a =~k ice ncj+-

Ek Dn+1 At At
c c =nAT O c
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d =JcHc (pQC)

"+ (adv)w - (adv)e + (dif)e - (dif)w

"+ (adv)s - (adv)n + (dif )n - (dif )s

" (8dv)b - (adv)t

"+ (1 - O)(fall)n At (1- O)(fall)n At

AtU
"+ (1- _ )(dif)n -t -(1 - )(dif)n At

Aac bT-

are known coefficients.

Similarly, by combining the discretized Eqs. (B35), (B55) and (B85), an equation

for points next to the bed is obtained in the same form as Eq. (B91) where the appropriate

coefficients are:

a=O

At k n+I 2; cAt
bJcHc +ROfJCOwfct-+ !k-"JC' 41 L...+pU Cv HC Aa AoF~ ) AcY

At At Ek n Dv 1A
At _fCf, c) (C At)

c=AfC af+ AG, S~ H 5+1 [AG Jn1A
d H n H(pC)n

+J (avC -(d~ df~-(i)

"+ (adv)w - (adv)e + (dif )n - (dif )w

- (advht

(I (- 0)XfaI1)nt At - (-0 ) 5 - XSP AL~

(-0)(dif), ALt -(I ()(Se )flTC

+ Ek~Jn0 (PC),n1 At
SC" Hc AFa~ AU
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By combining the discretized Eqs. (B35), (B55) and (B89), an equation for points

next to the free surface is obtained in the same form as Eq. (B91) where the appropriate

coefficients are:

Ek D -n+1
=- vJ At

a SCv uHnC Acr2

Ek Dn+l

Hn+l +RofJcOwf -- +SJC At

MY SAo Hc c

c=O

d = JcHn(pC)n

+(adv)w - (adv)e + (dif)e - (dif)w

+(adv)s - (adv)n + (dif)n - (dif)s

+(adv)b

-(1 - 0)(fall)n At ( - (1- e)(dif)n At
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APPENDIX C

COEFFICIENTS IN DISCRETIZED GLOBAL MASS-CONSERVATION

EQUATION FOR BED SEDIMENT AND MASS-CONSERVATION

EQUATIONS FOR ACTIVE-LAYER SEDIMENT

The discretized global mass-conservation equation for bed sediment, Eq. (34),

which after linearization is written as Eq. (48), can be rewritten as:

KKS
al.lAsj + yaljs+lASkks+l = b, (C.1)

kks=l

where

a F= 1 = L = ps -p)J
ahj &b At

aF1 a)Fl = ,,st n+l
al'kks+l = kks+1 -hks e(ks

=~~ nF1m+1 nbj = -Fl( msn+l -P -P(I- P)J Z At Z

KS [nd 1 + 1
-= [O(divqb) + (1- d s

ks=1

+ e mpn+l(St )n+l %+ ks ( eOks + (1-)(Se)ks

-O(Sd)n - (1- O)(Sd )s]

Since all variables are evaluated at the same main computational point P, there is

no need for a special subscript to denote the computational point. Subscript ks is

introduced to denote a sediment size class, while subscript kks denotes a sediment

variable. Superscript m denotes the iteration level. All other notation is as previously

defined for Eq. (34).

The discretized mass-conservation equation for the ks-th size class of active-layer

sediment, Eq. (35), after linearization as shown in Eq. (49), can be rewritten as:
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KKS

aks+lAsl+ laks+lkks+l = bks+l (C2)
kks=l

where

- ksl_ ks+_-Ps(l - P)J mRn+ 1I, Jaks+lJ= -s = )Zb = ks (EMj--m J(SF
CIS C At r ' '

= Fks+l = Fks+l NO( -P)J mpn+l,(E - ks * US
43Skks+I akks At s ;dl

asl ks+l = -k+1 = = plas m ,ms+l - J(SF)kslkks+l ks * kks
aks~ ~ ks~l = Fks+l NO ps1"k)smnl, ,

aSkks+1  akks At

+ p• 1 -p J m n+ 1 + 0 St in+I
At • eks

mok(sp l mEn+lAt
bks+l =-Ps (I- p)J - ksM

,At

0(divqb) 1 - (1 - O)(divqb )s

-mnlaks ( Oeksltt\ (I -- O)(Se)ks

+O(Sd) 1 + (I-O)(Sd)L +3s m(S)l

Here (Em)',l denotes the derivative of active-layer thickness Em with respect to

sediment variable s I = zb; (Em)',kks+i denotes the derivative of active-layer thickness Em

with respect to sediment variable Skks+1  = O (SF)'ksl represents the derivative of

active-layer floor "source" (SF)ks for the ks-th size-class, with respect to sediment

variable s, --- zb; (SF)'ksbkk•1 represents the derivative of active-layer floor "source"

(SF)ks for the ks-th size-class, with respect to sediment variable Skks+1 = hbs All other

notation is as previously defined.
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APPENDIX D: CH3D INPUT DATA GUIDE (May 1992)

This input data guide was developed through analysis of the CH3D code by the
authors of this report. Question marks indicate uncertainty in this
analysis, and may require consultation with the developers of CH3D.

DUMMY indicates a blank data record (separator).

I----- I-------- I-------------------I---------------------------------------
I rec I var I Format (columns) I Variable description and remarks

I-------------------------------I-----------------------------------------IIII- -

I*MAIN PROGRAM
I

I Note: Data are read from main input file (file 4 : main.inp)I I II
Debug-output flags I

NBUGS I I I
I I NBUGE 1 5(218) (1-80) 1 Pairs of debug-output flags
I I 1 1I5 pairs per record
I 1 100 pairs total

I*SUBROUTINE CH3DIR

I Note: All data are read from main input file (file 4 : main.inp)
except for centered-cell depths (file 12 : dpth.inp) I

I and Manning's roughness coefficients (file 18 : mann.inp) I

I I

I I
Run descriptor

I DUMMY I I
I I TITLE I A80 (1-80) I Title of run

Timestep info I
I I DUMMY I I I
I I IT1 I 18 (1-8) 1 Starting time-step number (=1)
I I IT2 I 18 (9-16) 1 Ending time-step number
I I DT I F8.0 (17-24) 1 Computational time step [s]
I I ISTART I 18 (25-32) 1 =0 Cold start
I I I (arrays initialized in CH3DIF) I
I I I >0 Hot start (not operational?) I
I I ITEST I 18 (33-40) =0 No diagnostic output I

1 =3 Diagnostic output for XC, QXU, XU I
I III in subroutine CH3DTR I
1 =4 Diagnostic output for GIJ,HIJ,DIJK I
I II in subroutine CH3DTR I

I I ITSALT I 18 (41-48) 1 Number of time steps before salinity I
I and temperature computations are 1
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initiated
I ISCOM I 18 (49-56) 1 =0 No sediment computations
S I I I =1 Sediment computations performed
I NTSEDO I 18 (57-64) 1 Number of time steps before sediment

I computations are initiated

Printout windows
IDUMMY I I
I WPRCRD I 18 (1-8) 1 >0 Number of printout windows
I I I =0 No printout windows
I I I I

I IDUMMdY I II
Following record is repeated WPRCRD times
Omitted if WPRCRD=0

I WXCEL1 I 18 (1-8) 1 Starting printout-window index
S I I I in KSI direction
I WXCEL2 I 18 (9-16) 1 Ending printout-window index
S I I I in KSI direction
I WYCELl I 18 (17-24) 1 Starting printout-window index
S I I I in ETA direction
I WYCEL2 I 18 (25-32) 1 Ending printout-window index
S I I I in ETA direction
I WZCEL1 I 18 (33-40) 1 Starting printout-window index
S I I I in vertical direction
I WZCEL2 I 18 (41-48) I Ending printout-window index
S I I I in vertical direction
I WPRINT I 18 (49-56) 1 Printout interval
I WPRSTR I 18 (57-64) 1 Starting time-step number
I WPREND I 18 (65-72) 1 Ending time-step number
I WPRVAR I A8 (73-80) 1 Printout variables

I E - water-surface fluctuations
I X - X-direction unit flow rate
I Y - Y-direction unit flow rate
I U - X-direction velocity
I V - Y-direction velocity

w - vertical-direction velocity
I S - salinity
I T - temperature
I A - velocity magnitude and direction

Snapshots
I DUMMY I
I SNPCRD I 18 (1-8) 1 >0 Number of snapshots
II I =0 No snapshots
IDUMMY I

Following record is repeated SNPCRD times
Omitted if SNPCRD=-0

I SXCEL1 18 (1-8) I Starting index in KSI direction
I SXCEL2 1 18 (9-16) I Ending ----------- // -----------
I SYCEL1 I 18 (17-24) 1 Starting index in ETA direction
I SYCEL2 I 18 (25-32) I Ending ---------- //-----------

136



I SZCEL1 I I8 (33-40) 1 Starting index in vertical direction I
I SZCEL2 I I8 (41-48) 1 Ending ----------- //-----------------I
I SNPINT I 18 (49-56) 1 Printout interval
I SNPSTR I I8 (57-64) 1 Starting time-step number
I SNPEND I I8 (65-72) 1 Ending time-step number
I SNPVAR I A8 (73-80) 1 Snapshot variables

Flow rate ranges
I IDUMMYI I

I NRANG I 18 (1-8) 1 >0 Number of flow-rate ranges
I =0 No flow-rate ranges
I Stop if NRANG>NRANGS

I DUMMY
Following record is repeated NRANG times
Omitted if NRANG=0

I RANGDR I Al (8) 1 Direction of a flow
I=X Flow is in KSI direction, therefore I
II the range is along an ETA-direction
III coordinate line I
I=Y Flow is in ETA direction, therefore I
III the range is along a KSI-directionl
SI coordinate line

if RANGDR=X:
I RPOS1 I 18 (9-16) I 1 index defining the appropriate
S I I I ETA-direction range
I RPOS2 I 18 (17-24) 1 Jl starting J index of the range
I RPOS3 I 18 (25-32) 1 J2 ending J index of the range
I RRNAME I A45 (33-77) 1 Range name
S I I if RANGDR=Y:
I RPOS1 I 18 (9-16) 1 J index defining the appropriate
S I I I KSI-direction range
I RPOS2 I 18 (17-24) 1 I1 starting I index of the range
I RPOS3 I 18 (25-32) I 12 ending I index of the range
I RRNAME I A45 (33-77) 1 Range name

Initial condition printing flags
IDUMMY I I
I IGI I 18 (1-8) 1 =1 Printout arrays such as NS, MS, I

III NR, MR, IROW, IUI, IU2, ISW etc. I
II NBX, NBY
1 0 No printout

I IGH I 18 (9-16) I =1 Printout all depth arrays HS,HU,HV I
S I I 10 No printout
I IGT I 18 (17-24) I =1 Print initial temperature arrays?
S I I I 0 No printout
I IGS I 18 (25-32) 1 =1 Printout initial surface elevationsl

II S,UIVI
1 0 No printout

I IGU I 18 (33-40) 1 =1 Printout mass flux and velocity I
III in horizontal direction ??(Sheng)I
1 0 No printout
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I IGW I 18 (41-48) 1 =1 Print the initial wind-shear stressf
I II 1 0 No printout

IGC I 18 (49-56) 1 =1 Print dimensional grid coordinates I
I I 1 0 No printout

I IGQ 1 18 (57-64) 1 =1 Print turbulent velocity? (Sheng) I
II 1 0 No printout

I IGP I 18 (65-72) 1 =1 Save cell-centered depth to file 231
1 I I Save Cartesian coordinates of cell I

I II centered grid points to file 23 1
1 Save NS, MS arrays to file 23
1 Save FY1,FY12,FY21,FY22 arrays I
I III (transform. coeff.) on file 23 1

I 1 1 for snapshot plot
1 0 Does not save I

Physical constants I
IDUMMY I I
I XREF I F8.0 (1-8) 1 Reference horizontal grid distance I
I I I I (Maximum horizontal dimension I
I I I I divided by number of cells in I
S I I I that direction in cm)
I ZREF I F8.0 (9-16) 1 Reference depth
S I I I (Average typical depth in cm)
I UREF I F8.0 (17-24) 1 Reference horizontal velocity
S I I I (Average velocity in cm/s)
I COR I FS.0 (25-32) 1 Coriolis parameter (l1s) - ref. Itime'l
I GR I F8.0 (33-40) 1 Gravitational acceleration (cm/s2) I
I ROO I F8.0 (41-48) 1 Minimum density expected (gr/cm3)
I ROR I F8.0 (49-56) 1 Reference density
I I I (Maximum expected (gr/cm3))
I TO I F8.0 (57-64) 1 Minimum temperature (Celsius)
I TR I F8.0 (65-72) 1 Reference temperature

III (Maximum expected (Celsius))

I SAR I F8.0 (1-8) 1 Reference salinity (Max expected) ?? I
I SAO I F8.0 (9-16) 1 Minimum salinity ??

Water depths read from file 12 (dpth.inp)
I DUMMY I I
I HS I 16F5.0 I Water depths (ft) at the center of I

I computational cell along a
I KSI-coordinate line, 16 values per I
I record, ICELLS values altogether I
III (read from file 12 (dpth.inp)) I

Previous records are repeated JCELLS timesI I I
II i I

Manning's roughness coefficients n
(read from file 18 (mann.inp))

I DUMMY I I
I FMAN 1 20F4.0 I Manning's roughness coefficients
I I I n(m-i/3*s??) (divided by 0.001) 1
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I at computational points along an I
I ETA-coordinate line, 20 values per I
I record, ICELLS values altogether I
I (read from file 18 (mann.inp•)

Previous records are repeated JCELLS times

Time-level weighting coefficients
I DUMMY II
I THETA I F8.0 (1-8) I Time-level weighting coefficient

Flags for computing inertia and diffusion
I DUMMY I I
I ITEMP I I8 (1-8) 1 =2 Compute temperature (use time-vary-I

I ing temperature as river boundary l
temperature)

=1 Compute temperature (use daily
I I I I equilibrium temperature as river I

II I boundary temperature)
II I =0 No computation of temperature

I <0 Update time-variable equilibrium I
temperature and coefficient of I
heat exchange at every time step I

I ISALT I I8 (9-16) 1 =1 Compute salinity I
I I I I =0 No computation of salinity
I ICC I I8 (17-24) 1 =1 Compute dissolved species concen. I
I I I I =0 Do not compute concentration I
I IFI I 18 (25-32) 1 =1 Compute nonlinear inertia terms I

II in the momentum equation
I =0 Do not compute inertia terms

I IFA I I8 (33-40) 1 =1 Include one group higher-order I
I I I lateral diffusion terms ??
S I I I =0 Do not include
I IFB I 18 (41-48) I =1 Include another group higher-order I
I l I diffusion terms ?? I
S I I I =0 Do not include I
I IFC I I8 (49-56) 1 =1 Include another group higher-order I
S I I diffusion terms ??
S I I =0 Do not include
I IFD I I8 (57-64) I =1 Include diffusion terms in salinityl
S I I I and temperature

I =0 ]Do not include

Temperature parameters
I DUMMY I I
I BVR I F8.0 (1-8) I Reference turbulent thermal I
I I I I eddy diffusivity??
I Sl I F8.0 (9-16) 1 Constant in computation of variable I

I vertical eddy viscosity I
I (GA=GX(I÷S1*Ri)**FM1] if first- I
I order turbulence model is used I

$I 2 I F8.0 (17-24) I Constant in computation of variable 1
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I vertical eddy diffusivity
II [GB=GX(l+S2*Ri)**FM2] if first- I
I order turbulence model is used

I PR I F8.0 (25-32) 1 Turbulent Prandtl number
I PRV I F8.0 (33-40) 1 Vertical turbulent Prandtl number
I TWE I F8.0 (41-48) 1 Temperature in the epilimnion
S I I I (for the initial condition)
I TWH I F8.0 (49-56) 1 Temperature in the hypolimnion
S I I I (for the initial condition)
I FKB I F8.0 (57-64) 1 Vertical grid index of the initial
I I I thermocline location

SI I (boundary between epilimnion
SI I and hypolimnion ??)

I TQO I F8.0 (65-72) 1 Initial surface heat flux TO
II (cal/cm/cm/s)

Concentration parameters
I DUMMY I I
I IVER I 18 (1-8) 1=1 Explicit vertical diffusion term

I for water quality equations ??
1=2 Implicit vertical diffusion term

I I for water quality equations ?? I
I ICON I I8 (9-16) 1=0 Do not compute advection terms I

I I for water quality equations ?? I
I I I4=1 Compute advection terms in I

I conservative form with central I
I differencing

1 1=3 Compute advection terms in
I conservative form with second I
I upwind differencing scheme

S I I 1=4 Compute advection terms in
I I I conservative form with combined I
I I I central and upwind differencing I

I IUBO I I8 (17-24) 1 Bottom orbital velocity flag (=0) I
I IBL I 18 (25-32) 1 Concentration computation does not I
I IBR I I8 (33-40) 1 have to be performed for the entire I
I JBM I 18 (41-48) 1 domain. Instead, it can be done fori
I JBP I I8 (49-56) 1 a window which covers an area from I

I I=IBL to I=IBR and from J=JBM to I
I J=JBP. The window will change in I
I time.

I DUMMY
I CREF I F8.0 (1-8) 1 Reference species concentration I
I CMAX I F8.0 (9-16) 1 Maximum concentration allowed by the I
I I I I code (halts if exceeded) I
I CO I F8.0 (17-24) 1 Initial concentration

I DUMMY I
I ICCI I 18 (1-8) 1 Initial concentration field may be I
I ICC2 I I8 (9-16) 1 specified to be zero everywhere in I
I JCCI I 18 (17-24) I the computational domain except I
I JCC2 I I8 (25-32) 1 within two windows: the first one 1
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I IDI I 18 (33-40) 1 covers an area from I=ICCI to i=ICC21
I ID2 I 18 (41-48) 1 and from J=JCC1 to J=JCC2 I
I JD1 I 18 (49-56) I the second one from I=IDI to I=ID2 I
I JD2 1 18 (57-64) 1 and from J=JD1 to J=JD2

Turbulent parameters and eddy coefficients
I DUMMY I I
I IEXP I i8 (1-8) 1 Vertical eddy-coefficient flag

I =0 Constant eddy coefficient
II (must also set ISPAC(9)=0 ??)
I =-1 Munk-Anderson type first order I
I III turbulence model I
I III (unstratified eddy coefficients I

I I I I are determined from mixing I
I I I length theory) I
I I I I Richardson-number-dependent eddy I

coefficient with length scale I
linearly increasing from the
bottom and surface

I 1 1 =-2 Munk-Anderson type first order I
I I I turbulence model I
I I I Richardson-number dependent eddy I
I I I coefficient with length scale I
I I I linearly increasing from the I

I II bottom to the surface
1 =-3 Second-order turbulence model

I IAV I 18 (9-16) 1=0 Input parameter AVR is used as I
I III reference eddy viscosity I
I =1 Reference eddy viscosity is computedI
I II from AV1+TXY*AV2, where TXY is I
I III the total wind stress and AVl and I

I I AV2 are input parameters I
I AVR I F8.0 (17-24) 1 Reference vertical eddy coef. (cm2/s) I
I AVl I F8.0 (25-32) 1 Background vertical eddy viscosity I
I I I when wind is zero
I AV2 I F8.0 (33-40) 1 If IAV=l unstratified vertical eddy I

I viscosity is computed from
I AVl÷TXY*AV2

I AVM I F8.0 (41-48) 1 Minimum vertical eddy coef. (cm2/s) I
I AVMI I F8.0 (49-56) 1 Minimum vert. eddy diffusivity (cm2/s) I
I AHR I F8.0 (57-64) 1 Reference horizontal eddy viscosity I

I or diffusivity (cm2/s)
I DUMMY

I FM1 I F8.0 (1-8) 1 Parameter in Richardsbn-number I
I dependent eddy viscosity I
III (see definition of Sl)

I FM2 I F8.0 (9-16) 1 Parameter in Richardson-number
I dependent eddy diffusivity I
III (see definition of S2) I

I ZTOP I F8.0 (17-24) 1 Distance between the top of I
I computational domain and the free I
I surface. Used in computing
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I I I I turbulence length scale (cm) I
I SLMIN I F8.0 (25-32) 1 Minimum value of turbulence

I macroscale (cm)
I QQMIN F8.0 (33-40) 1 Minimum value of turbulence kinetic I
I I I energy (gr/cm/s2)

I DUMMY I
I ICUT I 18 (1-8) 1 =0 Eddy coefficients constant

II below halocline
I =1 Eddy coefficients computed
I below halocline

I KSMALL I 18 (9-16) 1 A non-zero value of KSMALL turns on I
I I I I the smoother for the eddy coeffic. I
I QCUT I F8.0 (17-24) 1 Coefficient in second-order
S I I I turbulence model (0.15-0.25)
I GAMAX I F8.0 (25-32) 1 Max.value of eddy viscosity (cm2/s) I
I GBMAX I F8.0 (33-40) 1 Max. value of eddy diffusivity (cm2/s) I
I FZS I F8.0 (41-48) 1 Turbulence scale is not allowed to I

I I I exceed the product of FZS and depth I

wind parameters
I DUMMY I I
I IWIND I 18 (1-8) 1=0 Steady and uniform wind stress

SI I specified by TAUX and TAUY
II 1=1 Steady and uniform wind speed

1 1 I 1=2 Steady and space variab. wind stressl
1 1=3 Steady and space variable wind speedI
S I I 1=4 Time variab.and uniform wind stress I
1 I 1=5 Time variable and uniform wind speedI
1 1=6 Time and space variable wind stress I
1 I 1=7 Time and space variable wind speed I

lTAUX(1,) FP8.0 (9-16) 1 Uniform wind stress in KSI direction I
I I I if IWIND=0
I I I Uniform wind speed (m/s) in KSI I
I I I direction if IWIND=-l

ITAUY(l,1) F8.0 (17-24) 1 Uniform wind stress in ETA direction I
I I I I if IWIND=0
I I I Uniform wind speed (m/s) in ETA

I direction if IWIND=l

Flags
(Note different meaning for ISPAC, JSPAC in Sheng's report)
I DUMMY I
I ISPAC(l) I8 (1-8) 1 ISPAC(1)=l Use spatially variable
S I I I manning's n in verticallyl
I I I averaged model I
I I I =0 Use constant manning's n inl
I I I vertically averaged modell
IISPAC(2) I8 (9-16) 1 ISPAC(2)=1 Bottom drag coefficients I

I computed in 3D model I
I =0 Eottom drag coefficients I

set to CBF(?) in 3D modell
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IISPAC(3) I 8 (17-24) 1 ISPAC(3)=1 Coriolis ON
S I I I =0 Coriolis OFF
IISPAC(4) I18 (25-32) 1 ISPAC(4)=1 Variable bottom roughness I

height
=0 Constant bottom roughness I

height given by BZl
IISPAC(5) I18 (33-40) 1 ISPAC(5-8) Not used
IISPAC(6) I18 (41-48) Not used
IISPAC(7) I18 (49-56) Not used
IISPAC(8) I18 (57-64) Not used
IISPAC(9) I18 (65-72) 1 ISPAC(9)=0 Constant vertical eddy

coefficient
=2 Variable vertical eddy

coefficient
=3 Variable vertical eddy

coefficient computed fromI
Kent-Prichard formulationi

IISPAC(10) 18 (73-80) 1 ISPAC(10) Not used

I DUMMY I
IJSPAC(l) I18 (1-8) 1 JSPAC(1)=l Save dimensional Cartesian I
I unit flows UI and VI I
S I on a file

I =0 Does not save
IJSPAC(2) I18 (9-16) 1 JSPAC(2)=l Save depth-averaged I

dimensional Cartesian I
U and V on a file I

=0 Does not save
IJSPAC(3) I18 (17-24) 1 JSPAC(3)=l Save dimensional Cartesian I
S I i I 3D u and v at cell faces I
I I I on a file
I II=0 Does not save
IJSPAC(4) I18 (25-32) 1 JSPAC(4)=l Save dimensional Cartesian I

I I 3D u and v at cell centerl
I I on a file I
I I I =0 Does not save I

IJSPAC(5) I18 (33-40) 1 JSPAC(5)=l Save nondimensionalI
cartesiap UI an VI

=0 Does not save
IJSPAC(6) I18 (41-48) 1 JSPJ 6) Not used
IJSPAC(7)1 J8 (49-56) 1 Not used
IJSPAC(8)I 18 (57-64) 1 Not used
IJSPAC(9) I18 (65-72) I Not used
IJSPAC(10) 18 (73-80) 1 Not used
I DUMMYI

IRSPAC(1)I F8.0 (1-8) 1 RSPAC(1)= Manning's n in c.g.s. units I
I RSPAC(2)I F8.0 (9-16) 1 RSPAC(2)= Not used I
IRSPAC(3)I F8.0 (17-24) I RSPAC(3)= An infinitesimal number usedl
I I I I in checking the convergenceI
I I I I to steady state (0.0001) 1
IRSPAC(4)I F8.0 (25-32) I RSPAC(4)= An infinitesimal number usedi

II I in checking the convergenceI
I I I to steady state (0.0001) 1
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IRSPAC(5)I F8.0 (33-40) 1 RSPAC(5)= Not used
IRSPAC(6)1 F8.0 (41-48) 1 RSPAC(6)= Not used
IRSPAC(7) F8.0 (49-56) 1 RSPAC(7)= Depth below which the bottomI
I Ifriction coefficient
I I follows a ramp function I
I I I (see subs CH2DXY, CH3DXYZ) I
IRSPAC(8)I F8.0 (57-64) 1 RSPAC(8)= Not used
IRSPAC(9)1 F8.0 (65-72) 1 RSPAC(9)= Coefficient for the spatial I
I I smoother (0.25) 1
IRSPAC(10) F8.0 (73-80) 1 RSPAC(10)= Coefficient for the
I I curvature check of the I
S I I spatial smoother (4)

II i I
II iII

Depth flags and constants
I DUMMY I I
I IBTM I 18 (1-8) 1=4 Depths are read in subroutine CH3DIRI
S I I 1<4 Other options for reading depth
III I see subroutine CH3DIH
I HADD I F8.0 (9-16) 1 Constant datum added to tne depth at I
I I I all locations (=0.0)
I NMIN I F8.0 (17-24) 1 Minimum depth

II 1=0 No adjustment of the depth data
I I 1>0 Depth cannot be less than HMIN I
I II i H=max(H,NMIN) I

HI l I F8.0 (25-32) 1 Depth along one boundary I
I H2 I F8.0 (33-40) 1 Depth alon the opposing boundary I
I SSSO I F8.0 (41-48) 1 Initial water-surface elevation I

S I I relative to initial water depth
DUMMY I

I ISMALL 1 18 (1-8) =1 Scaling factor in reference surface I
I I I I elevation computations (sub CH3DND) I
I ISF I 18 (9-16) 1=0 Do not compute current at the

I I free surface
1=1 Compute free-surface current from I
I III linear formula

I ITB I 18 (17-24) 1=1 Linear bottom friction for internal I
I I mode I
1=2 (or >1) Quadratic bottom friction I
I III for internal mode I

I ZREFBN I F8.0 (25-32) 1 Reference height above bottom (cm) I
I CTB I F8.0 (33-40) 1 Constant bottom drag coefficient I
I I I (typical value of 0.003) I
1 BZ1 I F8.0 (41-48) 1 Bottom roughness height (cm)
I ZREFTN I F8.0 (49-56) 1 Reference height at the top
I TZ1 I F8.0 (57-64) 1 Constant surface roughness height

Variable mapping for computational grid
I DUMMY I .1
I XMAP I F8.0 (1-8) I Factor that scales the (x,y)
I I I coordinates created by grid
I I I generation codes to the real world 1
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I (Mapping ratio between physical I
I II domain and computational domain) I

I ALXREF I F8.0 (9-16) 1 Reference length in the X direction I
I I I I of the computational domain ?? I
I ALYREF I F8.0 (17-24) 1 Reference length in the Y direction I
I I I of the computational domain ??

I I

Transformation parameters
DUMMY I I

I ITRAN I 18 (1-8) 1=0 Compute grid coordinates
I I I for equidistant Cartesian grid
I 1=1 Read grid coordinates I
I I (file created by WESCOR?) I
I I I (grid with spline evaluated I
I I I transformation coefficients ??) I
S I I 1=2 Read grid coordinates and corner I

I III depths (file created by WESCORA?) I
III (grid with numerically evaluated I

I I I transformation coefficients ??) I
I IBD I 18 (9-16) 1 Spline boundary conditions ??

Timebreaks for storing snapshot data
I DUMMY I I
I ITBRK i 1018 1 Time- step numbers at which

I information is written to files
I for snapshot plots

I I I Ten values maximum I

Timefile gage stations
I I

Current stations
IDUMMY I I
I NSTA I 18 (1-8) 1 Number of stations where information I

I is saved for time series plots I
I of currents (major flow data)
I Stop if NSTA>NSTATS I

I NFREQ I 18 (9-16) 1 Time-step number frequency for saving I
I I I current information
I NSTART I 18 (17-24) 1 Beginning time-step number for saving I
I I I current information I
I DUMMY

Following record is repeated NSTA times
Omitted if NSTA=O

I IST I 14 (1-4) 1 Coordinate (I,J) of a station where I
I JST I 14 (5-8) 1 currents are saved
I STATID I A48 (9-56) I Station descriptor

Tide stations
I DUMMY I I
I NSTAS I 18 (1-8) 1 Number of stations where water-surfacel
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I elevations are saved for time seriesi
I plots
I Stop if NSTAS>NSTATS

I NFREQS 1 18 (9-16) 1 Time-step number frequency for saving
S I I I surface elevations
I NSTRTS I 18 (17-24) 1 Beginning time-step number for saving

I water-surface elevations

II DI IJDUMMY II
Following record is repeated NSTAS times
Omitted if NSTAS=O

I ISTS I 14 (1-4) I Coordinate (I,J) of a station where I
I JSTS I 14 (5-8) I water-surface elevations are saved I
I STATS I A48 (9-56) I Station descriptor

II I I
Salinity and temperature gaging stations

IDUMMY I I
I MSTA I 18 (1-8) 1 Number of stations where salinity,

S I I temperature, etc., are saved for
S I I time series plots
S I I Stop if MSTA>NSTATS

I MFREQ I 18 (9-16) 1 Time-step number frequency for saving I
I I I I information
I MSTART I 18 (17-24) 1 Beginning time-step number for saving I
S I I I information

I .1 I

Following record is repeated MSTA times
Omitted if MSTA=O

I ISTSA I 14 (1-4) I Coordinate (I,J) of a station where I
I JSTSA I 14 (5-8) I salinities etc. are saved
I STATSA I A48 (9-56) I Station descriptor

II I I
II I

River information
I DUMMY I I
I NRIVER I 18 (1-8) 1 Number of river-type boundaries

II (assigned inflow)
I NRIVER=O No river-type boundaries I
I III <0 River inflows are steady I

>0 Time variable inflows
read from file 13: rivr.inp I
in subroutine CH3DRI,CF3DRV I

I Stop if abs(NRIVER)>NRIVERS

If NRIVER=O, use the following records:
I DUMMY I I
I DUMY I I

If NRIVER>O, use the following records: I
I IDUMMY I I
I IJRDIR I 18 (1-8) 1=1 River boundary is on left (west) I

I =2 River boundary is on bottom (south) I
I =3 River boundary is on right (east) I

1 I =4 River boundary is on top (north) 1
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i IJRROW I 18 (9-16) 1 Index of the row (J) or column (I) 1
S I I I of the river boundary
I IJRSTR I F8.0 (17-24) 1 Starting I or J index

I I I of the river boundary
IJREND I F8.0 (25-32) 1 Ending I or J index

I of the river boundary
Previous record is repeated NRIVER times

IiI II
If NRIVER<O, use the following records:

I DUMMY I I
I IJRDIR I 18 (1-8) 1=1 River boundary is on left (west) I

=2 River boundary is on bottom (south) I
1 1=3 River boundary is on right (east) I
S I I 1=4 River boundary is on top (north) I

"I ZJRROW I 18 (9-16) 1 Index of the row (J) or column (I) 1
S I I I of the river boundary
I IJRSTR I F8.0 (17-24) 1 Starting I or J index
I I I of the river boundary I
I IJREND I F8.0 (25-32) 1 Ending I or J index

I of the river boundary

I I18 (1-8) 1 Coordinate (I,J) of a cell (vertical) I
IJ I 18 (9-16) 1 where QRIVER is prescribed
QI RIVER I F8.0 (17-24) 1 Steady river inflow (cfs)

Previous record is repeated for each cell, from I
IJRSTR to IJREND, along a specific river boundary I
defined by IJRDIR

Procedure is repeated abs(NRIVER) times
II I II
II I II

Thin-wall barriers
I DUMMY I I
I NBAR I 18 (1-8) 1 Number of interior barriers
I I I Stop if NBAR>NBARRS
I NBARU 118 (9-16) 1
1 KU I 18 (17-24) 1
1 NBARV I 18 (25-32) 1
1 KV I 18 (33-40) I

I I
IDUMMY II

If NBAR=0 following record is omitted
Otherwise, record is repeated NBAR times

I IJBDIR I 18 (1-8) 1=1 barrier is horizontal (KSI directioni
1 1 I 1=2 barrier is vertical (ETA direction) I
I IJBROW I 18 (9-16) 1 Index of row (J) or column (I) of I
I I I interior barrier
I IJBSTR I F8.0 (17-24) 1 Starting I or J index
S I I I of interior barrier
I IJBEND I F8.0 (25-32) 1 Ending I or J index
I I I of interior barrier I

If NBARU=0 following record is omitted
Otherwise, record is repeated NBARU times
Initially BARU(I,J,K)=l.0 for all I,J,K

I I I 18 (1-8) I I,J point where BARU(IJ,K)=0.0
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I I J 18 (9-16) I for K=l,KU
If NBARV=O following record is omitted

I Otherwise, record is repeated NBARV times
-I Initially BARV(I,J,K)=1.0 for all I,J,K

I I I 18 (1-8) 1 I,J point where BARV(I,J,K)=O.O
I J I 18 (9-16) 1 for K=1,KVI I

III
Tidal boundary conditions

I I DUMMY I I
I I TIDFNO I 18 (1-8) 1 Number of tidal-elevation tables
I I I I1 entered as an input
I I TIDBND I 18 (9-16) 1 Number of tidal elevation boundaries I
II I I I

DUMMY I I I
If TIDFNO=0 following record is omitted I

I I TIDSTR 1 1018 (1-80) 1 The entry number in each tidal- I
I I I I elevation table corresponding

S I I to the starting time of the
S I I simulation

From 1 to TIDFNO, maximum 10 values I

I DUMMY II
If TIDBND=-0 following record is omitted
Otherwise, record is repeated TIDBND times

I IJDIR I 18 (1-8) 1=1 Tidal boundary is on left (west)
S I I 1=2 Tidal boundary is on bottom (south) I
S I I 1=3 Tidal boundary is on right (east) I
S I I 1=4 Tidal boundary is on top (north) I

I IJROW I 18 (9-16) 1 Index of row (J) or column (I)
I I I I of the tidal boundary

I I IJSTRT I 18 (17-24) 1 Starting I or J of the tidal boundary
I I IJEND I 18 (25-32) 1 Ending I or J of the tidal boundary I

I TIDTYP I A8 (33-40) I='CONSTANT' Constant tidal elevation I
I III between IJSTRT and IJEND I
I='INTERP' Linear interpolation of I

tidal elevation at
IJSTR and IJEND I

I TIDFN1 I 18 (41-48) 1 Number of the tidal-elevation table I
S I I for CONSTANT or INTERP type
S I I of boundaries

I I TIDFN2 I 18 (49-56) 1 Number of second tidal-elevation tablet
I I I I used for interpolation on INTERP I

I type boundary

I*SUBROUTINE CH3D)TR

Note: Data are read from file 15 : grid.inp

I 14II i II
II I J
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If ITRAN=l read following records:

I FILENM I A80 (1-80) 1 Data-file descriptor

I NX I 112 (1-12) 1 Number of cell-centered grid points I
I I I along a KSI-direction coord. line I

I NY I 112 (13-24) 1 Number of cell-centered grid points I
I along an ETA-direction coord. line I

I XCT I unformatted I Cartesian X coordinates of cell-
I I I centered grid points, created by I

I the grid generation code WESCOR I
I Coordinates are read along a KSI- I
I direction coordinate lines, starting I
I at the first KSI line (ETA=l)
I ICl*JCI points alltogather

I YCT I unformatted I Cartesian Y coordinates of cell- I
I I I I centered grid points, created by I
I I I I the grid generation code WESCOR I

I Coordinates are read along a KSI- I
I direction coordinate lines, starting I
I at the first KSI line (ETA=l) I
I ICI*JCI points altogether I

If ITRAN=2 read following records:

I FILENM I A80 (1-80) 1 Data-file descriptor

I NX I unformatted I Number of cell-centered grid points I
I I I I along a KSI-direction coord. line I
I NY I unformatted I Number of cell-centered grid points I

I along an ETA-direction coord. line I

I XCT I unformatted Cartesian X coordinate of a cell- I
I I I centered grid point, created by I
I I I the grid generation code WESCORA I
I YCT I unformatted I Cartesian Y coordinate of a cell- I
I I I I centered grid point, created by I
I I I the grid generation code WESCORA I
I HC I unformatted I Corner-point depth
I LSLIT I unformatted I
S I I Previous record is read point by point
I I I along KSI-coordinate lines, starting at the firstI

KSI line (ETA=1)
NX*NY (IC1*JCl) points altogether

I Cartesian X and Y coordinates, created by the grid generation I
I codes WESCOR or WESCORA, are first multiplied by XMAP to scaleI
I I them to the real world, and then divided by XREF to make them I
I nondimensional

i I 1IIi I
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II I
*SUBROUTINE BJINTR

I Note: Data are read from file 4: main.inp

S DUMMY

Sunformatted IPoint ,J) where the cell-centered I
I unformatted depth HS has been set to zero

I DUMMY I I

I I unformatted I Point (IJ) where the U-face
I I unformatted I depth HU has been set to zero

I DUMMYI I

I unformatted I Point (IJ) where the V-face
I unformatted I depth HV has been set to zero

I DUMMY I

I unformatted I Point (IJ) where the cell-centered I
I J I unformatted I depth HS has been reset to I

RDEPTH unformated the given value RDEPTH (ft) I

I DUMMY I

I unformatted I Point (1,J) where the storage area
J unformatted I has been assigned a non-zero

I AREAM I unformated I value AREAM Wmf)

*IWIND<2, following records read in CH3DWS, CH3DWT are omittedI

II I III*SBRUIDUM IHDS ENR IHDW

I I I I I

I IWIND--2: (steady and space variable ??? wind stress)
ITXl(1,1)3I F8.0 (1-8) h X-direction component of wind stress I

I ITY1(1,1) F.0 (9-16) 1 Y-direction component of wind stress I
ISubroutine CH3S is called, prior to the main computational time loop,I
I*WNto read wind-stresscomponents I

I and to assign them to all computational pointsI
III I

ISO

SNote:.Win datan are read frmflenn 14iid~n



I IWIND=3: (steady and space variable wind speed)
I Same as for IWIND=2, except that TX1,TYl are pairs of X- and
I Y-direction components of wind speedII I I
I IWIND=4: (time-variable and uniform wind stress)
I File 14 (wind.inp) contains wind stress time table
I I IDAYI I I5 (1-5) I Day and hour defining the first time I

I IHOURi I I5 (6-10) I level in the time table I
I I WNDX1 I I Pairs of X- and Y-direction componentsI

I WNDY1 I 6F10.0 (21-80) I of time-varying wind stress I
I II I Total of NWINDS pairs I
I Previous record is repeated until the last time level I
I II in the time table exceeds the end-of-computation timeI

I Subroutine CH3DWS is called, prior to the main computational time loop, I
I to read wind-stress components for the first two time levels (called I
I time levels 1 and 2, defined by IDAYl,IHOURl and IDAY2,IHOUR2) in I
I a wind stress time table
I and to evaluate initial wind stress by interpolation, between time I
I levels 1 and 2 read from the time table
I Entry CH3DWT is called, during the main computational loop, to update I
I the wind-stress components i.e. to read the next time level from I
I the wind stress time table if the current computational time
I exceeds the time level 2, last read from the tableII J i
I IWIND=5: (time-variable and uniform wind speed)
I File 14 (wind.inp) contains wind speed time table I
I Same as for IWIND=4, except that WNDX,WNDY are pairs of X- and I

Y-direction components of time-varying wind speed I
I I I i
I IWIND=6: (time and space ??? variable wind stress)
I File 14 (wind.inp) contains wind stress time table I
I I IDAYI I5 (1-5) 1 Day and hour defining the first time I
I I IHOURl I I5 (6-10) 1 level in the time table

ITXI(l,l)J F8.0 (1-8) 1 X-direction component
I I I I of time-varying wind stress
I ITYl(l,I)1 F8.0 (9-16) 1 Y-direction component I
II I I of time-varying wind stress
I I I I I
I I Previous two records are repeated until the last time level I

I I in the time table exceeds the end-of-computation timeI
I I I I I
I Subroutine CH3DWS is called, prior to the main computational time loop, I
I to read wind-stress components for the first two time levels (called I
I time levels 1 and 2, defined by IDAY1,IHOURI and IDAY2,IHOUR2) in I

a wind stress time table
I to evaluate initial wind stress by interpolation, between time
I levels 1 and 2 read from the time table
I and to assign them to all computational points ???
I Entry CH3DWT is called, during the main computational loop, to update I
I the wind-stress components i.e. to read the next time level from
I the wind stress time table if the current computational time
I exceeds the time level 2, last read from the tableIJ I I
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I if IWIND=7: (time and space variable wind speed)
I File 14 (wind.inp) contains wind speed time table
I Same as for IWIND=6, except that TX1,TY1 are pairs of X- and
I Y-direction components of time-varying wind speed

II II
II Ii

I I II
I*ITEMP=O, records read in CH3DTK are omitted
I*ITEMP.GE.O.OR.NRIVER.EQ.0 records read in CH3DTB are omitted
*SUBROUTINE CH3DTK, ENTRY CH3DTB

I Note: Time-varying equilibrium temperature (TEP) and
I time-varying coefficient of surface heat exchange (TEK)
I are read from file 19: heat.inp

I IDAYTi I 15 (1-5) 1 Day and hour defining the first time I
I I IHRTI I 15 (6-10) 1 level in the TEP/TEK time table I
I I TEPi I F10.0 (11-20) 1 Equilibrium temperature (Celsius)
I I TEKi I E12.5 (21-32) 1 Coefficient of surface heat
I I I I exchange (cm3/s3)
I I I Previous record is repeated until the last time level I
I I I in the time table exceeds the end-of-computation timeI

I Subroutine CH3DTK is called, prior to the main computational time loop, I
I to read TEP and TEK for the first two time levels (called I
I time levels 1 and 2, defined by IDAYTl,IHRTl and IDAYT2,IHRT2) in I
I a TEP/TEK time table
I Entry CH3DTB is called, during the main computational loop, to update

TEP and TEK, i.e. to read the next time level from
I the TEP/TEK time table if the current computational time

exceeds the time level 2, last read from the table
I to evaluate TEP and TEK by interpolation, between time
I levels 1 and 2 read from the time table
I and to assign them to all computational points

II I I
II I II
II I I

I*NRIVER=0, no river boundaries
I*NRIVER<O, records read in CH3DRI are omitted
I (steady QRIVER read in CH3DIR)
I*SUBROUTINE CH3DRI, ENTRY CH3DRVI I

Note: Time-varying river inflows are read from file 13: rivr.inp I
II

Following records are repeated until the last time level I
I I I in the time table exceeds the end-of-computation time I

I IDAYA I 18. (1-8) I Day and hour defining the time I
I I IHOURA I18 (9-16) I level in the river inflow time table I

I I18 (1-8) I Coordinate (I,J) of a cell (vertical) I
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i J I 18 (9-16) I where the river inflow is prescribedI
I QRIVRA I F8.0 (17-24) 1 Boundary river inflow (cfs)

Previous record is repeated for each cell, from
IJRSTR to IJREND, along a specific river boundary I
defined by IJRDIR,IJRROW

The same is done for each of NRIVER river boundariesI
I I I

I Subroutine CH3DRI. is called, prior to the main computational time loop, I
I to read boundary river inflows for the first two time levels (called I
I time levels A and B, defined by IDAYA, IHOURA and IDAYB,IHOURB) in I
I a river inflow time table I
I Entry CH3DRV is called, during the main computational loop, to update I
I boundary river inflow, i.e. to read the next time level from I
I the river inflow time table if the current computational time
I exceeds the time level B, last read from the table
I and to evaluate boundary river inflows by interpolation, between timeI
I levels A and B read from the time table

Ii III
I I
II II

I*SUBROUTINE CH3DTI, ENTRY CH3DTD

I Note: Tidal-elevation time tables read from file 16: tide.inp

I I TIDTIT I A80 (1-80) 1 Tidal-data descriptor

I I IMO1 I 12 (1-2) 1 Reference month, day, year, hour and I
I I IDYO I 13 (4-6) 1 minute defining reference time I

I IYRO 1 13 (7-9) 1 level for the data read in the I
I IHRO I 12 (11-12) 1 tide elevations time table I

I I IMNO I 12 (13-14) 1

1 1 IMO I 12 (1-2) 1 Month, day, year, I
I I IDY I 13 (4-6) 1 hour and minute I

IYR I 13 (7-9) 1 defining time level
I I IHR I 12 (11-12) 1 in the tidal elevations
I I IMN I 12 (13-14) 1 time table

I TIDELV I 8F8.0 (17-80) 1 Tidal elevations
I Total of TIDFNO elevations

Previous record is repeated until the last time level I
in the time table exceeds the end-of-computation timeI

I I I
I Subroutine CH3DTI is called, prior to the main computational time loop,I
I to read complete tidal-elevation time table
I Entry CH3DRV is called, during the main computational loop, to load
I tidal elevations at boundaries, by interpolating between points I
I in tidal-elevations time table I
II II
I IIII I I
I*ISALT.NE.-2, records read in CH3DSAI, CH3DSAV are omitted
I*SUBROUTINE CH3DSAI, ENTRY CH3DSAV I
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I Note: Time table containing vertical salinity and temperature profiles I
along tidal boundaries are read from file 76: tidesate.inp I

I Following records are repeated until the last time level I
I I in the time table exceeds the end-of-computation time I

I I IDAYSi I 15 (1-5) 1 Day and hour defining the time level I
I I IHRSl I 15 (6-10) 1 in the time table containing I
I I I I vertical salinity and temperature I
I I I I profiles along tidal boundaries

I I 1 I 15 (1-5) 1 Coordinate (IJ) of a cell (vertical) I
I IJ I 15 (6-10) 1 on a tidal boundary where the I

II I vertical salinity profile
I I I I is prescribed

I SAl I 11F5.0 (11-65) 1 Vertical salinity profile
I I I I Salinities are prescribed
I I I I at all points along the vertical I
I I I I direction, poin-by-point, starting I

SI I from the point at the bed

I I 1 I 15 (1-5) 1 Coordinate (I,J) of a cell (vertical) I
I I J I I5 (6-10) 1 on a tidal boundary where the I
I I I I vertical temperature profile I

S I I I is prescribed
I TEl 1 1IF5.0 (11-65) 1 Vertical temperature profile
I I I Temperatures are prescribed

I *I iI at all points along the vertical I
I I I I direction, point-by.-point, starting I
I I I from the point at the bed I

Previous two records are repeated for each cell,
I from IJSTRT to IJEND, along a specific tidal

boundary defined by IJDIR and IJROW
The same is done for each of TIDBND=IJLINE tidal boundariesi

Ii i II
I Subroutine CH3DSAI is called, prior to the main computational time loop,I
I to read tidal-boundary salinities and temperatures for the first two I
I time levels (called time levels 1 and 2, defined by IDAYSlIHRS1 and I
I IDAYS2,IHRS2) in the time table containing vertical salinity and I
I temperature profiles along tidal boundaries I
I Entry CH3DSAV is called, during the main computational loop, to update I
I tidal-boundary salinities and temperatures, i.e. to read the next timel
I level from the time table containing vertical salinity and temperatureI
I profiles along tidal boundaries if the current computational time I
I exceeds the time level 2, last read from the table I
I and to evaluate tidal-boundary salinities and temperatures by I
I interpolation, between time levels 1 and 2 read from the time table II ~II

II I II
II I II
II I I

I*NRIVER.EQ.0.OR.ISALT.NE.-2, records read in CH3DTEI,CH3DTEV are omitted I
I*SUBROUTINE CH3DTEI, ENTRY CH3DTEV
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Note: Vertical temperature profiles along
river-type boundaries are read from file 78: rivrte.inp

I IDYTEl I 15 (1-5) 1 Day and hour defining time level
I IHRTEl I 15 (6-10) 1 in the time table containing verticall

I temperature profiles along river
I boundaries

I I 15 (1-5) 1 Coordinate (I,J) of a cell (vertical) I
IJ I 15 (6-10) 1 on a river boundary where the I

I vertical temperature profile
I is prescribed

I TE3 I 11F5.0 (11-65) 1 Vertical temperature profile
I Temperatures are prescribed
I at all points along the vertical
I direction, point-by-point, starting I
I from the point at the bed

Previous record is repeated for each cell,
from IJRSTR to IJREND, along a specific river
boundary defined by IJRDIR and IJRROW

The same is done for each of abs(NRIVER) river boundariesi
Ii II

I NRIVER<O: I
I Subroutine CH3DTEI is called, prior to the main computational time loop, I
I to read constant vertical temperature profiles along river boundaries I
I Time table with vertical temperature profiles along river boundaries I
I contains only one time levelII i I
I NRIVER>O
I Subroutine CH3DTEI is called, prior to the main computational time loop, I
I to read river-boundary temperatures for the first two
I time levels (called time levels 1 and 2, defined by IDYTEI,IHRTEI and I
I IDYTE2,IHRTE2) in the time table containing vertical
I temperature profiles along river boundaries
I Entry CH3DTEV is called, during the main computational loop, to update I
I river-boundary temperatures, i.e. to read the next time
I level from the time table containing vertical temperature
I profiles along river boundaries if the current computational time I
I exceeds the time level 2, last read from the table
I and to evaluate river-boundary temperatures by
I interpolation, between time levels 1 and 2 read from the time table 1
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APPENDIX E

MODEL OF THE MISSISSIPPI RIVER AT THE OLD RIVER SAMPLE INPUT-DATA SET

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999
99999 99999 99999 99999 99999 99999 99999 99999 99999 99999

2880 240 0 1
010111111100000
1111111

0 0
0.00001 0.0001 0.0005

0.00000114
2.65 0.4
0.50 0.3 0.1 0.1 0.01

0.0000001 0.00000001
30

0.1
0

.000250 .000015 0.0

.000250 .000020 0.0

.000250 .000025 0.0

.000250 .000035 0.0

.000250 .000055 0.0

.000250 .000075 0.0

.000250 .000100 0.0

.000250 .000130 0.0

.000250 .000165 0.0

.000250 .000220 0.0

1000.
0

1 1 1
0.05 100.

-1 0.0 0.5 0.5
1 3 -I
1 4 -1
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1 5 -1
1 6 -1
1 7 -1
1 8 -1

1 9 -9
1 10 -1

1 11 -1

1 12 -1

1 13 -1

1 14 -1

1 15 -1

1 16 -1

1 17 -1

51 3 1 1 1
51 4 1 1 1
51 5 1 1 1
51 6 1 1 1
51 7 1 1 2
51 8 1 1 2

51 9 1 1 2
51 10 1 1 2
51 11 1 1 2
51 12 1 1 2
51 13 1 1 2

51 14 1 1 3
51 15 1 1 3

51 16 1 1 3
-51 17 1 1 3

0 0
1 0.0 0.5 0.5
1 .000250 .000025 0.0

.000250 .000035 0.0

.000250 .000045 0.0

.000250 .000065 0.0

.000250 .000085 0.0

.000250 .000110 0.0

.000250 .000140 0.0

.000250 .000180 0.0

.000250 .000225 0.0

.000250 .000280 0.0
2 .000250 .000015 0.0

.000250 .000020 0.0

.000250 .000025 0.0

.000250 .000035 0.0

.000250 .000055 0.0

.000250 .000075 0.0

.000250 .000100 0.0

.000250 .000130 0.0

.000250 .000165 0.0

.000250 .000220 0.0
3 .000250 .000000 0.0

.000250 .000000 0.0

.000250 .000005 0.0

.000250 .000010 0.0
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.000250 .000015 0.0

.000250 .000020 0.0

.000250 .000030 0.0

.000250 .000045 0.0

.000250 .000065 0.0

.000250 .000090 0.0
30 0

1 0.0 0.5 0.5
1 .000250 .000025 0.0

.000250 .000035 0.0

.000250 .000045 0.0

.000250 .000065 0.0

.000250 .000085 0.0

.000250 .000110 0.0

.000250 .000140 0.0

.000250 .000180 0.0

.000250 .000225 0.0

.000250 .000280 0.0
2 .000250 .000015 0.0

.000250 .000020 0.0

.000250 .000025 0.0

.000250 .000035 0.0

.000250 .000055 0.0

.000250 .000075 0.0

.000250 .000100 0.0

.000250 .000130 0.0

.000250 .000165 0.0

.000250 .000220 0.0
3 .000250 .000000 0.0

.000250 .000000 0.0

.000250 .000005 0.0

.000250 .000010 0.0

.000250 .000015 0.0

.000250 .000020 0.0

.000250 .000030 0.0

.000250 .000045 0.0

.000250 .000065 0.0

.000250 .000090 0.0
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