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SUMMARY
intelligent networking is a new and developing technology that s already
having significant impact on telecommunications architectures. This paper
otfers a summary of this technology, concluding with a brief discussion of
how it is likely to affect the military communications of the ADF.
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sSSP
STP
TINA
TINA-C
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ABBREVIATIONS

Australian Defence Force

Broadband Integrated Services Digital Network

Basic Cali State Model

Command. Control. Communications and Information
Consultative Committee for Telephone and Telegraph
Common Channel Signalling

Defence Science and Technology Organisation

Dual Tone Multifrequency

European Telecommunications Standard Institute
Global Virtual Network Service

International Credit Card Validation

Intelligent Network

Intelligent Peripheral

Integrated Services Digital Network

Multilevel Precedence and Pre-emption

Open Systems Interconnection

Private Automatic Branch Exchange

Plain Old Telephone Service

Service Control Poiat

Service Manager

Service Switching Point

Signal Transfer Point

Telecommunicatioas Information Networking Architecture
TINA Consoctium

Telecommuaications Management Network
Universal Personal Telec mmunications

Vendor Feature Node

Virtual Private Networks

2 CCITT Terminology

B(P
CCAF
CCF
¢Sl
FE
FEA
INAP
PE
POl

Basic Call Process

Call Coatrol Agent Functoa
Call Conuol Function
Capability Set |

Functional Enuty
Functional Entity Action

IN Application Protocol
Physical Entty

Point of Initiation
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1 INTRODUCTION

Intelligent Networks (IN's) are “service-independent” architectures [AIN9Q] that support services
associated with electronic communications, entertainment and information exchange. The term value
added is used to describe such services due to the great impact they have on human interaction within aa
electronic environmeat. They belong, literally, to that class of functions that are added to a network
already displaying enormous communications functionality, and which are the most immediately
perceptible and of greatest utility to its human users. In other words. an Intelligent Network supports
those services that are most valurd by human users of electronic communications systems, while
avoiding a structure that is in any way specific (i.e. tailored) to such services.

This key characteristic of IN technology is a result of having developed within a climate of rapid
technological, regulatory, and market changes; where:

These changes involve the increased use of network elements that are
coatrolled by or interface with software, a desire 1o share data and distribute
application processing among bpetwork elements, the need for standard
interfaces between network elements. and user demands for more
sophisticated telecommunications services and rapid delivery of services
[GAR931.

As a consequence, Intelligent Networks are readily extensible/configurable in respoase to changing
human needs. technical innovation, new telecommunications regulations and emerging markets.

2 EMERGING "INTELLIGENCE"

As luck would have it, our aim of better understanding IN technology is hampered ai the outset by the
inappropnatencss of the term “intelligent network™ - something of a misnomer, the term owes more (o
markeling psychology than to common sense. The history of IN technology has made no real claims to
“intelligence”. in the vense for example that artificial intelligence systems might be said to be intelligent
by virue of learning algorithms, or expert systems by virtue of the encapsulation of human knowledge.
A typical framework within which the evolution of AN is analysed is that of {FIS92), where intelligence
is simply equated with sophistication and compiexity. That recent IN developments include the use of
expert system technology [DUN91]. does little to change the basic characteristics of IN as a highly
complex information technology sysiem. In other words, Intelligent Networks have always been
complex. but only in receat times have they shown signs of any “intelligence” - and in any case. the
extent (0 which they are implemented around machine intelligence does little w Change e basi
underlying coocepts of IN wechnology. Therefore, while “intelligent network™ serves as an wdustry
standard term. we need to keep sight of the technologies that are embraced by the coocept if we are to
avoid the marketing romance to see IN for what it really is.

UNCLASSH €D 1
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An oft-cited example of recently implemented IN functionality is AT&T's "800 Service”, where “the
dialed number is ot the network address of the terminating line. Rather, the dialed number is used as
an index into a database that contains the terminating line network address” [VER90]. Furthermore,
this system allows users (corporate customers in particular) to "specify a different geographic location
for the call to terminate at, depending on the location of the calling customer, time of day, or day of the
week” [VER9022]. The wider IN project however, 1ims to make services such as these readily available
to all users (domestic, corporate and military alike), with the promise also that they support affordable
and dynamic reconfiguration. For example, as a domestic customer, I wight like to visit an aunt in
another state and to program (or have programmed for me) my telephone number such that calls from
my home state terminate at my home answering machine,! while calls from my aunt's state terminate at
my aunt's place. Some of the services planned for the future will be familiar to present users of modern
PABX systems: for example: Calling Number Identfication, Call Tracing, Call Charge Advice.
Selective Call Rejection, Direct Dial-in, Selective Call Forwarding, Call Waiting Signal. Closed User
Groups, Call Transfer and Private Numbering [DUN9!]; while others berald a completely new mode of
telecommunications, such as: freephone, universal nunbe:, televoting and opinion polling. credit card
calling, virtual private network and personal telephony [VAC89]

3 IN BUILDING BLOCKS

Intelligent Network architectures are recognisable by certain key elements that are ceatral to the IN
coucept; specifically: Service Switching Point (SSP); Signal Transfer Point (STP); Service Coantrol Point
(SCP). Service Manager (SM); Intelligent Peripberal (IP). and Vendor Feature Node (VEN). These
components can be thought of as the building blocks of Intelligent Networks - they are interconnected
(typically as shown i figure 1) to form the physical structure upoa which the functional architecture is
built.

A basic feature of the IN coocept is the separation of service control from traditional call processing
funcuons. This is achueved through the use of a small nuinber of centralised database systems (ic.
SCPs) that contain the logic of the actwork services and conrol the call processing of the wlephone
exchanges (i.e. toe SSP's) [POP92]. Figure 2 shows how the operation of an Intelligent Network is
based oo an interaction between SSP and SCP clements (communicating via a signalling network
compnsiag STP elemeets), where the former initiates an inquiry and the latter respoads with a reply.
This chient-server relaticaship bas an SCP serving a distributica of SSP elements to provide support for
calls that invoke IN functionality. and is in turn coatroiled and configured by an SM element.

3.1 Service Switching Point
Beginning with a crude definition of a Service Switching Point we have: "2 jargon term for a
modem digital circuit-switching exchange upgraded for intelligent networking. and thus capable
of handling the standard CCS#7 signals™ [F1S92] - which is to say that the Service Switching

U Betier will, N woukd allow me w0 dogrerore with an anseerng matune altogether by providing me with sowe sarage (acibiees

(known as “vowe-mal”) The hpe of menano desanbed here comes under Use heading of “persanal wiephony ™




UNCLASSIFIED ERL-0825-RE

3.2

“
-

Point behaves '".e a local switching exchange? and serves as the user's access point to the
Intelligent Network [POP92). The switch analyses the user input to determine whether it is
capable of providing the service requested - if not fully capable, it forwards the request to the
Service Contrel Point (via the common-channel signalling network) to determine how the call
should be :1zndled [VER90].

Another way of thinking of the Service Switching Point is as “software in a switching system
capable of recogrizing a trigger condition for an IN service” [BEA89). Here. triggers are events
that indicate that the call is an IN call. providing the Service Switching Point with the capability
to separate basic call control from that of IN-based secvice control [HUS91]. Typical triggers
include prefix digits or address digits to recognise calls for special handling by the Intelligent
Network [ROB91].

Vendor Servics
Featurs Switching
Node Pourt
-

common channe!
SigNaiing network

)
| Service
Parproral Trarmter Switching
Pomt Poirs /

Mmoo

z

1; Servin

: [ Cormol

: Poirt

it

wune adapted fram Ko Veima ted), ISDN Svsiemr arcAiteviure technodogy,
und ppiteations, Prentece Hall, New Joree,, 905

Figure 1. Key Intelligeri Network elements

Service Control Point

The importance of the Service Conuvol Point in the Intelligent Network is apparenat in
descriptions of it as “the man ergine” [ROB91] or “the heart” [POPI2] of the network, as
becomes clear when we begi to look closer at its operation.

When a Service Switching Point finds it necessary to request support from the network. the
respoase involves an interrogaton of information stored in databases dictating how the switch is
to proceed. Such a database i1s provided by the Service Control Point: esseatially an “on-line”,
“transwciion-processing” database, with a reai-time system response time reauirement of less than

An SSP may be part of esther an end offie or an s tandern ofice [ROBOL). Furthermare, modemn swilchung echnalogy alkvws

e integrabion of multiple netwark fumsctions 1o & 30 ge-switching rysermn, such A the combnatan of SHP, S TP, amd intemational
stiawy functians into a ungle ¢ vchange [KIFT92)
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half a second [ROB91]. The Service Control Point serves the function of responding to a query
from the switch by executing service logic that has been customised for a specific subscriber or
application, and subsequently sending instructions to the switch on how to continue cal!
processing [HUS91], {FIS92]. The process aims to establish outcomes such as circuit-switclized
connections from the user to: another user local to the switch. "an interexchange carrier”, or to "a
service vendor system” (i.e. an Intelligent Peripheral) [VER90].

The role of the Service Control Poiat is such that its contribution to the Intelligent Network
comprises the simplification of: service implementation, network administration, feature changes
and updates of service provider records (POP92). Towards these ends, Service Control Point's are
designed to accommodate - :ddition of: processing power, memory, or new software without
causing any disruptions to .. . service [ROB91]. In fact, the Service Coatrol Point potentiaily
coincides with a highly sensitive single point of failure wbich encourages the incorporation of
fault-tolerance in its internal design {ROB91]. Likewise, Servicc Coatrol Point's are typicalily
deployed in a "mated-pair” configuration. with each node containing identical user records
[HUS91].

|
number atlocation ’
for \ & “ SM

P
4 Jatabase query \ S ol 1o SAP
on B 0 number < _S.Q,P}/ reply to N8l

T\__/

L

vgnatling o MCP (i STP J
S iwuny o P ( SSPI 6 ot Vo

o Nadiads By 008 menber

{p*_w—; phoae 13

Fizure 2. Operation of the Intellipent Network

A3 Signal Trans{er Point

Signal Transfer Pont's are packet switching nodes o the common chanes! signalling network
(viz (LS No. 7). These nodes "know where to look for information”. and so act as routers
between SCP databases and SSP switcbes [FIS92]. Signal Transfer Point's are very high-capacity
switches, as they are required (0 terminate & large oumber of signalling links. perform a great
deal of protocol processing. and route a high volume of messages through their litks {ROB91].
As with the Service Unatroi Point. the potential for the Sigoal Transfer Foint to become a
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disastrous single point of failure is grounds for requiring these packet switches to be very reliable.
Typically, they are deployed in "geographically separated pairs”. so that in the event of a disaster
total traffic volume can be handled by the second site [ROB91].

Service Manager

The human interface for operating personnel and users to specify services is provided by the
Service Manager. This serves as the central network interface for both the service provider and
the service subscnber [HUS9!]: supporting the interactive processing and updating of user
records by operations persorn:!, and offering the user with an interface to the centralised
databases in the Intelligent Network [ROB91]. The interface follows a paradigm according to
which basic service capabilities are linked to define specialised user services - providing also the
mechanism for constructing the databases that control the real-time connection functions of the
service [VER90].

The Service Manager iateracts closely with the Service Control Point 10 implement and control
service provisioning by maintaining the network database {FIS92}, [BEAS9]. It fulfils this role
via management software and information databases that load. administer and maintain cail
processing informaticn at the Service Coatrol Point [FIS92]. In other words. features of the
Service Manager include: supervision. remote operations and maintenance of Service Control
Points, and co-ordinated software downioading {POP92].

Intelligent Peripheral

The Inteiligent Peripheral provides service assistance for appropriate IN calls. It executes this
role by offering telocommunxcations capabilities, such as announcsinents and Dual Tone
Mulufrequency (DM digit collection [VER)], and perhaps also advanced functions such as
vowe recognition o language translation [BEAS9]. or the facility to prompt the caller to further
direct the routing of the call by asking for additional information (HUS91).

An Intelligent Peripheral is connected o0 a Service Switching Point and operates under us
coatrol. of alternauvely under the control of a Service Conuol Point. The economic advantage of
this network element is that it allows several uscrs to share peripheral services without having to
implement these in all Service Switching Powat's [POP92).

Vendor Feature Node

Where services are distnbuted which are not integrated in the Intelligent Network, 2 special
network clement is required. known vanously as a Veador Feature Nade [VER0). or an Adjunct
[AIN9Q]. The Vendor Feature Node is interconnected with a Service Switching Point and is
accessed by the user through the switch. The Vendor Feature Node need oaly be designed 1o have
the capacity and charactenstics required for a particular service. and not all the other services
that the Service Switching Point software and hardware provide [VER90].
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4  BELLCORE'S ADVANCED INTELLIGENT NETWORK

Bellcore's Advanced Intetligent Network (AIN) can be seen as the next phase of development after IN/I,
which introduced the concept of centralised databases and offered the means of introducing new services
in a ubiquitous fashion and with operational uniformity, With AIN, rapid and customised development
is now possible by virtue of the concept of "tunctional blocks" which allows nonprogrammers to easily
create new services by writing a script known 3s a Service Logic Program (SLP) [POP92], [ROBO!].

The AIN system is of great importance tG us in our aim to better understand the IN concept in general,
and IN architectures in particular, simply because of the huge impact Bellcore has had in the
development of this technology. To date, much of the technical literature on IN has borrowed heavily
from Bellcore's architectures (which include IN/1, IN/2, IN/1+, and finaliy AIN), or at the very least, has
adopted the language coined by Bellcore. The impact of Bellcore has not only been technical but also
economic due to the backing of tslecommunications giants such as AT&T and the Bell companies (i.e.
the Bellcore Client Companies). In this way, market forces ensure that the latest IN architecture from
Belicore serves as a defacto standard?.

A presentation of the main concepts of AIN, as summarised from [AIN90], appears as an appendix.

5  STANDARDISATION

Responsibility for the standardisation of IN has been accepted by CCITT (SG XI) since 1991. In
particular, the CCITT Q.1200 series of recommendations discuss the Intelligent Network in terms of a
Capability Set continuum, of which Capability Set 1 (CS1) marks the state of work to date. The
intention is for CSI to define "the scope and content of INs for the near term without curtailing
subsequent growth'; providing the telecommunications industry with a usable set of recommendations
that will enable the "low-risk introduction” of a wide range of advanced services. along with the
capability for rapid service delivery and customisation [DUR92]. A list of the relevant recommendatioas
is given in table 1.

5.1 Objectives
The cbjectives which IN techuology must satisfy are defined by CCTTT in response to ~ .cmands
made by the operatirg companies for increased respoasiveness to customer needs”, and comprise

[DUR92):

o “increase service velocity” - ie. enable the rapid introduct:on of new services in
response to market forces

. encourage a broader range of services (e.g. information services, broadband and

muitimedia bearer capabilities)

3 Industry support has in fact broadencd of bite with the advent of the Mulii- Vendor Interacton Forun (MVIF) which will provide the

co-operative development environment for AIN.
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. support multivendor competition and consistent integration across several vendors'
equipment

. support the evolution from existing networks with the capability of interworking

between deployed technology and existing networks

Table 1. CCITT Q.1200 series recommendations

code description
Q.120!1 principles of intelligent netwcrk architecture
Q.1202 intelligent network service plane architecture
Q.1203 intelligent network global functional plane architecture
Q.1204 network distributed functional plane architecture
Q.1205 || intelligent network physica’ plane architecture
Q.1208 || general aspects of the intelligent network applicatic  piotocol
Q1211 introduction to intelligent network Capability Set |
Q.i213 globa! functional plane for intelligent network Capability Set 1
Q1214 distributed functional plane for intelligent network Capability Set |
Q1215 physical plane for intehigent network Capability Set |
Q1218 interface recommendations for intelligent network Capability Set |
Q.1290 vucabulary ~f terms used in the definition of intelligent networks

source Mike Lai, Interoperability Issues in Connection with .he Use of High Speed Networks,

unpublished, Defence Science and Technology Organisatios,, 1993

Characteristics

An IN architecture is specified by CCITT with the aim of realising the objectives listed above -

the characteristics of which comprise [DUR92};

. extensive use of information processing techniques and network resources

. integration of service creation and implementation by means ot reusable standard

network functons

. flexible allocation of modularised and reusable networh functions among physical
clements

. standardised communications between network functions via service-independent
mterfaces

. service provider access to the process of composition of services through the

combination of nctwork functions

. service subscriber con'rul of subscriber-specific service attributes in terms of definition

and deployment

. standardised management of service logic
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54

Service Types

IN services are categorised by CCITT according to two types; viz. Type A and Type B [DUR92].
Type A is addressed by CS1 and has the advantage that it comprises services of “"proven value”
which are based on "well-understood control relationships between network components”.
Typically. these services can only be invoked during call set-up or tear down. They have the
distinction of being: single-user, single-ended, single-point-of-control, and of single-bearer
capability. In other words, they do not support: end-to-end messaging or control (i.e. they do not
apply to the active phase of the call), interaction between several SLP's, or multi-media. Type B
services by contsast can be invoked at any point during a call. and also on bebalf of, or with direct
impact on, one or more users.

A Conceptual Model
CCITT's draft recommendation Q.1201 defines a mode! of IN known as the IN Conceptual
Model. As shown in figure 3. the model involves four levels of abstraction of the IN concept,

referred to as planes:
. the Service Plane - an exclusively service-oriented view

L the Global Functional Plane - a view of the different functionalities of the network
considered as a single entity

. the Distributed Functional Plane - a view of the distributed functions
. the Physical Plane - a view of the physical network elemeants

Detailed overviews of the four-plane structure is preseated in [WYA91], [GAR93] and [APP93]
The Service Plane sits at the most abstract level, being wtally independent of the network
implementation - i.e. it defines the IN services available to users and their features, yet hides the
way in which the service is implemented, and is therefore of primaryv interest to service users and
providers. CCITT recommends that service characteristics be classified and service capabilities
identified by decomposing services into Service Independent Building Blocks (SIB's), where
"These reusable service independent blocks (such as translation. user interaction or charging) will
form the basis for input to global functional plane modelling and distributed functional plane
modelling” [CCI93a). Possible services include: Freephone, Call Forwarding. Virtual Private
Netwocks (VPN), and Universal Personal Telecommunications (UPT). The model for this
functional decomposition 1s the recognition of services as comprising one or more Service
Features (SF), where an  SF is “the smallest part of a service that can be perceived by the user”,
and where “These SF's can also be used as building blocks in the specification ard design of new,
more complex services”. Furthermore, SF's comprise one or more SIB.

UNCLASSIFIED
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o e SERVICE PLANE
", Freepho
!geSerwce Independent Building Block 1 Call Forwarding ) feephone
‘:EA Feature Entity Action i Service Feature2” Service Feature3
SCF: Service Control Function ; ) )
SRF. Spenal Resources Fiinction i TimeOfDay-Routing Service Featured

SCP' Service Control Paint
{P. Intelligent Peripheral

CLOBAL FUNCTIONAL PLANE

A
~ Translation SIBy
1

Announcemer -

DISTRIPUTED FUNCTIONAL PLANE
IEA2

] lnanF:inw N

PHYSICAL PLANE
/ LN xc,\nox\ AR

PR()I()(()I

source: José M. Duran and John Visser, “Intcmational Standards for Intelligent Networks®, [EEE
Commumnicantons Magazine, “ol. 31 no. 2, February 1992, pp. 34-42.

Figure 3. CCITT IN conceptual model

The Giobal Functional Plane is of primary interest to service designers and is defined by SIB's
and the call-processing model (as encapsulated in a special SIB called the Basic Call Process,
BCP). Here. service-specific logic combines SIB's to create new services unique to a particular
user or network operator. The idea is that the Global Functional Plane maps SF's onto one or
more SIB's. such that service and SF specific functions are "redefined in terms of the broad
network functioas required to support them” [CCI93b). Similarly, each SIB is mapped onto coe
or more Functional Entity (FE) in the Distributed Functional Plane. The service independent
characteristic of an SIB is manifest in the fact that it has no "knowledge of subsequent SIBs".
However, there exists coe eatity in this plane that does bave service-specific dependence and that
is the Global Service Logic (GSL) which conurols the way SIB's are intercoanected (as patterns of
chains” and “branches™) to form SF's. As shown ir figure 4, the GSL is also respoasible for
coatroliing the interaction between the BCP and the SIB chains via two interfaces known as the
Point of Initiation (POD) and the Point of Return (POR). In this way. a Service Feature is defined
by a “"pattern” of stancard SIB's: such as from the fourteen SIB's defined for CSI: algorithm,
charge. compare, distribution. limit. log call information. queue. screen, service data
management, status notification, transiate. user interaction, verify, and basic call process
(GAR93].

The Distributed Functional Plane. of primary inierest to network designers, deals with FE's and
Functional Entity Actions (FEA's). This view o the Intelligent Network has it categorised
according to logical functional entities (i.e. FE's) that have associsted with them distinct actions
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(i.e. FEA's). The network capabilities of a given SIB then, are performed by grouping FEA's
across one or more FE under the co-ordination of informatioa flow.

[ POI Basic call process POR POR ]

Part of GSL
| —

source: CCITT Recommendation Q.1203 - Intelligent Network - Global Functional Plane Architecture, TIT,
1993,

Figure 4. Global functional plane model

The Physical Plane deals with the functions and commuaications protocols of Physical Entities
(PE's), where each PE coasists of one or more FE. This plane. therefore, is of primary interest to
network operators and equipment providers.

Based on this model, a framework of IN emerges which consists of two architectures: one
functional and the other physical - related to one another by the mappings of functional to
physical eatities within the network. However, it is the functional architecture that distinguishes
IN because “it is at that level that the relationships between service logic and call processing can
be recognised” [DUR92].

A Functional Architecture

In line with the focus of IN capability set CS1 oa service processing, the functional architecture
(refer to figure 5) encompasses: end-user access to call and service processing; service invocation
and coatrol; and end-user interaction with service coantrol [GAR93]. A Functional Entity catled
the Call Coatrol Agent Functioa (CCAF) provides an interface whereby a user may access the
call and service processing offered by a CS1 Intelligent Network. The CCAF in turn interacts
with call control, so that through the combined action of the Call Control Function (CCF) and the
Service Switching Function (SSF). the user is able to request aa IN service. Here, the curreat call
processing infrastructure of existing digital exchanges provides the appropriate functionality on
which (0 build; viz. call coatrol's Basic Call State Model (BCSM) which supports the proressing
of basic two-party calls. Added to this is the SSF which dtects when IN logic is to be invoked:
and when this is the case, the SSF interacts with the Service Coatrol Function (SCF) which ia
turn processes the appropriate IN logic. Furthermore, call control and service switching are
augmented with specialised resources associated with interactions between the end-user and the
Intelligest Network, such as pre-recarded announcemeats, DTMF, and other intelligent

N TP P T T
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peripheral functions. Such resources are managed by a Functional Entity called the Specialized
Resources Function (SRF). The SCF may respond to the invocation of IN logic by requesting the
CCF and SSF to perform call and connection processing such as routing or charging. The SCF
may also request these service invocation functions to establish a connection between a user and
an SRF. Furthermore, in performing related service data processing, the SCF may also draw on
database services from the Service Data Function (SDF) such as data retrieval and updating.

As shown earlier, functional entities such as those we have been considering here are defined as
part of the Distributed Functional Plane, where the relationships between Functional Entities
define the information flows from one entity to another. Furthermore, these relationships
determine the grouping of Functional Entity Actions required to implement the network
capabilities of a given SIB.

( end-user interaction

specialised
resource

service
switching

end-user access

/’\

calt control

agent
service invocahon /
| —————————— c— v — o——— —

Figure 5. CSI functional architecture

5.6 A Physical Architecture
We have seen also that the Physical Plane relates to the Distributed Functional Plane by
implementing Physical Entities around one or more Functional Entities. In the CS1 physical
architecture for example, a Service Coatrol Point is built around an SCF and an SDF, while an
Intelligent Peripheral is based solely on an SRF {GAR93]. This is ooe aspect of the mapping of
distributed functional plane to physical plane elemeats. Another issue is the way that information
flows between Functional Entities impact or the specification of the signalling messages between
Physical Entities. The need for a physical mechanism with which to carry functional eatity

S Bhs BDisnd AR B i vl ont i o o
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5.7

information is realised in the form of an application layer protocol,® known in CS1 as the IN
Application Protccol (INAP). Specifically, INAP supports the mapping of the entities SSF. SCF,
SDF, and SRF to Physical Entities. This protocol is in turn supported by "lower layer” protocols
such as the Common Channel Signalling system SS7, or the Basic Rate and Primary Rate
Interface (BRI, PRI) used in the Integrated Services Digital Network (ISDN).

The physical architecture defines, therefore, the process whereby fuactional entities and the
information flow interdependencies between them map into physical entities and protocol
interfaces.

Limitations
The current CCITT specification for IN has certain limitations:

The IN CS-1 architecture and interfaces are a subwet of the target IN
architectures and interfaces, and therefore do not address all possible
IN goals and objectives. In particular, IN CS-1 focuses on service
processing requirements in support of the target IN CS-1 services. It
does not address requirements for service creation. service
management, and network management. It is expected that these
latter requirements will be addressed by nonstandard solutions for IN
CS-1. a5 driven by market forces. Future capability sets may address
standard solutions in these areas [GAR93].

Furthermore, with CS1 restricted in scope to the SSP/SCP interface, the standards are insufficient
on their own for the implementation of a complete network [HIL93). Along with the ambiguity
of the C51 standards, this makes for a situation where incompatibilities between different vendors
may arise. In recoguition of this problem, the European Telecommunications Standard Institute
(ETSD is working towards a European standard, kuown as Core Intelligent Network Application
Protocol (i.e. Core INAP), that is in effect an unambiguous subset of CS1.

6 TINA

As we have seen, the two main architectural specifications serving as flagships for the development of
IN technology are the Advanced Intelligent Network from Belicore and Capability Set | from CCITT.
The two architectures are closely aligned ard are clearly pursuing a commou architectural objective
{GAR93]. The most significant differences are that AIN addresses service management and network
management.® whereas CS1 addresses service processing. Tais raises the topical issue of the

4

)

In the Open Systems Interconnection (OSI) Reference Model for computer networks ty: application layer is the highest (ic. most
absiract) in a “sack” of seven protoce! layers.
Specifically, it o the nea;-ierm releases of AIN Releaae | known as AIN 0.1 (for 1993-1994) and AIN 0.2 (for 195-1996) which

arc closely aligned with (S1.

With respect 10 service management, tus onmpriscs the control of data distribution and coherency svording 0 Area Of Service

(AQS), much that common service and subscription data is “fractured” around AOS maps; and with respect 10 actwork management,
AlIN is largely an extension of existing S87 management provodures.  Yet, while AIN prosently places a faidy small load on 887
vifmstructures the service ineniive envirnnments of the future herald 1 requirement for service-specific losd management
procedures [RUS93).
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overlapping boundary between IN architectures and Telecommunications Management Network (TMN)
architectures. The pressing need for an integration of these architectures [APP93] is being addressed by
a recently created organisation known as the TINA Consortium (TINA-C) which is defining an
architeciure referred to as the Telecommunications Information Networking Architecture (TINA)
[BAK93].

CCITT's Broadband Integrated Services Digital Network (B-ISDN) conceives an interplay of three
'planes’, known as the User Plane, Control Plane, and Management Plane. From this point of view. the
boundary between IN and TMN corresponds to the voundary between the two latter planes.
Accordingly, management functions appear in both planes:

The control plane relates to the establishment of calls and connections and
the resources needed in the node to handle these. This plane deals with the
network signalling system(s) used (e.g. SS7, Q93x) and interfaces to the
higher level IN services. In alignment with the IN architecture, some of
these functions could be part of the IN Distributed Service Logic. The
Management plane handles the operational and administrasive management
side of the node. Primarily, it deals with statistics, status, configuration and
fauit reporting (alarms). The management plane logicaily interfaces as a
Network Element to the higher order TMN management functions and the
network services functions [LLO93].

In other words. whereas the Control Plane, and the intelligent network that interfaces to it, focuses on
“"service management” [APP93), the Management Plane, and the telecommunications management
network that interfaces 1o it, focuses oa what we traditionally think of as telecommunications
management; viz. operations and administration.

The imperative for the architectures of UN and TMN to integrate comes from the need to support the
interoperroiiity of applications from both architectures.” Coasequeatly, it is not possible to support two
wdependent architectures, and similarly, the interconnection of IN and TMN as divergent architectures
weuld be very difficult [APP93]. With the backing of Dellcore in the United States. BT in the United
Kingdom. and NTT in Japan, the TINA Counsortium has taken upoa itself the respoasibility for the
integration of the two architectures. Furthermore, given the support for TINA from the IN group of
ETSI. and the fact that the "ETS] text has been adopted as a starting point for the coming study period
of CCITT (1992-1996)" [APP93]. we can expect future CCITT recommendations for IN and TMN to be
closely aligned.

7  GLOBAL INTELLIGENT NETWORK ARCHITECTURES

IKET92] divides the world's various national carriers into three brosd categories according to IN
capabulity: (a) full IN capability (along the lines of AIN): (b) partial IN with SSP functionality and/or
switched-based service logic but not SCP functionality; and (c) non IN, i.e. Plain Old Telephooe Service

By way of exampie, [APPY3] refers 1o the IN application called Freephone, where billing ~orreaponds 1o axounting applications in
TMN.
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(POTS). The term "switched-vased service logic” refers to IN service logic (including basic number
rzanslation but excluding advanced routing features) that is resident in a swiich as opposed to a Switch
Ceatrol Point. Such an implementation implies the existence of multipie databascs as opposed to the
centralised database configuration that exists with the presence of an SUP element. Therefore. while
ofiering partial IN capabilities, such a network rays the peralty of naving to provide relatively high
computational resources in its switches, a5 well as having to deal with the administration and data
coherency of multirie databases. However, as [KET92] points out. the partial IN configuration caters
for a transition to a full IN architecture with the inclusion of an SCP in place of switched-based service

logic.

In the meantime, full IN services may be made available to subscribers to partial IN or non-IN networks
by connecting national carriers such as these ‘0 a Regional IN Node. In this scenario, the Regional IN
Node of one country's carrier provides advauced services to its multinational carporate customers located
in a region spanning several countries or even an entire continent. Another arrangement described by
[KET92] is the internetworking of IN petworks from different carriers - accomplished by facilitating
direct communicatioas between carriers (i.e. SCP to SCP communications) for the purpose of sharing
one another's IN features. This has its main applicability with IN services such as Global Virtual
Network Service (GVNS) and International Credit Card Validation (ICCV).? The introduction of global
IN services such as these are justified on tke grounds that they "coatrol costs and. at the same time,
enhance network management control (e.g.. efficiency of operation) and feature functionality” [SYK92].
and as a consequence. it is essential that efficient use be made of international transmission factlities.

8 THE MILITARY ENVIRONMENT

The military user will be aware of a profound significance in technological capabilities such as those
described in the previous wections. The emergence of global intelligent networks in the commercial
world opens the possibility of a sophisticated interconnectivity of value added networks managed by
various national military organisstions. Furthermore, it is now technically feas:ble for advanced
countsies with large military resources to establish their owa regional IN nodes in order to provide an IN
capability for their allies. But just as startling a scenario is the ability of a national mili’ary organisation
w establish an IN capability by subscribing to IN services provided by a prnivate or public
telecommunications carrier. [n such a case there is the added choice open to the military as to the
design, mainteoance and control of value added applications. The narure of IN txchnology is such that
client-operator relationships can accommodate a variety of configurations aronnd service creatioa and
provisioning. Hypothetically, the military might elect to employ an IN oper:tor w install and manage
on its behalf a Command, Coatrol. Communicatioas and Information (C31) system which it has
designed or commissioned - reserving for itself the capability to dynamicaily control the application.
Alternatively, intelligent networks would allow the military to introduce and manage sophisticated
apolications in a highly extensible and coafigurable manner that would also be cost effective.

B jor the validntion of telephone credit cards imsucd by anather county's carmers
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A National Defence Force Perspective

In contemplating the adoption of IN technology into its operations the Australian Defence Force
(ADF) faces a difficult decision: install ADF-owned "standard” IN firmware in parallel with
systems now appearing in the commercial world and public telecommunications carriers; or
subscribe to IN services offered by existing IN operators. There is of course a wide middle
ground. With the rapid development of IN standards and the emergence of "standard” IN
network elements the possibility exists of selectively interconnecting with the IN systems of
domestic private and public organisations, as well as those of allied military organisations. In
any case, as Rear Admiral K A Doolan points out, the adherence to ctandards (for strategic
communications at least) has & more fundamental importance:

In the past Defence has invested heavily in developing unique
capability solutions and fostering military standards for most
communications capabilities. We recognise that globally, civil
industry is now setting the pace in communications standards.
Therefore Defence is committed to the adoption of emerging national
and international standards for communications wherever possible.
Defence will also continue a commitment to open systems
architecture wherever possible [DOL93).

Implicit in this statement is the catch-cry of the times: "technology for affordability”. and the
wide-spread recognition that open systems® engender not only technical flexibility but also the
purchasing power associated with an ongoing choice 'V of vendors.

Also, subscription to twiecommunications facilities on offer by the civil infrastructure has
problems of its own - this strategy being efficacious only in the event that such systems meet the
unique requirements of military communicatioas, such as Multilevel Precedence and Pre-emption
(MLPP). IN provides a means of “militarising” the civil infrastructure in a fairly flexible and
cost-effective manner: military artributes would in effect be "adued on”, or “plugged in". to
existing comme . ial telecommunicatioas systems. This would be the respoasibility of the public
carrier and would be achieved by designing IN services around military atributes - for example.
MLPP might be offered as an IN service. !

To a large extent. IN is a young technology waiting to be put to good use. and it is quite possible
that the ADF's unique requirements as a user of telecommurications will see it look more to IN in
the future; especially as the cost of communications becomes harder to sustain and pressures
mount to realise greater interoperability with systems in the civil infrastructure and in other
countries. Of course, doctrinal and security implications may well outweigh the technical and
economic issues we have coasidered so far - a discussion of which is beyonu the scope of this
paper.

Sysems adhering to idemnalional non-proprictary technical sandarda.

The power to chow: vendors, that i, that continues throughout the Life of the communications sysiem, in contrast with the senano of
being “locked in” to one perticular vendor once the inutial purchasing decian has been made.

As a matter of fact, Telecom Austrulia s conducting research into this ared at the time of wniting
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8.2 An International Allied Perspective

With the relaxation of Cold War hostilities and the emergence of Third World powers as a
perceived political threar in the West, many military forces and defence industries are undergo.ng
dramatic changes to their organisations and activities [DO093]. The US. for example, is
displaying "a trend toward intertwining and balancing [of] commercial and goverument business”
(CUR93]. Consequently, the growing political and economic pressures in the developed world on
its military budgets is placing increasing value on the capability of integrated allied military
operations, as well as a greater focus on the problematic rationalisatica of national resources for
military purposes. These dual processes translate into the technical issue of interopersbility of
military communications with allied systems and the systems of domestic private and public
telecommunications operators. Not only are areas such as physical traasmission and
communications protocols affected but also the areas closest to the end user. including the very
applications that the communications systems are designed to support. Tbe significance of IN in
this context is that the technical means are provided for value added services to be created,
provided. and controlied in a manner that is independent of the ccafiguration of the underlying
communications infrastructure - the techrical means, that is, for interoperability of allied military
applications.

In response to the dual forces of changing world markets and international political boundaries
the US is reconsidering its military role. Consequently, with a military budget that is fast
beccming unsustainable both economically and politically the US has responded by making its
military technologica! development more focused:

DOD has announced seven major technological thrusts: global
surveillance and communications: precision strike; air superiocity and
defense; sea control and undersea superiority; advanced land combat;
synthetic environments; and technology for affordability [CUR93).

The commuaications msponse to this policy is the architecture known as Global Grid [MAC93).
The underlying concept involved here is that of a global communicatioas capability that has the
form of an international grid of interconnected communicatioas networks. Poteutially, individual
networcks (referred to as crvstal islunds) will be of extremely high capacity. Furhermore, the
oetworks, though interconnccted and therefore necessarily interoperabie. retain a high degree of
autonomy. At a national level a given network may correspond to ooe of the US military
services, while at an internauonal level a network may comespond (o the communications
resources committed by ooe of the US's allies. Naturally. the inteeded integration of “tri- service”
communications is far greater than that envisaged between allied peiworks; the lauter (it would
seem) intended for integration oaly in response (o special circuristances, such as a UN “peace-
keeping” action. The tactical motivatica at play here is the capability of prosecuting 8 “precision
strike” anywhere in the world - and to0 have the addad capability of dois; 50 as a combind allied
operation.

There are also great advantages in Global Gnc for allies of the US such es Ausaalia. The
potential to "tap in" to the huge communications resovices of the US milicary by diciously
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committing a subset of one's own military network (either permanently or on a needs basis!'?)
may have certain attractions for the ADF. As already mentioned, Global Grid is preised on
communications interoperability, where IN technology will support applications intzroperability.
Perhaps the most important application that will be provided via an intelligeat network on a
Global Grid is C31. The technical possibility exists, therefore, for participauts of Global Grid to
access in real-time the military sensors of other countries, while sizaultaneously controlling
access to one’s own sensors according to the dictates of policy.

12 Ihe reader is referred 10 the rescarch and development at the [xferwe Suimnoe and Technology (rganisation (DS TO) i “pobicy -
bamed gateways” which is he:ng conducted under & momaonandum of understastang with the US.
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APPENDIX A

GENERAL SUMMARY CF AIN

A.1 Genreral Definitions

A2

A.l.l

A.1.2

A.l.3

Network Systems
Network Elements (NE's) primarily perform call processing functions.

Operations Systems (OS's) primarily perform operations functions.

Automated Services

Services management support is provided through the mapping of service views into
network views and vice versa. That is, a sub-criber's AIN service is mapped to all of
the NE's that provide the service. In this way. the details of the iraplementation of
services across the petwork sys.:ms is hidden from both the subscriber and service
manager.

Data

AIN incorporates a common data iiwael which is designed to allow applications to
share common data withc it replication. This guarantees data consistency: that is,
interfaces between Oy s and NE's have a consistent data view.

Architecture
Two views of the AIN architecture are; a functional view and a physical view. The former

consists of functicnal groups and Cperatiens Applications (OA's). The latter is an

implementation of the functional groups into network systems.

A.2.1

Functional

Functional groups are created by Fuuctional Entities (FE's). Together, FE's and OA's
form the operations functions of the architecture, defined as a set for cach operationy
domain.

A.2.1.1 Entities
Seven FE types are defined, viz.:

*  Network Access (NA)

The entry point for functional users - ie. “an entity external to the
functional architecture that uses the functional architecture capabilities to
exchange information with other functional users”. Here detected daccess
events (information type on the functional user and NA FE interface) are
translated into uniform messages (information type between FE's).

*  Service Switching (35)

These are tunctions providing “generic call processing capabilities” used by
SL&C FE in the provision of AIN services. Using a model of "basic cali
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A21.2

processing for a two-party call”, known as the Basic Call State Model
(BCSM). e SS FE maintains a connection view of call connections created
by it. In this way, unifcrm messages from the SL&C FE cesult in
connections being control.d by the SS FE. It responds to trigger
information originating from an NA FE or IM FE. The connection view and
state information is exported to SL&C FE.

»  Service Logic and Control (SL&C)

On invocation from SS FE, SLP's are executed by SL&C FE to perform
programmed activities such as call routing. Using data from IM FE, the
S1.&C FE invoke as well as provide functional support for: Administrative
SLP (ASLP), Feature SLP (FSLP) and Operations SLP (OSLP).

¢ Information Management (IM)

These functions guarantee inforrmation persistence through the manipulation
of permanent daia objects defined by data templates.

®  Seivice Assistance (SA)

These functions control “abstractions of physical entities” (e.g. voice
synthesisers) known as functional resources, in order to exchange
information with functional users.

¢ Automatic Message Accounting (AMA)

The AMA FE perform re cord level correlation through the organisation of
data into single records which they also format and deliver to billing entities
in O8's. The desired format of records is determined by commands from the
S1&C FE. Data involved in the record level co-relasion, formatting and
delivery are sent to the IM FE for stosage.

¢ Operations (OP)

These are real-time functiot.. associated with the local operauons: memory
administration, surveillance. testing, wtaffic management. aud data
collection. Furthermore, OA functicas are also supported. such as: coutrol

of slanms. status requests etc. via the OA; event detection and reporting
control via other FE; and organisation of persistent dat for the QA

Relationships

Three types of relationships exist:

¢ Coantrol

Coatrol relationships exists be:ween FE's.

e  User Acoess

User access relationships exist between functional users and the NA FE.

*  Transpont
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The transport relationship exists between two functional users, or between a
functional user and the SA FE.

A.2.1.3 Groups
The four functional groups defined in AIN are:
*  AIN Switch Capabilities (ASC)
Based on the NA, SS, IM, SA, and OP FE, tke ASC enables an AN
Switching System to ideptify calls associated with AIN services, detecting
whether conditions for service involvement are met, and where they are,
initiating a dialogue with the SLEE. In this way, the ASC requests and
responds to call processing instructions from the SLEE.
s  Service Logic Execution Environment (SLEE)
Based on the SL&C, IM, AMA, and OP FE, the SLEE appears in Service
Control Points (SCP's) where it performs operations that administer and
maintain services.
¢ Services Node Execution Environment (SNEE)
This is implementation specific and is not defined in AIN, though it may be
similar to the SLEE. In any case, SNEE appears in Service Nodes (SN's)
whers i. operates similar to a SLEE, receiving messages from the ASC,
executing SLP's, and issuing messages to the ASC.,
¢ Resource Control Execution Environment (RCEE)
Based on the SA, IM, and OP FE, the RCEE appears in the Intelligent
Peripheral (IP) and SN.

A.2.1.4 Domains

OA functons are divided into several domains that are respoasible for
vanous facets of operations tasks in the network. Such functions are
iraplemented through an interscuva between OA’'s and the operations
capabilities in functional groups. The OA domains are:

*  Service Negotiauon and Management (SN&M)

®  Service Provisioung (SP)

*  Memory Administration (MA)

*  Network Surveillance (NS)

¢ Network Scrvices Testng (NT)

e Network Traffic Management (NTM)

e Network Data Collection (ND(O)
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¢ Repair Service Answering, and Work and Force Administration
(RSA/WFA)

¢ Billing
* Planning and Engineering (P&E)

A.2.2 Physical

The main components of the AIN physical architecture appear in the schematic
diagram reproduced here as figure 6. A brief description of these sub-systems (i.c.
NE's) appear below.

wuree: Advanced Inteiligens Network Release |, Network and Operations Pian, Bell Communications
Reacarch, Special Report SR-NPL-O01623, bwae 1, June 1990,

Figure 6. AIN physical architecture
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e AIN Switching Systems

Au AIN Switching System is any switching system that contains ASC functionality.
As all other AIN systems communicate with the Switching System it forms the Aub of
the AIN architecture.

s  SCP's (Service Control Points) and Adjuncts

An SCP is where the AIN services aually reside. SCP's (or Adjuncts) cannot
communicate with one another; nor can SCP's communicate with Adjuncts. A single
AIN Switching System can counect to multiple SCP's (via Signal Transfer Points)
and/or multinle Adjuncts. Similarly, multiple Adjuncts can connect to multiple AIM
Switching Systems. A SCP node "serves as the communicaticn channel betweer. a
SLEE and all external entities, providing basic message bandling functions for all
incoming and outgoing messages related to services, operations, and billing”. An
Adjunct is a "standalone network system” which has the same functionality as aix SCP,
but communicating directly and at a far higher speed (i.e: 45 Mb/s) with the AIN
Switching System.

¢ SN's (Service Nodes)

SN's coutrol AIN services, along with b rescorces needzd to excnauge inforrastion
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information (i.e. trigger criteria) and (perbaps) information provided by the user (such as the
dialled number).

¢ ASC 1o SLEE message passing

In response to a request for service, an ASC interacts with a SLEE in an SCP or Adjunct by
passing a message which takes the form of a logical representation of the call. The SLEE acts
on his message by selecting a corresponding SLP, which is executed only to produce further call
processing instructions.

¢  SLEL to ASC message passing

Messages from a SLEE to an ASC serve two purposes. In one case, a SLEE passes messages “on
beheif of the SLP" which subsequently cause the ASC to perfoim actions such as the routing of a
cali to a destination, or the sending of information to the user. The other case involves a request
f.om an SLEE for an ASC to report on call events for a specific call.
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