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This report describes the procedures used in the continuous flow hypersonic tunnels of the AEDC for static stability, pressure, heat transfer, materials/structures, boundary-layer transition, and electromagnetic wave testing. Particular emphasis is placed on heat-transfer techniques because of the importance of defining the thermal environment of hypersonic vehicles. An overview of the materials/structures test methodology used in the development of hypersonic vehicle components is presented. Unfortunately, the methodology to predict transition has eluded the aerodynamicist for over three decades, and there are still many unanswered questions. This report briefly touches on the many parameters that affect transition and provides numerous references for those who are interested in specializing in this topic. The methodology of using trip spheres is discussed, and illustrative data are presented. Electromagnetic wave testing represents a relatively new test technique that involves the union of several disciplines: aerothermodynamics, electromagnetics, materials/structures, and advanced diagnostics. The essence of this new technique deals with the transmission and possible distortion of electromagnetic waves (RF or IR) as they pass through the bow shock, flow field, and electromagnetic (EM) window of a missile flying at hypersonic speeds.
FOREWORD

The hypersonic regime is the most severe of all flight regimes, and consequently demands smart utilization of ground testing and evaluation, flight testing, and computation/simulation methodologies. Because of this challenge, von Karman Institute (VKI) asked the Arnold Engineering Development Center (AEDC) to develop a comprehensive course to define the "Methodology of Hypersonic Testing." Seven American scientists and engineers, representing AEDC and the University of Tennessee Space Institute (UTSI), formulated this course from their background of over a century of combined experience in hypersonic testing.

The objective of the course was to present a comprehensive overview of the methods used in hypersonic testing and evaluation, and to explain the principles behind those test techniques. Topics covered include an introduction to hypersonic aerodynamics with descriptions of chemical and gas-dynamic phenomena associated with hypersonic flight; categories and application of various hypersonic ground test facilities; characterization of facility flow fields; measurement techniques (both intrusive and non-intrusive); hypersonic propulsion test principles and facilities; computational techniques and their integration into test programs; ground-test-to-flight data correlation methods; and test program planning. The Lecture Series begins at the introductory level and progressively increases in depth, culminating in a focus on special test and evaluation issues in hypersonics such as boundary-layer transition, shock interactions, electromagnetic wave testing, and propulsion integration test techniques.

To obtain a complete set of notes from this course write to:

Lecture Series Secretary
von Karman Institute
Charrissie de Waterloo, 72
B-16409 Rhode-Saint-Genese (Belgium)

The information contained in this report is a subset of the work described above.
# CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test and Evaluation Methods</td>
<td>5</td>
</tr>
<tr>
<td>Materials/Structures Testing</td>
<td>29</td>
</tr>
<tr>
<td>Boundary-Layer Transition</td>
<td>41</td>
</tr>
<tr>
<td>Electromagnetic Wave Test</td>
<td>51</td>
</tr>
</tbody>
</table>
ABSTRACT

Test facility selection is generally the first step toward planning a wind tunnel test, either through availability, simulation, or test technique requirements. The operating characteristics of the chosen facility will immediately restrict the choice of test techniques because of the tunnel operating mode. Since the time response of the measurement technique must be compatible with the run time of the facility, some techniques are immediately ruled out for certain facilities. The aerodynamic and aerothermal test techniques used in conventional hypersonic tunnels are generally similar throughout the world, varying only in the sophistication of the facilities' instrumentation and data acquisition systems. This section describes the procedures used in the continuous flow hypersonic tunnels of the AEDC for static stability, pressure, and heat transfer testing. Particular emphasis will be on heat transfer techniques because of the importance of defining the thermal environment of hypersonic vehicles and because the static stability and pressure techniques are very similar to those used in subsonic and supersonic facilities.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>Heat gage output, mV</td>
</tr>
<tr>
<td>FA</td>
<td>Axial force</td>
</tr>
<tr>
<td>FN</td>
<td>Normal force</td>
</tr>
<tr>
<td>FY</td>
<td>Side Force</td>
</tr>
<tr>
<td>h</td>
<td>Heat-transfer coefficient</td>
</tr>
<tr>
<td>k</td>
<td>Material conductivity</td>
</tr>
<tr>
<td>M</td>
<td>Mach number</td>
</tr>
<tr>
<td>M1, 2, or x</td>
<td>Balance moment</td>
</tr>
<tr>
<td>p</td>
<td>Pressure</td>
</tr>
<tr>
<td>q</td>
<td>Dynamics pressure</td>
</tr>
<tr>
<td>q̇</td>
<td>Heat flux</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>S</td>
<td>Reference area</td>
</tr>
<tr>
<td>S/R</td>
<td>Surface distance-to-nose radius ratio</td>
</tr>
<tr>
<td>W</td>
<td>Model weight</td>
</tr>
<tr>
<td>x, y, z</td>
<td>Coordinates of model CG in balance axis system</td>
</tr>
<tr>
<td>A0</td>
<td>Intercept of ( \dot{q} ) versus ( T_w ) for heat gage data</td>
</tr>
<tr>
<td>A1</td>
<td>Slope of ( \dot{q} ) versus ( T_w ) for heat gage data</td>
</tr>
<tr>
<td>b</td>
<td>Thin-skin wall thickness</td>
</tr>
<tr>
<td>c</td>
<td>Specific heat</td>
</tr>
<tr>
<td>( C_x )</td>
<td>Static stability coefficients: e.g. lift ( C_L ), drag ( C_D ), pitching moment ( C_m )</td>
</tr>
<tr>
<td>( C_p )</td>
<td>Pressure coefficient</td>
</tr>
<tr>
<td>CSF</td>
<td>Heat gage calibration factor</td>
</tr>
<tr>
<td>( C(t_n) )</td>
<td>Coax gage calibration factor calculated at time ( t_n )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Angle of attack</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Angle of sideslip</td>
</tr>
<tr>
<td>( \dot{q} )</td>
<td>Density</td>
</tr>
<tr>
<td>( \Delta T )</td>
<td>Temperature difference</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Roll angle</td>
</tr>
<tr>
<td>Subscripts</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>Flight</td>
</tr>
<tr>
<td>i</td>
<td>Initial (time = 0)</td>
</tr>
<tr>
<td>L</td>
<td>Model length</td>
</tr>
<tr>
<td>pc</td>
<td>Phase change</td>
</tr>
</tbody>
</table>
One of the primary considerations in evaluating hypersonic facilities is the test techniques (or test methods) available in a given facility. A thorough understanding of test techniques is very important in planning a test program to address a precisely defined test objective. This section describes the aerodynamic and aerothermal test techniques that are in general use. The aerodynamic methodology includes force balance measurements and surface pressure measurements. Flow-field and other aerodynamic techniques are discussed in later sections. Aerothermal methodology includes thermal mapping, discrete gage techniques and gage calibration. In general, each specific test technique is described in terms of (a) principle of operation, (b) apparatus, (c) data reduction and (d) illustrative data.

STATIC STABILITY TESTING

Static stability tests in a hypersonic wind tunnel are conducted in much the same manner and for the same reasons as in lower-speed wind tunnels. Typical tests are conducted to: verify that the performance of a particular design is accurate (parametric studies); verify theoretical codes (CFD); and/or prove that proposed modifications to existing flight hardware will, in fact, improve the performance. In general, compared to low speed facilities the tunnels and the test models are smaller and the test environment much more severe. These smaller models and the extreme environment (i.e., low static pressure and extremely high total pressure and temperature lead to special requirements not encountered in lower speed wind tunnels. It is much cheaper and safer to build small-scale vehicles and test in the wind tunnel ("Test before flight") than to build the real thing and have it fail ("Build it and see if it works"). The classical wind tunnel to flight correlation parameters are shown in Fig. 1. Once the need for a static stability wind tunnel test is determined and the test objectives clearly established, the choice of what facility to use can be made. This choice naturally will dictate many of the pretest requirements/activities, such as model scale, test techniques, etc. The following sections cover the relatively standard static stability test model, as shown in Fig. 2.
extremely small models which require that the balance be mounted external to the model with the use of a windshield, but these are so diverse that they need to be addressed on a case-by-case basis and will not be covered here. Also, at times, requirements arise for force/moment measurements to be made on control surfaces or other individual parts of a vehicle; however, the techniques used and fabrication/calibration requirements are nearly identical to those described below for the "main" balance.

Strain gage balances are constructed by machining a thin section (called a flexure) in the balance and bonding a strain gage to the surface. As loads are applied, either by calibration or through the test article, the elongation/compression of the flexure and thereby the strain gage causes an electromotive force (EMF) to be produced by the gage. This EMF can then be amplified and electronically processed in conjunction with the balance calibration to calculate the applied load. Machining several flexures into a single balance at the proper locations and in the proper plane with respect to the balance centerline creates the capability to resolve all six components, i.e., normal, side and axial force and pitching, yawing, and rolling moments. The flexures and gages can be arranged to measure two moments which are then resolved into a force and a moment (e.g., \( F_N \) and \( M_X \)) or two forces which can be summed to obtain the total force and, by using the balance geometry, resolved to a moment. These two types of balances and their measurement resolutions are illustrated in Fig. 3. The hypersonic wind tunnels at AEDC normally use moment-type balances. A schematic showing the normal arrangement of the flexures and gages for this type balance is given in Fig. 4. As stated earlier, speciality balances measure from 1 to 6 components either force-type or moment-type or a combination; however, the principle of operation, i.e., flexures and strain gages, is the same. Balances are designed and fabricated for specific maximum loads. Obviously, the load range of a particular balance is determined by the size of the flexures and the overall strength of the balance.

Balance Calibration

Once a balance has been designed and fabricated, it must be calibrated to determine the electrical output (EMF) from the strain gages for a given applied load. There are probably as many different techniques of calibrating a balance as there are test facilities. For these notes, the procedures used to calibrate the balances used in the AEDC hypersonic tunnels will be covered. Other techniques are very similar, and the end result differs only by the desired precision of the test data.
Balances are designed so that the flexures are aligned to measure a single component, i.e., strictly \( F_N \), \( F_A \) or \( F_Y \). However, it is impossible to machine the balance and install the strain gages so that they are perfectly aligned. Therefore, because of this misalignment a pure normal force will produce some output from the side force and other gages; conversely a pure side force will produce some output from the normal force and other gages; etc. These secondary outputs are called interactions, and must be accounted for with the calibration.

The calibration of a balance consists of applying loads and combinations of loads (i.e., pure \( F_N \), \( F_N + F_A \), \( F_N + F_Y \), etc.) in increments up to the rated capacity of the balance and at several locations along the entire length of the balance. The electrical outputs from the strain gages are measured, amplified, and loaded into a very complex computer program. This program takes into account such things, in addition to the applied load and its location, as the weight of the calibration equipment, balance deflections, balance roll angle, etc. After the entire set of calibration loads has been applied, the program calculates the balance constants to be used to resolve the forces and moments sensed by the balance during a wind tunnel test. These constants, along with the other information shown in Fig. 5 are loaded into the test data reduction computer. A balance calibration is quite complicated and time consuming, typically requiring 4 to 5 days; however, a single calibration will normally be used for several tests. As a check, however, prior to each test a simplified version of the calibration loading is applied to the balance. The measured balance outputs are reduced to forces and moments using the previously calculated balance constants in a "Balance Loading Program" (BLP) and compared to the known applied loads. Since the maximum applied loads are chosen equal to the expected maximums during the test, this comparison gives an insight into the test data precision. If the comparison of applied loads to calculated loads is outside established precision bounds for the particular balance, the balance is recalibrated.

As shown in Fig. 6, a large number of balances are available for use in the AEDC hypersonic wind tunnels. These balances vary in design and cover a wide range of load-carrying capabilities. For the highest quality data, a balance should be selected that has maximum rated load capability close to the maximum expected test loads. Also shown at the top of Fig. 6 is the water jacket which covers the balances when used in the hypersonic wind tunnels. Since the output of the balance is highly temperature sensitive, it must be kept cool (near room temperature) during data taking. This can be accomplished by either getting the data very quickly or by use of the water jacket which shields the balance from both radiative and conductive heating.

Model Fabrication

The choice of the facility to be used to satisfy the test objective will dictate the size of the model that can be tested. The model scale must be large enough to maintain the fidelity of the full-scale configuration.
In the point-pause method, data are obtained by positioning the model at a discrete angle of attack and angle of sideslip, usually waiting for the base pressure to stabilize, and recording the measurements electronically into the data reduction computer. This is repeated for each model attitude desired, usually in 2- or 3-deg increments over the entire range of angle of attack and/or 5-deg increments over the sideslip range. The advantages and disadvantages of this technique, are shown in Fig. 8.

In the continuous sweep method, high-speed data are taken as the model is pitched, rolled, or yawned through an angle range. Angle change rates vary from a few degrees a second to tens-of-degrees per second. The continuous data are “curve-fit” by a computer routine, and finite data points are tabulated at the desired angles. The data reduction program takes into account the same items as in the point-pause method, i.e., balance/sting deflections, model weight, etc. The advantages and disadvantages of the continuous sweep data method are shown in Fig. 9.

During both the point-pause and the continuous sweep tests, data are usually repeated for a pitch
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Figure 9. Continuous sweep data taking technique.

Additional Test Methods

The preceding section addressed the standard six-component force tests with base pressures. Very often, additional measurements (Fig. 10) are required in order to fulfill the test objective. Quite often, vehicles have control surfaces for which the loads at various deflections are required in order to ensure the structural integrity of the component, its attachment, and the control system. These loads are measured with a small balance ("fin balance"), usually three components, mounted internally to the model. Great care must be taken during wind tunnel installation of these models to ensure that the electrical leads to the fin balances, which must "jumper" the main balance, do not restrict the main balance deflections and therefore cause erroneous readings. These balances are fabricated and instrumented very similar to the main balance and require the same type calibration and data reduction. They normally measure a normal force, hinge moment, and the root bending moment.

Another fairly common and yet non-standard model for hypersonic wind tunnel test requires the simulation of engines which require ram air. To truly simulate the flight vehicle, the wind tunnel model must be built with a "flow through" duct. The internal part of these "engine simulators" cannot be fabricated to truly reproduce the drag/thrust of the full-scale vehicle; therefore, corrections to the measured wind tunnel drag must be made. The data for these corrections is provided by one of several means, depending on the desired precision. The highest quality final drag data require measurements which will allow calculations of the mass flow through the duct over the full range of test conditions and pressure measurements from which velocity can be calculated. These measurements can be obtained by separate test runs using mass meters and a set of well-designed pressure probes, or during the standard point-pause force test runs using pressure probes and several simplifying assumptions.

- **FIN/CONTROL SURFACE BALANCES**
  - Usually measure a force and two moments (normal force, hinge moment and root bending moment)
  - Calibration and data reduction very similar to standard balance
  - When used with main balance care must be exercised to insure that fin balance leads do not interfere with main balance output

- **FLOW-THROUGH DUCT/ENGINE SIMULATORS**
  - Total axial force must be adjusted for duct drag
  - Duct drag calculated by measuring mass flow and velocity - momentum defect

- **CAPTIVE TRAJECTORY SYSTEM (CTS)**
  - Used for store separation tests
  - Grid mode/trajectory mode

Figure 10. Special test requirements.

The AEDC Captive Trajectory System (CTS) is shown in Fig. 11. CTS tests usually have a parent vehicle mounted on a six-component balance supported on the tunnel standard pitch mechanism and an additional model of an "external store," (missile or bomb) mounted on a balance connected to the CTS. The CTS is a mechanism which can produce six degrees of freedom independent of the main model support. The attitude and position of the CTS model relative to the parent vehicle can either be preprogrammed points in the CTS computer (grid mode) or determined by the forces and moments sensed by the CTS balance (trajectory mode). This is a highly complex type test and requires a large amount of pretest set-up. However, once it is operational, a large amount of data can be obtained in a relatively short amount of wind tunnel time. The AEDC/CTS is the only such system known in the world to operate at hypersonic speeds. The space shuttle solid rocket booster separation was tested at M = 4 in Tunnel A, and separation of the external tank (E/T) from the orbiter was tested in Tunnel B at Mach 8.
Data Reduction

The data reduction program for point-pause type data is quite complicated, and yet much simpler than that for the continuous sweep type. At each desired model attitude (data point), the electrical outputs from the balance, model attitude sensors, base pressure transducers, wind tunnel pressure and temperature instrumentation, and other inputs are amplified, converted to digital form, and fed to the data reduction computer. These data are combined with the previously input balance calibration and wind tunnel calibration data. The tunnel calibration data are used to calculate the test conditions. Model positioning readouts, are combined with the force/moment data from the balance to calculate the aerodynamic coefficients and model attitude. These data can then be used to resolve the coefficients into any axis system (body, wind, pitch, etc.) desired. Total drag is made up of skin friction, base drag, and wave drag. Since the skin friction is generally a small part of the total drag, no adjustments are made for any difference between the wind tunnel value and flight value. This is not, however, the case with base axial force. Because of sting effects in the wind tunnel, the base pressure may be very different from the flight value. Therefore, an adjustment to the axial force measured by the balance \( (C_{AF})_T \) is made. As noted in Fig. 12, the wind tunnel base axial force \( (C_{AP})_T \), as calculated from the measured base pressure is subtracted from the \( (C_{AF})_T \) to obtain the forebody axial force \( (C_{AF}) \) which is the same for both wind tunnel and flight. The flight total axial force \( (C_{AP})_F \) is then derived by adding a predicted flight base drag \( (C_{AP})_F \) to the \( (C_{AF}) \). Other adjustments may be applied to the data to compensate for such things as wind tunnel flow angularity, model/balance misalignments, etc. In the special case of a model which has a simulated engine duct, an adjustment to the drag data, similar to the base drag adjustment, must also be made. There are several methods used to calculate the internal drag of the wind tunnel duct with varying degrees of accuracy. The most precise method is to measure the mass flow through the duct using a pre-calibrated mass flow-meter in addition to measurements (total and static pressures) from which velocity can be calculated, and then to adjust the total axial force by the momentum loss of the flow through the duct.

The data reduction program for continuous sweep data is the same as for point-pause, except for the manner in which the data points to be tabulated are generated. As explained earlier, instead of data at finite model pitch/yaw positions, a continuous stream of data is generated over a pitch.
yaw, or roll sweep. These data are then fit with a computer-generated polynomial for each variable, and then the finite data points are generated at the desired model attitudes. These finite points are then operated on by the computer in the same way as for the point-pause data. If adjustments are to be made for base pressure, internal drag, or other items which require pressure measurement, separate test runs must be made in the point-pause mode to allow time for the pressure instrumentation to respond accurately. These data can also be curve fit and fed into the same adjustment routines as in the point-pause mode.

In addition to the calculations, adjustments, and/or corrections discussed above, the data reduction computer is quite often preprogrammed with theoretical predictions (CFD) and/or previously measured values of the wind tunnel model aerodynamic performance. Comparisons of these values to the measured values provide a quick look indication of the data quality and, in the case of a parametric study helps determine the particular configuration that will provide the best flight results. The comparisons can save a large amount of wind tunnel time and thereby sizably reduce the overall cost of the program. The total data reduction flow is illustrated in Fig. 13, and typical stability data are shown in Fig. 14.

**SURFACE PRESSURE TESTING**

Surface pressure tests in hypersonic wind tunnels are primarily conducted in association with surface heat-transfer and/or flow-field probing measurements to provide inputs to or to validate a CFD code. Of current high interest are pressure tests defining the internal and external aerodynamics of scramjet propulsion systems.

![Diagram of data reduction process](image)

Figure 13. Data reduction.

![Graphs of stability data](image)

Figure 14. Example of on-line stability data.
Pressure Transducers

Static pressure levels on test models are generally very low in hypersonic flow. However, in cases of shock wave interaction and/or impingement, they can be orders of magnitude higher than the free-stream static pressure. For this reason, great care must be used in choosing the type of instrumentation to be used to obtain the best possible precision, and also to protect the measurement device from overload. In general, model surface pressures in hypersonic flow are measured with a pressure transducer similar to that shown schematically in Fig. 15a. This differential transducer senses the difference in pressure on the measuring side from that on the reference side. As seen by the schematic, a small difference in pressure will cause a deflection of the thin diaphragm, resulting in an electrical output from the attached strain gage. The deflection and, therefore, the output and maximum allowable pressure differential, is a function of how rigid (thick) the diaphragm is made. These transducers are manufactured in pressure ratings from a few hundredths of a psid to several thousand psid.

Since it is important to obtain data as quickly as possible because of the test environment and/or to reduce costs, the transducer should be located close to the point of measurement on the model to reduce the pressure stabilization time.

Miniaturization has allowed large numbers of individual transducers to be connected together into what is called an ESP (Electronically Scanned Pressure) unit. These units can usually be housed within the test model or mounted very close within the mounting hardware. They must, however, be cooled (usually with a water jacket) because the transducers are highly temperature sensitive. The advantages of these modules, in addition to their extremely small size and small volume of the overall system, is that they require only one reference line, one calibration line, and one set of electrical leads for all of the transducers instead of individual lines. The major disadvantage is that all surface pressures must be near the same value because all of the transducers within a unit have the same maximum pressure rating and, as stated, use a common reference pressure. They are, however, usually protected against a large overload. A typical unit capable of measuring up to 32 model pressures and manufactured by Pressure Systems Incorporated is shown in Fig. 15b.

Transducer Calibration

Pressure transducers must be calibrated, as in the case of the force balances, to determine the electrical output of the strain gage as a function of applied pressure differential across the diaphragm. Unlike the balance calibrations, however, the pressure transducers are usually calibrated at least once a day during use. These calibrations take only a few minutes because there is only one component and, therefore, no interactions. The calibration can be accomplished in one of several ways, depending on the type and magnitude of the rated pressure of the transducer. The most common method used for transducers rated up to atmospheric pressure is to reduce the pressure on the reference side of the diaphragm in increments by applying a known pressure less than atmosphere. The magnitude of the applied pressure is measured with accurate instrumentation (secondary standard) traceable to a primary standard. A secondary standard is a field measurement device traceable to a laboratory primary standard which is, in turn, traceable to the National Institute of Standards and Technology. Since most transducers are not linear through zero pressure differential, if values of the test pressure to
be measured are expected to be both above and below the value of the reference pressure to be used during the test, the applied calibration pressure should also cover both cases. Quite often, several individual transducers being used for a test are connected to a common reference, as is the case for the ESP units. In these cases, all transducers on a common reference can be calibrated at the same time.

If a transducer has a sealed vacuum on the reference side of the diaphragm (an "absolute" pressure transducer), or the maximum rated pressure is greater than atmospheric pressure, or it is an ESP unit of the type shown in Fig. 15, it must be calibrated from the measurement side of the diaphragm. This is accomplished by sealing off the tube going to the model surface and applying the reference pressure through a "T" as shown in Fig. 16. In the case of the ESP unit, this valve is internal to the unit; however, for other types of systems, the valving and calibration tubing must be added to the system and can become quite complicated to ensure there are no leaks anywhere in the system. The calibration pressure is applied and measured in the same manner as the reference side calibration.

![Figure 16. Pressure measurement and calibration schematic.](image)

Model Fabrication

As in the case of the static stability model, the choice of test facility dictates the maximum size model. Weight is not a critical item in the pressure models; therefore, reinforcing and other fabrication techniques can be used to reduce the thermal distortion during testing. Pressure models for hypersonic testing are usually fabricated from stainless steel, with stainless steel tubing attached by one or more of the methods shown in Fig. 16. When the configuration is such that the backside or inside of the model is accessible, the type installation shown at the left is the most desirable. In this type installation, a small hole, usually less than 0.050 in. (1.3 mm) diam, is drilled through the model wall, a counterbore the size of the O.D. of the tube is drilled part way through from the backside, and the stainless steel tube is soldered in place. Either of the two right-hand installations can be used when there is not enough room or access to solder the tubes on the backside. Care must be used in installation and/or handling this type model, or leaks can develop around the tube or the tapered plug, resulting in measurement errors. Any of the three installations should be checked for leaks by applying a vacuum to the surface tap, sealing it off, and observing the test instrumentation over a few minutes to obtain a leak rate. The entire system must be clean and free from foreign material (such as oil), or the outgassing may appear to be a leak. The number of pressure taps on a model can be limited by available room for internal ESP units or for the tubes routed through the mounting hardware. As in the case of the force models, the scale of the pressure models and the fabrication process must be such as to maintain the fidelity of the full-scale configuration. The "as-built" location of the surface pressure taps is critical to obtaining data which will accurately predict the flight pressure loadings or which can be used to validate theoretical computer codes.

Testing Methods

Testing of surface pressure distribution models in hypersonic wind tunnels can be very time consuming and therefore more expensive than static stability testing. In the intermittent tunnels, usually data for only one model attitude per run can be obtained because of the time it takes for the pressure to stabilize. For the same reason, even in the continuous flow tunnels, it takes longer to get the pressure data over a pitch or yaw polar than even the "point-pause" type force data. Even when the model and pressure systems are optimized to reduce the required stabilization time, it still requires up to minutes per model attitude. Because of the expense in time/money, pressure tests
Data Reduction

Test data are combined with previously input calibration data (transducers and wind tunnel), and the data output parameters i.e., $P$, $P/P_{\infty}$, $C_p$ etc. are calculated. A data reduction technique called the pressure prediction routine can be used to reduce the amount of time required to obtain the pressure data for a given model attitude. To apply this technique, the output of the pressure transducer is recorded in uniform time increments ($\sim 1$/sec) for a period of time (usually 30 sec) after the model has been set at the desired attitude. The results of these samplings are curve fit within the computer, and the results are extrapolated to the asymptotic value of the actual pressure. The technique, illustrated in Fig. 17, takes into account such things as pressure tube geometry, gas temperature, viscosity, system geometry, etc. As shown by the illustration, the actual equilibrium value of the pressure was predicted very accurately by using the input obtained during only 30 sec when it would have taken well over a minute for the system to stabilize to the final value. The wind tunnel test time/costs can be greatly reduced with very little sacrifice in accuracy by applying this technique.

Figure 17. Typical pressure stabilization curve.

Figure 18. Typical aerothermal structures/materials issues.

AEROTHERMAL METHODOLOGY

Fundamentals and Simulation Parameters

The requirements for developing hypersonic flight vehicles place increasing demands on ground test capabilities. Of particular concern is the requirement to demonstrate that flight components such as leading edges, cowl lips, and structural panels will survive the aerothermal flight environment. Specific components as shown in Fig. 18, can experience heating rates ranging from 200 to 2,000 Btu/ft$^2$-sec and surface temperatures from 1100-1940$^\circ$C (2,000 to 3,500$^\circ$F). Ground test of flight components have previously been performed at test facilities like those at NASA and AEDC. This section presents an overview of the materials/structures test methodology and the test techniques used in the development of hypersonic vehicle components.
The test techniques available to measure aero-heating are listed in Fig. 22, along with a reference which illustrates the use of the technique. Thermal mapping techniques provide a comprehensive look at the entire model and are often used to identify the location of high heating rates (e.g., shock interaction). However, the uncertainty of thermal mapping data is of the order of ±15 percent, whereas the discrete measurement techniques can produce ±6-percent data which are more reasonable for code validation tests. Additional details on heat-transfer measurement techniques may be found in Refs. 4, 7, and 10, and a brief overview of each technique is presented below.

Phase Change Paint Technique

The Phase Change Paint technique of measuring the heat transfer to a model surface was developed by Jones and Hunt. This technique assumes that the model wall temperature is then used to extrapolate the results to higher Mach numbers incorporating real-gas and viscous effects as required. This procedure is illustrated in Fig. 21, which includes the primary test facilities used to obtain heat-transfer data in the U.S. The AEDC Tunnels B and C are the national workhorse facilities in this category, and it has been estimated that 75 percent of existing hypersonic data defining thermal environments have been obtained in these tunnels.

These two fundamental phases are illustrated in Fig. 20. In defining the thermal environment, the versatility of analytical tools is combined with the experimentally measured heating distributions. These data, obtained on scaled models in simulated flow environments, are used to verify the accuracy of the analytic tools. The important simulation parameters are Mach number and Reynolds number. However, it may not be necessary to match the Mach number because of the "Mach number independence principle." A commonly used procedure to define the thermal environment is to use the data obtained at Mach 8 or 10 to substantiate a code at precisely the same conditions as the experimental data. The code

Figure 20. Methodology for aerothermal structures/materials development.
Figure 22. Test techniques available for measurement of heat transfer.

<table>
<thead>
<tr>
<th>ADVANTAGES</th>
<th>DISADVANTAGES</th>
<th>REF.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Mapping</td>
<td>Vivid illustration of hot spots</td>
<td>2</td>
</tr>
<tr>
<td>* Phase change paint</td>
<td>Must reapply paint, data presentation</td>
<td></td>
</tr>
<tr>
<td>* In scanning camera</td>
<td>Confusing</td>
<td>3</td>
</tr>
<tr>
<td>* Thermographic phosphor</td>
<td>Computer-generated plots and color</td>
<td></td>
</tr>
<tr>
<td></td>
<td>maps, and nonintrusive</td>
<td></td>
</tr>
<tr>
<td>Discrete Measurements</td>
<td>Complete model, good spatial resolution</td>
<td>4,10</td>
</tr>
<tr>
<td>* Thin skin</td>
<td>Model preparation and data presentation</td>
<td></td>
</tr>
<tr>
<td>* Coax gage</td>
<td>High quality data, dense spacing</td>
<td>5</td>
</tr>
<tr>
<td>* Schmidt-Boelter gage</td>
<td>Expensive model far, conduction effects</td>
<td></td>
</tr>
<tr>
<td>* Gage (Hi Temp, Lo Temp)</td>
<td>Easy to install, controllable, durable</td>
<td>6</td>
</tr>
<tr>
<td>* Thin Film</td>
<td>High output, slightly controllable,</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>very durable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Years of experience, fast response</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Dense spacing, fast response, can be</td>
<td></td>
</tr>
<tr>
<td></td>
<td>used on small radii</td>
<td>9</td>
</tr>
</tbody>
</table>

**Figure 23. Phase change paint technique.**

The response is similar to that of a semi-infinite slab subjected to an instantaneous and constant heat-transfer coefficient (see Fig. 23). The surface wall temperature rise for a semi-infinite slab is given by the equations shown in this figure.

A specific value of the wall temperature ($T_{pc}$) is indicated by a phase change paint (Tempilaq®). These paints change from an opaque solid to a transparent liquid at a specified phase change temperature ($T_{pc}$). For known values of $T_i$, $T_{pc}$, $t$, and $\sqrt{qc/k}$, the heat-transfer coefficient ($h$) can be calculated as a function of the time required for the phase change to occur by using

$$h = \beta \frac{\sqrt{qc/k}}{\sqrt{\Delta t}}$$  \hspace{1cm} (3)

where $\beta$ comes from the solution of Eq. (1) since the left-hand side is known.

Prior to each run, the model is cleaned and cooled with alcohol and then spray-painted with Tempilaq®. The model is installed on the model injection mechanism at the desired test attitude, and the model initial temperature ($T_i$) is measured. The model is then injected into the airstream for approximately 25 sec, and during this time the model surface temperature rise produces isotherm melt lines. The progression of the melt lines is photographed with 70-mm sequenced cameras operating at one or two frames per second. Typical examples of phase change paint photographs obtained during a run are presented in Fig. 24, and an example of phase change
A typical installation of the AGA Thermovision 680 scanning camera for an aerodynamic heating test is sketched in Fig. 26. The camera is positioned outside of the wind tunnel environment. The infrared radiation emitted by the test model within the field of view of the camera is collected by the system optics and focused on the camera detector. The signal generated by the detector is proportional to the detected infrared radiation. Two rotating prisms form an optical scanner which controls the position of the instantaneous field of view (IFOV) of the camera.

A complete description of the phase change paint technique as applied to a particular test situation is presented in Ref. 2.

The complete infrared system in use at AEDC is schematically illustrated in Fig. 27. The system is composed of the test model, the AGA 680 camera, and a data system to collect, digitize, and convert the camera signal to the desired data output. For a typical

Figure 26. Sketch of typical IR camera installation.

Figure 27. Infrared system schematic.
test, there are several modes of data output that can be selected to fulfill the test requirements. One type of data output is a tabulated output of model surface temperature or heat-transfer coefficient for each desired position within the total field of view. A capability of presenting the temperature map of the model surface in the form of a color plot is used, and a sample is presented in Fig. 28. Other forms of data presentation consist of both 70-mm photographs and 16-mm movies of the color video monitor.

Figure 28. Illustration of IR thermal mapping data.

To aid in the understanding and interpretation of the data obtained with the IR scanning system requires the following: (1) a definition of some basic terminology associated with the IR system and the data, and (2) a review of basic IR system operational characteristics and limitations.

The total field of view of the camera at the wind tunnel centerline is a function of the lens selected for the camera and the distance from the camera focal point to the centerline. The desired total field of view is determined based on the size of the test model to be viewed and the spatial resolution (to be discussed later) that is desired. The total field of view is a rectangle as shown in Fig. 29a. One complete scan of this total field of view is defined as a frame of data. Each frame of data is composed of a matrix of 70 line scans, each containing 110 points, for the total of 7,700 discrete measurements. Each line/point combination identifies the location of the centerline of the IFOV of the camera as it scans the total field of view.

The IFOV of the camera is specified as the angle in milliradians subtended by the projected detector area in the object plane. Since the detector in the AGA 680 camera is circular in scope, a "spot diameter" is viewed in the object (test) plane (see Fig. 29a).

The ability of the IR system to track a temperature profile across a "worst case" step-heating gradient will be discussed to aid in the understanding of the data. Assume that the IR camera is scanning along the centerline of a target that is composed of a plate at a uniform temperature, \( T_C \), that has a circular protuberance at an elevated uniform temperature of \( T_H \) as shown in Fig. 29b. For a system with perfect optics and electronics, the ability to track a step increase in temperature is a function of only the IFOV which determines the scanning spot diameter. If the camera had an infinitesimal IFOV, the temperature profile would be tracked exactly as shown in Fig. 29b. This case is of academic interest only, but represents what would be required to track a step change in temperature exactly.

Next, we will assume a practical spot diameter of 0.16 in. (4 mm) based on an 8-deg lens viewing the
target shown in Fig. 29 at a distance of 76 in. (1.9 mm) (typical). The nominal temperature profiles for various target diameters are presented in Fig. 30. This shows that the temperature profile is not tracked exactly. This is true because at each of the IR measurement points, the radiation is integrated over the spot area. When the diameter of the target is equal to the diameter of the scanning spot, the correct temperature would be recorded at only one scan position. For a target diameter smaller than the spot diameter, the IR system would never record the true temperature of the protuberance.

When the IR scan changes from viewing the background temperature to viewing a heated target, such as the edges of a flat target, the temperature in a region along the leading edge is invalid because of these same integrated effects. This region of invalid data is indicated on the color plot in Fig. 28.

As a result of the limitation discussed above, the IR scanning technique of obtaining heat-transfer data has not been used in recent years at AEDC. However, a more complete description of the infrared system, the data reduction, testing techniques, and presentation of sample test results can be found in Ref. 3.

**Thermographic Phosphor Paint**

Thermographic phosphors paints are sensitive to temperature and, as the model surface temperature increases, their luminosity decreases. The luminosity of these paints is typically excited by UV or laser light and, as the temperature patterns develop, they are photographed (see Fig. 31) or recorded with a video camera. As recently as 1990, K. W. Nutt\(^\text{10}\) presented a comprehensive discussion of the thermographic phosphor technique. The reader is referred to those notes for this specific thermal mapping technique. Thermographic phosphor paints have been used both in wind tunnel testing and in turbine engine tests. In the wind tunnel, these paints are applied to models to measure surface temperature patterns which can be used to infer heating rates. In turbine engine tests, the phosphor paints have been applied to turbine blades to infer temperature. Temperature measurement with thermographic phosphors is practical from about 100 to 900°F (38-482°C).

**Discrete Measurement Techniques**

**Thin-Skin**

The thin-skin technique (see Fig. 32) has been used for many years and remains one of the most accurate and reliable methods available.\(^5\) Thermocouple installation is a key concern in this technique, and experience indicates that the method illustrated in Fig. 33 produces quality data. The reduction of thin-skin temperature data to coefficient form normally involves only the calorimeter heat balance for the thin skin as shown in Equations 4 and 5.
\[ \dot{q}_{in} = \dot{q}_{stored\ in\ skin} \]
\[ \dot{q} = \rho bc \frac{dT_w}{dt} \quad (4) \]
\[ h = \frac{\dot{q}}{T_r - T_w} = \frac{\rho bc \frac{dT_w}{dt}}{T_r - T_w} \quad (5) \]

Thermal radiation and heat conduction effects on the thin-skin element are neglected in the data reduction, and the skin temperature response is assumed to be due to convective heating only. It can be shown that for constant \( T_r \), the following relationship is true:

\[ \frac{d}{dt} \left( \ln \left[ \frac{T_r - T_i}{T_r - T_w} \right] \right) = \frac{dT_w}{dt} \quad (6) \]

Substituting Eq. (6) in Eq. (5) and rearranging terms yields:

\[ h = \frac{d}{\rho bc} \left( \ln \left[ \frac{T_r - T_i}{T_r - T_w} \right] \right) \quad (7) \]

Since \( h, \rho, b, \) and \( c \) are constants, then the derivatives in Eq. (7) must also be a constant. Hence, the term

\[ \ln \left[ \frac{T_r - T_i}{T_r - T_w} \right] \]

is linear with time. This linearity assumes the validity of Eq. (7) which applies for convective heating only. Thus, if the data show a nonlinearity, effects other than convective heating are present. In most cases, the nonlinearity will be caused by conduction effects. Machine plots of data from each thermocouple provide the opportunity for quick visual examination of test data with the objective of evaluating conduction effects. Once areas and/or time frames during which significant conduction effects were present are identified, the remaining valid data are used to calculate the heat transfer coefficient via Eq. (7).
heating is solely due to convection. The magnitude of conduction effects can be estimated directly from these plots since the change in slope with time is directly proportional to the conduction error. Once these preliminary evaluations have been made and appropriate data reduction times selected which avoid the injection transient and conduction effects, the second step of the data reduction process can proceed. Linear least-squares curve fits of the selected data are obtained, and evaluations of the heat-transfer coefficients [Eq. (7)] are made. An illustration of thin-skin data quality is presented in Fig. 35.

The data reduction equation used to obtain the heat flux from the measured temperature of a coax gage is as follows:

\[
\dot{q}(t_n) = \frac{2 C (t_n)}{\sqrt{\pi}} \sum_{j=1}^{n} \frac{\sqrt{T_{w_j} - T_{w_{j-1}}}}{\sqrt{t_n - t_{j-1}} + \sqrt{t_n - t_j}}
\]

where \(\dot{q}\) = surface heat flux at time \(t_n\),

\(T_{w_j}\) = surface temperature at time \(t_j\).

The semi-infinite solid assumption used in the development of the data reduction technique described above is valid for only a limited time since the gage has a finite depth. Another factor which can limit the accuracy and/or run time is lateral conduction effects. The combined thermophysical properties of Chromel and constantan are quite similar to stainless steel. Thus, if mounted in a steel model, the conduction errors usually become negligible for run times less than about five seconds.

The extremely fast response of these gages (50 \(\mu\)sec to a step input) makes possible their application to continuously moving models or moving components of models.

The sketch in Fig. 37 illustrates the installation of coax gages in the body flap of the orbiter model which was used to evaluate the continuous-sweep concept. The results presented in Fig. 38 are typical of data obtained during testing of the orbiter body flap and illustrate the excellent agreement obtained.
between sweep measurements and discrete (fixed angle) measurements. These data are from the same gage operated in both a discrete (fixed point) and sweep mode. Such results indicate that reliable heat-transfer data can be obtained if certain precautions are followed. In particular, the data acquisition rate, the model sweep rate, and the method of data filtering (or averaging) used to reduce data scatter must be coordinated to meet test data quality requirements. Also, care must be taken to avoid violating the assumption of a model wall thermal response identical to that of a semi-infinite solid. This implies that sweep data should be obtained only during moderate (less than 5 sec) aeroheating exposures. For further details regarding test results and analysis of the advantages and restrictions of this technique, see Ref. 6.

Schmidt-Boelter Gage

The Schmidt-Boelter gage (Fig. 39) alleviates many disadvantages found in other gages. Schmidt-Boelter gages have seen considerably wider usage in recent years for heat-transfer measurements in continuous-flow wind tunnels and flight test applications. This is primarily due to the attractive operating characteristics common to this type sensor. These include excellent durability, good sensitivity,
two parallel planes on the top and bottom of a slab or wafer which is backed by a heat sink, as shown in Fig. 39. This temperature difference is generally measured with a differential thermocouple. The hot junction temperature, TH, is on the top surface of the slab, and the cold junction temperature, TC, is on the bottom surface. The material and thickness of the slab can vary widely; the heat sink is usually a material with a high thermal conductivity such as aluminum, copper, etc. Excellent sensitivity is achieved by using a series thermocouple (thermopile) arrangement to detect the temperature difference between the top and bottom surfaces of the slab. The thermopile is constructed by winding 20 to 40 turns of small (0.002-in.-diam) constantan thermocouple-grade wire around the anodized aluminum wafer. One-half of the constantan coil is electroplated with copper, creating a multi-element copper-constantan differential thermocouple. The steady-state output signal of the transducer is proportional to the incident heat flux at the surface ($\dot{q}$).

Experimental calibrations of Schmidt-Boelter gages are performed using a radiant heat source as described in Ref. 12. These experimental procedures enable a calibration scale factor (CSF) to be obtained for each gage and heating rates are calculated as follows:

$$\dot{q} = (CSF) (\Delta T) \tag{10}$$

Representative data from Schmidt-Boelter gages installed in a flat plate model are shown in Fig. 40.

![Figure 40. Axial heat flux distribution on a flat plate model.](image-url)

**Gardon Gage**

The Gardon gage differs from other types of heat gages because its principle of operation is based on lateral heat conduction.

There are two types of Gardon gages. The standard Gardon gage output is the result of a junction formed by a thin copper wire connected to the center of a thin constantan sensing disk on the gage face. The other type of heat gage (thermopile Gardon gage) derives its output from overlapping antimony and bismuth deposits, forming a thermocouple which senses the temperature gradient on the back side of the sensing foil (see Fig. 41). This arrangement greatly increases the output of these gages.
gages as compared to the standard Gardon gage, and for this reason it is more commonly used.

With $\dot{q}$ and $T_w$ obtained from gage measurements, the heat-transfer coefficient can be calculated as previously stated:

$$h = \frac{\dot{q}}{(T_r - T_w)} \quad (11)$$

Unfortunately, the recovery temperature is not always known and its determination can become a significant factor in utilizing test data, particularly for situations where $T_r - T_w \leq 100 \, ^\circ C$. However, the following technique has been developed for determination of $T_r$ for these cases. Utilizing the continuous gage output of $\dot{q}$ and $T_w$ and rearranging Eq. (11), we have:

$$\dot{q} = hT_r - hT_w \quad (12)$$

Equation (12) has the form of a straight line when $h$ and $T_r$ are assumed constant (which is valid for this application)

$$\dot{q} = A_0 + A_1 T_w \quad (13)$$

Also note that $h = -A_1$ and setting $\dot{q} = 0$ leads to the relationship for $T_r$.

$$T_r = -\frac{A_0}{A_1} \quad (14)$$

A description of the Gardon gage technique described above as applied to a specific test situation is included in Ref. 8.

**Thin Film**

Standard methods for obtaining convective heating data (i.e., heat gages, thin-skin thermocouples, etc.) on wind tunnel models are restricted to model regions with relatively flat surfaces and/or small surface heating gradients. These limitations have precluded obtaining accurate heating rate measurements in the most critical areas of a vehicle, such as the wing and fin leading edges, noseguts, interference flow regions, etc. By applying small thin-film resistance thermometers to a contoured ceramic surface (Fig. 42), a technique has been developed for making measurements in these regions, and a philosophy for data reduction was derived which allows application of this technique to models tested in continuous-flow wind tunnel facilities.

Heating distributions on the wing leading edge of a 0.025-scale space shuttle orbiter were measured during a recent test. Approximately 6 in. of the wing leading edge of the model was replaced by an instrumented insert as shown in Fig. 42. The insert was fabricated as illustrated in Fig. 43. MACOR® 9658 (a glass ceramic material produced by Corning) was selected as a substrate because of its machinability and good thermal insulating properties. The MACOR substrate was machined to an external contour corresponding to the wing leading edge with a channel in the back side to accommodate routing of electrical lead wires. Fifty-four small holes were drilled normal to the surface of the test article into the lead wire channel on two angular rays to provide 27 thin-film sensors 0.76 cm (0.30 in.) long with spacings of 0.25 cm (0.10 in.) between them. Chromel pins were cemented into the holes, with the tops of the pins protruding slightly from the sensing surface of the test article and the back of the pins extending well into the lead wire channel. The sensing surface of the test article was then polished smooth (~ 12 x 10^-6 cm roughness) so the Chromel pins were flush with the sensing surface. Thin-film resistance thermometers of Hanovia Liquid Bright® platinum were painted across the 0.76 cm (0.30 in.) space between the pins. A silver preparation was then painted over the Chromel pins and in the area immediately surrounding the pins. The entire assembly was then successively fired and cooled.

![a. View of exposed surface of instrumented insert.](image1)

![b. View of backside of instrumented insert.](image2)

Figure 42. Space shuttle orbiter instrumented wing leading edge.
c. Sketch of instrumented insert installation in orbiter wing
Figure 42. Space shuttle orbiter instrumented wing leading edge.

Figure 43. Typical thin-film installation.

through several cycles to put a permanent set in the resistance vs. temperature characteristics of the thin films. After the firing, the area immediately surrounding the pins was polished to a smooth finish. Copper lead wires were soldered to the pins on the back side of the test article.

Each film provides a measurement of the surface temperature response of the wing leading edge during exposure to wind tunnel conditions. A sample of the temperature transient results is presented in Fig. 44. The heat-transfer rate is calculated from the temperature transient curve via semi-infinite solid response considerations, then a correction is applied to account for the effect of the small local radius of the surface. The correction technique is based on finite-element modeling of the heat conduction in the wing leading edge and was verified by a series of experiments on cylindrical leading-edge pieces. Typical results from the space shuttle orbiter wing leading-edge tests are illustrated in Fig. 45.

Figure 44. Representative thin-film data.

Figure 45. Typical thin-film data application.

Gage Calibration

Experimental calibrations of heat flux gages are performed using a radiant heat source. These experimental procedures enable a calibration scale factor (CSF) to be obtained for each gage, allowing heating rates to be calculated. AEDC has recently developed a high-heat flux gage calibrator (Fig. 46). Through efficient collection of the radiant energy from a high-intensity xenon arc lamp, a lab calibration apparatus (Fig. 46a) delivers up to 1,500 w/cm²-sec. Emphasis has been placed on uniformity (Fig. 46b), and repeatability. Continued development is underway to
calibrate a gage at elevated temperatures to account for gage material property variations with temperature.

![Diagram of apparatus and heat flux uniformity](image)

**SUMMARY**

The complexities of hypersonic vehicles challenge the experimentalist to develop new facilities and innovative test techniques. This section briefly discussed the large variety of ground testing techniques that can be used in conjunction with analytical tools to develop hypersonic flight vehicles and demonstrate their survivability and performance. The variety of test techniques available to the experimentalist continues to grow, and the importance of his selection is compounded by rising test costs. There are many factors that influence the selection of a test technique, but clearly the number one consideration must be the test objective. A precisely defined test objective, coupled with comprehensive pretest planning, are essential for a successful test program. Designers and system engineers are strongly encouraged to contact test engineers at the facilities for the most recent developments and improved test capabilities.
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ABSTRACT

The requirements for developing hypersonic flight vehicles place increasing demands on ground test capabilities. Of particular concern is the requirement to demonstrate that flight components such as leading edges, cowl lips, and structural panels will survive the aerothermal flight environment. Specific components can experience very high heating rates and surface temperatures from 1,100-1,950°C (2,000 to 3,500°F). In the U.S., ground test of flight components have previously been performed at test facilities like those at NASA and AEDC. This section presents an overview of the materials/structures test methodology used in the development of hypersonic vehicle components.

NOMENCLATURE

- $c$: Specific heat
- $d_p$: Particle diameter, microns
- $k$: Conductivity
- $LDV$: Laser doppler velocimeter
- $M$: Mach number
- $N_d$: Particle number density
- $P$: Pressure
- $P_o$: Total pressure
- $\dot{q}$: Heating rate
- $T_o$: Total temperature
- $T_w$: Wall temperature
- $V_p$: Particle velocity
- $\rho$: Material density
- $\tau$: Shear
- $\mu$: Microns

Subscripts

- $L$: Local conditions

INTRODUCTION

In the development of hypersonic vehicles, structural survivability is of fundamental concern, specifically for components that comprise the external surface of the vehicle (see Fig. 1). For the purposes of these notes the term "structural components" includes the following:

- fuselage, wing, or tail panels up to 6 ft (1.8 m) long and 4 ft (1.2 m) wide
- protuberances, gaps, joints, seals, and the surrounding structure

Figure 1. Development of vehicle structural integrity.
* nosecaps
* wing leading edge sections
* cowl lip sections
* control surfaces
* fins
* inlets
* radomes
* antenna windows

Structures larger than those listed above would be too big for a high-enthalpy airflow facility and typically are tested in a structures test facility using radiant heating. A structures test facility (no-flow) is also best suited to perform life-cycle testing.

In contrast, airflow facilities can provide a better simulation of flight and a more comprehensive evaluation of potential failure modes. An obvious example is the case where the hot airflow leaks into the substructure and exposes low-temperature elements to very high temperatures. In addition, an airflow facility is needed to test components for which the primary failure mode is related to aerodynamic heating, shear, acoustics, or vibration.

**AEROTHERMAL METHODOLOGY**

A common approach used to solve aerothermal issues is based on combining analysis with experimentation. It is imperative that analytical techniques be used to plan the test and to analyze the final data. The two fundamental phases in the development process are:

1. defining the flight thermal environment
2. demonstrating hardware survivability
   [the first phase of this process was discussed in the preceding section]

The steps and approach in accomplishing this second phase are illustrated in Fig. 2. The general approach is to use analysis tools to design "smart tests" that simulate the flight environment, and then to expose flight components to this environment in ground test facilities. Material selection is perhaps the most difficult and the most important step. Determining thermo-physical properties and characterization of materials requires many hours of laboratory experiments. Despite these efforts, it is often difficult to predict material failure modes in a flight environment. Material survivability (Fig. 3) can be a function of many variables. Wind tunnels and arc-heated facilities often use the wedge testing techniques\(^1\) to produce local flow environments that simulate flight. The primary test results are test article appearance after the run (i.e., survivability). An illustration of the wedge test technique is shown.

---

Figures 2 and 3 illustrate the methodology and test installations for aerothermal structures/materials development.
in Fig. 4. The simulated flight environment may be primarily characterized by heating rate \( (q) \), wall temperature \( (T_w) \), local surface pressure \( (p) \), and shear \( (\tau) \). To produce this environment and to provide changes in the parameters, it may be necessary to pitch the wedge (e.g., \(-5 \) to \(25 \) deg); of course, run time (or exposure time) is also a key test variable.

The test article may range from a simple insulated material panel to a complex structure with \( \text{LH}_2 \) cooling passages. In addition, it may be necessary to provide structural loading on the test article using hydraulic actuators mounted under the wedge. If the test article incorporates backside cooling, it is important to simulate both the aerohating \( (q_{an}) \) and the heat removed by the coolant \( (q_{out}) \). Therefore, the mass flow, heat capacity, temperature, and viscosity of the coolant must be duplicated in the ground test.

In general, materials/structures testing can be grouped into the four categories listed in Fig. 5. Screening tests make relative comparisons among many candidate test articles in a constant (or repeatable) test environment. It is desirable to fabricate several identical test articles to investigate the repeatability of failure modes.

Characterization tests are the inverse of screening tests in that one test article design is exposed to a variety of test conditions. For example, the test variables may be temperature and load, and each is held constant while the other is varied over the range of interest. The data can be developed into an algorithm that characterizes the test article.

Component survivability tests basically answer the question “Will component X survive environment Y?” The disadvantage of this type test is that no quantitative data are produced for “other” flight conditions.

Component thermal response tests consist of a fully instrumented test article exposed to a wide variety of conditions so that a relatively sophisticated math model can be developed. The math model can be used to predict internal component temperatures for a variety of flight profiles. The disadvantage of this technique is that it is only valid for the specific component that is used to generate the database. If the component design changes after the test, it may be necessary to rerun the entire test for the new design. Examples of these test techniques are discussed below.

Illustrative Examples

A materials screening test was conducted on high-temperature polymeric and Boron-Aluminum composite material specimens in AEDC Hypersonic Wind Tunnel (C), which is a continuous-flow, Mach 10 wind tunnel. Test specimens were attached to a wedge model adapted to serve as a specimen holder. The use of a large wedge as a holder for material samples creates the two test regions illustrated in Fig. 6. Region I is limited in height by the distance of the bow shock above the wedge boundary layer at the aft end of the wedge. This distance is about 10.9 cm (4.3 in.) for the 105.4 cm (41.5-in.)-long wedge used in this test. Region I provided relatively uniform flow for testing the curved surface samples that were
exposed to direct impact of the local flow (see Fig. 7). Much larger samples can be tested in Region II. (In fact, samples up to 63.5 cm (25 in.) long have been used.) In Region II, duplication of local shear stress, $\tau_L$, is probably the most relevant parameter for the given total temperature level, $T_o$, whereas in Region I, duplication of total pressure, $P_oL$, total temperature, $T_eL$, and Mach number is of primary interest. The desired flow conditions on the material sample were produced by adjusting the wedge angle. The oblique shock wave generated by the wedge was used to reduce the local Mach number on the wedge surface to the desired supersonic level ($M = 4$). The tunnel stagnation conditions were adjusted to produce the desired local pressure and temperature levels. The fact that the Tunnel C clean air heater can provide temperatures up to 982°C (1,800°F) is the primary reason why this facility can be used for this type of testing. The test specimens consisted of 51 material samples: 39 curved configurations of several radii and thicknesses, and 12 flat panels. A sketch illustrating how the samples were installed on the wedge is presented in Fig. 7.

Typical photographs showing the effect of the simulated Mach 4 environment on the curved panels are presented in Fig. 8. All but one of the samples were glowing red-hot in the relatively short exposure times of 12 to 20 sec. This sample was the best conductor; as a result, heat was conducted away from the leading edge. The other types of materials were relatively good thermal insulators; as a result, the surface temperature rise was very rapid. The data from this type test provide the necessary information to select the best material for survival in the simulated flight environment.

The second example of materials testing is the characterization of recession in a high-enthalpy facility. Thermal protection of hypervelocity flight vehicles is often accomplished by using materials that ablate during exposure to the severe environment. The outer surface ablates away while the inner surface remains relatively cool. The ideal material would allow no heat to penetrate to the inside surface, be very lightweight, and ablate very slowly. The ablation rate, or "recession rate," is a critical parameter in the selection of materials that can survive exposure to the high-enthalpy flow environment of hypersonic flight vehicles.

The Recession Rate Monitor (Fig. 9) operates on a triangulation principle (Fig. 10) where a focused laser beam is projected at a given angle onto a receding surface. When viewed from another angle, the laser spot shifts in the field of view in an amount proportional to the surface recession. The measured
shift, multiplied by the calibration constant, yields an accurate recession measurement at that point. To produce profiles, the laser beam is rapidly scanned across the surface, providing recession data from many points (or a continuum of points) along the scanned line (Fig. 11).

The Recession Rate Monitor has been used in AEDC's HEAT-HI facility, which uses a segmented type arc heater. High-pressure air is heated by means of a sustained arc plasma. The heated air is accelerated through a water-cooled nozzle to produce a free-jet test environment.

A representative test article installed in this facility is shown in Fig. 12. Axial centerline surface pressures ranged from 1.5 to 12 atm, and cold wall heat flux ranged from about 500 to 2,700 w/cm² sec or (Btu/ft²-sec). The test articles were carbon composite panels 5 × 10 × 0.9 cm (2.0 × 4.0 × 0.36-in.) thick. For each test run, five test articles were mounted on the radial inject struts of a rotating sector. During a run, the test articles were sequentially subjected to the free-jet flow for about 3 sec each.

Recession data for one of the test articles are shown in Fig. 13. This figure can be viewed as a centerline cross-section of the test article (greatly exaggerated thickness) with the upstream end to the left and the exposed surface up. The "pretest surface" line identifies the location of the pretest material surface before ablation. The remainder of the solid line curves in the figure represent the surface profile obtained by the Recession Rate Monitor at the corresponding times. The surface profile defined by the circles was obtained from a post-test measurement of the surface made with a contact-type measurement device. The lowest of the family of solid line curves in the figure represents the profile acquired by the Recession Rate Monitor just before the test article was rotated out of the flow. Comparison of this curve with the post-test measurements indicates an agreement of within ±0.013 cm (0.005 in.). This excellent agreement demonstrates the quality of measurements obtainable with the Recession Rate Monitor and demonstrates the characterization of the recession rate of an ablation test sample.

The third category of material/structure testing is "Component Survivability," and an example of this test technique is presented in Figs. 14 and 15. In the specific example the thickness of the shuttle tank insulation material was the primary area of concern. This material is a low-density Spray On Foam Insulation (SOFI) whose material properties (ν, c, k) are known.
The use of analysis tools to design a test is illustrated in Fig. 14. An "aerothermal response code" combines the material properties, the flight trajectory, and other inputs with a heat conduction model of the test article to provide a prediction of surface temperature versus time. A similar code combines the results of the wedge calibration data (i.e., $q$ versus $WA^*$) and the facility flow conditions to produce the test article surface temperature predictions during the wind tunnel test. In this manner, the wedge angle can be adjusted until the temperatures agree as shown in the figure. For the test article to reach the predicted temperature and temperature gradients, run times of many minutes may be required. Consequently, impulse facilities cannot be used for this type of testing.

The primary data from this type of test are the appearance of the test sample after exposure to the simulated flight environment. As shown in Fig. 15 the SOFI did survive the test; however, it did experience some recession, as was expected.

The fourth type of material/structure test technique (thermal response) is far more complex than those previously described, and only a few of this type have been conducted. Therefore, a similar discussion will not be presented, however, Ref. 4 is an excellent example of this category for those who are interested.

WEATHER/erosion testing

The requirement for all-weather flight capability emphasizes the need for testing techniques that evaluate particle impact effects on vehicles operating at supersonic through hypersonic speeds in particle-laden environments. In particular, the effects of raindrops or other particles on radomes, heatshield materials, and antenna window materials need to be evaluated over a wide range of flight...
The flight speed regimes and the corresponding test facilities are divided into the three classes listed below:

<table>
<thead>
<tr>
<th>Impact Velocities, ft/sec (km/sec)</th>
<th>Facility</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000-3,000 (0.3-0.9)</td>
<td>Wind Tunnels/Sleds</td>
</tr>
<tr>
<td>3,000-6,000 (0.9-1.8)</td>
<td>Arc-Facilities</td>
</tr>
<tr>
<td>6,000-20,000 (1.8-0.6)</td>
<td>Aeroballistic Ranges</td>
</tr>
</tbody>
</table>

Each of these regimes is briefly discussed below.

Figure 16. Missile radome in flight encountering rain/ice environment.

Figure 17. Aerodynamic particle erosion test technique.

**Impact Velocity 1,000-3000 ft/sec (0.3-0.9 m/sec)**

The erosion caused by a single water drop impacting a radome is shown on the left side of Fig. 16. The right side of the figure shows the erosion that can result from multiple impacts. It is clear that flight through weather can cause significant damage; however, it must be emphasized that the damage is a strong function of the radome material, vehicle speed, number of impacts, and the particle mass. Historically, weather erosion tests of material samples (coupons) and of full-size radomes have been conducted at sled tracks equipped with rain simulation apparatus. In the U.S. the Holloman sled track is perhaps the best known of these facilities. In recent years, a new long-duration, multiple impact capability has been developed utilizing Tunnel C at AEDC. The basic principles of this new capability are illustrated in Fig. 17. The initial development of a precipitation environment simulation in a wind tunnel considered the injection of ice particles or water droplets into the tunnel airflow. Analytical studies indicated this approach to be impractical for water droplets, since high shear forces would cause disintegration of the droplets. The technique to inject ice particles was derived from an injection method proposed by Allen. The ice particles are suspended in a liquid-nitrogen carrier and injected into the tunnel flow upstream of the supersonic nozzle. As the flow field expands through the nozzle, the carrier flashes to a gaseous state, which causes very little effect on the flow constituents. During laboratory checkout of the injection system, 500-µ ice particles were discharged at rates of up to \(5 \times 10^5\) particles per sec for durations up to 60 sec.

The Mach 4 Aerothermal Wind Tunnel (C) used in the development of the precipitation environment is a closed-circuit, high-temperature, supersonic free-jet wind tunnel with an axisymmetric contoured nozzle and a 0.63 m (25-in.) diam exit. The tunnel operates continuously over a range of pressures from 15 psia to a maximum of 180 psia (1-12 bar) and at maximum stagnation temperatures up to 1,900°R (1,050°K). The test unit utilizes a model injection system which allows the test article to be withdrawn from the test section while the free-jet tunnel remains in operation. The test specimen is mounted on a sting support mechanism in an installation tank directly underneath the tunnel test section and is then injected into the particulate flow. Data are obtained with a pulsed holography system, the LDV, and the photographic systems (Fig. 18) in addition to the standard tunnel system during the exposure process. At a selected time, the test article is retracted into the tank, the particle injection system control valve is closed,
and the system depressurized in preparation for the next exposure. The laser diagnostic systems provide particulate cloud characteristics during the run. Ice particles of a size and concentration representative of a precipitation environment are injected into the airstream and accelerated by aerodynamic drag to supersonic velocities. Characteristics of a particulate cloud before its impact with the test article are determined with laser diagnostic systems. A vehicle operating in a flight regime below 50,000 ft (15 km) may encounter a precipitation environment of 100- to 3,000-μ (0.1- to 3.0-mm) ice particles or water droplets falling at rates up to 2.6 in./hr (66 mm/hr).

Figure 19 illustrates a typical hologram obtained during an exposure run showing the two images of a particle from the double-exposure technique. These photographs quantify both the size and geometry of the particles, as well as the particle velocity. The velocity data from these holograms agree to within 10 percent of pretest predictions obtained from a one-dimensional particle acceleration code. Figure 20 shows a demonstration test radome located on flow centerline approximately 6 in. downstream of the laser diagnostics systems during a precipitation environment exposure. This full-scale flight hardware was exposed to the precipitation environment for 20 sec and, as can be seen approximately half of the RTV material was eroded away while the other side (candidate material) survived the multiple impact environment. A point that should be noted is the use of ice particles to represent water droplets in the precipitation environment. Although ice particles make up a major portion of the flight environment of interest, a portion of the environment exists where a simulation of rain droplet impacts would be required. AEDC has conducted a brief study to determine the correlation between ice and water impacts at about 762 m/sec (2,500 ft/sec). For the limited data obtained, there was negligible difference between the ice and water impact craters; however, this conclusion cannot be generalized for all materials of interest, and each situation needs to be evaluated.

Impact Velocity 3,000-6,000 ft/sec

The AEDC HEAT-H1 Test Unit has the capability of graphite particle injection and acceleration for combined ablation/erosion testing. This capability is achieved by injecting various size graphite particles (60-400 μm) into a chamber just upstream of the nozzle and allowing them to drag-accelerate to velocities between 3,000 and 6,000 ft/sec (0.9-1.8 km/sec). A schematic of the erosion testing technique used in HEAT-H1 is given in Fig. 21. Dust particle flow rates from 5 to 60 gm/sec can be provided, and development work is underway to reduce flow rates below the 5 gm/sec rate. The cylindrical nozzle
extensions shown in Fig. 21 are added to the HEAT-H1 contoured nozzles to provide a longer transit time for the particles to accelerate. A Mach number 3.5 nozzle has been used extensively for dust erosion tests, and a Mach number 2.2 nozzle is also available. Calculated velocities for a range of particle diameters of interest are shown in Fig. 21 with the 30-in.-long dust accelerator installed. Laser diagnostic systems similar to those previously mentioned are available to characterize the particle cloud. Representative sample sizes are 1.9 cm (0.75 in.) wide, 5.1 cm (2 in.) long, and dovetail fitted into a surrounding silica phenolic heatshield material, which in turn was dovetailed into the stainless steel holder. Wedge model/holder hardware and a typical test installation photo is shown in Fig. 22. The primary "data" from this type test are obtained by close inspection of the sample before and after exposure to the erosion environment (see Fig. 22).

Figure 21. Dust erosion testing in the arc-heated facilities.

Impact velocities 6,000-20,000 ft/sec

For these extremely high velocities, the primary facility with this capability is the AEDC Hypervelocity Range/Track G. This ballistic range has the capability to test in the normal free flight ballistic range mode or to utilizes a track system to guide a model through the test environment.

The basic ablation/erosion test technique in Track G is to launch the nosetip or heat shield material samples through a specified erosive environment at a given range pressure and model velocity. The erosive environment is specified in terms of particle type, particle size, and field concentration. Glass spheres (simulating dustfield environments), cirrus ice particles and dendritic snow flakes have been routinely used. The range pressure and model velocity are independently controlled to duplicate a point of interest on a reentry trajectory.

The typical snowfield generator installation for the free-flight mode of testing is shown in Fig. 23. These snowfield generators are typically mounted 0.61 m (2 ft) above the centerline at selected intervals along the range axis. The plates are vertical, but oriented at 45 deg to the longitudinal axis of the range to accommodate side-mounted cameras which photograph the falling snow. The snowflakes are dislodged from the copper plate by a mechanical shock device (solenoid plunger) at the desired time, and produce a free-falling erosion field which can be varied in field length and concentration. A similar approach for generating the snow particles is used in the track mode of testing.

The generated snowflakes that are formed when the crystals are dislodged are shown in Fig. 24.
Snowfield concentration is controlled by regulating crystal growth time and filtering the falling snow flakes through perforated plates. Since the falling snow stratifies with larger flakes near the head of the fall and smaller ones near the tail, the impacted flake size can be controlled within the limits of model dispersion by appropriate timing of model arrival. This model-snowfield encounter at 12,000 ft/sec was obtained by utilizing a high speed multi-frame camera with a framing rate on the order of a million frames per second.

A water droplet impact sequence onto a track guided model shows (Fig. 25) that the water droplet remains intact in passing through the bow shock. But it is also important to recognize the extremely short time-frame of this event (i.e., \( \approx 0.6 \mu \text{sec} \)). It is interesting to note the quantity of debris and additional shock waves being placed into the flow field by the impact debris plume.

**SUMMARY**

A summary of the systems, test articles, and type of test needed for the development of structural/material components for hypersonic vehicles is presented in Fig. 26. It is important to point out that this summary is limited to the topics briefly discussed in this section, and that this subject is much broader in that only “flow facilities” were discussed. There are, of course, numerous non-flow facility tests that are an essential aspect of structure/material development.
**SYSTEMS**
- Hypersonic Vehicles (NASP, HAY)
- Tactical Missiles
- Re-entry Vehicles
- Decays

**TEST ARTICLES**
- Models of Parts of Configuration
- Stagnation Region
- Nooses
- Leading Edge
- Inlet Lips
- EN Domes
- Non-Stagnation Region
- Windward Panels
- Leeside Panels
- Protruberances
- EM (Electromagnetic)

**TEST TYPES**
- Screening
- Characterization
- Component Survivability
- Thermal Response
- Weather/erosion
- EM Transmission
- Window Cooling
- Roresight Error
- Hardware Demonstration
- Wake Characterization

Figure 26. Summary of hypersonic aerothermal tests for the development of structural/material components.

### Table 1. Aerothermal test facilities.

<table>
<thead>
<tr>
<th>Owner</th>
<th>Facility Name</th>
<th>Nozzle Mach Number</th>
<th>Size, in. (2.54 cm/m.)</th>
<th>Stagnation Pressure, ATM</th>
<th>Stagnation Enthalpy, BTU/lbm</th>
<th>Flow Rate, Lbm/sec</th>
<th>Power, MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA-JOHNSON SPACE CENTER, HOUSTON TX 77058</td>
<td>ARMSEAP TP-1</td>
<td>3-12</td>
<td>10 to 40 Diam</td>
<td>0.02-0.4</td>
<td>200-3,000</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>ARMSEAP TP-2</td>
<td>3-4</td>
<td>5</td>
<td>26,000</td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>NASA-LANGLEY RESEARCH CENTER, HAMPTON VA 23165</td>
<td>5 MW Tunnel</td>
<td>3.0, 3.2</td>
<td>6, 9 Diam</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>COMBUSTION-HEATED SCRAMJET TEST FACILITY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 MW TUNNEL</td>
<td>4.2, 4.5, 5.8, 5.7</td>
<td>9, 12, 16, 22 Diam</td>
<td>0.04-1.36</td>
<td>600-5,500</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>ARC-HEATED SCRAMJET TEST FACILITY</td>
<td>4.7, 6.0</td>
<td>11 high, 11 low</td>
<td>40</td>
<td>1,500</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>3 FT HIGH TEMPERATURE TUNNEL</td>
<td>5.8-7.3</td>
<td>8.0 Diam</td>
<td>163</td>
<td>750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARNOLD ENGINEERING DEVELOPMENT CENTER, ARNOLD AFB, TN 37389-5000</td>
<td>HYPERSONIC WIND TUNNEL TUNNEL, C</td>
<td>4, 10, 0</td>
<td>25 AND 50 Diam</td>
<td>136</td>
<td>450</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>HEAT-12</td>
<td>4.0-8.3</td>
<td>9 to 42</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HIGH ENTHALPY ABLATION TEST UNIT (HEAT) HR</td>
<td>1.0</td>
<td>11-4.0 IN. Diam</td>
<td>100</td>
<td>2,000</td>
<td>2-10</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>HIGH ENTHALPY ABLATION TEST UNIT (HEAT) H1</td>
<td>1.0 to 3.5</td>
<td>75 to 3 IN. Diam</td>
<td>120</td>
<td>500-1,000</td>
<td>0.5-8</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>AERODYNAMICS AND PROPULSION TEST UNIT (APTU)</td>
<td>2.0, 2.2, 3.5, 4.1</td>
<td>32-38 Diam</td>
<td></td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RANGE/TRACK G</td>
<td>1-32 (MODEL)</td>
<td>2.5 Diam</td>
<td>0-500</td>
<td>8,000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1. Concluded.

<table>
<thead>
<tr>
<th>OWNER FACILITY NAME</th>
<th>NOZZLE MACH NUMBER</th>
<th>NOZZLE SIZE, IN.</th>
<th>STAGNATION PRESSURE, PSIA</th>
<th>STAGNATION ENTHALPY, BTU/LBM</th>
<th>FLOW RATE, LB/MSEC</th>
<th>POWER, MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MARTIN MARIEETTA CORP P. O. BOX 5837 ORLANDO FL 32855</td>
<td>1.5, 2, 4, 3.2</td>
<td>3.5-56 DIAM</td>
<td>30-200</td>
<td>200-220</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>MCDONNELL DOUGLAS CORP P. O. BOX 516 ST LOUIS MO 63166</td>
<td>0.9-24.0 DIAM</td>
<td>0.1-100</td>
<td>1,000-20,000</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASA-AMES RESEARCH CENTER MOFFETT FIELD CA 94035</td>
<td>1.7-3.0</td>
<td>0.45-2.0 DIAM</td>
<td>10-250</td>
<td>1,000-6,500</td>
<td>0.07-3</td>
<td>12</td>
</tr>
<tr>
<td>2 X 9 IN. TURBULENT FLOW FACILITY</td>
<td>2.5</td>
<td>2 X 9</td>
<td>20</td>
<td>4,000</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>GIANT PLANET FACILITY</td>
<td>1.7</td>
<td>2.75 DIAM</td>
<td>10</td>
<td>40,000-100,000</td>
<td>0.1-2.0</td>
<td></td>
</tr>
<tr>
<td>20 MW PANEL TEST FACILITY</td>
<td>5.5</td>
<td>4 X 18 SEMIELIPTIC</td>
<td>10</td>
<td>4,000-15,000</td>
<td>0.1-2.0</td>
<td></td>
</tr>
<tr>
<td>60 MW INTERACTION HEATING FACILITY</td>
<td>5.1, 7.5</td>
<td>6 X 32 &amp; 36 DIAM</td>
<td>10</td>
<td>3,000-20,000</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>TRANSITIONAL FLOW FACILITY</td>
<td>1.7 AND 2.0</td>
<td>2.3-7.0 DIAM</td>
<td>10</td>
<td>3,000</td>
<td>20-40</td>
<td></td>
</tr>
<tr>
<td>AERODYNAMIC HEATING FACILITY</td>
<td>2.5-12</td>
<td>3-42 DIAM</td>
<td>10</td>
<td>500-14,000</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>3.5 FT HYPERSONIC</td>
<td>5, 7, 10</td>
<td>3.5 DIAM</td>
<td>133</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT

In the design of hypersonic vehicles it is extremely important to predict the boundary-layer transition Reynolds number. The boundary-layer state (laminar or turbulent) that approaches the vehicle control surfaces can significantly affect the control surface effectiveness. In addition, the heating rates \( \dot{q}_w \) associated with turbulent boundary layers are often ten times higher than those of laminar boundary layers. Unfortunately, the methodology to predict transition has eluded the aerodynamicist for over three decades, and there are still many unanswered questions. This section briefly touches on the many parameters that affect transition and provides numerous references for those who are interested in specializing in this topic. It should be emphasized that during wind tunnel testing it is very important to know the boundary-layer state. Typically, heat-transfer distributions can provide this information; however, it is often necessary to artificially trip the flow to induce a turbulent boundary layer. The methodology of using trip spheres is discussed, and illustrative data are presented.

NOMENCLATURE

- \( h \) Heat-transfer coefficient
- \( h_{ref} \) Reference heat-transfer coefficient
- \( k \) Roughness (or trip) height
- \( L \) Length of model or vehicle
- \( M \) Mach number
- \( p \) Pressure
- \( \dot{q}_w \) Wall heating rate
- \( Re \) Reynolds number
- \( Re_{k, ir} \) Transition Reynolds number based on roughness height \( k \)
- \( Re_{x, 1} \) Transition Reynolds number based on axial distance \( x \)
- \( Re_{CF} \) Cross flow Reynolds number
- \( T \) Local temperature
- \( U \) Velocity
- \( v \) Cross flow velocity component
- \( x \) Axial distance
- \( x_{beg} \) Axial distance to beginning of transition
- \( x_{tend} \) Axial distance to end of transition
- \( \delta \) Boundary-layer thickness
- \( \mu \) Viscosity
- \( \rho \) Density
- \( \tau_w \) Wall shear stress

Subscripts
- \( \infty \) Free stream
- \( e \) Edge condition

Superscript
- \( \sim \) Unsteady.

FUNDAMENTALS

Boundary-layer transition is a very complex and specialized subject, and to be truly knowledgeable in this specialty requires many, many years of dedicated work. In the U.S. two individuals who have done this are Morkovin\(^4\) and K. F. Stetson\(^5\)-\(^14\). Much of the material is this section has been taken directly from their work.
Figure 1 introduces the usual concept of boundary-layer transition as consisting of a region beginning at the termination of pure laminar flow ("transition onset" at \( x_{n,\text{beg}} \)) and ending at the beginning of turbulent flow ("transition completion" at \( x_{t,\text{end}} \)). The sketches below the figure show the qualitative variation of heat flux or surface shear in the laminar, transitional, and turbulent flow regions. The relatively sharp change in value of either of these parameters at the beginning of transition offers a method of detecting transition onset. The most common method in use today for detecting transition onset in either ground or flight testing is some form of heat flux or temperature measurement.

![Figure 1. Boundary layer concepts, terminology, and measurement.](image)

Figure 2 is a simplified schematic representation of Reshotko's concept of transition of the laminar boundary layer to a turbulent state as the "non-linear response of a very complicated oscillator (the laminar boundary layer) to a random forcing function whose spectrum is assumed to be of infinitesimal amplitude compared to the appropriate laminar flow quantities." Also shown are the "bypasses" discussed by Morkovin, such as roughness, free-stream turbulence, etc., that cause transition to bypass the linear processes. The photographs of Fig. 3 show laminar (3a), transitional (3b), and turbulent (3c), boundary layers on a sharp 9-deg cone at \( M_{\infty} = 8 \) in AEDC's Tunnel B. The laminar boundary layer is characterized by a white line which has a "roping" appearance in the transitional regime and eventually completely disappears in the fully turbulent regime.

![Figure 2. Current understanding of boundary layer transition.](image)

A Specialist's View of Boundary-Layer Transition, presented in Fig. 4, represents Morkovin's 1984 update of an earlier chart which describes the laminar boundary layer as either a linear or nonlinear operator in its response to a random disturbance spectrum. It depicts a summary of the transition process based on several decades of research in theoretical and experimental studies of transition phenomena. A careful review of this figure and the 1969 treatise by Morkovin should help the transition student to develop an appreciation for the complexity of the transition process with its many competing "operation modifiers" and the race between instability modes.
DC DISTURBANCES for GORTLER - SWEEPBACK INSTABILITIES

A. C. INPUT = DISTURBANCES

- Poor observation of disturbances
- Poor control of disturbances

SLOW LINEAR AMPLIFICATION of wave packets:
- Fourier components of disturbances may directly observable
- 15 wave packets

STING SECONDARY 3D INSTABILITIES

- May be dominant
- Negligible

IRREGULAR TERTIARY INSTABILITIES

- May be dominant

Figure 4. A specialist's view of boundary-layer transition.

<table>
<thead>
<tr>
<th>MACH NUMBER RANGE</th>
<th>TYPE DISTURBANCE</th>
<th>EFFECT ON TRANSITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>M&lt;sub&gt;∞&lt;/sub&gt; = 1.5 TO 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VORTICITY (U)</td>
<td>- Usually dominant</td>
<td></td>
</tr>
<tr>
<td>TURBULENCE (V)</td>
<td>- May be dominant</td>
<td></td>
</tr>
<tr>
<td>NOISE (F)</td>
<td>- Negligible</td>
<td></td>
</tr>
<tr>
<td>ENTROPY (T)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEMP. SPOTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M&lt;sub&gt;∞&lt;/sub&gt; = 3 TO 15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(COLD FLOW)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RADIATED NOISE (F)</td>
<td>- Usually dominant</td>
<td></td>
</tr>
<tr>
<td>M&lt;sub&gt;∞&lt;/sub&gt; &gt; 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AER TUNNELS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHOCK TUNNELS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHD TUNNELS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENTROPY (T)</td>
<td>- ?</td>
<td></td>
</tr>
<tr>
<td>RADIATED NOISE (F)</td>
<td>- May be dominant</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5 illustrates the disturbance sources present in wind tunnels, as identified by Kovasznay. These disturbance modes were discussed by Morkovin, who speculated on their origins in a supersonic wind tunnel. The vorticity and entropy fluctuations were traceable to conditions in the settling chamber, while sound disturbances could originate in the stilling chamber and from the test section boundaries. The turbulent boundary layer on the tunnel wall was identified by Morkovin as a potential source for radiated noise. Later research by Pate has shown this to be the dominant factor in transition on wind tunnel models.

The comparison of a large collection of wind tunnel and flight transition data on sharp cones over a wide range of Mach number and Reynolds number is presented in Fig. 6. The flight data are generally higher than the wind tunnel data correlation line, presumably due to large disturbance levels in the wind tunnels. It is noteworthy that the flight data exhibit a unit Reynolds number dependence.
Another comparison of wind tunnel and flight transition data from the shuttle is presented in Fig. 8. These transition data obtained during reentry (increasing Reynolds number) were significantly influenced by disturbances caused by "surface roughness" in the form of the shuttle tiles. Transition Reynolds number based on tile height, $Re_{tr}$, shows that once transition occurred, it progressed quickly toward the shuttle nose for a relatively small change in Reynolds number. On the other hand the wind tunnel results (shaded area) predicted a more gradual forward progress of transition. This example is interpreted as an example of "effective tripping" by the roughness with high amplification rates that diminish differences in ground and flight results.

**COMMENTS ON TRANSITION PREDICTION METHODOLOGY**

It would be "nice" to be able to put forth a good, reliable method for predicting transition such that those people who have to make estimates of transition Reynolds numbers would know exactly how to proceed. Unfortunately, the problem is not that simple. The best that can be done is to provide some general guidelines and encouragement to make the most of the data that are currently available. Thus, the following are some comments on the methodology for hypersonic transition predictions (see Fig. 9).

**STEP 1: OBTAIN BACKGROUND INFORMATION**

**STEP 2: OBTAIN FLOW FIELD DATA**

**STEP 3: CONSIDER DOMINANT MECHANISMS**

**STEP 4: OBTAIN A BASELINE TRANSITION REYNOLDS NUMBER**

**STEP 5: BIAS THE TRANSITION RESULTS**

**STEP 6: ESTIMATE UPPER AND LOWER BOUNDS**

**STEP 7: A MIRACLE OCCURS AND YOU KNOW WHAT THE TRANSITION REYNOLDS NUMBER SHOULD BE**

Figure 9. Transition prediction methodology.19

**STEP 1: OBTAIN BACKGROUND INFORMATION**

**WATCH OUT FOR BYPASSES**: Sometimes unexpected phenomena such as freestream turbulence or wall cooling effects can greatly reduce the expected transition Reynolds numbers.15

Figure 8. Comparison of wind tunnel and flight transition for space shuttle.
CONFIGURATION DIFFERENCES: Be aware of the influence of configuration differences on transition. The cone versus flat plate issue illustrates the problem. It had generally been assumed that one should obtain higher transition Reynolds numbers on cones than on flat plates, at least between Mach numbers 3 and 8. Experiments were performed in the NASA/Langley Research Center Mach 3.5 quiet tunnel to investigate this issue.\textsuperscript{20,21} The ratios of cone-to-flat-plate transition Reynolds numbers were found to vary from about 0.8 for low-noise free-stream conditions to about 1.2 for higher noise conditions.

PROBLEMS OF WIND TUNNEL DATA: Conventional wind tunnels have large disturbances in their free-stream environments; thus, wind tunnel transition Reynolds numbers are generally lower than corresponding flight transition Reynolds numbers.

LENGTH OF THE TRANSITION REGION: It has been customary to assume that the length of the transition region is the same as the length of the laminar region.\textsuperscript{22}

STEP 2: OBTAIN FLOW-FIELD DATA

Uncertainty in flow-field calculations directly influences the uncertainty in the transition estimates. Calculations of the boundary-layer properties are a very important part of the transition problem.\textsuperscript{23} Close attention should be given to the flow-field properties.

STEP 3: CONSIDER DOMINANT MECHANISMS

NOSETIP: Because nosetip transition Reynolds numbers can be influenced by roughness they can be two orders of magnitude less than frustum transition length Reynolds numbers, it is necessary to consider nosetip transition independently from the rest of the configuration.\textsuperscript{24}

EARLY FRUSTUM: Early frustum is defined as the region just downstream of the nosetip, extending for several nose radii. The transition experiments reported in Ref. 11 clearly identified the early cone frustum as a region with its own transition criteria.

CROSSFLOWS: The laminar boundary-layer profile in a three-dimensional, viscous flow has a twisted profile that can be resolved into tangential ($u$) and crossflow ($v$) velocity components. The crossflow component of the velocity is used for the computation of crossflow Reynolds number. If the boundary-layer thickness is used as the length dimension, for a value of $Re_{CF} = 200$ it could be expected that crossflow instabilities would dominate and cause transition.\textsuperscript{25,26}

\[ Re_{CF} = \frac{\rho v_{max}^2 \delta}{\mu} \]

LEADING EDGE CONTAMINATION: If the beginning of the leading edge of a swept wing is in contact with a solid surface (e.g., a fuselage or a wind tunnel wall), the turbulence which is present in the boundary layer of the adjoining surface will contaminate the leading edge boundary of the swept wing. Such turbulence contamination has a significant effect on the state of the leading edge boundary layer and can dominate the transition process on the wing.\textsuperscript{27}

GORTLER INSTABILITIES/ADVERSE PRESSURE GRADIENTS: There is insufficient data available to establish a general criterion to determine when adverse pressure gradient effects and Gortler instabilities will dominate and produce an early transition.

Linear stability theory (the $e^N$ method Refs. 28 and 29) has been used to predict the effects of Gortler instabilities on transition of boundary layers on wind tunnel nozzle walls.

STEP 4: OBTAIN A BASELINE TRANSITION REYNOLDS NUMBER

Baseline transition Reynolds number can be obtained from a collection of transition data (such as Fig. 6) or by correlation techniques. Remember that flight data such as contained in Fig. 6 already contains effects such as small nosetip bluntness, small angles-of-attack, and some wall temperature variations.

STEP 5: BIAS THE TRANSITION RESULTS

If there are several parameters which are expected to have a significant effect on transition, but no single effect is clearly dominant, then some accounting for the individual effects should be made. If a baseline transition Reynolds number is obtained, make adjustments to this number to account for the other parameter effects which are expected to be significant. Most of the parametric trends come from wind tunnel data since wind tunnel experiments can be better controlled than flight experiments.
STEP 6: ESTIMATE UPPER AND LOWER BOUNDS

All transition estimates will have an uncertainty associated with them, and obviously it is important to consider this uncertainty when predicting transition location.

STEP 7: A MIRACLE OCCURS AND YOU KNOW WHAT THE TRANSITION REYNOLDS NUMBER SHOULD BE

BOUNDARY-LAYER TRIPS
(An Engineering Approach, Fig. 10)

The preceding discussion showed that wind tunnel transition data could not be depended upon to predict transition in flight. However, a typical vehicle will experience either a laminar or turbulent boundary layer for a significant part of its mission profile, and wind tunnel tests can be designed to produce data on models with predominantly laminar or turbulent boundary layers. It is very important to know the boundary-layer state and surface heat transfer measurements are routinely used for this purpose (e.g., Ref. 26).

- CAN'T DEPEND ON GROUND TEST FACILITIES FOR PREDICTING FLIGHT TRANSITION REYNOLDS NUMBER
- BUT WE CAN OBTAIN MODEL DATA WITH LAMINAR, TRANSITIONAL OR TURBULENT BOUNDARY-LAYER STATE
- VERY IMPORTANT TO KNOW BOUNDARY-LAYER STATE OF TEST
- TYPICALLY WE WANT LAMINAR OR TURBULENT NOT TRANSITIONAL
- BUT WIND TUNNEL REYNOLDS NUMBER IS TOO LOW TO PRODUCE A TURBULENT BOUNDARY LAYER
- MUST USE BOUNDARY-LAYER TRIPPING TECHNIQUES

Figure 10. An engineering approach to transition.

Laminar flow over a model can usually be obtained by running at the low end of the operating stagnation pressure range of the facility. On the other hand, in many wind tunnels operation at the high end of the operating envelope may not provide a Reynolds number high enough to produce turbulent flow over a model. In this case artificial tripping of the boundary layer is required. The fundamental principles of boundary-layer tripping are illustrated in Fig. 11. Experience (e.g., Refs. 30 and 31) has shown that a spherical trip with a height on the order of the boundary-layer thickness, $\delta$ will produce a turbulent boundary layer, yet will not cause excessive downstream flow disturbances. A phase-change paint photograph of the turbulent flow produced on the nose of a shuttle model by a single trip sphere is shown in Fig. 12a.

a. Single sphere

b. Multiple spheres, single row

Figure 12. Illustration of boundary layer trip effectiveness on nose of an orbiter model.

Fig. 12b is a similar photograph, but with a single row of trips spaced about three diameters apart. In general, three rows of staggered trip spheres, as illustrated in Fig. 13, is the most desirable trip configuration. Note that the spheres are welded on to a thin
AEDC-TR-94-6

Figure 13. Photograph of trip ring with three rows of staggered spheres.

Figure 14. Photograph of numerous noses requiring trip rings for typical force test.

Just as predicting flight transition is a complex art, so is the proper sizing of boundary-layer trips. Figure 16 is an outline of a computer code used to size trips.

Typical data illustrating the use of boundary-layer trips on a space shuttle model are shown in Fig. 15. Note that the flagged symbols correspond to the "tripped data" and, in general, agree with the turbulent boundary layer predictions. The unflagged high Reynolds number data at \( \alpha = 20 \) deg are representative of a transitional boundary layer while the tripped data moved transition all the way to the model nose.
SUMMARY

The primary conclusions of this section are:

- Boundary-layer transition prediction for flight has been studied by specialists for many years but it remains elusive.
- Boundary-layer transition observed in wind tunnels is often upstream of that observed in flight because of "noise" in the tunnel.
- Boundary-layer trips have been used for many years to produce turbulent flow in wind tunnel testing (three rows of staggered spheres most effective).
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ABSTRACT

Electromagnetic wave testing represents a relatively new test technique that involves the union of several disciplines: aerothermodynamics, electromagnetics, materials/structures, and advanced diagnostics. The essence of this new technique deals with the transmission and possible distortion of electromagnetic waves (RF or IR) as they pass through the bow shock, flow field, and electromagnetic (EM) window of a missile flying at hypersonic speeds. Variations in gas density along the optical path can cause significant distortion of the electromagnetic waves and, therefore, the missile seeker system may not effectively track the target. Two specific test techniques are described. The first example deals with the combining of a wind tunnel and an RF range while the second example discusses the complexities of evaluating IR seeker system performance.

INTRODUCTION

Tactical missiles currently being designed or developed will fly much faster than existing systems. The radomes on these missiles will experience high aerodynamic heating during flight resulting in elevated radome temperatures which, in turn produce changes in the dielectric properties of the radome and contribute to changes in boresight error (BSE) (illustrated in Fig. 1). BSE is a function of the radome material, thickness, temperature, and receiver operating frequency. Therefore, characterization of radome EM transmission performance in terms of boresight error over the range of possible seeker-antenna gimbal angles is essential in the development of a radome.

Because of the complex manner in which the various radome and seeker-system design parameters interact, it is very difficult to use predictive methods to evaluate the boresight error characteristics of a system. For that reason, radome electrical performance is determined experimentally. Until recently, standard experimental methods provided measurements only for radomes at ambient temperature. As missile velocities increase causing aeroheating to be important, it is increasingly important that BSE measurements be made on radomes under realistic flight conditions, especially in terms of radome temperature levels and distributions. In one such effort, Weckesser et al.,1 investigated the effect of temperature on BSE for several ceramic radomes using a solar furnace as a radiant heat source for the radomes. Other investigators have used various nonaerodynamic heat sources, including electric blankets and radiation lamps. One of the drawbacks with these methods is that the aerothermodynamic environment is not closely simulated so that, although elevated radome temperatures are achieved, correct distributions and levels are not. In addition, the lack of simulation of flight pressures and aerodynamic shear, which contribute to the ablation/recession process, makes these techniques even less desirable for evaluating ablative type radomes.

RF TEST TECHNIQUE

The AEDC, working jointly with General Dynamics/Electronics (GD/E), has developed a unique test technique which permits boresight error mea-
measurements to be made on radomes exposed to conditions closely approximating flight. The technique was developed by using the Aerothermal Wind Tunnel (C) in combination with a radar range facility designed specifically for this purpose. This concept takes advantage of existing wind tunnel capabilities and data systems and provides extensive coverage of the radome temperature and surface recession.

The test program as described below provided an example of the application of the boresight error test technique which consisted of two distinct test phases.

Phase I: Experimental Determination of the Radome Thermal Response to the Wind Tunnel Environment.

Phase II: Validation of the Radome Range and Boresight Error Measurements on Aerodynamically Heated Radomes.

The Aerothermal Wind Tunnel (C) used for these tests is a continuous flow, 0.64 m (25-in.)-diam variable density, Mach 4 free-jet wind tunnel. This unique tunnel (Fig. 2a) was developed specifically for materials testing and provides "clean" aerodynamic flow at temperatures, pressures, and shear loads similar to those experienced in actual flight. "Clean" refers to both the repeatable quality and uniformity of the flow as well as the fact that air is used as the test gas, and only clean air constituents are present (i.e., no water vapor, dirt, dust or products of combustion). The tunnel is equipped with a model injection system which translates the test article "into" and "out of" the flow field in a few seconds. However, since the airflow is continuous, the test article can remain in the flow for a time period required for the measurement (e.g., 10 to 140 sec during the current test). A complete description of Tunnel C can be found in Ref. 2.

In order to provide a facility with a boresight error measurement capability, a radar range was installed directly below the tunnel nozzle as shown in Fig. 2b. The range consisted of an existing cylindrical pressure vessel which was matched to the installation tank door opening of the wind tunnel. A photograph of the inside of the range, taken from the transmitter looking towards the radome and receiver, is shown in Fig. 3.

External surface temperatures of the radome were monitored with an infrared data system. With this...
system, the surface temperature of the entire radome was mapped at various times during wind tunnel exposure and during the BSE measurement process. Figure 4 shows a sample surface temperature map produced from the IR system output. Surface temperatures determined from IR measurements were also plotted with interface and backwall thermocouple data as shown in Fig. 4c to aid in determining radome wall temperature gradients.

In Fig. 5, results obtained for one of the radomes tested during the BSE phase are shown to examine the difference between BSE data for the ambient (before injection into tunnel flow) and elevated (first sweep after retraction from tunnel flow) radome temperatures. Notice that the peak values of BSE are different for the ambient and heated data and that the gimbal angle at which the peak occurs is also different. Therefore, these data indicate that the elevated temperature and/or recession which occurs during exposure to the tunnel flow produced significant changes in the BSE characteristics of this radome.

Figure 5. Comparison of ambient and heated radome boresight error data.

AERO-OPTICS TEST TECHNIQUE

Understanding the interaction between optical waves and aerodynamic flow fields is also critical in the development of optical guidance and tracking systems. Accurately discerning the location of radiating targets is difficult from images that are blurred, jittered, and attenuated by an unsteady aerodynamic flow field. Refraction of optical waves propagating through shock waves and density gradients must be known for in-flight compensation. The distortion of target radiation due to hypersonic aerodynamics for a cooled-window flight scenario is depicted in Fig. 6. Fluctuating effects due to turbulence, shock/boundary layer interactions, flow separations, mixing/shear layer flows, etc. must also be evaluated.
Additionally, flight system effects, such as mechanical vibrations and thermal-mechanical window stress, can render guidance and tracking sensors useless. Lensing effects from stress-induced window distortions (exacerbated by aerodynamic heating and pressure loads), and radiation from heated windows and hot external gases can preclude target discrimination. Realistic issues such as these complicate the specification, design and testing of optical systems.

In evaluating aero-optic effects, designers struggle with theoretical predictions and experimental methodologies because both are unvalidated and currently unreliable. Furthermore, existing ground test facilities only simulate parts of the severe conditions encountered in high-speed flight. Therefore, the approach required for modern aero-optic investigations is one where code-validation experiments must be carefully performed in available test facilities, and then validated codes must be used to predict the aero-optic effects at flight conditions. As shown in Fig. 7, the application of aero-optics technology includes validating complex CFD and optical wave propagation models using both aerodynamic and optical measurements from carefully designed code validation experiments. This approach is particularly difficult given the current state-of-the-art of turbulence models and flow diagnostics where few validated techniques exist.

The basic approach developed to obtain experimental optical measurements in a large-scale ground test facility at AEDC is illustrated in Fig. 8. The objective of this technique is to isolate and characterize the flow-induced (aero-optic) distortion. An IR beam (representing the target radiation) originating outside the tunnel is introduced through a flat plate and directed toward the test article. After passing through the test article flow, the then-distorted beam is directed out of the tunnel to the receiving optics. The primary test requirement is to provide an undistorted beam to the test article, such that as the beam passes through the local test article flow, thus the only
optical distortion measured is caused by the test article flow. Only in this manner can the optical distortion be directly related to the flow for code validation.

Careful attention must be placed on minimizing the effects of facility vibration on the optical measurements by using isolation damped optical tables and an evacuated, rubber-bellows-mounted beam path.

An overhead view of the physical installation of the aero-optical measurement system is shown in Fig. 9. AEDC’s system is a fully integrated optical measurement system providing imaging, image jitter, and holographic measurements. Diffraction-limited performance of the beam delivery system required the use of highest-quality optics. Custom built electronics controlled and varied the duration of the beam pulse so that the effects of camera-integration time could be determined.

The beam passes through the local flat plate boundary layer and bow shock. The plate is pitched windward slightly to ensure a well established but weak attached shock. Flat plate surface pressure and heat transfer measurements are required to ensure that the flow over the source window is not disturbed by leading edge effects or wraparound flow from under the plate. Heat transfer measurements are also used to locate boundary layer transition, which ideally should occur well downstream of the window to allow passing the beam through a benign laminar boundary layer.

The types of optical test measurements are depicted in Fig. 11. Image spot data, used primarily to quantify geometric degradation of the optical waves, are obtainable from intensity measurements of a focused image spot. From imaging measurements, four parameters are commonly determined: boresight error, image blur, image jitter and Strehl ratio. (These same parameters are determined theoretically by passing a plane wave, representing the target radiation, through the calculated aerodynamic field.) Boresight error refers to the difference between the position inferred from the detected image and the

Figure 8. AEDC aero-optics measurement system basic scheme.

Figure 9. Aero-optics equipment installed for test in AEDC tunnel C, M = 8.

Figure 10. View looking downstream at aero-optic wedges and supporting equipment.
In summary, performing aero-optic investigations is a relatively new technology in applied aerodynamics, and from the experiences at AEDC, several key observations can be made.

1. In performing code validation experiments, both aerodynamic and optical measurements are required — and most important is the characterization of the turbulence, since the weakest part of existing codes is the turbulence model.
Meticulous attention must be given to the facility-induced error sources, which can invalidate measurements made with even the most perfect optics.

Any system designed and constructed must be painstakingly tested and validated prior to its use. The analysis of measurement uncertainty of aero-optic testing is an essentially-untouched frontier.

Investigating fundamental wave-flow interactions requires a diversity of interrelated disciplines, including aerodynamics, electro-optics, spectroscopic physics, material/structures, ground testing and CFD.

Planning and preparing for aero-optics testing requires careful consideration of test simulation issues, measurement requirements, facility and instrumentation error sources, etc.

Additional information regarding Aero-Optics Wave Testing can be found in References 4 through 6.
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