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PREFACE

This Proceedings of the Fourth Solid Freeform Fabrication Symposium, held at The University of Texas in Austin on August 9-11, 1993, reafirms the dynamic nature of the research area. The interest shown by researchers over the wide range of disciplines and subdisciplines that make up Solid Freeform Fabrication (SFF) highlights this technical Symposium. The speakers addressed problems in computer software, in machine design, materials synthesis and processing, and SFF in integrated manufacturing. The exponential growth in the research, application and development of SFF approaches was readily apparent from the attendees from industrial users, SFF machine manufacturers, universities, and government. This Symposium is the first where real progress toward structurally sound samples and parts was demonstrated as SFF moves from "feelie" to "non-structural" to "structural" real parts over a range of materials. This advancement in the state-of-the-art of SFF will continue to drive the exponential growth of the area. The excitement amongst the Symposium participants will continue to serve as the catalyst for the continued growth and the availability of Solid Freeform Fabrication. The Symposium organizers look forward to its being a continued source of technical exchange among the growing body of researchers involved in SFF.

The Symposium was organized in a manner to allow the multi-disciplinary nature of the SFF research to be presented coherently, with various sessions emphasizing computer aspects, machine topics, and the variety of materials aspects of SFF. Application-related efforts were scattered throughout the Symposium. To avoid parallel sessions a poster session was organized, and the panel session on SFF was held in the evening, after a visit with Texas barbecue. The dynamic panel discussion on Future Directions in SFF was led by Marshall Burns, Michael J. Cima, Tom Latham, Greg Sanders and Joel W. Barlow. The written versions of the presented papers are incorporated into these Proceedings. The editors would like to thank the speakers for their timely delivery of the manuscripts that expedited the publication of these Proceedings. The constantly changing state of the SFF art as represented by these Proceedings will serve both the people presently involved in this fruitful area as well as new researchers and users coming into Solid Freeform Fabrication.

The editors would also like to extend a warm thank you to Renee Loyless-May for her extensive efforts in the detailed handling of the logistics of the meeting and the Proceedings. We would also like to thank the organizing committee, the speakers, the session chairman, panel members, and the attendees for their enthusiastic contributions. We look forward to the continued close cooperation of the SFF community in organizing the Symposium. We also want to thank ONR through Grant No. N00014-93-1-0371, ARPA, and The Minerals, Metals and Materials Society for co-sponsoring the Symposium as well as DTM Corporation for hosting the reception.
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Material Issues in Layered Forming

Christina Amon, Jack Beuth, Helmut Kirchner, Robert Merz, Fritz Prinz, Kevin Schmaltz, Lee Weiss
Carnegie Mellon University
Pittsburgh, PA

Abstract

A brief overview of key issues in layered thermal processing is given. Incremental sintering and layered fusion of powder and molten droplets are discussed. The criteria for remelting the solid substrate are derived from a one dimensional heat transfer model. Temperature gradients which occur during solidification and subsequent cooling are responsible for the build up of internal stresses which can be estimated through establishing an elastic beam model. The difficulties as well as opportunities regarding the generation of multi-layer multi-material structures are also described in this article.
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Introduction

Solid freeform fabrication through layered material deposition appears to be an attractive method for 3D object generation[1,2,3]. This method offers the possibility of expanding the design space with respect to geometric complexity, material diversity, and traditional cost/time constraints. However, building up materials in layers poses significant challenges from material science, heat transfer and applied mechanics viewpoint.

Depositing materials onto a solid substrate can typically be accomplished through sintering, local melting, chemical synthesis (e.g. photo polymerization), or otherwise gluing, brazing, and soldering. The issues associated with each of these processes can be summarized as follows:

- Local melting requires significant energy input to the semi-finished part which may result in the buildup of internal stresses and consequently distortions.
- Sintering requires less energy to establish bonding of the added layers but local voids may be left unless external forces are applied.
- The practical applicability of chemical synthesis is limited to certain derivatives of organic substances.
- Gluing, brazing, and soldering have the disadvantage of adding bonding materials to the part which are not necessarily desirable for its function or performance.

Some of these difficulties can be overcome by adopting post processing steps such as annealing, sintering, and material infusion. Building parts through layered forming is further complicated if one attempts to deposit dissimilar materials on to the substrate. In particular, differences in the coefficient of thermal expansion (CTE), and misfit dislocations (due to differences in atomic radii) can lead to even greater distortions of the atomic lattice in comparison with layered material structures of the same kind. This paper discusses some of these underlying issues in layered forming rather than attempting to offer specific solutions to these problems.

Process Classification

Common to all layered forming techniques is the incremental nature of the material build up process. Stepwise material build up requires bonding between layers. Obviously, the material
quality of a part is determined by the quality of each deposited layer as well as the quality of the bond between the layers. The following classification for material deposition processing in layered manufacturing is chosen. Processes are listed with respect to the temperature regimes in which they operate at and issues of concern regarding the resulting articles. This list is by no means exhaustive with important problems like speed, surface quality and accuracy not being addressed.

<table>
<thead>
<tr>
<th>Process</th>
<th>Temperature</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sintering</td>
<td>T&lt;T&lt;sub&gt;M&lt;/sub&gt;</td>
<td>Density, Postprocessing</td>
</tr>
<tr>
<td>Melt On</td>
<td>T&gt;T&lt;sub&gt;M&lt;/sub&gt;</td>
<td>Residual Stress, Warpage, Debonding, Postprocessing</td>
</tr>
<tr>
<td>Glueing</td>
<td>T&gt;T&lt;sub&gt;R&lt;/sub&gt;</td>
<td>Strength, Postprocessing</td>
</tr>
<tr>
<td>Powder Sheet</td>
<td></td>
<td>Limited Material Range, Residual Stress</td>
</tr>
<tr>
<td>Photocuring</td>
<td>T&gt;T&lt;sub&gt;R&lt;/sub&gt;</td>
<td></td>
</tr>
</tbody>
</table>

In the following, we limit our discussion mostly to thermal processing issues (e.g. sintering, melting) some of which are also relevant for processes occurring at room temperature.

**Sintering**

Layered powder deposition followed by laser sintering has become an established prototyping process; for more details see [1]. The physics of any sintering process is based on particle fusion at temperatures below the material melting point. During sintering necks form between adjacent powder particles thus reducing the surface area and increasing the density of the powder aggregate. The driving force for this process is the reduction of the particle surface free energy. The densification rate is proportional to that reduction.

In order to change the shape of the powder particles, matter or vacancies need to flow. (Vacancy flow can be considered as the counterflow of matter, both concepts are equivalent). The densification rate depends further on the combination of the transport path of the matter as well as the source of the matter. Ashby [4] distinguishes six different path/source combinations e.g.: surface diffusion from surface, boundary diffusion from boundary, or volume diffusion from boundary. At different temperatures different path/source combinations dominate the flow of matter.

During pressureless sintering (i.e., no external force applied) the densification rate decreases as the aggregate density increases due to a decreasing rate of surface reduction. A quick inspection of the theoretically established sintering maps by Ashby such as the example of copper in Figure 1 indicate that close to full density (i.e. when the neck radius is comparable to the particle radius) can only be reached asymptotically. Also, the times required to achieve high densities are significantly higher than the mean time that a selective heat source (e.g. laser) will for practical reasons dwell in a certain location. Hence, selectively sintered powder aggregates need to be subjected to further postprocessing procedures such as hot isostatic pressing to achieve full density.
To further enhance and accelerate the bonding of a layer to the substrate one can locally melt already deposited powder particles or deposit molten droplets as done for example in thermal spraying [2]. Two scenarios can be envisioned: In the first one the molten droplet adapts to the shape of the underlying substrate. In the second the particle has sufficient energy to remelt the substrate and form a solid bond. In the first case two possibilities for bonding exist. The molten droplets simply form a mechanical interlock as commonly observed in thermal spraying [4]. Alternatively, the droplets may also bond to the substrate through a sinter mechanism in which necking occurs by shape adaptation of the molten droplet and diffusion within or on the surface of the substrate. The rate of bond formation will obviously be higher compared to the pure sinter case as described earlier.

In addition to the structure of the bond, the microstructure resulting from the solidification of the droplets is key to the strength of the layered article. Therefore an understanding of the entire temperature history is important for planning layered manufacturing processes. Also, higher temperature gradients involved in melting compared to pure sintering tends to lead to the formation of higher residual stresses.

In the following sections we address the issue of predicting the thermal history of the melting process as well as the build up of residual stresses after solidification.

**Thermal Modeling**

This section presents a numerical modeling of the thermal history of a molten metal particle on a solidified substrate. The particle can be melted by a laser or plasma alternatively, molten droplets can be sprayed on a solidified substrate as depicted in Figures 2a and 2b. This model is useful for investigating the conditions needed to achieve partial substrate remelting, to create an accurate predictive tool of the particle melt of the thermal spray process, and to investigate the effect of operating conditions such as initial molten particle/droplet and substrate temperatures,
size, surface heat transfer and sprayed material properties on the resulting melting front migration rate and thickness, temperature distribution, and overall cooling rates.

![Figure 2 (a) molten powder particle (b) molten droplet deposition.](image)

In the following we refer to molten particles as well as droplets from spraying just as droplets. Application parameters such as laser energy or spray gun power input, and deposition rates may then be modified to optimize the deposited material microstructure.

The numerical model for determining process temperatures and remelting conditions is simplified to a one-dimensional, heat transfer problem by assuming that the impacted droplet width is sufficiently greater than height, and that the droplet flattening time scale is much shorter than the droplet solidification time scale. This phenomena is modeled by the governing equation of the form:

$$\rho \ c_p \ \frac{\partial T}{\partial t} = k(T) \ \frac{\partial^2 T}{\partial x^2} + \frac{\partial k(T)}{\partial T} \ \frac{\partial T}{\partial x}$$

for temperature $T$, density $\rho$, specific heat $c_p$, and thermal conductivity $k$. The $\partial k/\partial T$ term is omitted since the thermal conductivity variation is slight for the materials and temperature ranges considered, although temperature dependent thermal properties are used [6]. This equation is valid for both the liquid region as well as the solid region. Above the top liquid surface, combined convective and radiative boundary conditions exist, while the energy balance:

$$\rho \ L \ \frac{\partial x}{\partial t} = k_{\text{sol}} \ \frac{\partial T}{\partial t} - k_{\text{liq}} \ \frac{\partial T}{\partial t}$$

is applied at the interface between the liquid and solid regions, balancing the energy flux into and out of the interface with the release of latent heat ($L$). For the lower boundary of the solid region a constant substrate temperature is assumed at a remote distance from the surface.

The energy equation is discretized using an Eulerian explicit formulation. To track the location of the melting front during the solidification process, a three-point Lagrange interpolation formula is used to approximate the temperature function [7] at the nodes preceding and following the melting point. This assumes a form that can be readily incorporated into the finite difference formulation used, but permits the location of a varying "node" point corresponding to the melting front. The new front location is calculated after each iteration using the discretized interface energy balance equation. To approximate the initial interface temperature when the known liquid droplet first strikes the known solid substrate the analytical Stefan interface solution is used:

$$T_{\text{inter.}} = \frac{[\text{RATIO} \cdot T_{\text{liq}} + T_{\text{sol}}]}{[1 + \text{RATIO}]}$$

4
RATIO = \sqrt{\frac{(k \ c_p \ \rho)_{\text{liq}}}{(k \ c_p \ \rho)_{\text{sol}}}} \tag{4}

For the complete duration of the thermal system modeling, the Stefan solution is not an accurate representation of the actual boundary conditions. However, for the initial interface condition the solution above can be used because boundary conditions corresponding to two semi-infinite bodies in contact remain valid until the temperature fluctuation propagates to the liquid surface.

For the first droplet, the initial conditions assumed are uniform droplet and ambient substrate temperatures. When prior molten droplets heat the substrate, the model is then modified to incorporate the two-dimensional effects of substrate preheating arising from the diffusion of energy from previously molten droplets:

\[ \rho \ c_p \ \frac{\partial T}{\partial t} = k(T) \left[ \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right] \tag{5} \]

This model reflects the process where the laser source or spray gun is moving across the substrate. As with the one-dimensional solidification model, an Eulerian explicit algorithm is used to solve the two-dimensional energy equation. Because remelting does not occur with this lateral case there is no Lagrangian approximation terms required. The substrate temperature profile resulting from this two-dimensional model is then used as the substrate initial condition for the solidification model.

Simulations are made for the model of single droplets of carbon steel, stainless steel and zinc which are residing or have landed on similar substrates, and for a steel droplet on a zinc substrate. This latter case simulates the building up of sprayed materials onto a sacrificial substrate. Parametric studies of remelting sensitivity to surface convection and radiation changes, variations of impacting droplet temperature, droplet size and existing substrate temperature have been performed. The solidification process is completed so rapidly (on the order of milliseconds) that the heat transfer is basically a conductive process, and the surface convective and radiative effects are negligible. Numerical results also indicate that substrate remelting will not occur with realistic droplet temperatures (having less than several hundred degrees centigrade of superheating) on an unheated substrate. A remelting condition requires a substrate heated several hundred degrees above ambient temperature. This condition does exist when the preheating effect caused by previous droplets is included with the two-dimensional model.

For the case of a stainless steel droplet landing on a stainless steel substrate, numerical simulations are performed with initial “droplet” thickness of 100 microns and substrate temperature of 1100°C. The time-dependent solidification of this layer is shown in Figure 3 for two cases: a 1550°C and a 1650°C initial droplet temperature. The y-axis of Figure 3 indicates the location of the melting front; 0 represents the interface between the impinging droplet and the substrate, with the droplet extending in the positive direction.
At the start of the simulation the entire positive y region is liquid and the negative region solid. For the 1550°C temperature no substrate remelting occurs, while for the 1650°C case a small amount of remelting does occur. In Figure 4 the results for a stainless steel droplet on a zinc substrate are shown.
The stainless steel droplet, initially at its melting temperature, solidifies while the lower melting zinc melts and actually vaporizes slightly. This result demonstrates the need to protect sacrificial support material.

**Mechanics Issues in Shape Deposition Processes**

A current limitation of layered processing is the build-up of residual stresses as artifacts are manufactured. Residual stresses can affect artifact performance (response and life) and are also the root cause of specific deleterious effects including artifact warping, artifact delamination and stress cracking of brittle layers. Understanding the build-up of residual stresses and how to minimize them and their effects are thus the focus of current mechanics research into layered manufacturing.

**Residual Stresses and Artifact Warping**

In the layered processing, residual stresses are built up as new layers are deposited onto existing layers of the artifact. This build-up is due to the contraction each new layer experiences as it solidifies and cools and occurs even in the successive application of layers of the same material. The process is illustrated in Figure 5 where, for simplicity, a single layer of one material is shown applied to a single existing layer of another material. The layer thicknesses may differ, however, it is assumed that each layer is beam-shaped. It is also assumed that the new layer experiences a uniform contraction as it solidifies on the existing layer and that the contraction can be characterized by a temperature-independent coefficient of thermal expansion, \( \alpha \). Under these assumptions, the elementary analysis of Timoshenko [8] for the stresses in a uniformly heated bimaterial strip can be applied to predict the residual stresses in each layer and the curvature of the two-layered artifact caused by the contraction of the newly applied layer. The predicted curvature, \( \kappa \), takes the form

\[
\kappa = \frac{1}{\rho} = \frac{-\alpha \Delta T}{\frac{1}{E_1h_1} + \frac{1}{E_2h_2}} + \frac{\alpha \Delta T}{\frac{1}{E_1h_1} + \frac{1}{E_2h_2}}
\]

where \( \rho \) is the radius of curvature of the artifact. In eq (6) \( \alpha \) is the coefficient of thermal expansion of the new layer and \( \Delta T \) is the difference (negative in sign) between the solidification temperature of the new layer and the operating temperature. The layer thickness is designated by \( h \) and \( E \) is the Young's modulus of the layer.

![Figure 5](image)

For this simple model the stresses in each layer of the bilayer artifact are composed of axial and bending components and thus vary linearly through the thickness of each layer. In layered manufacturing, this interaction between newly applied and existing layers is repeated for each additional layer applied. The curvature of the artifact and the residual stresses in it are increased with the addition of each new layer.
There is a need in layered manufacturing to experimentally quantify residual stresses created during the process by measuring curvature changes caused by the addition of new layers. Results can be compared to simple models of layer interaction such as the one above. It is expected that enhancements to the model will be necessary, including accounting for the temperature dependency of coefficients of thermal expansion and the modeling of non-uniform thermal contraction of individual layers. In particular, results from thermal modeling of the solidification of layers (see previous section) is expected to yield more precise layer residual stress distributions for use in the solid mechanics model. The goal would be to not only predict residual stress and curvature effects in geometrically complex artifacts, but to also shed light on material combinations and process procedures that minimize them. An example of a layered copper steel tube manufactured by Carnegie Mellon’s MD* process [2] is shown in Figure 6

![Layered copper steel tube manufactured in MD*](image)

**Figure 6.** Layered copper steel tube manufactured in MD*

**Interfacial Debonding**

In addition to warping, residual stresses can cause delaminations between layers by acting as the driving force in the propagation of interfacial cracks from the edges of the artifact toward its center (see Figure 7 a). The delamination may propagate through the entire length of the artifact, separating it into two pieces. This is particularly a problem in the case of artifacts made of layers of different materials, due to the large stress concentrations that exist at the intersection of an uncracked bimaterial interface and a free edge.

![Delaminations](image)

**Figure 7** a) Edge delaminations and b) Untailored and tailored bimaterial interfaces
A fully elastic asymptotic analysis of a bimaterial interface intersecting a free edge (see Bogy [9] or Hein and Erdogan [10]) predicts that stresses are, in general, singular there. Using the notation that the stresses vary as $r^{(\lambda-1)}$ as $r$ approaches zero, where $r$ is measured from the intersection point, $\lambda$ can take on values from $\lambda=1.0$ (no singularity) to roughly $\lambda=0.60$. The value of $\lambda$ is a function of the relative mismatch in elastic properties of the two materials and the angle that the interface makes with the free edge. The stress singularities that result from an elastic analysis of the bimaterial problem are important for two reasons. First, they indicate that actual interfaces in manufactured artifacts exhibit very high concentrations of stress at their free edges. Second, from an analysis standpoint, because the strength of the singularity in the elastic stresses is a function of the material combination studied, analytical comparisons of delamination driving force between different material combinations is difficult if an uncracked interface model is used.

We are investigating several approaches to help minimize delaminations. For example, one approach involves attempting to tailor the geometry of the interface to eliminate undesirable elastic stress singularities. This approach was suggested to the authors by G. B. Sinclair and follows the work of Okajima [11] on the bimaterial interface problem and the role of interface geometry in adhesive tensile tests. In Okajima [11] it is shown that the stress singularity at a bimaterial free edge in adhesive specimens can be eliminated if the interface is made to intersect the free edge tangentially, as shown in Figure 2b. In fact, the angle of intersection with the free edge need not be tangential and is a function of the relative elastic mismatch between the layers.

**Stress Cracking**

Another problem associated with residual stresses layered manufacturing is the cracking of newly applied brittle layers as they cool and contract after being applied to existing layers of the artifact (see Figure 8). A separate but related problem is the cracking of brittle layers after they are embedded between ductile layers within the artifact, typically due to a combination of residual and applied tensile stress. It is important to predict, for a particular brittle material, the maximum allowable thickness of a newly applied layer so that stress cracking will not occur. Similarly, for embedded layers, it is desired to determine the relative thickness of an embedded layer so that no cracking will occur.

![Stress Cracks](image)

**Figure 8.** Stress cracking in a newly applied brittle layer.

**Summary**

Layered manufacturing offers new opportunities for product design. This is true from a geometry and from a materials perspective. Objects of arbitrary geometric complexity can be built from a larger variety of material combinations than with conventional manufacturing methods. However, frequently the quality of the built articles (bond strength between layers and material density) and the rate at which they are created does not meet industrial demands. A better insight into the physics of the underlying bonding processes between layers and the resulting residual stress accumulation due to temperature gradients is expected to lead to improved performance of objects my through layered manufacturing.
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Abstract

Recently, a new class of StereoLithography (SL) resins was developed that provide significantly improved overall part accuracy and dimensional stability relative to earlier SL resins. The new resin formulation, XB 5170, is based on epoxy chemistry and has many substantial advantages over conventional acrylate SL resins. In addition to excellent mechanical properties, the epoxy resin has very low shrinkage, resulting in extremely low curl and distortion. A standard UserPart built in XB 5170 achieved the highest level of dimensional accuracy to date from a statistically significant number of measurements taken in the x, y, and z directions. SL parts built in XB 5170 also exhibit superb dimensional stability in the laser-cured state as demonstrated by a new creep test. Dimensional stability in the laser-cured state is critical, especially for parts built in the new QuickCast™ build style. In addition to the epoxy resin, QuickCast is the key to successfully utilizing SL parts for direct shell investment casting applications.

Background

The StereoLithography (SL) process involves building 3-dimensional objects by sequentially generating thin layers of selectively cured liquid resin on top of each other. The current StereoLithography Apparatus (SLA) uses a focused UV laser beam directed by a computer-controlled X-Y scanning mirror system that has an extremely high pointing accuracy. High laser pointing accuracy is undoubtedly a prerequisite to generating an accurate part. However, high pointing accuracy alone does not automatically translate into building accurate parts. Many variables such as resin type, laser spot size and symmetry, and the process used to build a part also affect part accuracy. Therefore, the accuracy of final SLA parts, in addition to inherent machine accuracy, is very important to SL users.

The process parameters required to build accurate SL parts are quite complex in nature. However, insights obtained from fundamental research at 3D Systems in 1990 led to a substantial improvement in SL part accuracy. WEAVE™ and STAR-WEAVE™ laser drawing styles developed in 1990 and 1991, respectively, increased the accuracy of acrylate resin by more than 40% based on a statistically significant number of measurements taken on a standard accuracy part called the UserPart.

The SL UserPart was designed, not by 3D Systems, but by the SLA user group in 1990 to determine the overall dimensional accuracy of SL parts. From a significant number of UserPart measurements accumulated since then, SL has achieved a relatively high level of accuracy even in
the conventional acrylate resins. However, it appeared as if the accuracy of SL parts made in acrylate resins and the process optimization techniques were approaching a plateau.

Substantial improvements in part accuracy and resin properties were necessary to apply SL to new markets beyond conventional form, fit, and function prototypes. For instance, a higher level of accuracy is necessary to expand the applications of SLA into the manufacturing arena.

Dimensional stability is also essential for a rapid prototyping part for almost any application. Without sufficient dimensional stability even a part initially built accurately becomes inaccurate over time. A rapid prototyping part would have limited use without high accuracy sustained for a period of time characteristic of the application. For form, fit, and function applications, dimensionally unstable parts may not fit properly. Holes and other intricate features may become misaligned with time.

A high level of dimensional stability becomes especially crucial in an application such as direct shell investment casting. This process requires an efficient conversion of prototype parts from plastic to metal with maximum preservation of accuracy. In shell investment casting, a rapid prototyping part is normally subjected to periods of days up to even weeks before it is shelled. Only rapid prototyping sites with an in-house foundry are capable of initial face-coat shelling within hours after the parts are built. Otherwise, a nontrivial amount of time, typically on the order of days, is required for shipping the part to an appropriate foundry and for the foundry to actually shell the part. Any dimensional instability within this period leads to an inaccurate shell investment casting pattern, rendering the resulting metal cast prototype unacceptable. Clearly, a new type of resin with high accuracy and excellent dimensional stability was needed.

New Epoxy Resin XB 5170

Ciba-Geigy (Switzerland) and the Research and Development Department at 3D Systems have been involved in a program of joint SL photopolymer research and development since 1988. Ciba-Geigy, one of the leading chemical companies in the area of epoxy chemistry, had been looking at SL epoxy resins for sometime.

In July, 1993, Ciba-Geigy released a new resin for the SLA-250 based on epoxy chemistry. The characteristics of this epoxy formulation, XB 5170, are given in table 1. The properties of two conventional SL acrylate resins are also listed for comparison. StereoLithographic properties of the epoxy resin, XB 5170, compare well with those of acrylate resins except that the photospeed is a little slower. The epoxy resin has an excellent set of physical properties that exceed those of acrylate resins in almost every single category. Namely, XB 5170 has:

1) very low viscosity
2) high laser-cured (green) modulus
3) high postcured modulus
4) good elongation at break
5) good impact strength

However, the high achievements in accuracy and dimensional stability are what makes this new epoxy resin so special. According to the diagnostic accuracy measurements performed, XB 5170 shows:
6) substantially reduced thin flat slab distortion
7) almost twice the overall UserPart accuracy compared to XB 5081-1 acrylate resin
(Note: XB 5081-1 was formerly the most accurate SL resin until XB 5170 was introduced.)
8) negligible Cantilever curl during the SL building process.
9) superb dimensional stability as measured by the CreepBar diagnostic test.

In addition, the epoxy resin, when built in the new QuickCast ™ build style, is especially suited for direct shell investment casting applications.4 Many metal parts with high accuracy and smooth surfaces have been cast successfully in the epoxy resin, XB 5170.5

Even though the physical properties of XB 5170 are important and definitely deserve discussion of their own, this report will focus on the first three diagnostic tests given in Table 1, that determine the accuracy and dimensional stability of the epoxy resin.

### StereoLithography Resin Characteristics

<table>
<thead>
<tr>
<th>Resin Type</th>
<th>Acrylate</th>
<th>Urethane Acrylate</th>
<th>Epoxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resin Name</td>
<td>XB 5081-1</td>
<td>XB 5149</td>
<td>XB 5170</td>
</tr>
</tbody>
</table>

**Dimensional Properties and Accuracy**

<table>
<thead>
<tr>
<th></th>
<th>Acrylate</th>
<th>Urethane Acrylate</th>
<th>Epoxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>UserPart Accuracy* (R.M.S. Error)</td>
<td>5.3 mils</td>
<td>6.1 mils</td>
<td>2.8 mils</td>
</tr>
<tr>
<td>Cantilever Curl*</td>
<td>10 %</td>
<td>10 %</td>
<td>1%</td>
</tr>
<tr>
<td>Green Creep Rate*</td>
<td>3.7 mil/log₁₀ t</td>
<td>11.5 mil/log₁₀ t</td>
<td>0.5 mil/log₁₀ t</td>
</tr>
<tr>
<td>Linear Shrinkage</td>
<td>0.7 %</td>
<td>0.6 %</td>
<td>0.06 %</td>
</tr>
<tr>
<td>Flat Slab Distortion</td>
<td>71 mils</td>
<td>70 mils</td>
<td>20 mils</td>
</tr>
</tbody>
</table>

**Physical Properties**

<table>
<thead>
<tr>
<th></th>
<th>Acrylate</th>
<th>Urethane Acrylate</th>
<th>Epoxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscosity @ 30°C</td>
<td>2,400 cps</td>
<td>2,000 cps</td>
<td>180 cps</td>
</tr>
<tr>
<td>Green Flexural Modulus**</td>
<td>620 MPa</td>
<td>310 MPa</td>
<td>1700 MPa</td>
</tr>
<tr>
<td>Cured Tensile Modulus***</td>
<td>3,000 MPa</td>
<td>1,150 MPa</td>
<td>2,700 MPa</td>
</tr>
<tr>
<td>Elongation@Break***</td>
<td>2.5 %</td>
<td>10 %</td>
<td>9 %</td>
</tr>
<tr>
<td>Impact Strength***</td>
<td>3 kJ/m²</td>
<td>23 kJ/m²</td>
<td>30 kJ/m²</td>
</tr>
</tbody>
</table>

**StereoLithographic Properties**

<table>
<thead>
<tr>
<th></th>
<th>Acrylate</th>
<th>Urethane Acrylate</th>
<th>Epoxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical Exposure, Ec</td>
<td>7 mJ/cm²</td>
<td>6 mJ/cm²</td>
<td>9 mJ/cm²</td>
</tr>
<tr>
<td>Penetration Depth, Dp</td>
<td>7 mils</td>
<td>5.5 mils</td>
<td>4.5 mils</td>
</tr>
</tbody>
</table>

* Discussed in Text.
** 2.5 mm Thick strip built on SLA.
*** Specimens cast between glass & UV cured.

Table 1.
UserPart, Cantilever, and CreepBar Accuracy Diagnostic Parts

Diagnostic tests are essential tools used to compare the achievable level of performance for new resin systems or new process techniques. Diagnostic tests allow one to compare new resin or process systems with earlier ones in a quantitative manner. The dimensional properties of the epoxy SL resin, XB 5170, were determined by the following diagnostic tests.

Three diagnostic test parts, UserPart, Cantilever, and CreepBar, shown in figure 1, are representative diagnostic test parts used to determine dimensional properties. The UserPart and the Cantilever parts, discussed in detail elsewhere\textsuperscript{6,7} are a measure of overall dimensional accuracy, and curl distortion during the building process, respectively. The CreepBar test was recently developed specifically to determine the dimensional stability of an SL part over a given period of time.

\begin{figure}[h!]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Three accuracy diagnostic parts used to test StereoLithography resins.}
\end{figure}

\textbf{UserPart Accuracy}

The UserPart is intended as a metric of overall SL part accuracy. It is 9.5 inches long by 9.5 inches wide and about 2 inches high. Many small and large features are included. The accuracy data is obtained by measuring a statistically significant number of dimensions of the features that have varying thicknesses and lengths. From a single UserPart, 78 measurements are taken in the x and y directions and 14 measurements are taken in z. The total number of dimensional measurements per part is 170. These dimensions include thin, medium, and thick walls, short and long dimensions, as well as holes of various sizes. All measurements are taken using a Coordinate Measuring Machine (CMM) that has a repeatability of \( \pm 5 \) microns, or \( \pm 0.2 \)
mils. The accuracy data obtained from the UserPart includes the normal shrinkage of the resin that takes place in the vat during the SL building process. It also takes into account the dimensional changes that occur during the postcuring process. In other words, the UserPart is subjected to all of those processes incurred when building real SL parts.

To analyze overall part accuracy, the measured UserPart dimensions are compared to the nominal CAD dimensions and dimensional error values are calculated. A histogram called an Error Distribution Function is then constructed from compiling individual error values. The Error Distribution Function for the conventional acrylate SL resin, XB 5081-1, is given in figure 2. The curve is a result of 2550 total data points obtained from 15 UserParts all measured by CMM. The peak occurs at error=0 and the distribution curve is quite symmetrical. The fact that the general shape resembles a Gaussian distribution suggests that the errors on the plot are random events and are not due to systematic errors.

The overall dimensional accuracy of the SL UserPart built in XB 5081-1 can be extracted from the error distribution curve. However, it is usually more convenient to convert the curve into a Cumulative Error Distribution, as shown in figure 3. This is done by simply flipping all the data points in the negative error region to the positive error region and taking a running sum at each specified error window. Using the Cumulative Error Distribution the probability that any dimension will lie within a certain range of error can be immediately interpolated. For example, a commonly quoted characteristic error value is the root-mean-square (R.M.S.) error or equivalently, the standard deviation. The R.M.S. error corresponds to a 68% probability of occurrence.

For XB 5081-1 resin, the R.M.S. dimensional error is ±135 microns or ±5.3 mils. This means that 68% of the dimensional measurements taken on the UserPart made in XB 5081-1 are expected to lie within ±5.3 mils. XB 5081-1 was formerly the most accurate SL resin, until the epoxy resin was recently introduced.

Now, what about the new epoxy resin XB 5170? The Error Distribution Function for a UserPart built in XB 5170 is given in figure 4. Because this resin is just being released, the curve was generated from a single UserPart. Nevertheless, the error distribution curve generated from 170 dimensional measurements already looks quite Gaussian. The peak of the curve is also centered at about error=0. The Cumulative Error Distribution for XB 5170 is plotted in figure 5.

It is clear that the error for the epoxy resin is a lot less than XB 5081-1. The maximum error at 100% probability, is about 500 microns or 20 mils for XB 5081-1, compared to less than 355 microns or 14 mils for the new epoxy resin, XB 5170. The R.M.S. error for XB 5170 is only 71 microns or 2.8 mils. XB 5170 resin provides almost twice the overall accuracy. It should be appreciated that the degree of improvement in the R.M.S. error from 5.3 mils to 2.8 mils, based upon a statistical number of data points, is truly significant.

A history of progress in SL UserPart accuracy is shown in figure 6. In 1989 the R.M.S. error for a UserPart built in the original 50-mil Tri-Hatch build style was about ±9 mils. With the introduction of WEAVE™ and STAR-WEAVE™ build styles in 1990 and 1991, and subsequent optimization in 1992, the R.M.S. error was reduced by a factor of two to ±4.5 mils using the same resin. This was comparable to the accuracy achieved by a UserPart machined from an engineering plastic (Perspex) by a CNC milling machine. This level of accuracy is marked by the horizontal line in figure 6. With the introduction of the epoxy resin, XB 5170, the UserPart R.M.S. error was dramatically reduced to ±2.8 mils. This improvement brings the accuracy of SL generated UserParts into the same ballpark as an Aluminum UserPart machined by CNC milling, a significant advance in the accuracy of SL parts.
Figure 2. Error Distribution Function for fifteen UserParts made in XB 5081-1 resin.

Figure 3. Cumulative Error Distribution for fifteen UserParts made in XB 5081-1 resin.
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Figure 4. Error Distribution Function for one UserPart built in XB 5170, epoxy resin.

StereoLithography USERPART
CUMULATIVE ERROR DISTRIBUTION

XB 5170

RMS = 2.80 mile
N = 170

Figure 5. Cumulative Error Distribution for one UserPart made in XB 5170, epoxy resin.
I. Improved StereoLithography Part Accuracy 1989 to 1993

Figure 6. StereoLithography's progress in UserPart Accuracy from 1989 to 1993.

Unsupported Cantilever Curl

The Cantilever diagnostic test, shown in Figure 7, tells us how much the protruding Cantilever areas of a part curl if they are not properly supported. Therefore, cantilever curl is one type of distortion that happens in the vat during the building process. This was a useful measure in the past when feasibility studies were performed to see whether or not parts could be built with minimal supports. Today, cantilever sections of real SL parts are usually supported such that negligible cantilever sections occur. Therefore, while the Cantilever diagnostic part is still very useful in comparing different resin systems, it has some limitations in comparing real parts built with proper supports.

Nonetheless, Cantilever curl is indeed a measure of the inherent tendency for the resin to undergo warpage during the building process. The curl values (rise at 6-mm run) for the conventional acrylate resins manufactured by Ciba-Geigy are typically between 8-13%. As a specific example, for XB 5081-1 it is 10%.

However, the Cantilever curl for the epoxy resin, XB 5170, is extremely small. The curl value for XB 5170 is only 1%. This result indicates that the epoxy resin has a very small, almost negligible tendency to undergo curl distortion during the building process.
So what types of accuracy problems do the supported parts typically have? Experience with the conventional acrylate resins has shown that when SL parts are left in the laser-cured or so-called "green" state for a long time without postcuring, their dimensional errors increase. The longer they stay in the laser-cured state, the more inaccurate the parts become. This indicated that SL parts built in acrylate resins are not completely dimensional stable in the laser-cured state.

For visualization purposes, the degree of dimensional change with time for SL parts is relatively small and causes no problems. However, dimensional instability and its time dependence must be identified and understood in order to build highly accurate and more dimensionally stable parts that meet the requirements for direct shell investment casting applications. Furthermore, resins and specific build processes must be found that can indeed generate parts with high dimensional stability.

While layer-addition fabrication offers many advantages such as the ability to build complex geometries; curl distortion has traditionally been one of the major disadvantages. When additional layers are cured or solidified on top of each other, physical or chemical transformation takes place in the material. For SL, it is a photochemical crosslinking reaction, and for rapid prototyping methods that use solidification of a molten material, it is changes in the density of the materials due to temperature gradients. Both of these changes involve some degree of volumetric shrinkage and lead to the build up of internal stress in the part. This built-in internal stress ultimately manifests itself in a type of warpage known as creep distortion.

Creep distortion may take place quickly or slowly with time. The exact creep behavior depends on many parameters including the part geometry, type of resin and its laser-cured glass transition temperature, ambient temperature, and build parameters. Creep distortion becomes worse for parts having flat geometries and high aspect ratios when the long axis coincides with the building surface. In this report, time dependent creep distortion measurements are presented for a number of SL resins.
The CreepBar is a new diagnostic test that was designed to measure the dimensional stability of an SL part. In the CreepBar diagnostic test, a thin rectangular part, shown in figure 8, having a high aspect ratio, is built fully supported on an SLA. The supports prevent any distortion from occurring in the vat. The CreepBar is then taken off the platform, cleaned, and is allowed to undergo deformation with time. The CreepBar is laid such that the direction of creep distortion is horizontal, to minimize the effect of gravity. An optical creep measurement (OCM) device, shown in figure 9, is used to track the rate of creep distortion with time. The data is recorded on a computer. The resulting creep distortion is a quantitative measure of the dimensional stability of the test part, for a particular resin built in a particular way.

Laser-cured and postcured CreepBar behaviors are expected to be very different. They should be clearly distinguished from each other. For most resin systems, the great majority of the creep distortion occurs in the laser-cured state. Therefore, only laser-cured CreepBar data was considered at this time. The CreepBar, thus, is NOT postcured for the data presented here.

Laser-cured creep distortion arises from built-in stresses generated during the building process on the SLA. Postcured creep distortion is more complex because it involves stresses that are introduced into the part during UV or thermal postcuring in addition to the original laser-induced stresses. Both classes of creep distortion depend strongly on the geometry of the part, on the resin, and the SL build parameters used, as well as temperature. The experimental results for creep distortion should be compared only for the creep tests performed under a controlled environment.

It should be noted that the creep test presented here is distinctively different from the ASTM creep test that involves an externally applied standard weight as a source of stress. In the SL creep test, the internal build stresses serve as the distortion mechanism, and may not be constant throughout the creep phenomena.

![CreepBar and Creep Phenomenon](image)

Figure 8. CreepBar diagnostic part dimensions and a schematic of the test sequence and the creep phenomenon.
Creep Experiment

Creep Distortion is a deformation of an SL part that takes place with time. It is the degree of deformation that happens after the SL part is taken off the platform and the supports are removed. The deformation does not begin until this instant because the supports and the platform restrict the SL part from deforming. The built-in stresses begin to affect the dimensional stability of the SL part only after these restrictions are relieved.

In the creep test a high aspect ratio (8 X 1/4 X 1/4 inch) rectangular bar called the CreepBar, is built on an SLA. It is supported completely during the building process in the SLA to prevent it from distorting in the vat. It is then removed from the SLA platform. The degree of out-of-plane curl distortion of the laser-cured bar, marked by the small downward arrow shown at the bottom of figure 8, is measured over a period of 24 hours.

A CreepBar of length = 200mm, width = 6.35mm, and height = 6.35mm is built on an SLA, as shown in figure 8, with supports such that the part does not undergo distortion during the building process. When the CreepBar is complete, it is rinsed in TPM (no solvent cleaning is required for the QuickCast build style) and then is taken off the platform with the supports removed as soon as possible. The time that the CreepBar is taken off the platform is taken as time t = 0.

As shown in figure 8, the CreepBar begins to undergo creep distortion with time. Because of the way the layers are cured in the SL process, the direction of the stresses force the CreepBar to distort concave upward. This may be thought of as a "latent curl" effect that manifests itself only after the supports are removed.

As soon as the part is cleaned and removed from the supports, it is placed on a custom-built optical device called the OCM (Optical Creep Measurement). An optical approach was
elected because mechanical means of measurement for small displacement distances are both tedious and unreliable. Even a small mechanical force applied to the CreepBar could distort it. A schematic drawing of the OCM device is given in figure 9. The OCM consists of flat supporting plates that are co-linear, a photo detector, a small section of Aluminum foil attached to the CreepBar, and an IR photodiode light source shining down on the photodetector. (The light source is not shown in the schematic drawing.) The IR photodiode does not initiate further photopolymerization.

The principle of OCM operation depends on the variation in total optical power received by the photodetector as the result of displacement by the CreepBar. The voltage reading from the photodetector depends on the total amount of incident light. At time=0, when the CreepBar has not undergone any distortion, the voltage reading is low because most of the IR light is blocked by the CreepBar and the Aluminum foil.

After some elapsed time, the CreepBar distorts and the aluminum foil moves away from the photodetector. A larger area of the photodetector is now exposed to the light source and the voltage reading increases accordingly. From a carefully constructed calibration curve, shown in figure 10, the voltage reading can be directly converted into creep distortion. The creep distortion data is then collected as a function of elapsed time on the computer.

![Calibration Curve](image)

**Figure 10.** Calibration curve for the Optical Creep Measurement Device relating voltage output to creep distortion.
Figure 11. Creep distortion of laser-cured SL resins as a function of time at 21°C.

Figure 12. Creep distortion data plotted as a function of the logarithm of time at 21°C. The plot shows every fifth data point and best-fit straight lines.
Creep Data

Green Creep Data for acrylate resins, XB 5143, XB 5149, XB 5081-1, and the new epoxy resin XB 5170 were collected on the OCM. All creep measurements were taken at room temperature ranging from 20 to 22°C, typically at 21°C. The results are presented on figure 11. All creep data show a rapid increase in creep distortion at short times. The creep data appear to reach a plateau at long times. For most of the resins presented here, more than 60% of the 24-hour creep distortion is virtually complete within an initial period of 2 hours.

With respect to absolute magnitude, CreepBars made in XB 5143 have the largest creep distortion. They distort to about 50 mils/8-inch length in 24 hours. This suggests that laser-cured parts should be postcured as soon as possible in order to preserve accuracy. This precaution is usually taken by most SL users. XB 5143 is then followed by XB 5149, XB 5081-1 and XB 5170. XB 5081-1 shows a dimensional instability of about 15 mils/8 inches over 24 hours.

However, the new epoxy resin, XB 5170, has the least creep distortion at every point in time. This creep data shows that the epoxy resin is, by far, the most dimensionally stable resin in the laser-cured state. At every point in time, the creep distortion for XB 5170 is less than 5 mils/8-inch length over a period of 24 hours.

Because the rate of creep distortion was found to be rapidly decelerating with time, the creep data was plotted as a function of the logarithm of time in figure 12. Interestingly, all of the creep data was found to be very nearly a log-linear function of time in the 24-hour period. Note the linearity of the data in figure 12. From this observation, a single useful parameter called "creep rate" could be defined for purposes of comparing the creep properties of various SL resins.

Creep rate, defined by the symbol CR, is basically the slope of the creep data when it is plotted as a function of the logarithm of time. Thus, CR is the creep distortion that takes place for every multiple of 10 in time.

For example, consider an SL resin CreepBar that was built in a particular build style and was found to have CR = 15 mils. As the elapsed time increases from 1 hour to 10 hours (one multiple of 10), the creep distortion would increase by 15 mils. As the elapsed time then increases from 10 hours to 100 hours (another multiple of 10), the creep distortion would increase by an additional 15 mils. The total distortion, as time elapses from 1 to 100 hours (two multiples of 10 in time), is twice the CR, or 30 mils. Thus, a single parameter, CR, or creep rate, characterizes the dimensional stability of SL parts.

A summary of CR values for SL resins is presented in table 2.

<table>
<thead>
<tr>
<th>SL Resin</th>
<th>CR (mils / log_{10} time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XB 5170</td>
<td>0.5 mils</td>
</tr>
<tr>
<td>XB 5081-1</td>
<td>3.7 mils</td>
</tr>
<tr>
<td>XB 5149</td>
<td>11.5 mils</td>
</tr>
<tr>
<td>XB 5143</td>
<td>14.4 mils</td>
</tr>
</tbody>
</table>

Table 2.
It is important to remember, though, that SL parts do not continue to creep indefinitely even in the laser-cured state. Internal stress is relieved as the parts undergo creep. When it becomes negligibly small, an equilibrium is reached. Once a distorted equilibrium position is attained the part no longer creeps. The rate at which equilibrium is reached depends on the resin and involves photochemical, process, and viscoelastic parameters, as well as temperature. Also, when SL parts are postcured, their creep rates decrease tremendously.

Nevertheless, it is clear, from the CreepBar data shown above, that the new epoxy resin, XB 5170, shows extremely low creep. Consequently, SL parts made from XB 5170 exhibit superior dimensional stability in the laser-cured state.

Conclusion

A StereoLithography epoxy resin, XB 5170, intended for use in the SLA-250 system was recently released by Ciba-Geigy. This resin has excellent physical properties and outstanding dimensional properties. Namely, it is highly accurate and dimensionally stable.

The dimensional properties of this epoxy resin were presented in comparison to the conventional SL acrylate resins. Accuracy and dimensional stability values were obtained from three diagnostic tests called the UserPart, Cantilever, and CreepBar.

The UserPart showed that dimensional accuracy for XB 5170 was almost twice as good as the next best acrylate resin. This SL UserPart was found to have the dimensional accuracy comparable to a UserPart built in aluminum by a CNC milling machine.

The Cantilever curl diagnostic test showed that XB 5170 has a negligible tendency to curl during the SLA building process. For conventional acrylate resin, the best curl value was about 7% curl. XB 5170 curled only 1%, which is an improvement of a factor of seven, and indicates that negligible internal stress is introduced into parts when they are made in this epoxy resin.

A new diagnostic test was introduced to demonstrate dimensional stability of SL parts. The test, called CreepBar distortion test, involved the measurement of the out-of-plane creep distortion of an 8-inch long bar built on an SLA. This test also showed that XB 5170 undergoes minimal creep distortion in the laser-cured state. According to the CreepBar test, XB 5170 is at least 7 times more dimensionally stable than XB 5081-1, which itself had been historically known as a relatively dimensionally stable SL resin.

An improved level of accuracy and dimensional stability was achieved by the new epoxy resin, XB 5170. The diagnostic tests showed superb overall accuracy, low cantilever curl, and very high dimensional stability. These properties, together with outstanding physical properties such as low viscosity and high green strength, make XB 5170 the resin of choice for StereoLithography, especially when high accuracy is required.

An additional advantage is that SL parts built in the new QuickCast™ build style with XB 5170, have been proven to be effective in direct shell investment casting applications. Therefore, SL users can expect XB 5170 parts to have greatly improved accuracy and dimensional stability as well as direct shell investment casting capability.
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VIBRATORY FINISHING OF STEREOLITHOGRAPHY PARTS
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SUMMARY

Rapid Prototype polymer resin models produced by Stereolithography have, by the nature of the process, a relatively poor surface roughness, particularly on concave and convex surfaces. In many cases this is unacceptable, and slow and tedious manual finishing techniques are often used to improve the surface.

An investigation has been conducted into a range of automated finishing techniques with the aim of producing an acceptable surface roughness. This paper presents the results from two techniques, Vibratory Bowl Abrasion and Ultrasonic Abrasion using components made from Ciba-Geigy XB5081-1 and XB 5143 resins.

Initial results from Scanning Electron Microscopy and surface topography analyses suggest that both techniques are capable of improving the model surfaces.

INTRODUCTION

Since its introduction Stereolithography has become established as the leading commercial Rapid Prototyping (RP) system (Jacobs 1992). A 3D CAD model of the desired component is mathematically 'sliced' into layers which are typically 150µm thick. The slice data is then used to control a UV laser which is guided over a vat of liquid photopolymer and is selectively cured as the laser tracks over it. In this way the part is built up layer by layer with the laser curing the required regions of each subsequent photopolymer layer. A post curing operation is then used to fully solidify the part.

Prototype models produced from the process exhibit a relatively poor surface finish, particularly on concave and convex surfaces. For many applications the usual practice is to sandpaper and polish the models by hand which is a tedious and time consuming operation and also presents a potential health hazard from the resin dust. Although prototypes can be rapidly manufactured, parts can end up after finishing with poorly defined features, and the more complex the model the more difficult it becomes to finish.

Where parts are intended for testing, finishing becomes a critical factor. For example, parts tested in say, fluid or gas chambers may not be representative of the final component as the layer steps could disrupt gas flows. Furthermore, in the production of tooling a poor surface on the model will be reproduced on the tool and removal of the model may be difficult if the tool material keys into the surface roughness.

When manufacturing stereolithography parts layers are produced that can form a curved (or angled) surface and it may be either the internal or the external corners that define the required profile. If the external corners define the profile their removal will cause the profile to become undersize. However if the profile is defined by the internal corners then it will be oversize until the steps are removed, see Figure 1. Where material removal takes
place, it is important that the internal corners of the layers are specified as defining the surface, (this is the default setting with 3D Systems machines).

Vertical faces also exhibit a step effect due to the manner in which the laser solidifies the resin. Although the power of the laser spot has a gaussian distribution the resin cures in a parabolic form, thus at the edge of a vertical face it is found that a stack of parabola curves occur, these cause steps on the surface, as seen in Figure 2, (Jacobs, 1992). Even if the model is supplied with a draft angle it is still likely to 'key' into a mating surface as a series of small undercuts will remain.

One of the problems with curved surfaces on SL models is that the size of the steps change as the angle of the curve changes, that is the closer the angle is to the vertical then the smaller the step in the horizontal ('X/Y') plane, as shown in Figure 3. Also, the closer the angle becomes to horizontal, the larger the step in the horizontal 'X/Y' plane. This effect causes problems when using material removal methods as the larger steps, because they require more work to remove them, will still be evident after the smaller ones have been removed, thus effecting the form of the curve.

An experimental programme was therefore constructed with the aim of investigating a range of automated finishing techniques and their potential for smoothing Stereolithography parts without causing any detrimental effect to the 'form' of the part. Although a wide range of options are available to treat the resin surfaces including chemical dissolution and the use of coatings it was decided to concentrate upon the mechanical removal processes and hence test samples were sent to specialist finishing companies.

The first stage of the work detailed three techniques, Abrasive blasting, Barrel tumbling and Centrifugal tumbling (Spencer et al 1993). It was found that abrasive blasting severely eroded models made from two different types of polymer resin, but that centrifugal tumbling was able to smooth the surfaces with improvements in Ra values of up to 81%. However, the process does generate significant damage and the time to process is excessive.

This paper presents the findings from a further two finishing techniques, Vibratory Bowl Abrasion and Ultrasonic Abrasion both of which were applied to the same type of models as in the previous study.

TRIAL COMPONENTS

A standard Stereolithography demonstration component, approximately 50mm diameter, was supplied by Texas Instruments, see Figure 4 and was provided in two different material types :-

<table>
<thead>
<tr>
<th>Material type 1</th>
<th>Material type 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ciba Geigy XB5143 (durable resin)</td>
<td>Ciba Geigy XB5081-1 (general purpose resin)</td>
</tr>
</tbody>
</table>

As indicated below the component provided a range of different design features that any potential finishing technique may have to cope with.

- Vertical and horizontal faces
- External corner (area 1)
- Internal corner (area 2)
- Restricted corners (areas 3 & 4)
- The steps on the peripheral radius (radius)
To assess the ability and limitations of each of the finishing processes, specific areas of the component test piece were identified (areas 1 - 4). Following the surface treatment, each area could be compared with as-cured reference samples of each material.

EXPERIMENTAL PROCEDURE

Experimental Techniques

In order to investigate the effect of each finishing process upon the component, two experimental techniques were adopted. Specific features of the finished models and as-cured reference samples were examined and photographed on a JEOL JSM 6400 WINSEM Scanning Electron Microscope (SEM).

Measurements of the surface roughness (Ra) of all of the samples were made and recorded in the X, Y & Z axis using a Rank Taylor Hobson Taly Surf 4. In all cases the same region of the component photographed on the SEM was measured for surface roughness. The Ra value of the irregularities on a surface is defined as the average value of the departures, both above and below it's centre line, for a prescribed sampling length. In the case of both the X and Y plane measurements the section was accurately mounted on a micro X/Y adjustable table.

The surface topography was traced before indexing the sample across 0.07mm and another reading and trace of the surface taken; this was repeated for 5 passes on each section in the X, Y and Z planes. The average of the values measured in each axis was calculated and recorded as was the average of all the readings.

RESULTS

Reference Samples

As-cured reference samples of materials type 1 (XB5143) and 2 (XB5081-1) were mounted and examined on the SEM (see Figures 5-8). By viewing the component in this way the individual slices can be clearly seen, and the surface finish in the 'Z' (vertical height) plane consists of a series of small steps. The size of these steps will depend on the thickness of each layer which can vary between 64-760μm. This stepping effect is most noticeable on faces that make an angle to the normal (vertical/horizontal) plane (eg 45° slope).

On further examination it can be seen that in addition to the step formations, the component exhibits a texture on the horizontal surfaces. The surface consists of lines of solidified resin, each ≈ 200μm in width, running parallel to one another in the ‘X’ plane, 100μm apart with an identical layer, in the ‘Y’ plane beneath it. The micrograph indicates that approximately 50-75μm of the surface material would need to be removed for the horizontal surface to become smoother, Figures 5 & 6.

Comparison of the photographs for each of the materials, Figures 5 - 8, shows that, although the test piece is the same geometry and dimensions, and the layer thicknesses are the same, the two parts are quite different. In contrast to reference material 1, material 2 has much 'smoother' vertical faces with steps of width 130μm for the former and 50μm for the latter.

Another feature of the component made from material type 1, again on the vertical face, is the two pitch cyclic pattern of 'bumps' which step across a one half pitch each layer, Figure 5. These two pitch cyclic bumps are thought to be a fault of the machine control in
that it would seem that the laser beam used to cure the resin has scanned too far (Galvanometer overshoot).

**Vibratory Bowl Abrasion**

Finishing is achieved for this process by vibrating, at constant speed, a 'U' shaped bowl containing the abrasive media and the model. As the media recirculates around the bowl the surfaces become abraded. This is a less aggressive process than the tumbling processes which caused damage to the models in the earlier study, (Spencer et al 1993).

Samples of each material were sent to Invicta Super Finishers Ltd, Grantham, UK, who processed them using two different media types, 30mm diameter x 10mm angle cut cylinders and 13mm green plastic cones.

**Material type 1 (XB5143)** was processed for 1¼ hours using 30mm diameter x 10mm angle cut cylinders.

On the exposed vertical walls, 'steps' and 'bumps' have been partially removed, and localised abrasion is clearly evident, see Figure 9. At exposed external edges and corners abrasion is also apparent together with a loss of definition; an approximate radius of 0.5mm is seen. Toward confined regions such as the basal internal corners illustrated in Figure 10, wear is reduced probably as a result of the large size of media used.

With φ13mm Green plastic cones as the processing media and for an equivalent exposure time of 1¼ hours, results were not as favourable in smoothing the vertical walls and steps could still be identified. However, the horizontal surfaces did receive a smoothing effect but damage also took place on exposed corners, see Figure 11.

**Material type 2 (XB5081 - 1)** was processed under the same conditions as for XB5143 but, for both forms of media the process was too aggressive creating extensive damage to the corners of the model.

**ULTRASONIC ABRASION**

Experiments were conducted at Branson Ultrasonics, Hayes, Middlesex, UK to investigate the use of ultrasonic abrasion as a means of finishing. Carborundum abrasive grit, particle size 250μm was used to partially fill a small 100mm diameter containing vessel. The resin model was then laid upturned on the surface of the grit and the ultrasonic horn contacted to the model. A frequency of 20kHz was used at an amplitude of 80μm.

**Material type 1 (XB5143)** was processed under these conditions for 2 seconds.

The main beneficial effect of the process has been on the horizontal surfaces where some smoothing has occurred with localised abrasion evident. Some of the original roughness still remains, as indicated in Figures 12 and 13. There appears to be more erosion at the exposed vertical edge, and as with the models processed by the vibratory bowl method holes have been exposed as a result of the 'skin fill' top surface being removed.

Unfortunately, material type 2 was completely destroyed on the application of 7 seconds exposure with no apparent improvement to the areas under investigation.
Surface roughness results

Table 1 shows the mean Ra values of surface roughness measurement of components in the X, Y and Z directions. The mean of the three mean values has then been calculated to allow direct comparison between the processes. From the overall mean values the overall percentage improvement of each of the processes has been calculated, compared against the original value.

From the table the reference material XB5143 appears rougher than the general purpose resin XB5081 - 1. Furthermore, it can be seen that the Vibratory Bowl abrasion process has achieved a good surface finish in a reasonable amount of time with improvements of around 73% for the XB5143 material. However, there has been a degradation of the form as radiusing of corners and edges has taken place in addition to the exposing of underlying holes in the surface.

The application of Ultrasonics for finishing these models has resulted in a mixed improvement to the surface finish. In the best case an improvement of 66% has been achieved with little degradation to the component form, in a very short space of time (2 seconds). However, from the photographic evidence it can be seen that this has been at the expense of the external corners and edges which were destroyed by the process.

DISCUSSION

Examination of the components with the Scanning Electron Microscope has clearly illustrated the difference in resin types for similar designs of part and for similar build patterns. From the investigation it is evident that, of the materials initially employed, Ciba Geigy XB5143 was the most responsive to surface abrasion with Ciba Geigy XB5081-1 being more resistant and too brittle for both processes.

Both of the processes examined have demonstrated improvements to the surface finish for material XB5143 smoothing the surfaces by up to 73%. Vibratory Bowl Abrasion produced a good finish in a reasonable amount of time and even though the selection of media for this technique was not optimum it provides encouraging results for future work as different medias sizes and types will be examined. The short unmanned processing time is very attractive compared with traditional hand finishing.

Ultrasonic Abrasion removed material very quickly but as the abrasive media was unconstrained wear took place mainly on the horizontal surfaces although vertical edges were badly abraded. Further work will address a range of conditions so that all parts of the models can be accessed. The short processing times were fast and the high energy levels applied had a detrimental effect on the material causing local melting in the area of the component at the centre of the ultrasonic horn.

CONCLUSIONS

1) Components manufactured from XB5143 are more responsive to surface finishing techniques than XB5081-1 which appears to be unsuited to most of the abrasive processes due to its brittleness.

2) Both Vibratory Bowl Abrasion and Ultrasonic Abrasion have demonstrated that they are potential techniques for deburring polymer Stereolithography parts with encouraging results at short processing times.
3) Further investigations need to be undertaken into all of the finishing techniques with regard to the abrasive medias used.
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Figure 1  Showing how on removal of steps the component will be the required size when internal corners define the component profile.

Figure 2  Showing how steps are caused on vertical faces due to the 'parabolic' nature of resin cure (Jacobs 1992)
Figure 3  Showing how steps increase in the X/Y plane as arc tends towards horizontal.

Figure 4  Standard test component supplied by Texas Instruments showing areas of particular interest.
Figure 5 (area 1) Exposed, external corner, showing cyclic 'bumps' and 'steps' on vertical face, as well as a texture on horizontal surfaces. Material XB5143.

Figure 6 (area 2) Exposed internal corner. Again note the 'steps' and 'bumps' as well as the definition of corners and edges. Material XB5143.
Figure 7 (area 1) Exposed external corner showing 'steps' in vertical 'Z' axis and texture on X,Y surface for material XB5081-1

Figure 8 (area 2) View showing exposed internal corner. Of particular note is the definition of the internal edges and corner, also the edge definition into the corner. Material XB5081-1.
Figure 9 (area 1) Partial removal of steps and rounding to the corner is evident. Material XB5143, media angle cut cylinders.

Figure 10 (area 2) View of internal corner showing partial removal of steps but little penetration to the basal junction. Material XB5143.
Figure 11 (area 4) Some damage is evident on the corner and little smoothing of the 'steps' is seen. Material XB5143.

Figure 12 (area 1) Horizontal surfaces have been partially smoothed but some abrasion occurs on the edge. Material XB5143, media Carborundum grit.
Figure 13 (area 2) Limited abrasion on the internal surfaces. Material XB5143, media Carborundum grit.
STRUCTURAL CERAMIC COMPONENTS BY 3D PRINTING
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Abstract

The Three Dimensional Printing (3DP) Process has been adapted for processing of fine ceramic powders to prepare structural ceramic components. Our preliminary study was designed to reveal those aspects of the 3DP process which must be modified for use with fine ceramic powders. The basic elements of the modified process are to spread submicron alumina powder and print latex binder. Several methods were used to spread thin layers of submicron powders. Green parts are isostatically pressed followed by thermal decomposition prior to sintering to remove the polymer. The fired alumina components are greater than 99.2% dense and have average flexural strength of 324 MPa. This is lower than the best conventionally prepared alumina, but we believe that the strength results will improve as we learn more about the relationship between strength limiting flaws and the 3DP build process.

Introduction

3D printing creates solid objects from a CAD representation by selective binding of ceramic or metal powders with "ink-jet" printing of binder droplets. Earlier work has demonstrated the effectiveness of 3DP as a rapid prototyping tool for investment casting tooling[1-4]. 3DP is, however, a flexible process in which any type of material in the form of powder can be used to create complex shapes. The effort involved in processing new materials systems using 3DP is minimal as compared to other SFF processes. 3DP is one of the few rapid prototyping technologies that involves the deposition of matter during the build process. Powder/binder combinations that are used for conventional powder processing can often be used in 3DP since ink-jets can be adapted to print a variety of binders. In principle, simultaneous control of the component microstructure and macrostructure can also be achieved by varying the amount and composition of binder printed into different locations within a layer. Thus, composition and porosity can be varied from point to point by specification in the original CAD file.

This paper reports on the first use of 3DP for fabrication of structural ceramic parts. It also represents the first use of submicron powder in the 3DP process. Submicron ceramic powders are necessary since the 3DP process produces a porous parts which must be fired to attain full density. The relative particle packing density or "green density" of the unfired part must be sufficiently high in order to sinter to full density when fired [5]. Green densities of at least 60% are often required for ceramics which sinter by solid-state diffusion.

Fine powders pose several challenges for direct application in the 3DP process. First, the current generation of 3DP machines spread dry powder across a piston in thin layers.
Fine powders do not generally flow well enough to spread into defect-free layers. Their high surface area causes increased cohesive strength of the unpacked powder and a decreased flowability. Simple modifications were made to the conventional spreading method to overcome the difficulties of fine powder. A press-rolling technique was devised for this purpose and using the initial low packing of the fine agglomerates and the load applied to the powder bed by stream rolling the spreader rod, we were able to spread uniform thin layers of fine powder. Uniformity in the microstructure of green samples is necessary to ensure the elimination of defects upon sintering. Isostatic pressing techniques were used to enhance the density before firing. The effects of this post treatment will be discussed.

Laminated building processes have the potential for producing structural parts that are superior to those prepared by other fabrication methods. Powder molding processes involve deformation of powder masses into dies to form complex shapes. The mass typically includes rather large amounts of organic binder to increase plastic flow into the mold, as is done in powder injection molding. The shear history of each volume element of the component is different because of the complex shape of the mold. This results in nonuniform powder packing in the green part and uncontrolled shrinkage and distortion during sintering. Each volume element of a laminated object is, however, prepared in the same way, regardless of shape or dimension. Secondly, binder removal is often accompanied by the formation of defects and adds considerably to the cycle time for component production [6]. Much less binder is required in the 3DP process, since the binder is used only to hold the green part together rather than plasticize the powder mass.

A process to make complex structural ceramic parts without the need for complex tooling will have a great impact on many applications of ceramics. One of the countless possible applications of this technology is the implementation of an accurate testing method for brittle materials. The theta specimen, first proposed by Durelli, Morse and Parks in 1962 is one such example (Figure 1). The special shape of the specimen allows one to test the tensile strength of brittle materials by diametrical compression. The load is transferred to the central bridge due to the outward motion of the ring on the horizontal axis. The test method eliminates the need for complex gripping schemes often required when testing brittle materials. It is a common practice to use 3 or 4 point bending tests for brittle materials for this reason. Theta specimen testing is not often used, however, because of the difficulty in fabricating the complex shape required. The development of 3DP process for fully dense ceramic parts makes the fabrication of theta specimens a trivial matter and a new standard for mechanical testing of brittle materials can be implemented with the help of 3DP technology.

Experimental Procedure

The powder used for this study was Reynolds RC172-DBM alumina, both undoped and MgO doped, with the mean primary particle size of 0.8μm. Through sieving of as-received powder, agglomerates of sizes between 75 and 150 μm were screened to be used in the experiments. The apparent density and the tap density of the selected agglomerates were measured by using the apparatus and the techniques described by J. Lee [7].
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Figure 1. Theta Specimen

Figure 2. Press-rolling Sequence.

- Lower the Platform by Spreading powder, One layer Spacing Plus Excess and Dispense Powder and Vibrating the Rod
- Spread powder, while Counter-rotating and Vibrating the Rod
- Raise the Platform by the Excess Height to Present a Uniform Distribution
- Level the Surface by Press-rolling the Excess while Vibrating the Rod
The binder used for this study was the Acrysol WS-24 (Rohm and Haas Company, Philadelphia, PA) which is an acrylic copolymer dispersion resin. Three different concentrations of the binder were used for printing, namely 3, 6, 12 wt%.

The 3D printing machine and the process by which the complex shapes are built is described in earlier publications [1-4]. Spreading of the sieved agglomerates was done by using a press-rolling method which is a modification of our conventional spreading technique. Figure 2 shows the schematic of the process. In the first step, the piston is lowered and a layer of loosely, but fairly uniformly packed agglomerates is produced by traversal of a counter-rotating spreader rod over the piston. On the second pass, the piston is raised to expose part of the loosely packed layer. The spreader rod is then forward rotated across the piston to pack the powder rather than shearing away the excess powder. This procedure results in a well packed uniform layer that is ready for printing.

A continuous jet of Acrysol droplets was made by passing the liquid through a 45μm diameter ceramic nozzle vibrated at 60kHz by piezoelectric transducers. The binder flow rate was 1.25cc/min. The printhead was rastered across the piston with a velocity of 1.65m/sec with 178μm spacing between the lines. The layer thickness was 127μm.

The piston containing the powder bed after the entire build operation was removed and heated at 125°C for one hour to remove water from the bed and cure the binder. The printed parts were then separated from the unprinted region by gently brushing away the matrix powder with soft brushes. The retrieved parts were then isostatically pressed either at room temperature or in heated hydraulic fluid. These processes are called cold isostatic pressing (CIP) and warm isostatic pressing (WIP), respectively. The samples were put in a latex bag, evacuated, and sealed before being placed in the chamber of the isostatic press.

Successfully isopressed samples were then placed in a furnace for binder removal at 450°C and then further fired for densification at 1650°C for 4 hours. The bulk densities of the green, isopressed, and fired samples were measured by using an automated mercury porosimeter (Micromeritics, Norcross, GA). Shrinkages of rectangular samples were measured with micrometers.

Four point bending tests were conducted to find the flexural strength of the fabricated material. Precision grinding of the surface of bending specimens was performed prior to testing in order to measure the intrinsic strength of the material and eliminate effects due to surface defects. Grinding was performed by Bomas Machine Specialties Inc. (Sommerville, MA). The size and the shape of the specimens, and the testing procedures were in strict compliance with the ASTM standard C1161-90.

Results and Discussion

The fine alumina powder used for this study has considerably lower apparent and tap density than other common powders used for 3DP, as shown in Figure 3. Spreading these agglomerates with the conventional spreading sequence resulted in layers that are inhomogeneous and had low particle packing density. Since the uniformity of packing is
crucial for shrinkage control and in preventing the formation of defects in the final component, modifications have been made to the spreading sequence. The press-rolling technique, as described in the previous section has proven to be very effective in creating not only a homogeneous but also well packed layers of dry fine powder. The packing density of the resulting powder bed was 40% which is even higher than the tap density of the material. This phenomena is not observed with any other powders examined in this study. The cohesive strength of the resulting powder bed was quite remarkable and ballistic ejection of particles upon impact of binder droplets was completely eliminated. Ballistic ejection is a common observation for highly flowable powders used in 3DP and must be overcome by increasing the cohesive strength of the powder bed by adding moisture prior to printing [8,9]. The top surface finish was excellent due to the absence of both the ballistic ejection and particle rearrangement caused by capillary force.

The strength of the green parts varied with the concentration of the Acrysol. Samples printed with 3wt% Acrysol were strong enough to hold their shape, but not enough to be handled casually. Samples with 6wt% binder, however, had adequate strength for both loose powder removal and subsequent handling. Excess polymer from the samples with 12wt% Acrysol was found to segregate at the surface of each layer and is detrimental to the lamination of the layers (Figure 4). The excess binder exhibited other adverse effects on the properties of the samples, as will be discussed later.

The green density of the as-printed samples was found to range from 33 to 36% of alumina’s theoretical density which is too low to fire to full density by sintering. As described earlier, we have incorporated an isostatic pressing of these 3DP green bodies to effectively increase the green density without sacrificing our ability to make complex shapes. CIP and WIP at 80°C of the parts were effective in increasing the green density of the samples, as shown in Figure 5. Isostatic pressing dramatically increases the final density of the material. The final density also depends on the binder content as can be shown by comparing the samples with 12wt% and 6wt% binder in the green state. Excess binder between the laminates contributes porosity that can not be removed by sintering. A polished cross section of the higher binder content sample in Figure 6 shows huge cracks between fully dense laminates obviously caused by the presence of excess binder.
Figure 4. Polished cross section of as-printed part with 12wt% Acrysol.

Figure 5. Bulk densities of parts at each stages.
Figure 6. Polished cross section of CIP and fired sample with 12wt% Acrysol (Undoped)

Figure 7. Polished cross section of WIP and fired sample with 6wt% Acrysol (Undoped)

Figure 8. Polished cross section of WIP and fired sample with 6wt% Acrysol (MgO doped)
Density measurements on the samples with same binder content but different isopressing technique also show interesting behavior. Warm isostatic pressing is carried out above the glass transition temperature (46°C) of the Acrysol binder. Thus, the polymer viscosity decreases and results in redistribution of the binder while the pressure induced densification is in progress. The final densities of the subsequently fired parts have shown average value of 98% of the theoretical density of alumina. Figure 7 shows the cross section of a sample produced by WIP and sintering at 1650°C. No defects associated with lamination are apparent in the micrograph.

The results with the MgO doped alumina powder have shown the effectiveness of its role as the grain growth inhibitor and resulted in parts with 99.2% density. Figure 8 shows the MgO doped sample fabricated by the identical conditions as the above mentioned undoped samples.

Sintering shrinkages in different directions were also found to be strongly dependent on process parameters. As shown in Figure 9, the excess polymer present in between the laminates in the case with the 12wt% Acrysol caused more shrinkage in the direction normal to the build plane and thus caused very anisotropic shrinkage. Reduction in the anisotropy was achieved by the elimination of the excess binder content as shown in the case for 6wt% Acrysol. Further improvements and near isotropic shrinkage was obtained by implementing the WIP technique in conjunction with the reduction in binder content.

![Graph showing linear shrinkage in different directions](image)

**Figure 9.** Total linear shrinkage in different directions. (Numbers inside the parentheses indicate the standard deviation of the shrinkage data)

Optimization of the amount of binder and the isopressing technique have allowed us to obtain a near fully dense pure alumina parts with 3DP. Although our current practice of wet-bag isostatic pressing does limit the topologies which can be pressed, alternative procedures are being investigated for isopressing of more complex parts. They include the dipping of the 3DP parts in a latex solution for forming a protective coating, and an *in situ* bagging technique of the samples by printing excess binder only at the edges of the part.
Figure 10. Thermally etched cross section of undoped sample. (6wt% binder, WIPed)

Figure 11. Thermally etched cross section, MgO doped sample. (6wt% binder, WIPed)
The WIP procedure has also demonstrated effectiveness in improving the green density of other powder systems. In a preliminary experiments, WIPing parts made from printing Acrysol on a powder bed of spray dried alumina have resulted in a fully dense fired part. Further investigation with this system is also being conducted.

The mean flexural strengths of the 3D printed bars upon four point bending was 231.6MPa and 324MPa for undoped and MgO doped samples, respectively. MgO normally is added as an alumina grain growth inhibitor. Absence of MgO caused obvious signs of discontinuous grain growth which accounts for the 1.5% residual porosity and the relatively low strength in the case of undoped samples. (Figure 10) Samples with MgO-doped alumina powders do not exhibit discontinuous grain growth, as shown in Figure 11. Although conventionally prepared alumina has a slightly higher flexural strength of 350 to 450MPa, [10] we view our results as very promising since the microstructure of our samples exhibit signs of slight under-sintering. Optimization of the sintering schedule is under investigation and promises to yield improved properties.

Conclusions

Fine powders coupled with appropriate modifications in the powder spreading mechanism allowed us to fabricate the first near fully dense ceramic parts by 3D printing. The parts also benefited from the absence of particle movement during the printing cycle, thus drastically improving the surface finish of their top surfaces. The amount of binder printed into each layer has been found to play an important role in formation of defects between laminates and shrinkage anisotropy. The WIP method was also effective for enhancing the final density of the parts, as well as, in eliminating the interlaminar defects. Flexural strengths of the bend bars have shown 324MPa and higher upon four point bending tests. MgO-doped alumina powder brought improvements in the strength of the material by inhibiting the abnormal grain growth during firing which increased the final density of the component and decreased the grain size. Sintering schedules are being studied to further improve properties. Successful completion of these investigations will enable us to manufacture complex ceramic parts for structural applications directly by 3D printing.
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Direct Laser Sintering of Metals
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Abstract

The use of a directed laser beam source to selectively sinter multiple layers of binderless metal powder for the purposes of rapid prototyping is described. The work in this paper is restricted to -325 mesh iron powder, which was sintered using a CW 50 W Nd:YAG laser to approximately 35% density. A subsequent post-treatment was performed to achieve a fully dense sample. It is envisioned that such a system can be used to manufacture functional metallic prototypes directly from CAD without part-specific tooling.

1 Background

1.1 Rapid Prototyping

The use of rapid prototyping in a concurrent engineering environment results in reduced product development cycle time—a natural consequence of the quick availability of working testable hardware. A functional prototype allows the identification of design deficiencies or areas for design improvement; it allows experimental stress analysis, vibrations testing, and other design performance tests with a very low lead-time. In some cases, experimental analysis of prototypes has proven to be less expensive than computer-based analysis techniques such as finite element analysis [1]. A common characteristic of rapid prototyping methods is that no part-specific tooling, such as a mold or die, is required to make the part. Several reviews of rapid prototyping are available in the literature [2][3][4].

Use of rapid prototyping technology is expected to grow as more materials can be processed using the techniques. Many systems are commercially available; the most popular technique to date is stereolithography, which generates a part from a bath of laser-cured photopolymer resin. Selective laser sintering, the topic of this paper, is gaining popularity; it generates a part from multiple layers of powder. Commercial systems for SLS are currently limited to ABS plastic, wax, nylon and polycarbonate materials.
To date, no commercial freeform fabrication system is available for metallic materials. The preliminary results of an effort to address this issue are described in this paper.

1.2 Selective Laser Sintering (SLS)
SLS generates a part by selectively bonding multiple layers of powder to build a three-dimensional part in a layer-by-layer manner. The process has been commercially applied to ABS plastic, nylon, polycarbonate, and wax[5][6][7]. The process is very appealing for applications involving metals and ceramics. It is anticipated that SLS of metals will be less expensive and less time-consuming than conventional production methods for metals, such as sand casting or investment casting, when the number of parts required is reasonably small. Therefore, the system will be used by designers and engineers during the prototyping stages of product development. A complete SLS apparatus will allow designers to quickly generate three-dimensional functional prototypes of various parts. The process is also attractive to builders of custom tooling, dies and molds since these industries represent one-of-a-kind applications.

Though there are no commercial systems for applying this technique to metals, research is under way at the University of Texas at Austin. One of their techniques is to coat the metal particles with a binder; the binder is selectively cured with a laser, and the part is later fired to burn out the binder and densify the part. Parts of final densities of 48% [8] and higher have been reported. Other work is ongoing to directly sinter metals by using a liquid-phase metallic material to fill the voids in a solid-phase powder, such as copper in nickel. Higher densities (82%) have been reported using this technique [9].

The approach reported here differs in that the metal powder is sintered directly, without the introduction of a binder or a low-melting-temperature liquid phase. A two-step process is proposed: The laser will not be used to generate a fully-dense final part; instead, the laser apparatus will be used to generate a "green" part that requires subsequent processing such as Hot Isostatic Pressing (HIPing), oven firing, or infiltration. The goal of this effort is to assess the process by laser sintering a simple cubic sample of iron, performing a HIP densification treatment, and evaluating the density of the resulting material.

2 Experimental Apparatus
A laboratory scale system was constructed for evaluation of the SLS process. The system is capable of making parts up to 1 in. by 1 in. by 3 in. using laser heating.

1 The SLS process is patented by the University of Texas in Austin and has been reduced to practice by DTM, a subsidiary of B.F. Goodrich.
2.1 Powder Handling System

The powder handling system is shown schematically in Figure 1. This system includes two stepper motors: one to control the height of an elevator under the working section, another to control the location of a powder shuttle. To add a layer of powder, the elevator is lowered the desired distance, and the shuttle is moved until the actuator opens a powder metering device. A measured amount of powder is dropped through the transfer plate and into the shuttle transport chamber. The shuttle then returns to its home position. As the shuttle returns, a layer of powder is spread over the working section. Excess powder is dumped into the waste bin. The shuttle stops momentarily, completely covering the working section, and the powder is compacted by temporarily raising the elevator.

During a laser sintering experiment, the powder handler is housed in a glove-box with an over-pressure of inert gas or forming gas to avoid oxidation of the metal powder.
Controllable parameters include:

- Powder composition, size and shape.
- Laser power (0 to 50 W)
- Laser spot size (>1 mm dia.)
- Scan speed (<20 in./min.)
- Layer thickness
- Process environment (inert gas, forming gas, etc.)

2.2 Laser System

The laser used in this process is a 50 W continuous wave (CW) neodymium:yttrium-aluminum-garnet (Nd:YAG) laser with a computer-controlled shutter. The 1.06 μm wavelength laser beam is channeled through a 600 μm single core step index quartz fiber optic to the powder handling system. At the terminal end of the fiber optic, an output coupler and a lens focus the beam to approximately 0.5 mm diameter on the metal powder. The Nd:YAG laser is the better laser choice when compared with a CO₂ laser because the 1.06 μm heat source couples with metals more efficiently than a 10.6 μm heat source. See Figure 2. The Nd:YAG laser has the further advantage that, at higher powers, the beam is efficiently transmitted through fiber optics. This allows for more flexible SLS machine design.

The output coupler assembly is mounted on an x-y table, which is translated via two additional stepper motors. The laser’s shutter and the four stepper motors (two in the powder handling system and two in the x-y table) are controlled using a single 80386 computer.

2.3 Secondary Processing (HIPing)

The green form generated using the SLS system requires a post-treatment to render a fully dense part. Since the part will, in general, be quite brittle and will possibly contain many small sections, some means of supporting the part during the treatment is required. Furthermore, it is expected that the green structure will contain interconnected porosity that makes conventional gas HIPing impossible. The following technique was successfully implemented to HIP laser-sintered specimens:

1. The specimen was suspended in alumina powder in a Pyrex tube.

2. The tube was evacuated and baked at 300° C for three hours to drive out all moisture and organic material. The tube was then sealed while still under vacuum.
3. The sealed tube was HIPed at 15 ksi and 1100°C for 15 minutes. The temperature was linearly increased from room temperature at a rate of 50°C/min. and pressure was kept at 1 atm until a temperature of 900°C was reached.

4. After cooling, the Pyrex tube was broken and the metal part was grit-blasted clean.

### 3. Findings

#### 3.1 Properties

A laser sintered specimen with a corresponding as-HIPed geometry is shown in Figure 3 along with the cross-sectional metallography of each part. This part was made from 44 μm (-324 mesh) iron powder in an environment of 10% hydrogen and argon using 7.5 W of laser power focused to a 0.5 mm spot. A scan speed of 5 in./min. was used with a scan spacing of 0.020 in. Each powder layer was approximately 0.004 in. thick. The as-sintered part is approximately 35% dense, making it a brittle structure; however, it was able to withstand the small amount of handling necessary to place it
Figure 3: Selective laser-sintered iron sample (a) before and after HIP; (b) and (c) microstructure.

in a HIP vessel. The as-HIPped structure is very dense (> 99.9%) as shown in Figure 3c, with only a small number of remaining voids.

3.2 Environment

The most significant problem associated with SLS of iron encountered in this research effort is the control of the sintering environment and the formation of oxide. For this reason, the powder handling system was placed inside a glovebox and an overpressure of inert or forming gas was applied inside the box. Additionally, the powder was “pre-cleaned” by placing it in a fluidized bed charged with the same inert or forming gas.
3.2.1 Inert Environment

When using -325 mesh iron powder, it was found that a good single layer could be generated in an inert environment of argon. Unfortunately, the bond between the layers was generally inadequate for the following reasons:

- The free energy of formation for oxide increases with decreasing temperature [10]. Thus, in cooling to room temperature from a high homologous temperature, a period of high oxidation growth can be expected. This oxide is particularly undesirable in the SLS process because it prevents effective sintering or wetting.

- During the sintering of each layer, the temperature of the powder was brought to a value above the melting temperature of the metal. Each laser scan was performed relatively quickly. Thus, adjacent scans occurred before the material cooled and simultaneously oxidized. For this reason, the bonds within the layers (between scans) were acceptable.

- Between layers, the material was allowed to return to room temperature. Thus, each layer ran through a temperature cycle that is very conducive to oxide formation as discussed above. (Oxide was observed in SEM EDAX probing.) Though the atmosphere was free of oxide, enough residual oxygen was present in the powder to form an oxide layer on the upper surface and prevent good bonds between the layers.

3.2.2 Reducing Atmosphere

A common reducing atmosphere for ferrous materials is a mixture of hydrogen and nitrogen; this mixture is often called “forming gas.” Laser sintering in this atmosphere proved to be unsatisfactory because of the formation of nitrides between each layer, preventing inter-layer bonds. (Nitriding is a common surface hardening technique for steels.)

When the same iron material was sintered in a reducing atmosphere of 10% hydrogen and argon, excellent bonds between the layers were achieved. It should be noted that all other process parameters (laser power density, scan spacing, layer thickness, etc.) were kept constant between the tests in argon and hydrogen.

3.3 Post-Treatments

From the materials standpoint, HIPing proved to be satisfactory for these preliminary tests—it achieved a dense sample with a predicted reduction in the dimensions of the specimen. From the standpoint of FFF, HIPing is not attractive without a model that gives a “process compensated” geometry for the sintering operation. A model of
the HIPing process is required to define an “as-sintered” part geometry. This model is not straightforward because, for example, holes and cavities which are temporarily filled with alumina powder will densify at a different rate during HIPing than the adjacent metal.

3.4 Warping

Because the heat is applied at the top surface, the top densifies to a greater extent than does the bottom surface of each layer. Additionally, the upper surface cools from a higher temperature than material below, causing more thermal contraction on the upper surface. For these reasons, each layer of sintered powder tends to warp upward, which is undesirable from a powder-handling standpoint because the thickness of each layer is not uniform. The solution adopted for this work was to build an “anchor” of thin sintered layers onto which the actual structure was constructed. This thin frame gives some stiffness to the overall structure and avoids warping in many situations.

Various other techniques are possible:

- Heating the powder bed. This method has been implemented [11] for laser sintering of metals with good success; it reduces the thermal strain by reducing the temperature excursion. This method has the added benefit that it helps prevent oxide build-up between layers.

- “Knitting” the structure in such a way that the loose powder is allowed to flow to fill the gaps left by the densified material.

- Bonding the prototype to a rigid sample of the same material during the first stages of the sintering process, effectively building an anchor. This may be acceptable for some applications where the anchor can become an integral part of the laser-sintered structure.

4 Conclusions

The proof-of-concept goal that stimulated this work effort was successfully achieved. Binderless iron powder was sintered into a cubic shape of 35% density in a reducing atmosphere using a directed laser beam. The cube was later HIPed to full density with a predicted reduction in overall dimensions. It was demonstrated that the control of the sintering environment is critical for successful laser sintering. In this particular case, an environment of 10% hydrogen and argon yielded the best inter-layer bonds.
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SOLID FREEBODY FORMING OF CERAMICS FROM POLYMERIZABLE SLURRY
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INTRODUCTION

In solid free body forming a component is described by a CAD system as a series of slices. The slices are deposited as a sequence of layers which are cured or solidified by a moving head such that a three dimensional part is built up. Systems have been developed based on photocurable polymers, solidifying polymer melts, laser fused powder layers, polymer-bound powders and others.

Difficulties with such systems to date include the low strength of many of the polymer systems and poor resolution. The polymeric components can be used as forms to make molds for later casting of metals or ceramics. The powder components can be sintered to higher density.

In the system described here, the part is built up by deposition of a slurry of ceramic powder in liquid acrylic monomer. As each layer is deposited the monomer is heat-cured. When the whole component is formed, the polymer is burnt-out and the ceramic is sintered.

DELIVERY SYSTEM

The slurry was contained in a 50 ml polypropylene syringe which was connected to an argon pressure line to drive the liquid through a needle of 0.3-1.3 mm diameter. The delivery was started and stopped by a shut-off valve with pressure venting in the air line.

SLURRY

Slurries of Alumina (Al$_2$O$_3$-0.5 wt% MgO, Ceralox Corp.) in liquid acrylic monomers were prepared. The formulations, based on the work of Janney [1], are shown in Table 1. Similar monomer systems have been used for tape casting of ceramic sheets by various workers [2]. Alumina solids loadings up to 53 vol% were used. The acrylate monomers have the advantage of curing very rapidly. Since they are polyfunctional, high degrees of polymerization are not necessary to achieve high molecular weight or gelation. The polymerization rate and brittleness of the resin was controlled by addition of dibasic esters, a mixture of primarily dimethyl glutarate and succinate. Viscosity increases with solids loading as shown in Figure 1. Figure 2 shows...
slurry flow rates as a function of applied pressure through a 0.33 mm needle, 1.27 cm long.

Table 1: Composition of Acrylic Monomer Formulations

<table>
<thead>
<tr>
<th>Compounds</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alumina, wt%</td>
</tr>
<tr>
<td></td>
<td>26.2  34.0  39.5  42.5  45.1  47.7  48.9</td>
</tr>
<tr>
<td></td>
<td>Triton X-100, wt%</td>
</tr>
<tr>
<td></td>
<td>7.8  10.1  10.3  9.8  9.3  10.8  10.5</td>
</tr>
<tr>
<td></td>
<td>TMPTA, wt%</td>
</tr>
<tr>
<td></td>
<td>3.4  4.4  4.0  3.8  3.6  3.6  3.2</td>
</tr>
<tr>
<td></td>
<td>HODA, wt%</td>
</tr>
<tr>
<td></td>
<td>29.6  38.3  34.5  32.8  31.3  28.2  27.9</td>
</tr>
<tr>
<td></td>
<td>DBE, wt%</td>
</tr>
<tr>
<td></td>
<td>32.9  13.1  39.5  11.2  10.7  9.7  9.5</td>
</tr>
<tr>
<td></td>
<td>Mill time, hr</td>
</tr>
<tr>
<td></td>
<td>24  24  21  21  41  49  49</td>
</tr>
<tr>
<td></td>
<td>Density, g/ml</td>
</tr>
<tr>
<td></td>
<td>1.54  1.75  2.01  2.00  2.16  2.19  2.23</td>
</tr>
<tr>
<td></td>
<td>Viscosity, P</td>
</tr>
<tr>
<td></td>
<td>6  12  29  50  112  127  146</td>
</tr>
</tbody>
</table>

HODA: Hexanedioldiacrylate, TMPTA: Trimethylolpropanetriacrylate, DBE: Dibasic ester, plasticizer.

DEPOSITION AND CURING

Thin layers of slurry were deposited onto a heated platen at about 120°C. The temperature was adjusted to give rapid curing and good shape definition. Oxygen inhibition of the polymerization leaves the surface tacky and improves the degree of bonding between successive layers.

FIBER REINFORCEMENT

Carbon fibers 1 μm in diameter were milled for 30 hours with the slurry, to produce fibers with a length of about 200 μm. With 1% fiber content these slurries flowed readily through the needle and were formed into parts. Fibers tended to align horizontally in each layer. The resulting green parts appeared to be tougher and easier to handle than unreinforced parts.
Figure 1:  Viscosity vs volume % ceramic loading

Figure 2:  Flow rate vs. pressure profiles for alumina slurries
PART PRODUCTION

Flat plates and thin walled cylinders were produced in monolithic alumina using simple machine instructions to a head mounted on an X-Y table. A nozzle of 0.33 mm was used with a slurry pump pressure of 22 psig and a nozzle linear speed of 100 cm/min.

PART PROPERTIES

Green parts had a density of about 60% of theoretical, based on pure alumina. After firing densities range from 3.64 to 3.94 (90-99% of theoretical). Flexural modulus was measured to be 358 GPa and strengths ranged from 431-606 MPa for 12 samples in three point bend for a sample 2"x1.5"x0.2". This compares favorably with commercial alumina.

REFERENCES
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ABSTRACT

Nanocomposites in which the constituents are mixed on a nanometer scale can provide important advantages in the Selective Laser Sintering (SLS) and Selective Laser 
Reactive Sintering (SLRS) processes. The larger surface area and grain boundaries in the 
nanocomposites compared to that in the conventional microcomposites are expected to 
enhance the solid state diffusion during laser irradiation as well as during any other 
subsequent processes. Our strategy is to design and develop nanocomposites in which one 
nanosize component has a lower melting point than the other nanosize component, either of 
which can serve as the matrix phase. The nanoscale dispersion of the low melting 
component can aid the sintering process during SLS or SLRS. Nanocomposite powders of 
$\text{Al}_2\text{O}_3$-$\text{CoO}$, $\text{Al}_2\text{O}_3$-$\text{NiO}$, $\text{Al}_2\text{O}_3$-$\text{Co}$ and $\text{Al}_2\text{O}_3$-$\text{Ni}$ have been synthesized by sol-gel 
processing and are evaluated by SLS.

INTRODUCTION

Nanostructured materials are characterized by ultrasmall building blocks whose 
 sizes are of the order of 1-100 nanometers. These materials offer potentially useful and 
 unusual combinations of mechanical, electrical, magnetic and optical properties that are 
 otherwise unachievable in conventional materials [1]. The properties are controlled by a 
 complex interplay among the building blocks and the interfaces between them that are 
 determined primarily by the synthesis and processing conditions. Nanostructured materials 
 promise to advance a range of technologies and there is intensive worldwide activity on 
 these materials both from scientific and technological points of view.

While the terms "nanocrystalline" and "nanophase" materials refer generally to 
 single phase solids of nanometer size, the term "nanocomposite" refers to multiphase solids 
 of nanometer size [2]. The solid phases in a nanocomposite could be of different nature. 
 They could be metals, inorganic ceramics or polymers or combinations thereof but all mixed on a truly nanometer scale. The phases could be amorphous, semicrystalline or 
 crystalline.

Nanocomposites exhibit ultraheterogeneity or nanoheterogeneity, which offer 
 several processing advantages. Because the different phases are mixed on a nanoscale, the 
 diffusion length for solid-solid reaction is much smaller than that in conventional materials. 
 The larger surface and grain boundary energies associated with nanocomposites provide the 
 driving force for enhanced reactions. These factors reduce the reaction temperature as well 
 as time. Nanocomposites have been shown to sinter close to theoretical densities in several 
 systems such as $\text{Al}_2\text{O}_3$-$\text{SiO}_2$, $\text{Al}_2\text{O}_3$-$\text{TiO}_2$, $\text{SiO}_2$-$\text{MgO}$, etc. [3]. Nanocomposite gels store 
much higher metastable energy than homogeneous gels, and this extra energy enhances
densification. In addition, nanocomposites seem to undergo crystallization and densification simultaneously unlike homogeneous gels. Homogeneous gels, due to their atomic scale mixing, often undergo crystallization before densification occurs which either leads to lower densities or necessitates higher temperatures for sintering. It is clear that nanocomposites have the potential to offer lower processing temperatures and flaw-free parts with higher densities.

Our objective is to design and develop nanocomposites that can optimize Selective Laser Sintering (SLS) and selective Laser Reactive sintering (SLRS). Nanocomposites can be synthesized by sol-gel processing or other "soft chemistry" techniques. Although both sol-gel processing and solid freeform fabrication are well known, the idea of utilizing sol-gel derived nanocomposite powders that are specifically designed and synthesized to optimize SLS or SLRS have not been exploited. Our strategy is to select ceramic-ceramic or ceramic-metal nanocomposite systems in such a way that one nanosize component has a lower melting temperature than the other nanophase component, either of which can serve as the matrix phase. The objective is to achieve sintering aid from the low melting phase during SFF processing. Because the low melting component is dispersed on a nanoscale in the matrix phase, it is expected to aid the sintering process, during SFF or any other secondary processing, in a much better way than the mechanically mixed microcomposite powders. By proper selection of composite systems and control of agglomeration during sol-gel processing, the ability to achieve full density SFF parts can be enhanced. We present in this paper our preliminary results with Al2O3-CoOx, Al2O3-NiO, Al2O3-Co and Al2O3-Ni nanocomposites. CoO, NiO, Co and Ni have melting points of respectively, 1795, 1984, 1495 and 1455 °C, which are lower than that of Al2O3 (2050 °C).

EXPERIMENTAL

The ceramic-ceramic nanocomposite powders of Al2O3-CoOx, and Al2O3-NiO were synthesized by a sol-gel method [4]. The steps involved in the synthesis of Al2O3-CoOx are summarized in Fig. 1. To an aqueous solution of Co(NO3)2·6H2O maintained at about 80 °C, required amount of a solution of aluminum tri-sec-butoxide in iso-propyl alcohol was added under constant stirring. Aluminum-tri-sec-butoxide hydrolyzes during this process to give large suspended particles of Al(OH)3, which was then dissolved by adding nitric acid to obtain a homogeneous sol of Al3+ and Co2+. The sol was heated gently on a hot plate to form a gel, which was then dried rapidly on the hot plate. The dry gel was then heated in a muffle furnace to decompose the nitrate and hydroxide, which resulted in a mixture of Al2O3-Co3O4. A similar procedure was adopted to obtain Al2O3-NiO also. The Al2O3-Co3O4, and Al2O3-NiO powders were also fired at different temperatures ranging from 300-1250 °C to evaluate the reaction process. The ceramic-ceramic nanocomposites so obtained were reduced in a stream of hydrogen at 400-1100 °C to obtain the ceramic-metal nanocomposites Al2O3-Co, and Al2O3-Ni.

The composite powders were characterized by x-ray diffraction, electron microscopy and density measurements. Since the large surface area associated with the nanosize powders lead to an adsorption of water, CO2 etc. on the surface, the powders were baked at about 200 °C for about 24 h before scanning with the laser beam. Single layer tests were performed with various power levels and scan speeds. The specimens obtained were characterized by x-ray diffraction and microscopy.
RESULTS AND DISCUSSION

Powder synthesis and characterization:

The phase identification by x-ray of a nominal composition containing an atom ratio of Al:Co = 2:1 is summarized in Table 1. It can be seen that Co₃O₄ is formed during the initial stages of drying on the hot plate. Although the exact temperature of hot-plate was not measured, it was presumed that Co₃O₄ formation can occur at temperatures as low as 200 °C because firing of pure Co(NO₃)₂·6H₂O at 200 °C for 20 h gives Co₃O₄. Up to about 450 °C, mostly the reflections of Co₃O₄ are discernible in the x-ray pattern. Aluminum oxide or AlOOH present are very small in particle size and could not be detected by x-ray diffraction. In the region 580-900 °C, aluminum oxide was found to exist as γ-Al₂O₃ having a cation-deficient spinel structure. The presence of γ-Al₂O₃ is, for example, seen in the x-ray pattern (Fig. 2) of a powder mixture fired first at 580 °C in air and then at 700 °C in hydrogen atmosphere. A small reflection corresponding to γ-Al₂O₃ is seen around 2θ = 67 ° among strong reflections of Co metal. Above 1000 °C, any aluminum oxide present is in the form of α-Al₂O₃ having the corundum structure.
Table 1: Phase identification by x-ray diffraction of the Al$_2$O$_3$-Co$_3$O$_4$ nanocomposites after heating at various temperatures for a constant time of 20 h

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Phase identification</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dried on a hot-plate</td>
<td>Co$_3$O$_4$</td>
<td>Black</td>
</tr>
<tr>
<td>300</td>
<td>Co$_3$O$_4$</td>
<td>Black</td>
</tr>
<tr>
<td>450</td>
<td>Co$_3$O$_4$</td>
<td>Black</td>
</tr>
<tr>
<td>580</td>
<td>Co$_3$O$_4$ + γ-Al$_2$O$_3$</td>
<td>Black</td>
</tr>
<tr>
<td>650</td>
<td>Co$_3$O$_4$ + γ-Al$_2$O$_3$</td>
<td>Black</td>
</tr>
<tr>
<td>700</td>
<td>Co$_3$O$_4$ + γ-Al$_2$O$_3$</td>
<td>Black</td>
</tr>
<tr>
<td>800</td>
<td>Co$_3$O$_4$ + γ-Al$_2$O$_3$ + CoAl$_2$O$_4$</td>
<td>Dark blue</td>
</tr>
<tr>
<td>900</td>
<td>Co$_3$O$_4$ + γ-Al$_2$O$_3$ + CoAl$_2$O$_4$</td>
<td>Dark blue</td>
</tr>
<tr>
<td>1000</td>
<td>CoAl$_2$O$_4$ + α-Al$_2$O$_3$</td>
<td>Dark blue</td>
</tr>
<tr>
<td>1250</td>
<td>CoAl$_2$O$_4$</td>
<td>Blue</td>
</tr>
</tbody>
</table>

Fig. 2: X-ray diffraction pattern of 75 mole % Al$_2$O$_3$ - 25 mole % Co$_3$O$_4$ (Al:Co ratio = 2:1) nanocomposite after firing first at 580 °C in air and then at 700 °C in H$_2$ for 20 h

The oxides of cobalt and aluminum can react to give the spinel oxide CoAl$_2$O$_4$, which is blue in color. The change in color from black to blue around 800 °C (Table 1) seems to suggest that the formation of CoAl$_2$O$_4$ occurs around this temperature. However, the formation of CoAl$_2$O$_4$ spinel can start much below 800 °C and we cannot rule out its presence below 800 °C from x-ray data since both Co$_3$O$_4$ and CoAl$_2$O$_4$ have spinel structure with close lattice parameters. The broad nature of the reflections at lower temperatures and their overlap make it extremely difficult to determine the exact temperature.
at which CoAl_2O_4 formation begins. Nevertheless, we could clearly see the formation of the spinel NiAl_2O_4 in the analogous system Al_2O_3-NiO at temperatures as low as 320 °C (Fig. 3). Formation of spinel phases around 300 °C has also been shown in several other systems such as NiMn_2O_4 [5]. Furthermore, formation of CoAl_2O_4 has been suggested to occur around 500 °C from an observation of a decline in the catalytic activity of Co_3O_4 supported on γ-Al_2O_3 [6]. The catalytic activity in this system is due to Co_3O_4 and the degradation of catalytic activity corresponds to a conversion of Co_3O_4 to CoAl_2O_4. So, it is likely that the formation of the CoAl_2O_4 spinel occurs at temperatures below 500 °C.

Fig. 3 X-ray diffraction pattern of 50 mole % Al_2O_3 - 50 mole % NiO (Al : Ni ratio = 2:1) nanocomposite after firing at various temperatures for about 20 h.
The TEM micrograph of the \( \text{Al}_2\text{O}_3\)-\( \text{Co}_3\text{O}_4 \) nanocomposite powder after heating at 580 °C in air for 20 h is shown in Fig. 4. The large particles are about 50 nm in size and were presumed to be \( \text{Co}_3\text{O}_4 \) since they were shown to be rich in Co by EDS analysis. The small particles are less than 10 nm and were shown to be rich in Al by EDS analysis. These observations are consistent with the x-ray results. The TEM image of the nanocomposite powder after heating at 700 °C for 20 h is shown in Fig. 5. The particles have grown significantly to about 150 nm during this process. However, the rise in firing temperature did not have any significant influence on the size and distribution of the agglomerates. An SEM micrograph of the powder heated at 700 °C is shown in Fig. 6, which indicates an agglomerate size of about 100 μm.

Selective laser sintering:

Preliminary SLS experiments with the \( \text{Al}_2\text{O}_3\)-\( \text{Co}_3\text{O}_4 \) nanocomposites indicated blowing up of the powder under the laser beam. A low powder density of about 20% together with the adsorbed moisture seem to cause this problem. The powder was then ball-milled for about 30 min and subjected to SLS under an *in situ* baking around 200 °C. This modification allowed use of high enough laser power without the powder being blown. During this process, the color of the powder changed from black to blue indicating the reaction of \( \text{Al}_2\text{O}_3 \) and \( \text{Co}_3\text{O}_4 \) under the laser beam to form the spinel oxide \( \text{CoAl}_2\text{O}_4 \). A top view after SLS of a 83.2 mole % \( \text{Al}_2\text{O}_3 \) - 16.8 mol % \( \text{Co}_3\text{O}_4 \) nanocomposite is shown in Fig. 7. The corresponding SEM micrograph of the cross section is shown in Fig. 8. Although the powder sinters locally during the SLS process to give relatively higher density, large cracks were found to occur. The low density of the initial powder with large porosity was suspected to cause this problem. Similar results were also obtained with \( \text{Al}_2\text{O}_3\)-\( \text{NiO} \).
Fig. 5 TEM micrograph of 75 mole % Al$_2$O$_3$ - 25 mole % Co$_3$O$_4$ (Co : Al ratio = 1:2) nanocomposite after firing at 700 °C in air for 20 h

Fig. 6 SEM micrograph of 75 mole % Al$_2$O$_3$ - 25 mole % Co$_3$O$_4$ (Co : Al ratio = 1:2) nanocomposite after firing at 700 °C in air for 20 h
Fig. 7 Photograph of the top view of 83.2 mole % Al₂O₃ - 16.8 mole % Co₃O₄ nanocomposite after firing at 580 °C in air for 20 h and subjecting to SLS.

Fig. 8 SEM micrograph of 83.2 mole % Al₂O₃ - 16.8 mole % Co₃O₄ nanocomposite after firing at 580 °C in air for 20 h and subjecting to SLS.
In order to circumvent the above difficulties, strategies to increase the density of the initial powders without sacrificing much of the nanoscale mixing were pursued. One way to achieve higher densities in the powder is to anneal the nanocomposites at relatively higher temperatures (~1000 °C). However, such an annealing around 1000 °C of the Al₂O₃-Co₃O₄ nanocomposite will result in the formation of the spinel oxide Co₃Al₂O₄, which will in essence consume the low melting component Co₃O₄ and jeopardize our approach to SLS. Therefore, to demonstrate the feasibility of our objective, we decided to pursue the ceramic-metal nanocomposite Al₂O₃-Co, which will not undergo any chemical reaction during the preannealing of the powder at higher temperatures. Accordingly, Al₂O₃-Co nanocomposites were first obtained by reducing the Al₂O₃-Co₃O₄ oxide nanocomposite in hydrogen around 1000 °C. The powder was then annealed in N₂ atm at 1350 °C for 8 h to increase the density, and reduced again in hydrogen around 1000 °C to convert back any cobalt oxide that might have formed by reaction with the residual oxygen during N₂ annealing. The resulting Al₂O₃-Co powder was found to have a density of about 42 % and sinter under the laser beam. The single layer test coupons appear to have better structural integrity with much reduced macrocrack formation. An SEM photograph of the powder after SLS is shown in Fig. 9.

Fig. 9 SEM micrograph of 50 mole % Al₂O₃ - 50 mole % Co nanocomposite after firing at 1350 °C in N₂ for 8 h, 1000 °C in H₂ for 8 h and subjecting to SLS.
CONCLUSIONS

Nanocomposite powders of Al$_2$O$_3$-CoO$_x$, Al$_2$O$_3$-NiO, Al$_2$O$_3$-Co and Al$_2$O$_3$-Ni have been successfully synthesized by sol-gel processing. The powders have been investigated by SLS. Low densities (about 20%) of the initial powders not only lead to a formation of macro-cracks during SLS, but also prevent use of high enough laser power that can cause sintering. Increasing the initial powder densities to about 40% seems to avoid this difficulty significantly and give structurally sound specimens. Further increase in the densities of the initial powders promises to enhance the success of our strategy, and such experiments are currently being pursued.

ACKNOWLEDGEMENT

Financial support by the DARPA-ONR grant No. N00014-92-J-1394 and ONR grant No. N00014-92-J-1514 is gratefully acknowledged.

REFERENCES

PART FABRICATION USING LASER MACHINING AND WELDING
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Abstract

This paper describes the current work on a laser cutting and welding system for the fabrication of prototype parts in mild and stainless steels. The relationship to other rapid prototyping systems and to laminated tool production techniques is discussed, the progress to date is described. Difficulties with current welding procedures are outlined and alternative joining techniques are considered.

Introduction

Despite the tremendous progress made in the whole field of rapid prototyping and the development of processes, the majority of systems remain concentrated on non-metals. However work is now being carried out on laser sintering of mild steel and stainless steel powders as well as on 3-D welding processes (1,2). Success in these developments will expand on the current prototype possibilities by enabling the direct production of prototypes in metal, when this is required. This will offer benefits in certain situations, cutting out the need for secondary processing of plastic or wax prototypes, such as in producing investment casting moulds.

Laminate Processes

Work at Dundee has centered on using a laser machining centre to cut and fabricate components in mild and stainless steels, using layer cutting procedures and joining techniques. Work in a similar area is also being undertaken by a European consortium under the BRITE initiative.

There has been considerable work in the field of laminating laser or EDM cut sheet and plate to form tooling such as injection mould cavities (3), drawing dies (4) and blanking tools (5,6). These tools have then been exploited in a number of ways for various applications. The motives for the undertaking of this type of work have been varied, and not all in prototyping, but in all cases reductions in production or development times and costs have been realised.

A recent paper by Glover and Brevick (3) argues that whilst current commercial rapid prototyping systems such as Stereolithography, Selective Laser Sintering Laminated Object Manufacture and Fused Deposition Modelling, have their place in the early stages of design, they rarely provide a full range of pre-production information. For example the prototype material is rarely the same as the required part, production processes, and therefore mechanical and physical properties of the prototype, differ from those intended for production, and prototype tolerances and surface finishes are not usually representative of those obtainable by the eventual production processes.
Many of these points are substantive and undoubtedly there are applications and potential for the further exploitation of laminated tool manufacture in a variety of areas.

The drawback, if it can be called that, is that much as the "conventional" rapid prototyping techniques require secondary processes to produce a metal part, the laminated tool production processes by their very nature do not result in a part until the tool is then used in a production situation. Thus most of the applications of lamination have meant using at least one additional process in the creation of the part.

However the process is very useful when the tool is required for a proven process and product design, perhaps replacing an old or worn tool, but clearly it is not so advantageous at providing a first stage prototype part. A process which could produce parts or tooling as required, directly in metal, would generate considerable interest.

Part Fabrication by Lamination

As previously stated work at Dundee is aiming towards metal prototype part production, in a direct process, in a similar way to the 3-D welding work, but here using lamination and fabrication techniques.

The objective is to produce parts in a layer by layer manner where each layer is cut in turn from plate or sheet by laser machining, and the layers are then joined by laser welding. In respect of the joining technique, the process differs significantly from most laminated tool processes. Laminated tool techniques almost all use mechanical locations and fixtures to hold the assembly together. Clearly when dealing with tooling this is a sensible and straightforward approach. Most tool systems allow for this type of fastening by having a significant "flange" area around the tool or cavity, as indicated in Figure 1, to allow bolts or fastening screws to be used. The fastenings being located such that they do not interfere with the operation of the tool.

![Figure 1. Typical arrangement for holding/fixing laminated tooling.](image-url)
This approach could also be acceptable in prototyping of large solid parts but it is not suitable for fabricating parts with complex geometries, thin walls or webs or hollow sections.

Laser Cutting

The laser used in the work to date is a "Ferranti MFK 1000" 1000W CO₂ gas laser. Cutting profiles are currently being programmed using an Anorad X-Y control system. The laser machining centre is shown in Figure 2.

To date the materials used have been 18% Cr 8% Ni ASI 304 stainless and medium carbon mild steel, in thicknesses of up to 2mm. A full investigation of the limiting values of cutting speeds possible for a variety of sheet thicknesses and material types is yet to be carried out, but cutting speeds are entirely satisfactory without pushing the system to anywhere near its limits. Typically a cutting speed of 1 metre per minute is used with a pulsed beam of $20 \times 10^{-5}$ s. on and $20 \times 10^{-5}$ s. off, with oxygen assist gas at a back pressure of 2 bar. Figure 3 shows representative examples of laser cut geometries, in this case in 1mm thick stainless steel.

Figure 2. Ferranti MFK 1000 CO₂ laser
Laser Welding

The laser welding aspect of this technique is now the main focus of attention since weld performance and quality are not yet at a level to make the laser cutting and welding route viable as a process. Conventional keyhole laser welding procedures have proved difficult due to the focused beam tending to cut rather than weld. Also the narrow beam means that multiple weld tracks are required to join the layers uniformly. Complete section welding is also desirable to take advantage of obtaining homogeneous or near homogeneous material properties throughout the artifact. Excessive oxidation also resulted in some trials largely due to using compressed air as the assist gas, this should be considerably reduced by using helium gas.

Welding trials were also conducted using a much broader defocused beam, in an attempt to produce a uniform broad conduction weld across the wall section of the parts. This technique shows promise in trials, using a straight weld on large sheet, with the beam focused 50mm off the job, a feed rate of 150mm/minute and 20/20 pulsing it was highly successful. However it was less successful, when using smaller finer laminae, due to problems associated with work holding, heat dissipation and distortion.

Experimentation with welding parameters and development of a system are ongoing and in addition alternative joining methods such as soldering, brazing and structural adhesives are being explored. Figures 4, 5 and 6 illustrate some test pieces which have been laser cut and adhesively bonded together.

Figure 4 shows an approximation of a 60mm diameter sphere fabricated using circular layers of 2mm thick mild steel sheet. This specimen is made up of some thirty layers. The "stepping" observed in the polar regions indicates that for a sphere of this diameter the 2mm thick material is substantially too thick to give a smooth curvature in these zones.

A further stage of development of this system would be to have various thicknesses of sheet available to optimise the build. For example vertical sections
could be cut from relatively thick material thus minimising the number of layers and therefore the number of welding/joining operations necessary, whilst complex geometries and tight radii could be better and more accurately built using thinner layers.

Figure 5 shows a square based hollow pyramid section built from thirty four layers of 1mm thick stainless steel. The sides of each layer are 1mm shorter than the previous layers. The total cutting time for this part was approximately 10 minutes.

Figure 4. Sphere, produced in 2mm mild steel.

Figure 5. Square based hollow pyramid in 1mm thick stainless steel.
The section illustrated in Figure 6 is produced in 1mm thick stainless steel and has a wall thickness of 1mm. Over a height of 22mm the section transforms from a 22mm side square to a 22mm diameter circle. This section could, for example have been produced using thick (e.g. 5mm) plate for the square base, thin sheet for the transformation region and then reverting to thick section to build on the circular geometry.

*Future Developments*

Clearly a number of areas in this work require considerable further investigation. They include:

1. Development and understanding of required welding conditions, if this technique is to be pursued as the joining method.

2. Evaluation of alternative joining methods. Suitability in terms of strength, ease of production and versatility will dictate possibilities.

3. Automation of layer feed, selection and alignment; currently each layer is cut individually and when all the layers are prepared they are joined. In a viable system the joining operation would be integrated and synchronized with the cutting operations so that each layer is joined immediately after it is produced.

*Conclusion*

Laser cutting and welding offers potential as a means of directly fabricating a prototype part in metal. Further development, particularly in the area of laser welding is underway. A fully developed system will help service a requirement for prototypes which may need to display high levels of mechanical properties, high...
thermal or electrical conductivity or have the weight and feel of the planned metallic production material.
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Picoliter Solder Droplet Dispensing
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A device based on ink-jet printing technology was used to produce and place molten solder droplets, approximately 25-125μm in diameter, onto substrates. The advantages of an ink-jet based system are direct production of metallic objects, no post-cure, low cost, and the repeatability and resolution for small feature sizes. This paper describes the device, the supporting hardware, and experimental procedures. Results show that bump size can be varied by placing in quick succession, multiple droplets as well as by resizing the device and by altering the signal.

Introduction

The technology that was developed for forming droplets of ink in printing has been applied, over the past several years, in the dispensing of materials during the manufacture of microelectronics (see References). This work has resulted in the development of print heads that can, at elevated temperatures, deliver precise amounts of molten solder with exacting positional control.

This paper presents the results of forming bumps of solder using ink-jet printing technology. Initial applications for solder droplet dispensing include the bumping of chips for flip-chip bonding and tape-automated bonding (TAB), the bumping of substrates for TAB or fine pitch surface mounting, and the repair of solder joints. Potential applications include the formation of metal layers, reinforcement of metal joints, and the freeform fabrication of metal parts.

Description of the Droplet Generator

The device that was used to dispense the liquid solder is based on early ink-jet print heads. A schematic of this droplet generator is shown in Figure 1. The end of the 0.75 mm diameter tube is formed into an orifice of approximately 50 μm. The other end is attached to a fluid supply. Fluid at essentially ambient pressure fills the glass tube, and surface tension prevents the fluid from leaking out of the orifice. A tube-shaped piezoelectric crystal is adhesively bonded to the outer diameter of the glass. The assembly is mounted in a protective shell.
When a voltage is applied to the piezoelectric crystal, the crystal squeezes the glass tube and entrained fluid. A voltage pulse causes, in the fluid, transient pressure waves which travel toward the orifice. The pressure wave ejects a small drop of fluid from the orifice. The size and velocity of the ejected droplet is determined by the shape and construction of the device, the fluid properties, and the shape and duration of the applied voltage pulse. Typical droplet volumes are ~100 picoliters and typical ejection velocities are from 1 to 5 m/s.

This design is called "drop-on-demand" because drops are formed only when a voltage pulse is applied. Other ink-jet designs use a pressurized stream to form droplets continuously. These "continuous" mode devices require hardware to deflect unwanted droplets away from the target and into a gutter for recirculation or disposal. Although the continuous type can form droplets at higher rates than the drop-on-demand type, the deflection and recirculation hardware complicates matters.

**Prototype Liquid Metal Printer**

The printing system used in this study is shown in Figure 2. The system was designed to provide oxide and contaminant-free molten solder at a controlled temperature to the droplet generator. The solder was melted in the upper-reservoir, where the dross/impurities could rise to the surface while the molten solder was gravity fed to the main reservoir. Teflon coating of the reservoir and the nitrogen environment prevented oxidation/degradation. The ink-jet device was also housed in a controlled heater. Patterns were formed by dispensing droplets raster style onto a copper substrate, which was mounted on an x-y stage.
Figure 2 - Schematic of liquid metal printer.

The solder selected for this study was Indalloy-58, a low melting temperature eutectic solder. A eutectic solder composition was selected because it directly transitions from liquid to solid without an intermediate solid/liquid phase. The melting point of Indalloy-158 is 70°C, and the composition is 50 Bi, 26.7 Pb, 13.3 Sn, 10 Cd.

Test Patterns

Using a single drop per location, an array of 60 μm diameter bumps on 200 μm centers was produced and is shown in Figure 3. Multiple droplets (2-10) per location were dispensed at a rate of 500 droplets/second to produce larger bumps, up to 160 μm in diameter, on 200 μm centers (Figure 4).

At the dispensing rate used in these tests, the solder droplets dispensed onto a single site merge into one another before they solidify, forming a single, large bump. If sufficient time for cooling is allowed between consecutive droplets dispensed onto the same location, the individuality of the droplets can be maintained, and a three-dimensional structure created.

Moreover, since solidification is due to phase change, no further cure is needed.
Figure 3 - 60 μm diameter bumps of Indalloy-158 deposited on 200 μm centers on copper using drop-on-demand dispensing.

Figure 4 - 90 and 120 μm diameter bumps of Indalloy-158 deposited on 200 μm centers on copper using drop-on-demand dispensing.

The photo of Figure 5 is evidence of the flexibility, control and resolution of the solder bumps.

**Conclusion**

The ability to dispense molten solder droplets, as small as 60 μm in diameter, in a controlled manner, to create reproducible solder bumps has been demonstrated.
Figure 5 - 60 μm diameter bumps of Indalloy-188.

References


CONTROL PARAMETERS AND MATERIAL SELECTION CRITERIA FOR RAPID PROTOTYPING SYSTEMS

James W. Comb/William R. Priedeman
Stratasys, Inc.

Abstract

Since the introduction of rapid prototyping technology as a tool for time compression and concurrent engineering in the design and manufacturing process, many enhancements and refinements have been made based on the experience of users and manufacturers of rapid prototyping equipment. These improvements contribute significantly to faster production of quality output from rapid prototyping systems.

There are diverse control and material selection parameters that affect prototype models built using the Fused Deposition Modeling (FDM®) process. This paper reviews the role of several of these parameters in the process. Data will be presented to help the user choose the appropriate material for specific applications including density, tensile stiffness, flexural stiffness, tensile strength, flexural strength, tensile ductility, shock resistance, and hardness.

Introduction

With the commercial Stratasys system now in customer locations for more than two years, we have built a substantial base of real life experience with the equipment. The FDM® process has been an asset to the installed customer base and an acknowledged improvement over previous model building techniques. This experience has prompted design enhancements to better meet the needs of our customers. As is true for all rapid prototyping manufacturers, we are continually seeking improvements which will deliver more accurate models, of superior surface finish, in increasingly attractive materials, for a better price.

Early in 1993, Stratasys released a major enhancement package for the FDM® process which was a direct response to this quest for higher quality models.

The intricacies of the control parameters and the interdependency of the variables which collectively work to produce models were sorted out in a methodical approach in order to deliver improvements to the existing machine. The FDM® process allows user control of the envelope temperature, the liquefier temperature, the modeling speeds and the materials to name just a few variables. Each of these variables can alter the resulting model. The appropriate setting of these parameters by the operator is key to quality model production. Without proper limits being set, negative results will occur. Additionally, several other features of the system were modified to improve overall performance.
The Stratasys FDM® process extrudes material via a simple filament drive system. If the capacity of the filament drive system is exceeded, the filament can break, bulge, or buckle, causing a plug in the lower filament guide when using certain modeling materials. Other materials may not break, but slipping of the drive wheels may cause improper filament feed (Reference Figure 4a). To address these issues, modifications of the drive system were developed to increase the overall drive capacity and extensive testing was performed to determine the operating limits to ensure reliable operation.

Additional testing was performed to determine the temperature set points for the liquefier and modeling environment for each material. This information led to the redesign of the FDM® process liquefier and cabinet. A heater box package and improved seal system were added to the cabinet to improve the uniformity of the modeling air temperature. A longer and more powerful liquefier was added to increase the volumetric flow rate and improve the temperature consistency of the delivered material. Additionally, this liquefier was made to be easily exchanged when changing materials to eliminate cleaning and material “build-up” within the liquefier which contributed to plugging.

An improved hold-down method for the modeling foundation was developed to allow the build of larger, thicker models without foundation warping.

A firmware solution was implemented to eliminate the “oozing” that occurred at the FDM® tip after shut-off of the material flow. Oozing is the overflow of material that produces small irregularities and loss of detail in the resulting model.

**Experimental Results**

Figure 1 is a diagram showing the relative increase in traction to drive the filament that was achieved with the implementation of the 1/2" elastomeric wheels. The figure shows two curves: the lower curve is a plot of traction force versus filament diameter for the original 1" steel wheels; the upper curve shows the same for the 1/2" elastomeric wheels. As seen in the figure, the available traction force of the 1" steel wheels is significantly lower than the 1/2" elastomeric wheels. The 1" wheels are more sensitive to changes in filament diameter; i.e., normal variations in the filament diameter would produce large variations in the available traction leading to slipping at high material flow rates. The 1/2" wheels, due to their rubber-like behavior, are less sensitive to filament diameter changes and produce more traction in the feed mechanism. This gives the FDM® filament drive system a higher flow rate capacity.

In Figure 2, the pressure flow relationship for various tip sizes and temperatures are shown. The relationship shown is characteristic of each of the modeling materials offered by Stratasys. Curves representing liquefier pressure (P) versus volumetric flow rate (V) are depicted. The liquefier pressure is created by the drive traction force acting on the filament divided by the filament’s cross-sectional area. For a given tip diameter (di) and liquefier temperature(Ti), the relationship between pressure and flow is roughly linear. As
tip diameter is decreased the pressure required to produce a specific flow rate increases dramatically. As temperature decreases, the pressure required increases due to the increased viscosity of the material. In the Stratasys filament drive system the liquefier pressure attained is limited by: a) the force at which the filament drive slips (Fs); b) the compressive strength of the filament (sc); and c) the stress at which the filament buckles (Sb). The force levels for each of these limits differ in magnitude and relative order for various materials. Therefore, the system is bounded in pressure by the lowest of these values per material. The system is further bounded by the available liquefier heat exchanger capacity. If operated beyond this maximum flow rate (Vmax), the material delivered will not attain the desired set point temperature.

To produce a model, tip diameter, process temperature, road width (w), z-slice thickness (z), and speed (s) are selected. The volumetric flow rate is the road width times the z-slice thickness times the speed of the head (V = w*z*s). In order to not exceed the operating bounds of the system, the speed must be selected so that pressure and flow rate remain within the operating limits. V1 and V2 represent the maximum allowable flow rates for the upper two curves in Figure 2.

The operating parameters discussed above are hard barriers to the modeling process. The system must be operated within these limits to ensure reliable plug-free, slip-free operation.

Figure 3 is a diagram representing the required set points for liquefier temperature and air temperature to achieve good models. In general, there are upper and lower liquefier and air temperature limits for each material. Exceeding these limits do not necessarily mean the model will fail but poor surface quality or low part strength may result. Typically, rippling of the model surface is caused by the air temperature being set too high and, to a lesser degree, by the liquefier temperature being set too high. Conversely, low modeling air temperatures result in poor bonding strength between the layers for some materials and actual delamination of the model in extreme cases. Low liquefier temperatures result in low limits for material flow rates due to the high viscosity of the material and also poor bonding. Therefore, experiments were conducted for each material to define the guidelines to achieve the optimum balance between part strength and surface finish.

**System Enhancements**

As a result of these experiments several design changes were made to the Stratasys FDM® process to improve its performance. These changes were delivered to all customers during the first quarter of 1993. This enhancement package consisted of the following design modifications:

1. Addition of Seals and Fan Heater Boxes and A New Cabinet Door Design to Improve Air Temperature Uniformity. The combination of these three items improves the
uniformity of the air temperature within the FDM® process during the modeling process. This improved air temperature uniformity eliminates cold spots within the environment that could cause poor bonding or delamination of the model. Additionally, the existing auxiliary heat circuit used to ramp the cabinet up to temperature now operates automatically.

2. Longer, More Powerful Liquefier to Improve Material Delivery and Set Point Temperature Consistency. The longer liquefier achieves two things: there is less variation in the temperature for both high and low flow rates and higher flow rates are attainable while maintaining the material set point temperature. This liquefier was also designed to be easily exchanged when changing materials. This attribute allows liquefiers to be dedicated to each material type, thereby eliminating the possibility of residual material coatings from previously used materials. The previous design required cleaning operations to be performed on a regular basis to ensure trouble-free operation. (Reference Figures 4a and 4b.)

3. Smaller, Elastomeric Wheels and Larger Filament Diameter to Increase the Buckling Strength and Available Drive Traction. The buckling strength of the filament is a function of its diameter (d) and its compressed length (l). (Reference Figures 4a and 4b.) An increase of the filament diameter and a reduction of the compressed length increases significantly the filament’s resistance to buckling. The decrease in the compressed length was achieved by the use of smaller wheels and the elimination of the lower filament guide.

The previous 1" steel wheels were unable to conform to varying filament diameters. Smaller, 1/2" elastomeric wheels are better able to conform to the filament thereby reducing stress concentration and increasing drive traction due to their higher coefficient of friction.

4. Improved Hold-Down Tray to Prevent Warping. The Stratasys FDM® process deposits material on a removable foam foundation. Previous methods to retain this foam base were limited in their ability to prevent the foam from warping during the construction of large, thick parts. The new design rigidly holds the foam in an aluminum tray by the use of steel spears. The tray is easily removed from the machine to allow model removal and replacement during pauses in the modeling process. This feature gives the operator the flexibility to perform interim operations on the model not previously possible.

5. Enhanced Firmware to Eliminate “Ooze.” A roll-back feature was incorporated into the firmware design which rolls back the filament drive wheels at the end of each curve. This feature eliminates the deposition of excess material at the tip, thereby improving the model quality.
Material Selection

Four different materials are currently available for use with the FDM® process: 1) machinable wax; 2) investment casting wax; 3) P200, a polyolefin; and 4) P300, a polyamide. Material selection for a particular model is dependent, in part, upon the end use of the model, part design, part size, and material properties.

Models created on rapid prototyping systems typically are used for concept models for design verification and marketing presentations, prototypes for form, fit, and function testing, or patterns for mold making and investment casting. P200 and P300 are most frequently used for concept models and prototypes while machinable wax and investment casting waxes are used for pattern creation.

Part design and size will determine material selection in the building of a part. Good part design reduces the amount of stress in the part and leads to better model quality; i.e., less warpage and delamination. In the case of designs that require supports for the build process, the lamination strength of materials will vary and affect ease of support removal. Higher strength materials are required where thin wall sections are involved and greater lamination strengths are required for large parts due to the inherent shrinkage factors of the individual materials.

Material properties of interest to model builders include tensile strength, flexural strength, tensile modulus, flexural modulus, notched impact, unnotched impact, elongation, and hardness.

<table>
<thead>
<tr>
<th>Properties/Material</th>
<th>Machinable Wax</th>
<th>P300 (Polyamide)</th>
<th>P200 (Polyolefin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile Strength (psi)</td>
<td>1,114</td>
<td>1,765</td>
<td>1,324</td>
</tr>
<tr>
<td>Flexural Strength (psi)</td>
<td>1,293</td>
<td>2,113</td>
<td>1,537</td>
</tr>
<tr>
<td>Tensile Modulus (psi)</td>
<td>70,000</td>
<td>80,000</td>
<td>90,000</td>
</tr>
<tr>
<td>Flexural Modulus (psi)</td>
<td>50,000</td>
<td>60,000</td>
<td>90,000</td>
</tr>
<tr>
<td>Notched Impact (ft*lb/in)</td>
<td>0.72</td>
<td>0.24</td>
<td>0.17</td>
</tr>
<tr>
<td>Unnotched Impact (ft*lb/in)</td>
<td>12.9</td>
<td>1.46</td>
<td>1.37</td>
</tr>
<tr>
<td>Elongation (%)</td>
<td>6.65</td>
<td>3.48</td>
<td>4.68</td>
</tr>
<tr>
<td>Hardness (Shore D)</td>
<td>40</td>
<td>70</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 1. Material Specifications (based on ASTM tests)
The selection of the appropriate material for a model must consider all of the above factors.

We are continually researching new materials with improved properties and modeling characteristics. New materials currently under investigation include powdered ceramics, powdered metals, elastomers, and water-soluble materials.

Summary

The nature and properties of each model are affected by a multitude of modeling parameters. The recent design enhancements to the FDM® process better define and control these modeling conditions and relationships. We will continue to incorporate enhancements and materials into the FDM® system as our knowledge base grows.

© 1993 Stratasys, Inc.
Figure 1.
Drive traction vs. filament dia. for two different pinch roller drives.

Figure 2.
Pressure vs. flow for various tip sizes and process temperatures.
Figure 3. Modeling zone temperature parameters.

Figure 4a. Schematic diagram of the previous FDM head.

Figure 4b. Schematic diagram of the enhanced FDM head.
Reducing or Eliminating Curl on Wax Parts Produced in the Sinterstation™ 2000 System
by
Paul Forderhase and Richard Corden

Abstract

An experimental program was performed on the beta and production platforms of the Sinterstation 2000 System with the objective of building wax parts without anchors. Changes in operating strategy are described. Following a machine characterization, improvements in part build technique and thermal environment were evaluated to facilitate the processing of wax with reduced or absent anchors. Experimental data is presented showing the effects of the machine and build technique improvements made to date.
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Introduction

In the past, wax parts have been built on a "superbase", a 13mm thick piece of beeswax, which is placed on the part cylinder prior to the wax build. Anchors connect the downward facing surfaces of the part to the superbase (figure 1).

This method for producing parts, when executed with sufficient anchors, is capable of eliminating or reducing curl to an acceptable value. The superbase, while serving well as a means to produce flat parts, places constraints on part placement within the build.

If one examines what actually transpires during a wax build, the necessity for anchored supports comes into question. In reviewing the process, however, one must keep in mind that this method for building wax parts was developed on the SLS model 125; an older platform with a different hardware configuration than the Sinterstation 2000 System. When using this procedure on either platform, the process gas is normally kept at a temperature between -5° and 5°C since the wax must cool sufficiently to allow adequate feeding. This need for refrigeration was first identified in work done at the University of Texas and subsequently became a requirement for wax parts built using the selective laser sintering process. Unlike the SLS model 125 platform, however, the process gas in the beta and production platforms must first flow across the part bed before it can be used to cool the feed areas (figure 2). The gas flow over the part bed causes each sintered layer to cool rapidly. This rapid cooling may contribute to curl by differential contraction of the hot layer on top of the cool part inducing a shear force in the plane of the part.1 The loss of volume in each layer during solidification may also contribute to curl.

---

Machine Baseline

Using the test platform, a series of SPC (Statistical Process Control) coupons were built without anchors. These builds were not intended to be representative of all parts that can be run on a Sinterstation 2000 System, but they were intended to identify the prominent failure modes encountered when running wax without anchors. Infrared imaging of the part bed under build conditions indicated that a temperature variation of 2°C was maintained over a build area of approximately ten inches. Gas velocity measurements were also taken under build conditions using a hot wire anemometer. Gas velocity over the part bed ranged from 0-20 fpm and could be characterized as being erratic. Flow over the feed cartridges was not detectable under these conditions.

Part Bed Isolation

Part bed isolation, or isolating the part bed from the flow of process gas, was developed to reduce the cooling rate of the part in order to reduce curl. It was discovered however, that when the part build area was completely isolated from the flow of the process gas, the feed material was not cooled sufficiently to allow feeding. To circumvent this problem, "flow bypass boxes" were used to re-direct the process gas flow across the feed beds while avoiding flow across the part bed. The bypass box is a sheet metal box designed to fit in the same space as the feed heater on the beta system and is equipped with a channel to direct the refrigerated process gas over the feed areas without cooling the part build area (figure 4).
Use of the feed bypass boxes had a significant, positive effect on the curvature of the parts. The feed bypass boxes also allowed sufficient refrigerated process gas to pass over the feed areas to facilitate feeding of the wax powder at higher temperatures; the data labelled "std" in table 1 were gleaned from a run which suffered a feed failure. The comparison of baseline runs performed with and without bypass boxes is shown in table 1.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>top dia std</th>
<th>top dia bypass</th>
<th>bot dia std</th>
<th>bot dia bypass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>20.76</td>
<td>36.99</td>
<td>4.38</td>
<td>7.63</td>
</tr>
<tr>
<td>Variance</td>
<td>85.48</td>
<td>208.20</td>
<td>1.01</td>
<td>3.77</td>
</tr>
<tr>
<td>Observations</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Pooled Variance</td>
<td>146.84</td>
<td>2.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypothesized Mean Difference</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>14</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>-2.68</td>
<td>-4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) one-tail</td>
<td>0.01</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t Critical one-tail (90% c.i.)</td>
<td>1.35</td>
<td>1.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P(T&lt;=t) two-tail</td>
<td>0.02</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t Critical two-tail (90% c.i.)</td>
<td>1.76</td>
<td>1.76</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: feed bypass box comparison

**Steady State Optimization**

Once the build chamber had been optimized in terms of gas flow and chamber temperature with respect to feed flow quality, it was possible to begin attempts to counter the most significant failure modes present in wax parts built without anchored supports. These failure modes involved part curl and part growth, essentially the opposite extremes of the same process. To map the parameter space between these two failure modes, designed experiments were run on the beta and production platforms.

**The Designed Experiments**

The variables under study and their high and low values are listed in table 2. Note that the numbers listed for laser power and fan setting are percents of their maximum; the unit for the part temperature is degrees C and the unit for the layer delay is seconds.
For the designed set run on the beta platform.

<table>
<thead>
<tr>
<th></th>
<th>Laser Power</th>
<th>Part Temp.</th>
<th>Fan Setting</th>
<th>Layer Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hi</td>
<td>30</td>
<td>38</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>Low</td>
<td>20</td>
<td>32</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

For the designed set run on the production platform

<table>
<thead>
<tr>
<th></th>
<th>Laser Power</th>
<th>Part Temp.</th>
<th>Fan Setting</th>
<th>Layer Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hi</td>
<td>16</td>
<td>38</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Low</td>
<td>22</td>
<td>34</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2: designed experiment variable values

The values for laser power and part temperature were established by performing preliminary test runs. The control set points at which catastrophic failures were seen for high and low combinations of variables were used to define the designed set variable window. The values for fan setting were derived by correlating the absolute flow at the build surface on the beta platform to the control flow set points already established as the extremes for build success. This correlation was then applied to the production platform in order to achieve an equivalent absolute flow. These methods were employed for this designed experiment in order to accomplish two things: first, it was necessary to bracket as much of the operating envelope as possible in order to obtain significant results, and second, it was felt that using part build failure runs and measurements of machine variables, we could compensate for differences in the two platforms. A set of SPC coupons was used as the test build due to its sensitivity to both curl and growth. An eight run resolution IV fractional factorial was used to avoid the aliasing of main effects with each other or with two way interactions.

Designed Experiment Results

The response surfaces shown below are a graphical representation of the influence of laser power, part temperature, and their interaction. The height of the response surface represents the curvature diameter of the coupon's lower plane, while the gray scale represents the growth of the part as measured by the mass of the coupon (the white region indicates maximum growth). The response surfaces indicate a high degree of consistency for both platforms, and the equations used to generate the surfaces posses coefficients that are approximately equal with regard to size, sign, and statistical significance. The results indicate that in controlling part curvature, laser power was not significant on either platform; however, there is an indication that part temperature was significant in this respect. Also, in controlling growth, laser power and part temperature had equivalent amounts of influence. The experimental equations along with the probability of the observed difference in the mean being due to chance are shown in tables 3 and 4. None of the variables tested had a significant effect on sample standard deviation.
BETA PLATFORM STEADY STATE RUN OPTIMIZATION

PRODUCTION PLATFORM STEADY STATE RUN OPTIMIZATION
<table>
<thead>
<tr>
<th>Model</th>
<th>Bottom Curvature</th>
<th>Mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect</td>
<td>Coefficient</td>
<td>P(2 tail)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.00</td>
<td>0.700</td>
</tr>
<tr>
<td>Laser Power</td>
<td>-2.100</td>
<td>0.774</td>
</tr>
<tr>
<td>Part Temperature</td>
<td>1.356</td>
<td>0.072</td>
</tr>
<tr>
<td>Air Flow</td>
<td>-0.644</td>
<td>0.383</td>
</tr>
<tr>
<td>Layer Delay</td>
<td>-0.0187</td>
<td>0.979</td>
</tr>
<tr>
<td>Laser*Part</td>
<td>-1.394</td>
<td>0.037</td>
</tr>
<tr>
<td>Laser*Flow</td>
<td>0.848</td>
<td>0.253</td>
</tr>
<tr>
<td>Part*Flow</td>
<td>-2.077</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Table 3: Beta Platform Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Bottom Curvature</th>
<th>Mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect</td>
<td>Coefficient</td>
<td>P(2 tail)</td>
</tr>
<tr>
<td>Constant</td>
<td>5.647</td>
<td>0.000</td>
</tr>
<tr>
<td>Laser Power</td>
<td>-0.181</td>
<td>0.391</td>
</tr>
<tr>
<td>Part Temperature</td>
<td>0.620</td>
<td>0.006</td>
</tr>
<tr>
<td>Air Flow</td>
<td>0.144</td>
<td>0.494</td>
</tr>
<tr>
<td>Layer Delay</td>
<td>0.325</td>
<td>0.129</td>
</tr>
<tr>
<td>Laser*Part</td>
<td>-0.787</td>
<td>0.001</td>
</tr>
<tr>
<td>Laser*Flow</td>
<td>0.698</td>
<td>0.002</td>
</tr>
<tr>
<td>Part*Flow</td>
<td>0.053</td>
<td>0.801</td>
</tr>
</tbody>
</table>

Table 4: Production Platform Results

Note that although the models exhibit acceptable values of significance, the means of the data fall into the range of what is referred to as "poor parts"; i.e. regardless of what was tried, the parts were subject to unacceptable amounts of either curl or growth. The results from the designed experiments led us to conclude that there is no region within the operating envelope in which a unique combination of process variables exist that will allow the manufacture of flat wax parts without anchors. This led to the further conclusion that other methods of suppressing curl or growth must be applied in order to achieve flat anchorless parts.

Laser Power per Unit Area

A simple formula was derived to calculate the amount of power per unit area (P/A) delivered by the laser using the laser power (LP), scan spacing (ScSp.) and step size (SS).

\[ P/A = \frac{LP}{(ScSp)(SS)} \]

Preliminary tests indicate that there exists some variation in the results of delivery at constant P/A; i.e. P/A may be maintained by varying both laser power and scan spacing, but a part built with a high laser power and a larger scan spacing will not exhibit the same growth patterns as a part built with a lower laser power and a smaller scan spacing, even though P/A remains constant for both parts. The speed at which the laser power was delivered also had an effect on the amount of curl and growth present.

Table 4 represents a collection of data for test parts built on the beta platform. Note that success, in this case minimizing both curl and growth, is achieved when the correct
"balance" is found between the significant parameters in conjunction with part re-orientation. Note also that curvature decreases as the value increases and that the growth value is derived from an arbitrary comparison scale:

<table>
<thead>
<tr>
<th>Part #</th>
<th>Curvature</th>
<th>Pt. Temp.</th>
<th>Sc. Sp.</th>
<th>LP</th>
<th>SS</th>
<th>Growth</th>
<th>P/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>139.91</td>
<td>25</td>
<td>0.012</td>
<td>20</td>
<td>35</td>
<td>7</td>
<td>47.62</td>
</tr>
<tr>
<td>2</td>
<td>388.00</td>
<td>27</td>
<td>0.012</td>
<td>20</td>
<td>35</td>
<td>10</td>
<td>47.62</td>
</tr>
<tr>
<td>3</td>
<td>540.30</td>
<td>27</td>
<td>0.010</td>
<td>20</td>
<td>45</td>
<td>1</td>
<td>44.44</td>
</tr>
<tr>
<td>4</td>
<td>545.31</td>
<td>30</td>
<td>0.012</td>
<td>20</td>
<td>35</td>
<td>9</td>
<td>47.62</td>
</tr>
<tr>
<td>5</td>
<td>620.44</td>
<td>31</td>
<td>0.010</td>
<td>20</td>
<td>45</td>
<td>6</td>
<td>44.44</td>
</tr>
<tr>
<td>6</td>
<td>647.64</td>
<td>31</td>
<td>0.010</td>
<td>20</td>
<td>53</td>
<td>5</td>
<td>37.74</td>
</tr>
<tr>
<td>7</td>
<td>697.45</td>
<td>30</td>
<td>0.010</td>
<td>20</td>
<td>53</td>
<td>4</td>
<td>37.74</td>
</tr>
<tr>
<td>8</td>
<td>753.99</td>
<td>30</td>
<td>0.010</td>
<td>22</td>
<td>45</td>
<td>1</td>
<td>48.89</td>
</tr>
<tr>
<td>9</td>
<td>825.57</td>
<td>31</td>
<td>0.012</td>
<td>18</td>
<td>53</td>
<td>0</td>
<td>28.30</td>
</tr>
<tr>
<td>10</td>
<td>1343.65</td>
<td>30</td>
<td>0.010</td>
<td>20</td>
<td>53</td>
<td>5</td>
<td>37.74</td>
</tr>
<tr>
<td>11</td>
<td>1352.14</td>
<td>31</td>
<td>0.012</td>
<td>20</td>
<td>35</td>
<td>3</td>
<td>47.62</td>
</tr>
<tr>
<td>12</td>
<td>1780.15</td>
<td>32</td>
<td>0.010</td>
<td>20</td>
<td>53</td>
<td>6</td>
<td>37.74</td>
</tr>
</tbody>
</table>

Table 4: P/A test results

Angled Parts

Part orientation is perhaps the most significant factor in diminishing the curl experienced by wax parts built without support structures. Rotating the part within its three dimensional build region allows the reduction of the cross sectional surface area of all surfaces that would normally be parallel to the plane of the part bed. The part is subject to less stress, and therefore less likely to curl, when the cross sectional area of these surfaces, referred to as downward facing, is reduced to a minimum since the relative beam strength of that cross section is also reduced. Minimizing cross-sectional area, however, also diminishes the part's stability during the initial stages of the build. With such a small area being scanned at the build's outset, less than 1/8th of an inch for parts tested, it was necessary to raise part temperature to cause partial agglomeration of the surrounding wax bed thus creating a stable base. This "base" allowed the roller to pass across the bed during powder addition without disturbing the part itself.

The partial agglomeration of the surrounding wax may have provided the support needed to establish the part bed, but it also promoted growth and made for a more vigorous breakout. A re-evaluation of the part and its orientation suggested that its geometry could be generalized as being in the form of a cup. If during re-orientation, this "cup" was downward facing, then increasing the part temperature during the build would cause heat to be trapped beneath the part proliferating growth. If, however, the part was oriented so that the "cup" was upward facing, then excess heat could diffuse upward through the bed decreasing growth.

Since growth is affected by the energy introduced into the system during sintering, growth re-orientation can also be accomplished through laser parameter manipulation. Using information derived from a preliminary portion of this test, laser power, step size and scan spacing were adjusted to minimize growth. Though density, and subsequently strength, suffered as a result of this manipulation; parts built in this fashion had the least amounts of both curl and growth.
Anchor Design or "Surround Support"

Though this test did not follow the "unsupported wax" precept, it does improve upon current methods for building wax parts. The part is "encased" in a box which actually serves as a support structure. The interior of this box is cross-hatched, as opposed to being filled, so that it may be removed from the part after the build has completed. Since it is not required that this box be attached to the bees-wax superbase, parts may be initiated at any point in the cylinder. The initial work indicates that parts which are built without re-orientation still tend to be subject to curl which suggests the need to redesign the box structure.

Conclusion

The ability to build sintered, wax parts without anchored supports to the standards of quality demanded by post build applications is one that can significantly improve the viability and economics of the process. Once the restriction of "superbase attachment" has been removed, the potential for increased productivity becomes obvious. It also appears obvious from the results of various testing included in this paper that simply removing all supports and balancing build parameters accordingly is not sufficient to produce quality parts. Various amendments to the build procedure including: optimized laser parameters, angled builds and "surround support" offer the most promising potential in reducing the constraints currently associated with wax builds.
Solid Freeform Fabrication (SFF) is a class of manufacturing technologies aimed at the production of mechanical components without part-specific tooling or process planning. Originally used for creating models for visualization, many industrial users of SFF technologies are realizing the greater potential of SFF as legitimate manufacturing processes for producing patterns and, in some cases, functional parts. Thus, SFF is becoming an important aspect of the product realization process in these industries.

Solid Freeform Fabrication arose from the dream of "push-button" prototyping, in which solid reproductions of three-dimensional geometric models are created automatically under computer control. Perhaps more than any other class of manufacturing technologies, computer software development has been an integral part of the emergence of SFF. As SFF technologies evolve toward the ability to create functional parts, computer issues gain more importance.

This paper discusses three aspects of software design for SFF: processing of geometric data, global and local control of SFF processes, and computer-based analysis and design for SFF manufacturing. The discussion of geometric processing issues focuses on accuracy and completeness of input models, and the algorithms required to process such models. The interplay between the physics of SFF processing and the desired output geometry is discussed in terms of the development of model-based control algorithms for SFF. These two areas, geometric processing and control, are necessary for the practical implementation of any SFF technology. However, for SFF to realize its potential as an alternative for manufacturing functional parts, engineers must be provided with analysis and design tools for predicting mechanical properties, ensuring dimensional accuracy, choosing appropriate materials, selecting process parameter values, etc. For each of these three different but related areas of software design, the state-of-the-art is assessed, contemporary research is summarized, and future needs are outlined.

Introduction

Solid Freeform Fabrication (SFF) is a group of emerging technologies for fabricating physical objects directly from computer-based descriptions (such as solid models) of the geometry of the parts. All SFF technologies are enabled by computer hardware and software, from the input geometric descriptions to control of the fabrication machinery. Clearly, the success of SFF depends on the existence of sophisticated and cost-effective computing equipment and software. As the applications of SFF move beyond visualization models and design verification prototypes into fabrication of functional components, SFF will change from rapid prototyping techniques into legitimate manufacturing technologies. One key to this progress is improvement of the software systems that enable advances in the capabilities of SFF. This paper describes potential opportunities for improvement in SFF software in the areas of geometry processing, process modeling and control, and design tools for SFF.
Geometry Processing

Most Solid Freeform Fabrication processes produce parts on a layer-by-layer basis. The process proceeds by first slicing the geometric description of the part into layers. The slicing operation generates the contours of the part for each layer. The contours are then processed in a manner dependent upon the particular SFF technology. For instance, for Selective Laser Sintering (SLS), the contours are discretized into "toggle points" at which the laser beam must be modulated to produce the desired solid.

Faceted Geometry. The form of the geometric description of mechanical parts to be produced by SLS significantly affects the accuracy of the final part. The current state-of-the-art for most SFF technologies consists of tessellating the surfaces of the geometric model into a mesh of non-overlapping triangular facets. The resulting geometry is transmitted in a standard file format, the so-called “STL” file format, established by 3D Systems, Inc. [1] This format has been adopted by many CAD vendors, is readily available, and is considered adequate for most visualization applications. However, for producing accurate patterns and functional parts, the adequacy of the STL format is unclear. There is a trade-off between the accuracy and the size of the geometric description. Highly non-linear surfaces, such as those that comprise turbine blades, manifolds, etc., must be tessellated into a large number of small facets, resulting in very large data files, and the accuracy of such descriptions is still suspect.

In many cases, the tessellation operation itself introduces errors in the model. Tessellation of surfaces with large curvature can result in errors at the intersections between such surfaces (see Figure 1), leaving gaps or “holes” along edges of the part model [4]. Tessellation of fine features is susceptible to round-off error, which leads to non-manifold models of parts, where more than two facets are adjacent to a single edge, or facets with opposing outer normals meet at a single vertex (see Figure 2). These problems are difficult for slicing algorithms to handle and cause fabrication problems for SFF processes, which require valid solids as input.

Algorithms to overcome these problems with faceted geometric descriptions depend on developing richer data structures that explicitly represent the facet and edge adjacencies that are implicit in the STL format. This information enables the development of efficient slicing algorithms that take advantage of the explicit adjacency information when constructing slice contours [5, 11, 12]. Rock and Wozny [10] have also proposed an alternative to the STL file format that captures the adjacency information in the exchange file. Bohn and Wozny [4] have developed a method to repair faceted geometric descriptions with problems such as that depicted in Figure 1. Their technique uses the adjacency information to locate gaps between facets. They then use a “shell-closure” algorithm to add missing facets to the close gaps.

Higher Order Geometric Descriptions. The problems with the STL geometry exchange format arise because tessellation is a first-order approximation of more complex geometric entities. An obvious solution to these problems is to exchange higher order geometric entities, preferably the source geometry with which a part is designed. This approach has been adopted at The University of Texas, where an interface based on Constructive Solid Geometry (CSG) has been developed to provide input to SFF processes [7]. With CSG the geometry of a part is modeled as a binary tree whose leaf nodes are scaled and oriented instances of primitive shapes (e.g., spheres, cylinders, parallelepipeds, etc.) and whose non-terminal nodes are the regularized Boolean set operations union (∪), intersection (∩), and difference (−). Evaluating the CSG tree with a geometric modeler results in an explicit boundary representation of the part’s surfaces.
Figure 1. A gap in the seam at the intersection of two surfaces [4].

Figure 2. Other examples of non-manifold topology in a faceted SFF model.
Normal evaluation of a CSG tree involves computing the intersection between pairs of primitive or intermediate surfaces and performing set classification in three dimensions. The UT process is based on evaluation of sliced primitives rather than 3-D primitives. In this process the primitives in the CSG tree are sliced individually, generating a slice for each primitive. The part contour in the slice plane is then produced by combining the primitive slices based on the Boolean operations at the non-terminal nodes (see Figure 3). The contour of the part in a given slice plane is a collection of piecewise continuous curves. These curves are then scan-converted to produce toggle points.

The net result of this work is a boundary evaluator developed specifically for SFF applications. The approach provides a more accurate, compact part description. Also, all surface-surface intersections are performed in the 2D slice plane, resulting in considerably simpler and more robust algorithms. For the common quadric surfaces (spheres, cones, cylinders, and ellipsoids), the surface-surface intersection calculations are exact (subject to round-off errors). For higher order surfaces, such as the torus, the method requires an approximation of the slice contour of the primitive. Such an approximation is still more accurate and efficient that the linear approximations obtained from a faceted model. In fact, the method provides a rational basis for approximating the geometry, since it is based on error measures in the slice plane. Details of the algorithm are included in [7].

Processing higher order geometry for SFF processes offers several advantages over exchange of faceted geometric descriptions. Generally speaking, files containing higher order information will be smaller and more accurate than comparable faceted geometry files. Also, many of the problems that result in non-manifold geometric information in faceted descriptions can be avoided. For example, because the CSG slicer described above performs the geometric modeling operations, no explicit boundary information is needed in the input file. Instead, it is incumbent upon the SFF geometry processor to ensure that the results are realizable for the particular SFF technology that is used to fabricate the part. Potential problems in the slicing operation can be solved because more information is available about the intended geometry of the part; thus, higher order descriptions are easier to troubleshoot when necessary. Finally, when approximations are necessary for the given input geometry, the approximation process is driven by the particular SFF technology rather than by generic criteria meant to satisfy the requirements of many SFF technologies. This provides a rational basis for approximating the geometry when necessary.

There are disadvantages to higher order geometric data exchange as well. First, there is no single geometry form that is satisfactory for all applications. There are many different geometric descriptions that are used in product design, each with different requirements for a slicing algorithm. Designers of commercial SFF processing software will have to make compromise decisions about which geometric forms to support or risk losing potential customers from lack of geometric coverage. Also, because the geometric input is more complex, algorithms for processing the geometry are more complex as well. Finally, interchange standards must be developed for higher order geometric descriptions. While these standards are under development, they are still subject to change until agreed upon.

Sources of Layered Geometry. Many potential applications of SFF naturally provide data in layer-based formats. For example, Rogers et al. [13] report the use of a laser digitizer to provide data for the fabrication of prosthetic devices using Selective Laser Sintering. Levy et al. [8] used Computed Tomography (CT) data to produce models of human temporal bones using SLS. Bartels et al. [2] used imaging data from a confocal microscope as input to an SLS machine to create models of pollen grains. These are just three examples of the potential applications for SFF in areas other than product engineering. In each of these cases the data was presented to the SFF machine as layers.
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Figure 3. CSG slicing and set operations for SFF [7].

The geometric processing was not particularly sophisticated in any of these cases. For instance, in each of the cases cited above, the thickness of the data slices did not coincide with the thickness required for the SLS process (typically 0.005 to 0.01 in). To compensate for this, the SLS control software either skipped data layers (for thinner layers) or replicated layers (for thicker layers). To achieve higher accuracy, however, more sophisticated strategies must be developed and adopted by the SFF software. The laser digitizer software described in [13] actually interpolates between slices to realize the required resolution for the SLS process. Similar schemes must be developed for processing CT and confocal microscope imaging data.

Both the CT data [8] and the microscope data [2] consist essentially of raster images of the physical objects being imaged. In each case, the data provides a measure of the relative density of the material at each pixel in the imaging plane. However, SFF processes such as SLS require boundary information rather than interior density data. For these studies, then, the raster images were first converted to contour images of the sample slice in each plane by specifying a minimum threshold density below which the data are ignored. For these studies, the threshold value was selected manually and varied from layer to layer. However, to realize the full potential of
Before the use of layered data can expand, data interchange standards must be established. Currently there are no standards to specify the form of layer-based geometry for exchange among programs, a necessity for accommodating such data in SFF processing. In the examples cited above, Rogers presented the data to the SLS machine in the form of contours [5]. The other two sources, as described above, present their data as raster bit maps. These examples suggest that two exchange standards should be developed: one for contour data and one for raster data. In any case, the details for processing the input geometry, \textit{i.e.}, interpolation or thresholding as described above, should be left to the particular SFF technology to ensure that maximum part quality can be realized.

**Process Modeling and Control**

Solid Freeform Fabrication has the potential for producing accurate, structurally sound three-dimensional solid versions of objects. To develop accurate patterns and functional parts with adequate strength, however, requires in-depth basic research to understand the correlation between the mechanical properties and geometric accuracy of the final part with respect to the SFF process parameters [3]. These relationships must be captured in computer models that can be used to control SFF processing. To enable real time control, these models must represent a compromise between accurately modeling the physics of the SFF process and intelligent use of geometric information to approximate optimal processing patterns.

While process planning for SFF is considerably reduced compared to conventional fabrication technologies, there are several considerations which will require reasoning about the geometry of the final part. Scaling and orientation of the part within the workspace of the SFF machine have a significant impact on the efficiency of the process. Aside from other factors, the part should be oriented in a manner which minimizes the number of layers. Other factors, however, may override this consideration. For instance, tolerances tend to be directionally dependent. Likewise, the mechanical properties of the final part will depend upon its orientation during the process. These issues require geometric reasoning on both global and local scales. Global reasoning will indicate the best part orientation within the workspace of the SFF machine. Local reasoning refers to considerations of the geometry of each layer to determine scanning and build patterns that maximize geometric accuracy and mechanical properties of the part.
Scanning patterns. Many SFF processes build each layer of a part by raster scanning the powder bed along a single axis, as indicated in Figure 5. For geometries such as this, a unidirectional scanning pattern will result in a large number of very short scanning vectors. A multidirectional scanning pattern, such as that indicated on the right in Figure 5, will result in a smaller number of longer scanning vectors. Longer vectors reduce the errors associated with laser toggling transients and repositioning of the laser beam, resulting in higher part accuracy. The figure implies that preferred scanning patterns are the result of geometry alone; however, other factors may outweigh geometry. For instance, mechanical properties within a layer may be dependent upon the scanning direction; heat transfer considerations and the creation of thermal gradients may indicate preferred scanning patterns; contour scanning of the layer boundaries may reduce aliasing artifacts and result in better surface quality. These considerations must be incorporated into algorithms for determining arbitrary scanning patterns for SFF processes.

Contour Scanning. Recent research at UT Austin has focused on developing an optimal laser control system for scanning along curves [15]. The scanning algorithm and associated hardware maintain constant laser power density by simultaneously controlling laser speed and laser power. The goal is to produce parts with better surface resolution than can be obtained from vector scanning the part contour (see Figure 6). This research emphasizes the need for higher level geometric descriptions for SFF processes. The algorithm uses information about the curvature of the contour to determine appropriate laser parameters to achieve the desired power density. A polygonal approximation of the contour, such as that obtained from slicing a faceted part model, is not accurate enough to support this control scheme.

Process Modeling. Advances in control of SFF processes will depend on developing a better understanding of the physics of each process. For example, the process control program for SLS administers three areas: laser control, control of powder delivery and leveling, and control of the environment within the machine. Input to the module consists of a suitable geometric description of the part layers (at this time, scan lines and laser toggle points) and settings for process parameters, including material properties, bed temperature, gas flow rate, scanning speed, laser power, beam diameter, and scan spacing. The current SLS process control software is built under the assumption that these parameters will be constant for an entire part. However, initial investigations indicate that fabrication of metal parts will require local control of laser beam parameters, allowing these parameters to change from layer to layer or even within different areas in a given layer. Such physically-based scanning is depicted conceptually in Figure 7, where a part layer has been divided into several regions based on part quality predictions from a physical model of the process. A scanning pattern is then generated for each of the simple regions, again based on predictions from a process model. Such a scanning scheme could be precomputed off-line before the part is fabricated, or it may updated on a layer-by-layer basis, with input about the status of previous layers from sensors. The key to solving this problem is development of physical models of the process. While initial models of the SLS process have been developed [9, 14], they are not structured to support real-time process control of this kind. The solution to this problem will likely require a combination of hardware and software development.
Figure 5. Directional scanning versus raster scanning.

Figure 6. Contour scanning.
Successful design of functional parts produced by SFF will require consideration of the material and mechanical properties in conjunction with their geometry. These properties are directionally dependent due to the layer-by-layer fabrication process. For certain SFF processes, such as SLS, the mechanical behavior of parts is further complicated by the phase change inherent in the process. Therefore, standard techniques for modeling structural behavior of mechanical parts will have to be modified and enhanced to account for these factors. Development of such computer-aided design tools will allow designers to create parts that are optimized for SFF processes.

Physical models of SFF processes provide a starting point for developing these design for SFF tools. However, such models are focused on determining the consequences of choices of process parameters on the properties of the final part. For design, the inverse solution is needed. For desired properties of the final part, the designer must know the appropriate process parameters. Answering such questions will require reformulation of the modeling software.

SFF processes offer the promise of providing manufacturing capabilities that are not realizable by other techniques. One such possibility is selective material property distribution within the part. With conventional material removal processes, the bulk mechanical properties of a part are determined by the stock material chosen, aside from any surface treatment that is applied as a post-process. With SFF technologies the potential exists for the mechanical properties to vary continuously within the part. Again, to realize this possibility, design tools are needed to guide the designer in determining optimal material distribution. Project MAXWELL, a joint effort of the University of Michigan and Carnegie-Mellon University, is developing mathematical techniques for concurrent design of shape and material composition for mechanical components [6]. Tools
such as this will become increasingly important as SFF techniques are employed for manufacturing functional parts rather than prototypes.

Conclusion

One key enabler of Solid Freeform Fabrication technologies is computer software in geometric modeling and process control, without which most SFF processes would be difficult to implement. However, many opportunities exist for improving the performance of SFF processes by improving the software, thereby broadening the application of SFF from producing models and prototypes to functional part manufacturing. This paper provides an outline of some of the issues in software development in the areas of geometric modeling, process modeling and control, and design for SFF. Progress in any one of these areas, however, is dependent upon improvements in the other two areas. These interdependencies are depicted in Figure 8. To realize the potential of SFF, research must continue simultaneously in all of these areas.

![Diagram of interdependencies among geometry, process control, and design for SFF.](image)

**Geometry**
- Quality depends on process parameters.
- Determined by intended design function.

**Process Control**
- Orientation, laser parameters depend on geometry.
- Design function determines desired properties, which depend on processing.

**Design**
- Limited by available processes and capabilities.
- Auxiliary design requirements (supports) determined by geometry.

Figure 8. Interdependencies among geometry, process control, and design for SFF.
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Abstract

It is likely that the uses for virtual reality (VR) will coincide with applications that rapid prototyping systems have already been used for. VR, with the ability to model real life environments, presents an ideal base for the design and development of new manufactured products. As a method of producing physical models directly from 3D CAD systems, rapid prototyping technology has also been used to visualise new product designs. This paper attempts to determine whether the two technologies are a means to the same end or whether they combine to form a more efficient route to product development.

Virtual Reality Systems

A virtual reality system provides a platform for computer generated images to interact with the user. As the user reacts to these images, requiring to change the scene in some way, so the computer complies. The images, along with other possible external stimuli show objects that combine together to form virtual worlds. Perhaps the best definition offered yet on the exact nature of VR comes from Zelter [1]. A virtual reality interface system must offer a degree of 3 key components:

- **Autonomy**: objects must react to external stimuli, have collision boundaries and exhibit real world effects (e.g., coefficients of restitution, gravity, and friction).
- **Interaction**: one must be able to manipulate the parameters of each object in real time.
- **Presence**: a crude measure of the fidelity of the viewing system.

Whether the system used is desk top or immersive, VR is computer modelling of real life as experienced through sight, sound, and touch.

The above suggests that designers and engineers who wish to address the problem of development and improvement of interactive design tools should consider what benefits VR might offer. The Nottingham University Virtual Reality Applications Research Team, VIRART, was formed specifically to investigate problems of this nature. By building up an expertise in VR systems, VIRART aim to liaise with industry and identify where VR can be used. Current systems are not as easy to use as they should be, and VIRART also set out to influence the development of the technology. With respect to industrial applications, VR appears to be useful in several areas:

- Where the real world is too inaccessible, dangerous, or expensive to model in real life (e.g., nuclear installations).
Where the worlds to be modelled are incomplete and require an iterative approach to determine their construction (e.g., control panel design).

Where the ability to reorder the world requires the manipulation of parts in an unnatural manner (e.g., modelling large, heavy objects to be moved by hand).

Where some of the required attributes within the world are unreal (e.g., abstract modelling of management systems).

It is considered that when referring to product design in general, the use of VR relates mainly to the 2nd and 3rd of these points.

Rapid Prototyping

Rapid prototyping technology focuses on reducing the lead times and costs associated with new product development [2]. As a new product is introduced, or as products are updated, various aesthetic and functional designs and tests take place. Somewhere during this process, a physical model is evaluated. Using conventional processes and highly skilled artisans, the construction of this single model can take many days.

Rapid prototyping systems are capable of making highly accurate models, or prototypes, in a very short time. The starting point for such systems is a good quality 3D CAD system. Solid models are constructed using the CAD system and then post-processed in a layer format to make them suitable for the prototyping machines. Models made in this way are therefore limited only by the scope of the CAD system and the resolution and dimensions of the prototyping system. Models can therefore exhibit very complex geometries indeed.

At Nottingham, extensive research is being carried out on various aspects of rapid prototyping. The Rapid Prototyping Research Group has had the opportunity to see the development of this emerging technology as it has made its way across the Atlantic to the UK. The group has been able to log the development from only a few machines in 1990 through to the varied and dynamic industrial and research usage of today.

Since Nottingham University has research groups working on both VR and Rapid Prototyping, it was considered appropriate to investigate where a combination of these technologies might lead. An experiment was devised to discover whether one technology falls within the sphere of the other. In this case, it was considered that VR may only provide the same facility that a rapid prototyping system gives when used with an appropriate CAD system. This would then make VR redundant for product development. The emphasis of the experiment therefore changes slightly to a study of whether VR can provide more than CAD, thus relieving the comparatively expensive rapid prototyping systems of some of the product development burden.

Product Development

Some products are purely functional, whilst others require consideration of aesthetic features to achieve an acceptable design. Designers may possess many technical skills, but they may not appreciate, and be conversant, with computer systems. Even if
they can use CAD tools, the technical elements related to what is ostensibly an engineering environment may compromise their artistic ability. Similarly, functional products (e.g., engine components) may require other aspects of design to be considered. These may not relate to the primary function of the product and the designer may therefore be unaware of their effect. For instance, the product may perform perfectly, but is it accessible to easy assembly and maintenance? Only when a part is put in context can it be seen whether it qualifies on all points. To this end, many products go through a physical modelling phase to prove the design fully.

To overcome the above points of conflict between flexibility in design against functionality in the most efficient manner, several solutions can be put forward:-

- **Use conventional modelling techniques (such as clay and card constructions), then digitise them into a CAD system.** This is a compromise between free design and engineering design but it is expensive and may not be time efficient.

- **Train aesthetic designers in CAD.** Some designers are very proficient in the use of CAD software. Many consider that such systems restrict their ability to freely design products. Products with aesthetic properties (e.g., virtually all consumer products) require much consideration to the design media used.

- **Form teams with both aesthetic and engineering designers in close consultation.** This is perhaps the easiest and most common solution. However, inability to communicate between group members is also common, making this a potentially unstable situation subject to the characteristics of individuals.

- **Improve CAD systems to reduce the skill requirement to operate them.** This is the approach adopted by CAD companies. The solution in part is by providing software tools to perform the same function several ways. However, the CAD environment is always likely to exhibit an engineering bias even if VR based devices are used for the interface.

- **Produce a form of 'digital clay' to allow modelling within a computer based system.** This is the VR company approach. The interactive environment and tools for manipulation are there already. What is lacking is the ability to dimension the product effectively to allow for functional design.

It is obvious that the last two points are linked. CAD systems are being developed with VR based interaction. They are however significantly different from existing VR systems (the compromise being generally attributed to the perennial 'lack of processing power' problem). The panacea would be if VR systems could retain their excellent autonomic and interactive properties, whilst adding advanced graphic definition and sculpture tools. The question therefore evolves into one of whether VR systems should be developed to look more like CAD systems? If they should then careful consideration must be given: not to what tools should be provided, but what features of CAD should be left out to allow free expression in design. Since much is already known about CAD tools this experiment concentrated on whether it was possible to create a 'digital clay' approach using a VR system.

**Example Worlds**

The experiment required the creation of design environments using the desk top VR system, Superscape. Any preference between desk top and immersive systems was not
made at this stage. This system was available to the research team and was seen to provide sufficient features not to restrict the creation of these environments.

The first product chosen was a water thermostat housing for a small automobile. This product was based on a real design and is one that is very familiar to the Rapid Prototyping Group being the subject of many experiments in the past [4]. This is primarily a functional product being a single mechanical structure, constructed from a few primitive component elements. As can be seen, the product looks representative but is far from accurate. The nozzle and base components can be distorted to provide a range of designs for assessment. If put in context with the rest of the engine, say, the product could be assessed for position and ease of maintenance (figure 1). It is unlikely that anyone will be concerned about the aesthetic appearance of products like this one. It could be assessed in terms of suitability, however, a shorter nozzle could be functionally correct, using less material in its construction. It may however produce unacceptable difficulty when connecting the associated hose pipe. A larger nozzle, in contrast, may make it more difficult to access the mounting bolts.

![Figure 1 - Complete View of Thermostat Housing](image)

The second example world created was more detailed. This dealt with a product that combines aesthetic attributes with functional elements. The product chosen was the front panel of the 486 computer used to run the VR software. This panel is made up from sub panels that form specialised elements like buttons, disk drives, and LEDs (figure 2). These elements were combined with more general blank features that effectively fill in the gaps. These elements are initially laid out in front of a blank panel that represents the mounting conditions. The designer has the ability to place these components on the mounting panel. It is possible to change the size, shape, position, and colour of each of these elements to assess the effects of different layouts.

This computer panel is a consumer product and therefore must exhibit aesthetic as well as functional features. It is also part of a system that includes the screen, keyboard, and mouse. It must therefore look pleasing within the context of the entire
computer. Views must be acceptable from appropriate angles and each component can be positioned to achieve the best result in many scenarios (figure 3). Assessment of ergonomic features like the clarity of layout and the position and size of control buttons can also made for different configurations.

![Figure 2 - Base Design System for Computer Panel](image1.jpg)

![Figure 3 - Completed Computer Panel Placed in Context](image2.jpg)

The concept of 'digital clay' is more refined in this second case. The elements within the world can be distorted and positioned with ease by merely selecting an item using a mouse driven pointer. The world manipulation controls can then be used to control the attributes of each selected element. The disk drive has greater functionality than the other items and therefore its features are more constrained. Different elements
Experimental Analysis

It was found that the design environments were indeed straightforward to understand, use and manipulate. Rudimentary user trials showed that products could be rearranged with relative ease. Users also adapted to the environment with very little instruction, understanding both the reason for the experiment and the tools provided to change the world. Nobody, however, used the tools to produce products other than the ones designated; a point worth mentioning. These were however initial tests and further more detailed trials are essential to analyze fully its use as well as the necessary requirements for improvement.

In real life, the user performs a more qualitative assessment of the environment by way of comparison between objects within the working context. Quantitative tools were available in the example worlds in the form of readouts of position and size of the components. It was found that people using the worlds did not make use of these tools. The example worlds did appear to form the basis of a useful artistically biased tool for product development. It does not appear that quantitative elements are an essential requirement. What is essential is the ability to interface quickly and efficiently to appropriate CAD systems. These transported object descriptions can then be used by the design engineers and form the basis of an iterative process. Currently, Superscape supports the DXF file format but it is hoped that higher formats will soon be made available.

Further Requirements

There are many features that currently do not exist that a designer would probably prefer in a VR based design tool. Some of these features relate to current limitations in the VR system used whilst others relate more to the example worlds created. The latter are obviously more easy to change under the control of VIRART. Some of these points are more for discussion than specified desired changes.

It is uncertain at this stage whether the example worlds should be context specific. It has already been stated that users did not attempt to design out of context. This may have been because all those who have used the system to date have had an engineering background. An aesthetic designer may have used the system differently but may also consider the example worlds too restrictive. The possible solution could be to present the system at two levels. At the low level is the purely creative environment with no predefined elements. Simple blobs of 'digital clay' can be combined to form more complex structures. At higher levels, objects appropriate to the design context will be provided alongside these simpler elements. The next test will be to provide designers with non context driven tools to see whether they can be used to generate something completely original.

The speed of response and resolution of the system are both inferior to what would ultimately be required. This does not mean however that true, life-like
representations are essential to the working of the system in this context. As the number of facets increases on the screen the speed of response does appear sluggish on what is a comparatively slow machine (PC 486 running at 33MHz). As such for simple objects the speed is probably adequate making it useable in its present form.

So far the examples have not allowed the user to define custom elements. A facility to create new shapes with different shapes, surface features, textures, texts, etc. is desirable. This could constitute a form of digital pen and paper to be used along with the digital clay modelling system. In effect, this becomes CAD meets DTP in 3D.

Continuing on from this point, it is also not possible to manipulate parts as much as would be desired. For example, at present the disk drive cannot be turned on its side. This stands to highlight one of the main differences between desk top and immersive systems. The manipulative ability within an immersive system appears to be more intuitive than a desk top system through its ability to provide more direct contact with the virtual world. With the desk top system, parts are manipulated via the world control tools rather than directly. With an immersive system, the tendency would be to literally grab hold of the object.

**Integration with Rapid Prototyping**

When the stage is reached where quantitative test data is required then physical prototyping becomes necessary. Rapid prototyping systems shorten this process dramatically making it possible to recoup a significant capital investment in a short period. The operation time of these machines is still significantly long. Generally parts are in a finished, useable state in around 2 days. If all that the part is required for is to assess factors like dimensional fit, accessibility, optimal position, aesthetics, then a system that operates in real time is much more appropriate.

The primary use for rapid prototyping systems is not therefore in qualitative assessment phase of product development. Manufacturers are realising this, and much more use is being made of soft tooling processes (like investment casting) to produce test parts and for short production runs. This is a much more important role for this technology to fill. Competitive marketing policies still dictate that physical models be created for purposes like tendering and user evaluation. VR, with its capacity to model real life provides a practical replacement for rapid prototyping in this sense. VR has the potential to fulfil at least some part of the first 4 uses for rapid prototyping described by Jacobs [2], those of visualization, verification, iteration and optimization. There is no possibility of VR fulfilling the 5th use, that of fabrication. With VR supporting, the more expensive rapid prototyping technology can therefore be considered free to perform the more production related tasks.

The ideal product development environment is therefore a rapid prototyping base supported by CAD systems to supply the engineering detail. VR systems will be linked to the CAD systems that are designated for product development with aesthetic content. A possible layout can be seen in figure 4. This figure also shows the post-processing unit for conversion of CAD solid models into a layer format suitable for the rapid prototyping machine. The ratio of machines is indeterminate but 1 rapid prototyping machine could quite easily support 4 or 5 CAD workstations with perhaps 2 of these working along with
VR software (preferably on the same platform). This ratio of CAD to rapid prototyping machine is likely to be larger where VR is employed.

![Diagram of Rapid Prototyping System](image)

**Figure 4 - Proposed Configuration for Optimum use of Rapid Prototyping System**

In conclusion, VR is cheaper and less technical to use than rapid prototyping. The turnaround of ideas is much faster with VR and therefore this technology is likely to benefit the aesthetic designer more than the design engineer. VR provides a complimentary technology to rapid prototyping, but the interface is most suitably accommodated through CAD. At some time in the future CAD and VR will merge but not until processing speed has significantly increased to the general user. The potential use of VR does make some of the intended uses of rapid prototyping redundant, but it is impossible to use VR beyond the point where testing or production is required. After all, it is only software.

**References**

Optimization of 2D CT Data Sets for Three-Dimensional Craniofacial Imaging and Modeling

by Richard A. Levy, M.D.

Computer-generated anatomic modeling using radiologic data is a well-known entity. Currently, state of the art 3D modeling systems lack the variable thresholding, user interactive, capabilities of 3D imaging software. We investigated clinical parameters - CT scan plane, 2D filter algorithm, surrounding medium - and tested a simple mathematical thresholding algorithm based upon experimentation with a CT phantom, to evaluate a semiautomated approach to 3D craniofacial imaging and model generation. (Figure 1)

Our investigation indicated that CT scan orientation is a significant determinant of accuracy in 3D image generation. In addition, we propose a simple thresholding algorithm to optimize threshold selection under conditions where only a single threshold value may be utilized - i.e., the generation of anatomic models from craniofacial osseous structures as visualized on CT. This algorithm provides a flexible framework for refining semiautomated thresholding; that is, a coefficient may be modified after further clinical trials (e.g., substituting 0.10 for 0.16 in Appendix I) to better approximate operator-selected thresholds.

The most significant subjective element in this semiautomated approach is the selection of representative target and background tissues. This task is partially simplified by restricting the anatomic region of interest, and could be theoretically improved by using cluster plot analysis. Since this type of analysis is also subject to variation based upon population distribution of pixel densities, we are confident that an experienced technician or radiologist can select representative target and background densities based upon display options available on current CT scanners

---
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(Figure 2). When advances in imaging technology permit instantaneous cluster plot-type analyses of entire CT data sets, our thresholding algorithm could be applied to yield near real-time evaluation of CT data sets for craniofacial modeling.

We conclude that experimentation with a CT phantom can lead to semiautomated three dimensional craniofacial imaging and modeling. Further investigation of 2D CT craniofacial data sets is justified.
Legend to Figures

Figure 1a Photograph of a lateral view of the PVC phantom. Black arrowhead indicates slit of 0.375 mm width. Black arrow indicates slit of 1.1 mm width. Intermediate slits range from 0.55 to 0.94 mm.

Figure 1b Small black arrowhead and single black arrow correspond to slits in Figure 1a. Paired double black and white arrows indicate 0.375 mm-thick "shelves" forming one corner of the phantom base. Paired large black and white arrowheads indicate 0.75 mm-thick "shelves" forming another corner of the phantom base.

Figure 2 Generation of 16 two-dimensional CT slices for the purpose of selecting D, the highest density target tissue in the anatomic region of interest. The "Identify" and "Multiply Display" options are used to initially select D which is verified via an ROI cursor (magnified CT image on the right.) In this setting, Do = the highest density background tissue in the anatomic region of interest (intraorbital soft tissue), was also selected using the "Multiple Display" option and measured with a ROI cursor.
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Appendix I

Since \( T = (0.16) \text{ID-Dol} + \text{Do} \) for \( \text{ID-Dol} > 200 \text{ HU} \)
and \( T = (0.5) \text{ID-Dol} + \text{Do} \) for \( \text{ID-Dol} < 80 \text{ HU} \)
a parametric expression for \( 80 \leq \text{ID-Dol} \leq 200 \) combining the above expressions was developed:

Thus \( T = (t) [(0.16) \text{ID-Dol} + \text{Do}] + (1-t) [(0.5) \text{ID-Dol} + \text{Do}] \) for \( 80 \leq \text{ID-Dol} \leq 200 \)

* Let \( C = \text{ID-Dol} \)

Then \( T = C[(0.5) - (0.34)(t)] + \text{Do} \)

When \( t = 0, C \leq 80 \)
When \( t = 1, C \geq 200 \)

Thus \( t = (0.008) (C) - 0.64 \) and
\[
T = C[(0.5) - (0.34)(0.008) (C) - 0.64]] + \text{Do}
\]
\[
= \text{Do} + (0.73) (C) - (0.003) (C)^2
\]
\[
= \text{Do} + (0.73) (\text{ID-Dol}) - (0.003) (\text{ID-Dol})^2
\]

for \( 80 \leq \text{ID-Dol} \leq 200 \)

HU = Hounsfield Units
Some Efficient Procedures for Correcting Triangulated Models
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Abstract

This paper describes methods for handling efficiently a large class of problems encountered when dealing with 3D models represented by a collection of triangles in STL format. In spite of its drawbacks, the STL format has become a de facto industrial standard for transferring models to manufacturing processes generally known as Rapid Prototyping Techniques (RPT) or Solid Freeform Fabrication (SF²). As the accuracy and size of the workspace of such processes increases, so does the size of the models one wishes to manufacture. Therefore, the efficiency of application programs is an important consideration. Previous published work has focused on the problem of eliminating gaps in triangulated models. In addition to efficiency, this paper describes methods for dealing with other problems such as overlapping triangles and intersecting triangles. The algorithms have been implemented and tested in industry. The underlying data structures based on adaptive space subdivision also allow the development of other efficient tools such as slicing.

1 Introduction

Data transfer between CAD systems and RP processes is mainly based on data exchange formats capable of representing faceted models. The current de facto standard is the STL format [1] which allows one to represent triangulated models, i.e. each facet is a triangle.

In order for models to be correctly manufactured they must represent a collection of one or more non-intersecting solids. The manufacturer hopes to receive “well-behaved” STL-files such as the one outlined in Figure 1. In a correct STL-file, each triangle has exactly one neighbour along each edge and triangles are only allowed to intersect at common edges and vertices. Under these conditions, it is possible to distinguish precisely the inside from the outside of the model.

Figure 1: A correct triangulation.
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Unfortunately, quite often incorrect faceted models are used. The mistakes can be numerous (Figure 2). The models can contain gaps due to missing facets, facets may intersect at incorrect locations, the same edge may be shared by more than two facets, etc. Special cases of these errors may occur that require separate treatment, e.g. overlapping facets (coplanar facets whose intersection results in another facet). The reasons for such errors are related to the application that generated the faceted model, the application that generated the original 3D CAD model, and the user. Many STL interfaces in CAD systems fail to inform the user that the result is not correct and problems remain undetected until the manufacturer attempts to process the model.

The objective of this paper is to describe efficient algorithms for (i) verifying if the model is correct, (ii) detect the mistakes in the model, and (iii) automatically correct as many mistakes as possible. Additional requirements are portability and user friendliness, the latter implying that the parameters should be easy to understand and have a predictable effect on the output.

The paper is organized as follows. One of the key aspects are the data structures used so we begin with their description in Section 2. Next, in Section 3 we outline the algorithm used to process an STL-file. The algorithm for determining the topology of the model—i.e. the neighbours of a given triangle along its edges—is described in Section 4. Determining the correct orientation of the triangle normals—a requirement of the STL format—is described in Section 5. Detecting incorrect intersection and the handling of special cases of overlapping triangles is described in Section 6. Section 7 outlines a gap elimination algorithm for a restricted class of gaps. Related and future work is discussed in Section 8 and, finally, we state our conclusions in Section 9.

2 Data structures

Efficient handling of large geometrical data sets requires special data structures. We use an adaptive space subdivision scheme that reduces the amount of browsing involved when searching for objects nearby a given object, and adopted a method that is a variant of quadtrees [9]. The system is called the CELL space subdivision system (other data structures are also suitable for this application [9, 10]).

A bounding box, or space, surrounding the objects must be known in advance. Associated to each object is a bounding box of dimension $n$. The space is subdivided into smaller regions, or cells, until either each cell contains at most $N$ objects or the depth of the subdivision reaches a maximum $D$. The subdivision is done by splitting the cell using iso-oriented hyperplanes of dimension $n-1$ and always at the midpoint. The direction alternates at each level of subdivision.

The hyperplanes will correspond to lines in two dimensions and planes in three dimensions.
Figure 3 illustrates a space subdivision with six objects, \( n = 2 \) and \( N = 3 \). A suitable data structure for representing the space subdivision is a tree. In the example shown, white nodes are the internal nodes and the black nodes are the leaf nodes, or simply leaves. The information stored in the nodes is very simple. The internal nodes contain only pointers to the subtrees; it is not necessary to store bounding boxes or splitting directions because this information can be derived as the tree is searched. The leaves contain simply an array of pointers to the objects.

Finally, objects contain a bounding box, a query number and a reference to user data. Suppose a query \( Q \), a rectangle, intersects the bounding box of object \( E \). In order to avoid \( E \) being reported twice, the queries are numbered and objects that are reported by a given query are assigned the same number. If an object already has the same number as the current query then it is ignored. The query numbers of all objects would have to be reset only when the query counter overflows, an unlikely event if the platform uses 32-bit integer arithmetic.

When inserting a new object, it may happen that it is impossible to subdivide a cell such that only \( N \) objects remain, e.g. if \( N + 1 \) triangles share the same point. The default action is to subdivide until a maximum depth \( D \) is reached. Alternatively, the application programmer can supply a boolean function \( \text{Subdivide?} \) that will browse the objects and determine if it is worth attempting the subdivision.

Searching such a data structure is efficient because the number of possible neighbour candidates is usually small. We only have to check nearby objects, instead of going through the entire collection. Furthermore, in our applications the data structure is semi-static. After initial object insertion, objects added to the data structure do not change significantly the original bounding box of the space, and very few deletions are done. Thus, no reorganization of the data structure is needed during the processing.

Interface

The interface consists of four functions. \( \text{CellInit} \) creates the data structure according to the set of parameters already mentioned earlier, namely the bounding box, maximum cell occupancy, and maximum depth. \( \text{CellInsert} \) and \( \text{CellDelete} \) are used to update the data structure. Finally, \( \text{CellQuery} \) is a function that takes as arguments a bounding box and a query number and it returns a list of all objects that intersect the given bounding box.

Analysis

In general, the size of a CELL data structure is bounded by \( O(2^D + n) \), where \( n \) is the number of objects. In our applications, we set \( D \) equal to \( \lfloor \log_2 ([n/N]) \rfloor + 1 \), so the size is bounded by \( O(n) \) and the height of the tree by \( O(\log n) \). Regarding the computation time for updates and queries, so far we have not made any attempt to analyse the complexity of the worst and average cases. However, experiments indicate that the performance is excellent.

Application-dependent data structures
Triangle records are referenced with an application data pointer from the CELL objects. The triangle record has pointers to the vertices and to the edge-neighbours. A field is reserved for a normal vector and a reference counter for memory management. The vertices are indicated by a set of pointers, \{v_0, v_1, v_2\}. Edge \( e_i \) is defined by the vertices \( v_{i \mod 3} \) and \( v_{i+1 \mod 3} \), and associated to each edge is a pointer \( n_i \) to the corresponding neighbouring triangle.

The data associated to each vertex consist of three floating-point values defining the \( xyz \)-coordinates, a reference counter and a vertex id.

3 Outline of the algorithm

The CELL data structure is very flexible in the sense that when one is equipped with such a data structure there are various solutions to the problems laying ahead. We have chosen those that favour minimizing memory resources at the expense of computation time.

Before the CELL structures can be initialized, it is necessary to read the input file to gather the required information, i.e. the bounding box enclosing the model and the number of triangles. Next, two CELL structures are created, namely \( TCell \) will contain objects associated to the input triangles, and \( ECell \) will contain the edges with no neighbours and is used to construct the gaps. The user may supply the maximum occupancy for each of these CELL structures to override the internal defaults. Based on the maximum occupancy, the depth of the associated trees is bounded by a suitable constant to obtain a balance between the main resources, namely memory and computation time.

The first stage evaluates the topology of the model, detects gaps, exact duplicates, and degenerated triangles. \( TCell \) is used to collect vertices that are equal within a tolerance \( \epsilon \). Once the vertices have been merged and values have been assigned to the pointers \( v_i \), then we proceed to detect the edge-neighbours and assign values to the pointers \( n_i \). The triangle is now ready to be inserted into \( TCell \). After all triangles have been inserted, it is possible to determine the existence of gaps but not their actual description.

The direction of the normals is now evaluated because this information is needed for correcting the gaps and other errors that might be detected subsequently. The next stage consist of verifying the model. The description of the gaps is evaluated and errors such as improper intersections and overlapping triangles are also detected. Some of these errors can be corrected whereas others can only be reported. Once errors have been corrected, the normals are oriented again because if gaps where present it is possible that the first orientation is incorrect. In fact, if the gaps have not been all eliminated, it is not possible to guarantee that the second attempt is successful either. Finally, the triangles and a description of the errors are written to files in the required format.

4 Creating the topology

Creating the topology for a model consists of collecting for each triangle \( t \) neighbourhood information about \( t \). More specifically, it consists of detecting the triangles that share common vertices and edges with \( t \). Naturally, the first step is to begin with the vertices.

4.1 Detecting vertex-neighbours

Let us assume that all triangles inserted so far into \( TCell \) have their corresponding \( v_i \) pointers already initialized to correct values. (In the sequel, the Euclidean coordinates of an unprocessed triangle are denoted \( V_i \) as opposed to the associated pointer which is denoted \( v_i \).)
For each vertex \( V_i \in t \) we apply the following procedure. The bounding box \( BB_i = \text{BoundingBox}(V_i) + \epsilon \) is evaluated, where \( \epsilon \) is a small constant to account for rounding errors that probably occurred when the model was created. Next, the set of triangles \( V_{\text{NeighbourCandidates}} = \text{CellQuery}(TCell, BB_i) \) is evaluated. The vertices \( V' \) of all triangles \( t' \in V_{\text{NeighbourCandidates}} \) are searched to find the closest one to \( V_i \in t \). Once found, the associated pointer is assigned to \( v_i \).

If a triangle collapses to a line or a point then it is deleted and is not inserted into \( TCell \).

### 4.2 Detecting edge-neighbours

If a little more effort is done while finding the vertex-neighbours then enough information can be made available to easily detect the triangles that share a common edge with \( t \). Let \( V_{\text{min}} \) be the closest vertex to \( V_i \), evaluated by the procedure outlined above. Since the entire set \( V_{\text{NeighbourCandidates}} \) is searched one can collect the triangles that already share the same pointer \( v_i \).

Let us say that these triangles are placed in a set denoted by \( VN_i \). For each \( k = 0, 1, 2 \) we compute \( I = NV_k \cap NV_{k+1 \mod 3} \). If \( |I| = 0 \) then the neighbour of \( t \) along the edge \( k \) either does not exist or has not yet been inserted in \( TCell \). In this case, no further action is taken. If \( |I| > 1 \) then a possible error condition has been detected, namely an edge is being shared by more than two triangles. The edge is tagged accordingly and the tag will be cleared if another edge from another triangle matches it. Edges shared by \( 2n \) triangles with \( n > 1 \) are reported has warnings whereas edges shared by \( 2n + 1 \) triangles with \( n \geq 0 \) are reported as errors. We call the latter odd-edges. Finally, if \( |I| = 1 \) then the neighbour of \( t \) along edge \( k \) has been found. The pointer \( n_k \) is set equal to \( v_{\text{min}} \) and a global counter, \( \text{EdgeHit} \), is incremented by one.

After all triangles have been inserted into \( TCell \), the value of \( \text{EdgeHit} \) must equal \( 3N \), where \( N \) is the number of triangles. If \( \text{EdgeHit} < 3N \) then the entire set of triangles is searched for the odd-edges. These are placed in \( ECell \) for subsequent use during the gap elimination stage. Before a triangle is inserted, though, we verify if it is an exact duplicate, \( i.e. \) if all pointers \( n_i \) have the same value. In this case, the triangle is discarded because it is likely that it is the result of duplicate or coincident surfaces\(^2\).

### 5 Orienting the triangles

An initial triangle \( t_0 \) is chosen arbitrarily and a queue of triangles \( U \) is initialized. A ray is cast in the direction of the normal vector \( \vec{N}_0 \) of \( t_0 \). The direction of \( \vec{N}_0 \) is determined by the number of intersections between the ray and the model. The vertex pointers \( v_i \) are reordered according to the specifications of the STL format which states that as the fingers of the right-hand follow the vertices the thumb must be pointing towards the outside of the model. \( TCell \) is used to minimize the number of ray-triangle intersection tests. Only the triangles that are located in cells that are hit by the ray need to be taken into consideration.

Once a triangle \( t \) has been oriented, all its edge-neighbours that have not yet been processed are placed in the queue \( U \), if not already there. The next triangle to be processed is the one at the head of the queue. When the queue is empty we verify if all triangles in the model have been processed. If not then the next unprocessed triangle \( t_0 \) is again chosen arbitrarily and the same procedure is applied once more.

At this point, we would like to introduce the concept of a component. Loosely speaking, a triangle \( t \) belongs to the same component as \( t' \) if one can be reached by the other by "walking" along edge-neighbours. (For precision purposes we include the following definition using concepts from Graph Theory. Let \( G = (V, E) \) be a graph where each vertex \( v \in V \) corresponds to a triangle and an edge \( e = vw \) with \( v, w \in V \) is an edge of \( G \) if the triangle associated to \( v \) is an edge-neighbour of the triangle associated to \( w \). Because the property is reflexive, \( G \) is an un-directed graph. In a sense, the graph \( G \) is the "dual" of the triangulated model. A path in \( G \) is any connected set of edges. Two vertices are said to be in the same component \( C \) of \( G \) if a finite path can be found between them. Two triangles \( t_1 \) and \( t_2 \) are in the same component if the associated vertices \( v, w \in V \) are in the same component of \( G \).

\(^2\)In some cases, discarding both is a better alternative.
Clearly, a "by-product" of the above algorithm is the set of components of the model. This information will be useful to detect more efficiently errors such as improper intersections.

It may happen that the orientation of a triangle is not consistent with all its neighbours. This happens when the model contains a non-orientable component such as a Moebius strip. The user is notified of such errors but no attempt is made to correct them.

It is possible to avoid one ray casting operation by choosing a suitable triangle as the first one. Let \( t_0 \) be a triangle that is not parallel to the \( xy \)-plane and that touches the bounding box of the model. If the model is correct then such a triangle must exist. Let \( V \in t_0 \) be a vertex that touches the bounding box. Then the \( xy \)-projection of \( V + N_0 \) must be outside the projection of the bounding box onto the \( xy \)-plane. Experiments indicate that, in our case, this method did not improve significantly overall execution times.

We draw the attention of the reader to the fact that if the model is incorrect then it is not possible to guarantee that the direction of the normals is correct. However, one can state that the normals of the triangles associated to the same component are oriented consistently. This property is sufficient for correcting some errors in the model.

6 Checking the model

Errors are categorized into three classes. Gaps are detected during topology re-construction and their handling is described in the following Section. Improper intersections may exist even if no errors were detected in previous stages of the algorithm. Overlapping triangles are a special case of intersections and are dealt with separately. One type of overlapping triangles, namely duplicate triangles, was already dealt with during topology re-construction. Two triangles \( t \) and \( t' \) intersect improperly if their intersection is a line segment that does not correspond to a common edge. On the other hand, they overlap if their intersection is a facet.

These errors are expensive to detect and report even when using the CELL data structure. The first stage treats each component \( C \) of the model separately. The second stage handles pairs of intersecting components.

The first stage is as follows. For each triangle \( t \in M \) the set

\[
IC_{\text{Candidates}} = \text{CellQuery}(TCell, BoundingBox(t))
\]

is evaluated. The triangle \( t \) is checked for errors against those triangles in \( IC_{\text{Candidates}} \) that are in the same component as \( t \). In the case of improper intersections, one can also exclude the neighbours of \( t \).

The second stage uses a CELL structure called \( CCell \). The objects in \( CCell \) are associated to the components of the model. For each component \( C \) the set \( CC_{\text{Candidates}} = \text{CellQuery}(CCell, BoundingBox(C)) \) is evaluated. Next, for each \( C'' \in CC_{\text{Candidates}}, C \neq C'' \) the following procedure is applied. The bounding box \( I = BoundingBox(C) \cap BoundingBox(C'') \) is evaluated. We now take from \( TCell \) the triangles enclosed by this bounding box, i.e. the set \( T = \text{CellQuery}(TCell, I) \) is evaluated. Finally, the triangles in this set that belong to the component \( C' \) must be checked against those of \( C'' \), and vice-versa.

Consider the model shown in Figure 5. Each box forms one component. Although each box in isolation is correct, together they form an incorrect model because the result is ambiguous. Additional information from the user would be needed to correct the model and, therefore, improper intersections are reported but no attempt is made to correct them.

Figure 5: An incorrect model with improper intersections.
Figure 6 illustrates a special case of overlapping triangles that is corrected. One of the overlapping triangles, $t_b = BCD$, is removed whereas another one, $t_a = ABC$, is split in two. This situation can occur for various reasons, e.g. it can be caused by errors in the triangulation of parametric surface models [5].

### 7 Filling gaps

A gap is a closed polyline composed of odd-edges. It is easy to find the gaps using the ECell mentioned in previous Sections. However, filling the gaps, or gap elimination, poses many difficulties. One problem is choosing a set of "user-friendly" parameters. Another problem—which has no hope of being fully automated—is filling the gaps such that the original intentions of the designer are preserved. It cannot be fully automatic because given a model with more than one gap, it is not possible to decide algorithmically if triangles should be added such that each gap is filled separately or such that the gaps are joined. Finally, regardless of which choice is taken, we must find a method that adds triangles such that the result is a valid model.

The method we describe here can be applied to one individual gap. Triangles are added to the gap until it is closed or user-supplied tolerances prevent triangles from being added.

Consider a closed polyline $P$ with $n$ vertices, $v_0, v_1, \ldots, v_{n-1}$, where $v_0 = v_{n-1}$. The distances $d_i$ and $d_i'$ attached to a vertex $v_i$ are the distance between the vertex $v_i$ and vertices $v_{i-2}$ and $v_{i+2}$, $d_i = v_i - v_{i-2}$ and $d_i' = v_i - v_{i+2}$, respectively. Vertices are sorted in ascending order according to the smallest distances $d_i$ and $d_i'$, $i = 0, \ldots, n-1$. Let us assume that the distance $d_{i+}$ was the smallest. The triangle $t_{i+} = (v_i, v_{i+1}, v_{i+2})$ is added if the normal direction of the new triangle does not differ too much from the normals of those triangles which contribute to the edges $v_i v_{i+1}$ and $v_{i+1} v_{i+2}$. When a triangle is added to the model, one vertex is removed from $P$ and all distances are re-evaluated for the remaining points in the polygon. In the above example, if the triangle $t_{i+}$ was added then the point $v_{i+1}$ is removed. The procedure is applied until the polyline $P$ "shrinks" to a polyline with only five vertices or tolerances prevent further triangles from being added. The latter occurs when the smallest distance is greater than a user-supplied tolerance $t_g$. If $P$ has only five vertices then it is triangulated using two triangles such that the area of the result is minimized.

The procedure uses an additional parameter $t_a$. This parameter is an upper bound on the angle between the normals of the original triangles and the fill triangles. Its main purpose is to avoid "cusps", i.e. to create a smooth blend to fill the gap. It minimizes the chances of adding a triangle that will overlap or intersect neighbouring triangles. Consider the situation in Figure 7. Without normal checking, the algorithm might suggest to add the triangle $t_i$ which is clearly an error.

![Figure 6: Special case of overlap removal.](image)

![Figure 7: An erroneous fill triangle $t_i$.](image)
Another example is shown in Figure 8. If the normals are taken into account then better results are usually obtained. The default value for $\tau_a$ is 90 degrees.

**Figure 8**: The effect of using normal information.

## 8 Related and future work

Rock [8] described a method for generating topological information from an STL-file. The fundamental difference is the use of AVL-trees for vertex matching. Apparently though, this data structure is not appropriate for range queries [9] (e.g. *CellQuery* is an implementation of $n$-dimensional range queries). “Back-pointers” from merged vertices to the associated triangles are used to detect edge-to-edge relationships. We chose not to use such pointers in order to economize memory resources. A method for orienting the triangles is not described.

Barequet [2] describes the best method (so far) for eliminating gaps in faceted models. One of the ideas exposed is the use of global information to verify if adding a given set of facets would result in a valid solid. If the set fails this test then another one is taken until either a successful set is found or such a set cannot be computed such that tolerances are respected. The method used for finding an alternative set of matches is efficient. It is certainly an idea that could improve the algorithm described in this paper but significant changes would be necessary. The method described in this paper for filling gaps utilizes only local information.

Böhnh [3] categorizes gaps into five classes. Unlike Barequet, the gaps are apparently oriented prior to gap elimination. Gaps can be merged or connected if they share a common vertex and are located in different components (shells). In our opinion, this is not a general criterion. The method for adding triangles to fill the gap does not take into account the shape of the neighboring triangles. The algorithm does not use any user-supplied tolerances although it is not difficult to include them in the algorithm described.

The problem of generating a triangulation to fill a gap can be related to the more general problem of generating a faceted model from a set of 3D points. In the case of gap elimination, some of the edges are already given. In this more general setting, O'Rourke [7] describes a method for generating a polyhedra of minimal area given a set of 3D points.

The algorithms described in this paper have been implemented by one of the authors and tested with numerous models from industry. It incorporates all the features described in this paper. It is written using the C language and is highly portable, being available on several different platforms. Several output formats are supported, namely binary and ASCII STL, Personal Visualizer WAVEFRONT (OBJ format), and IGES. Diagnostics (description of the gaps, non-manifold edges, improper intersections, etc) are reported in VDA-FS format. Full details can be obtained elsewhere [6]. The implementation is available as commercial product.

The CELL data structure has been used to implement other algorithms such gap elimination in parametric surface models [4] and slicing.

We are exploring the possibility of using secondary storage to handle models with $O(10^4)$ triangles. The algorithms described in this paper could be easily generalized to facets but a significant portion of the implementation would need re-writing. Besides, our feeling is that the limits of a non-interactive tool have been reached and that the greatest benefits are to be gained by implementing appropriate interactive tools.
9 Conclusions

In this paper we have presented an efficient algorithm for handling polyhedra models represented in STL format. An algorithm for filling individual gaps that takes into account the shape of the neighbouring triangles was presented. In addition, we have explained how to generate the topology of the model, orient the facets, and detect all errors that can occur in the description of a model in addition to gaps. Special cases of these errors are automatically corrected. The efficiency of the algorithms is based on the usage of good data structures, namely binary trees associated to spatial subdivision. The algorithm has been successfully tested in industry and proven useful.

We would expect productivity to improve if a better data exchange format replaced the STL-format. Not that the problems discussed here would simply vanish; rather they would be minimized and occur less frequently. The "quality" of a model represented in a neutral file format is directly related to the capabilities of the format, the tool used to convert the model to the given format, and the user. Due to user expectations regarding RPT, it will always be necessary to verify and correct models regardless of the format chosen for data transfer.
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ABSTRACT

This paper presents a new prototyping system consisting of a computer interface based on IGES standard to represent and path plan objects with precise curve and surface definitions and a laser-metal deposition process for the prototype fabrication. The advantage of using the Non-Uniform Rational B-Splines (NURBS) data instead of the traditional triangular data is that it requires fewer data conversions as most standard analytical shapes (like lines, conics, circles, planes and quadratic surfaces) as well as free form curves and surfaces are represented with one common underlying mathematical form. By addressing this issue of improved data representation on the CAD file front-end and an improved processing technique, this research will significantly impact the output of rapid prototyping with functional parts of improved tolerance and surface finish capabilities. A detailed description of the implementation of the computer interface on different hardware platforms and an outline of the fabrication process are presented. We conclude that NURBS interfacing technique is a robust mathematical technique and offers great potential for precise rapid prototyping.
1. INTRODUCTION

Many engineering design and manufacturing situations involve the evolution of a new product and a rethinking of many manufacturing activities. The CAD systems allow designers to routinely develop computer models of parts to be fabricated. When coupled with CAM capability, the part specifications can be downloaded directly to the manufacturing equipment. Currently, several processes such as selective laser sintering, 3D laser cutting of sheet metals, stereolithography and rapid prototyping or solid freeform fabrication use such CAD/CAM systems. One advantage is the speed at which a conceptual design is converted to a form testable prototypes. Robust prototyping is one such challenging fabrication technique to convert conceptual designs to testable functional parts.

2. TECHNICAL BACKGROUND AND LIMITATIONS

The state-of-the-art systems currently available for solid freeform manufacturing perform many of the fabrication functions required. However their limitations include:

1. Metal parts have not been produced rapidly for functional testing.
2. Inaccuracies due to improper CAD representation result in limited application of the fabrication process.

Current prototyping or fabrication systems build three-dimensional shapes by incremental material buildup of thin layers of materials. These prototypes or models are used for form testing only. Functional testing cannot be done due to their fragility. There also seems to be no method available to fabricate metal parts directly using the same principle of successive solidification. NC fabrication of complex geometry remains expensive and time consuming.

These manufacturing systems are also limited in terms of geometric inaccuracies due to the approximation of CAD triangulation. The surfaces of the object are defined as a set of interfacing triangles (many CAD packages use such technique to draw surfaces of on-screen images). The triangles are defined by their vertices and a normal, which identifies which side faces out and which faces in. This planar faceted representation has inherent limitations in terms of its ability to approximate the original part design with acceptable precision.
3. PROBLEM DEFINITION

Although several parts of the problem of providing a computer interface for rapid prototyping have been attempted, there has been no attempt to provide an interface which uses the precise information from the solid modeling system for path planning the laser curing process. At the beginning of this research, the need for such a computer interface was identified. During the development of such an interface based on a CAD representation, a more fundamental understanding of the process of 2D path planning was obtained and this understanding prompted a reexamination of the concepts currently in use. It also seemed clear that the increasing need for functioning prototypes produced through rapid prototyping systems would necessitate more refined methods of geometric representation and advanced material fabrication techniques. The problem addressed in this paper can be defined as:

- "Given a complete geometric description of the part to be prototyped, design appropriate techniques to retrieve precise cross-sectional information and automatically produce a cross-hatch pattern suitable for the laser post processor and develop methods to fabricate functional parts directly through successive solidification using laser-metal deposition techniques."

4. OVERALL METHODOLOGY

The 3D computer models created in the CAD system have to be sliced into a stack of 2D cross-sections for laser path planning in rapid prototyping. In commercial systems the object is tessellated (triangulated) before it is sent to the rapid prototyping system and sliced by a special software there. This results in the error/inaccuracy introduced by the triangulation to propagate through the entire process.

The research initiative here is therefore to design and implement a "slicing program" that can be associated with any geometric model. This program can either be an external program or an internal program using the "section cutting" capabilities of the solid modeler. The overall methodology is to provide a system that will help users to extract the information of the cross-sectional profiles based on NURBS data and to then use it for the generation of 2D cross-hatch patterns. The following are the steps in providing such an interface:

1. Design the part using a solid model CAD system and orient it in the way that it would be built.
2. Run the slice program such that the set of cutting planes are defined perpendicular to the build direction. Output all the curves describing the cross-sections in IGES format.

3. Transform these IGES formatted files to the interface software.

4. Obtain the 2D cross-hatch pattern for each cross-section using the intersection algorithm.

5. Verify the correctness of the solution by simulating the laser curing and the part building process using a graphical user interface.

4.1 Obtaining The Cross-sectional Profiles

The cross-sectional profiles are obtained from the intersection calculations between the object and a regularly spaced stack of planar faces. The spacing between these planes can be varied. One or more profiles are created and stored by this operation. The profiles corresponding to a particular cross-section are retrieved and joined together to exactly represent the cross-section of the model. This cross-sectional information is output to an IGES file with the Rational B-Spline option. IGES files are those which conform to the Initial Graphics Exchange Specifications [5].

4.2 Vector Scanning or 2D path planning

The 2D path planning is the task of designing a cross-hatch pattern to move the laser/scanner system over the cross-sectional profiles. This motion involves identifying the solid/hole areas for the laser light to be turned on/off. Normally the motion is specified by assigning a sequence of points between the initial and final points which are termed intersection points. Each of these intersection points specifies whether the light has to be turned on/off. Between these points the motion of the scanning system is defined to be a smooth function. The intersection calculations are based upon the Newton-Raphson method and cross-hatch pattern is generated using the Ray Casting method.

4.3 Newton-Raphson Method

Many geometric algorithms include tests for intersection between geometric entities. For example, identification of the interior and skin-fill areas of the cross-sectional profile for laser curing applications involves intersection operations. The intersection between the cross-section and the cross-hatch grid identifies the vectors to be scanned by the
laser scanner system. The object boundaries for the laser are quickly found from the perimeter of the cross-sections. Similarly, the grids for the laser path planning are defined by the intersection of the perimeters of the cross-sections with the grid of line segments. A closed form solution for evaluating the surface/curve intersection points is difficult to get. Therefore this problem is solved numerically using the Newton-Raphson method. This algorithm used successive approximations and a general description of this method is given in [Nielson K.L. 1965].

4.4 Method of Ray Casting

Ray casting is a method normally performed by intersecting a ray (a semi-infinite line) against the curve/surface elements of a geometric model. In this case, this method is used to differentiate between solid and hole boundaries. Basically a two dimensional grid of semi-infinite lines are chosen that covers the cross-sectional profile being path planned. A ray (defined by its starting point q and its direction u) is cast along each of the lines on the grid and all the intersections between this ray the cross-sectional profile are obtained. Having found the intersections points, they are classified as on/off toggle points for the laser scanner system to traverse the cross-sectional contours. Here it is assumed, that the starting point of the ray is outside the cross-sectional profile. Apart from the singular cases when the ray hits the cross-sectional profile in a single point or goes along its boundary curve, it will intersect the cross-sectional profile at an even number of points, denoted by \( t_1, t_2, \ldots, t_n \) in cartesian space. With \( k = 0, \ldots, n/2 \), the ray is within the solid area for the points \( t_{2k} < t < t_{2k+1} \) and outside the solid area for the points \( t_{2k+1} < t < t_{2k+2} \). When the number of intersections is odd, for \( k = 0, \ldots, n-1 \), the ray is within the solid area for \( t_k < t < t_{k+1} \) and outside otherwise. This information is utilized by the laser scanner system to turn on/off the beam according to whether the point is inside the solid area or outside.

5. LASER-METAL DEPOSITION TECHNIQUE

In the current rapid prototyping techniques, CAD models are used to produce parts for iterative design evaluation as well as form and fit testing. The research initiative here is to extend the idea of successive solidification to produce functional metal parts with engineering properties and dimensional tolerances comparable to conventionally produced parts.

The fabrication method involves the sequential buildup of laser melted and subsequently solidified metallic droplets to form continuous, bulk components. The process
involves the melting of continuous feed metallic wire under a fiber transmitted laser beam. The movement of the laser beam is controlled by a robot and the substrate on which the laser melt pool solidifies is moved by mounting it on a x-y-z CNC table driven by the CAD data. The subtasks that are being solved are:

- Controlling the melting and flow of metal wire feed
- Controlling the metal transfer mechanism to the substrate - spray, globules or tear drops
- Selecting the nature of the substrate - polymer, metal or ceramic
- Optimizing the laser control parameters.

The metal deposition and post processing are being automated using a robot and fiber optics assembly to control the deposition rate and energy sharing. Automated metal deposition will require the scheduling of the laser parameters and the selection of the robot path. The robotic processing will be enhanced through an off-line trajectory, kinematic and process planner to achieve consistent and predictable performance.

6. EXAMPLE: Model of a Fan and Shroud

An example is provided to explain the CAD interface and how it works with different computer models that have engineering applications. The example is a model of a high performance cooling fan for electronic equipment [figure 1]. The shroud around the fan is modeled from cross-section and are used to "skin" the solid object. This shroud illustrates a classic case of transitioning from a round section around the fan to a square mounting flange. The fan blades were modeled using different surfacing techniques. Seven blades are then combined with the rotor to make the completed fan. Figure 2 shows the cross-sectional profiles created by slicing operation. Figures 3 and 4 show the 2D curing pattern and the part building-up process. These figures also show the ability of the software to vary the mesh size. This is especially useful where a fine mesh is needed for high surface finish.

7. CONCLUSION

Rapid automated prototyping is complete when there exists a system for off-line creation, slicing and path planning of the 2D cross-sectional profiles of objects, and an online laser post processing system with feedback to control the curing process. This research provides a framework on which other interfaces can be built to close the feedback loop and
make it completely a CAD based automatic prototyping system. Important contributions by way of this research can be summarized as:

1. Current commercial rapid prototyping systems do not make use of the representational geometry of the solid modeling systems. This research for the first time has implemented a routine that uses the same underlying geometric representation (NURBS) for object creation, slicing and path planning the individual cross-sections.

2. The path planning (2D) is robust mathematical technique to obtain the cross-hatch pattern for the laser post processor and has great potential to be applied in future rapid prototyping systems.

3. Initial attempts are being made with 304 stainless steel wire (0.6mm diameter) with fiber transmitted Nd:YAG laser beam. The ultimate goal of this research is to develop an automated system capable of producing testable metal parts using an integrated CAD/CAM approach where both the geometric and process models share a common precise CAD (NURBS) representation.
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Figure 1: A View of a Fan and Shroud. 9 sections printed stacked together
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Figure 2: Cross-sectional Profiles

Figure 3: Cross-section Pattern of the rotor and the shroud profile

Figure 4: Cross-section pattern of the cover and the shroud profile
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Abstract

Solid freeform fabrication involves highly coupled, nonlinear, thermomechanical processes. This investigation simulates the formation of a simple SFF geometry, a right, rectangular prism with aspect ratios of 1:1:2. We include the effects of material variation, deposition path, and initial conditions to predict resulting distortion.

Introduction

Most SFF processes are constrained in their range of application by certain mechanical and microstructural phenomena. Thermally-induced distortion limits the dimensional precision of these processes due to several inherent characteristics. First, the high temperature, local sintering or solidification zone produces large thermal gradients that in turn cause plastic deformation and distortion. Second, the subsequent shrinkage cooling of the high temperature and previously porous material introduce further distortion. Certain processes also introduce distortion due to differential cooling of a polymer stream.

In the case of 3D Printing, where the heating is primarily isothermal, distortion still results due to spatial variation in capillary forces developed between the binder and powder particles. This distortion can occur in certain extensions of SLS technology, where the laser is used to bind metal and ceramic powders coated with a thermoplastic binder. Distortion also results from the uneven shrinkage of the printed, porous green body during sintering. Finally, stereolithography can experience shrinkage due to the polymerization reaction [Iwanaga, et al., 1992; Weissman, et al., 1992].

This temperature-, polymerization- and binder-induced distortion also introduce residual stresses during processing. Cooling of a local high temperature zone surrounded by a lower temperature material introduces tensile stresses in the local zone. Unless removed, these tensile stresses can
cause cracking and prevent the complete closure of pores. In some cases these tensile fields can introduce additional porosity by expanding smaller pores in the presence of a tensile hydrostatic state of stress.

These residual stress fields can act as the primary constraint on the application of components fabricated using any of these technologies. High strength requires low porosity and low residual stress states. The absence of either of these conditions significantly reduces the strength of any SFF component, as they would any porous body [Lakshminarayan and Marcus, 1992].

The relative amount of cohesion between different parts of fabricated components and the microstructure of components are deposition or sintering path dependent. Many nonlinear processes occur simultaneously in these technologies, for example: nonlinear thermal conduction, viscoplastic deformation, powder flow, grain growth, and capillary flow. Given these nonlinearities, it is very difficult to predict the best deposition/sintering path to produce a component with the least distortion and residual stress, and the best material properties.

The only work of which we are aware that has employed three dimensional modeling of any SFF technology is by Iwanaga [Iwanaga, et al., 1992], who appears to have used finite element analysis to simulate photolithography. Documentation of this Japanese effort is very limited, however. Hsu [Hsu, 1992] presents some preliminary simulation of sintering using finite element methods, but did not consider issues specific to transient SFF processes. Hsu also employed a rather simple constitutive model for sintering without including the effect of elasticity or residual stresses. To summarize, we are not aware of any three dimensional simulation of domestic SFF processes, including SLS and 3D Printing.

The following sections provide the details of the finite element analysis used to simulate the deposition of a right, rectangular prism. The effect of different materials, beam paths, initial conditions, and boundary conditions are given in the next section. The paper closes with discussion and conclusions.

**Model Details**

The finite element code ABAQUS is used to simulate a generic SFF process. Figure 1 illustrates the simple prism used in the analysis. The body is very small, consisting of 16 elements arranged in a prism with aspect ratios of 1:1:2. The body is held fixed at one corner and allowed to displace freely at all other points. Deposition and/or heating of powder material is simulated using an element activation capability in ABAQUS. Each beam path variation therefore activates elements in a different order. The simulation is a decoupled thermomechanical analysis, where the thermal history resulting from a thermal analysis is used as the loading for a subsequent mechanical analysis. The activation of elements in the mechanical analysis is delayed by one element activation.
step to activate elements in their high temperature state, thereby eliminating any mechanical
effect due to heating of loose powder. All analyses were performed using a DECstation 5000.

**Figure 1** Finite element model of right, rectangular prism.

Two materials, a plain carbon steel and polycarbonate, were included in the analysis assuming
elastic-plastic, rate-independent behavior. Our previous analyses of welding processes indicate
that a rate-independent assumption works reasonably well for predicting metal distortion. The
polycarbonate is most likely less accurately modeled using rate-independent models. Material
properties (elastic moduli, specific heat, yield stress, thermal expansion coefficient, thermal con-
ductivity) vary with temperature in the simulation. Behavior above the melting temperature was
approximated by a very small value of yield stress.

The heating of the surface was simulated by the imposition of a uniform energy flux on the sur-
face of a newly activated element. The magnitude of the flux was adjusted until the material
within the element exceeded its melting temperature. Heat transfer is modeled approximately
using film coefficients on the surfaces of the activated elements. Film coefficients were therefore
assigned and eliminated as elements became activated and as elements were covered by previ-
ously unactivated elements.

The simulations did not include the effects of radiation heat transfer, rate-dependent constitutive
behavior, orientation dependence of the heat transfer coefficient, powder constitutive behavior, or
effects due to capillary flow.
**Experimental Results**

Figure 2 illustrates representative results for a simulation at different stages in the deposition of the full prism. This simulation employed steel constitutive behavior and deposited materials along the long axis of the prism. The dashed lines indicate the shape of the prism in the absence of any deformation. The solid lines indicate the shape of the prism at that stage. The final deformed shape corresponds to the final room temperature configuration.

![Figure 2](image)

**Figure 2** Representative sequence of distortion resulting from steel prism simulation.
Table 1 summarizes the effect of different deposition (beam) paths and initial conditions for the steel deposition using the final, fully cooled, vertical displacement of a lower corner of the prism for comparison. The vertical displacement was much larger than displacements in the plane of deposition. The corner location is illustrated in figure 3. It is interesting that the simulations indicates that the path with the lower distortion also results in the lowest maximum principal tensile stress. Path selection therefore may offer promising opportunities in improving component properties. Increasing the ambient temperature (from 20 Celsius to 800 Celsius) produced significant reductions in residual stresses and displacements.

Figure 3  Location of point displacement used to compare different simulation cases.

Table 1: Comparison of beam paths and initial conditions

<table>
<thead>
<tr>
<th>Simulation description</th>
<th>Beam path in each layer</th>
<th>Corner vertical displacement</th>
<th>Maximum principal tensile stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel, beam path in one direction only along prism long axis.</td>
<td></td>
<td>0.12 mm</td>
<td>980 MPa</td>
</tr>
<tr>
<td>Steel, beam path in two directions along prism long axis.</td>
<td></td>
<td>0.12 mm</td>
<td>1000 MPa</td>
</tr>
<tr>
<td>Steel, beam path in one direction only along prism long axis.</td>
<td></td>
<td>0.10 mm</td>
<td>860 MPa</td>
</tr>
<tr>
<td>Steel, beam path in one direction only along prism long axis, initial and ambient temperature of 800 Celsius.</td>
<td></td>
<td>0.05 mm</td>
<td>98 MPa</td>
</tr>
</tbody>
</table>

The effect of change in materials was unremarkable. Displacements associated with the polycarbonate prism were within a factor of two of those associated with the steel. However, the polycarbonate is first, rate-dependent and is second, highly dependent on the particular manufacturer’s
formulation. More accurate simulation of the polycarbonate therefore requires more accurate constitutive models for the polymer thermal and mechanical behavior.

Discussion and Conclusions

Given the guidance that such process modeling has provided to other processes, such as welding [Brown and Song, 1992], we expect even greater benefit to be derived in SFF. SFF processing is at a sufficiently early stage of maturity where many of the nonlinear process interactions are not well understood. We believe that accurate simulation capabilities will provide substantial assistance in understanding these nonlinearities.

The simulation work proposed here is not coupled to any one particular SFF technology, but instead is applicable to a number of SFF processes, including SLS, 3D Printing, Stereolithography and the Stratasys process. Consequently, the insights gained through this effort should assist the development of several competing processes.
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AUTOMATED 4 AXIS ADAPTIVE SCANNING WITH THE DIGIBOTICS LASER DIGITIZER

INTRODUCTION

The DIGIBOT 3D Laser Digitizer is a high performance 3D input device which combines laser ranging technology, personal computing, and Microsoft Windows in an attractive desktop package.

With its full four-axis scanning capabilities, the DIGIBOT provides a simple, accurate, and quick way to copy or inspect complex, sculpted surfaces. The DIGIBOT provides an effective solution for many industrial and academic problems involving 3D design, inspection, replication, analysis, and visualization/animation. By measuring sequential points and producing a standard list of x/y/z coordinates, the DIGIBOT interfaces to any CAD/CAM/CAE imaging or animation software that reads 3D points, contours, or triangular facets.

UNIQUE BENEFITS OF THE DIGIBOT SYSTEM

The following unique benefits are provided by the DIGIBOT technology:

- DIGIBOT's ranging system measures individual surface points without using complex, non-linear imaging optics or sophisticated detector-array processing techniques.
- The ranging system provides high resolution and accuracy while maintaining a small, fixed triangulation angle across a large work volume.
- Unlike camera-based ranging devices, the Digibot Ranging System has a very long ranging length with a small stand-off and does not suffer from focal problems such as lens aberrations and depth-of-field issues.
- Systems can be mechanically configured to provide up to two rotations and two translations between the object and the ranging system.
- Advanced positioning capabilities make possible the complete, one-scan measurement of complex objects.
- Adaptive 4 axis scanning procedures minimize shadowing effects, provide optimal measurement orientations, and produce homogenous point spacing with no measurement redundancy.
- Semi-adaptive, systematic, and interactive scanning procedures provide efficient alternatives for less sculpted, more regular surfaces. A complete library of C-based system functions can be used to develop custom scanning procedures.
- The system is a peripheral device which interfaces to an IBM compatible PC through a controller board located inside the PC. The system is self-orienting and maintenance free. The Digibot calibration/registration procedure is quick and easy to perform. This procedure is much less complicated than the calibration/registration processes used for camera-based systems.
DIGIBOT systems are easy to set up and move because of their small size and low weight.

Digibot's windows-based software provides a conventional, intuitive interface to the scanning procedures and a variety of data processing utilities, including contour editing, surface editing, polygonal surface generation, adaptive surface filtering, 3D viewing, and data formatting.

**DIGITIZING DESCRIPTION**

Digitizing an object begins by first mounting the object on the platter in front of the laser scanning system. The operator then uses the Windows interface to select from a variety of scanning procedures, each of which will be more or less appropriate for a given object. Once selected, the operator instructs the system to execute the scanning procedure. Typical scanning procedures, systematic or adaptive, provide sampling rates on the order of 10,000-100,000 points per hour. A course sampling grid can be executed in minutes while high resolution sampling of complex surfaces can take hours.

**DATA (GEOMETRY AND TOPOLOGY)**

The DIGIBOT device, including the control software resident on the customer's host computer (IBM PC), is essentially an automatic data acquisition system. Typically, the next step after acquiring data with the digitizer is to manipulate the data for some purpose such as graphical display or numerical analysis. At this time the user must understand and appreciate the 'art and science' of using a set of discrete surface points to mathematically represent a surface. In essence, the 3D coordinate values of individual surface points only provide information about the geometry of a surface. A complete surface representation also requires topology (i.e. information about how each point is connected to its neighboring points). The selection of one scanning procedure over another will typically have a great influence on the amount of explicit topology information that can be acquired during the digitizing process. Some scanning procedures can provide complete topology while others provide only partial or no topology. Any data that is lacking in topology information must typically be subjected to some form of mathematical topology generator. A procedure of this type must attempt to establish topology from the available geometry. In general, the user must be aware that the selection of one scanning procedure over another also involves a conscious decision to use one data processing procedure over another.

**ADAPTIVE SCANNING AND FILTERING**

When measuring an analog subject, it is generally a good idea to perform a high resolution sampling procedure so that high frequency components are adequately resolved. This principle is appropriately applied when digitizing a 3-dimensional object. The representation of a sharp edge will typically require a dense grid of closely spaced surface points. Although essential, high resolution scanning procedures also present a problem. Slowly curving surfaces, which can be represented with relatively
few widely spaced surface points, tend to be over-sampled producing excessive amounts of unnecessary data. The solution to this problem is provided by introducing some form of filtering mechanism which uses the local rate of surface curvature to adaptively adjust the spacing between neighboring surface points. With the DIGIBOT system, a filtering procedure of this type can be introduced in two ways. When digitizing, an adaptive scanning procedure can be executed so that the spacing between consecutive measurements is decreased for increasing rates of surface curvature. After digitizing, the acquired data can be subjected to a flexible filtering procedure which removes unnecessary points in over-sampled surface regions. Generally, the second approach is the most attractive and flexible (i.e. it is the best to over-sample the object and then use a data filter to selectively remove a desired set of surface points).

POINT MEASUREMENT BY TRIANGULATION

Individual range measurements are obtained using an active triangulation method. The ranging system is composed of a laser source and a translating photo-direction detector. The laser source and the photo-direction detector are positioned at two corners of a right triangle formed by the orthogonal intersection of the laser line and the base line. At the third corner of the triangular system the laser beam illuminates a small surface producing a diffuse point-source of light. The photo-detector is translated until the illuminated surface point enters the detector's field of view. At this time the system can accurately determine the distance and the angle theta from which the range can be computed.

Active triangulation requires that the surface be a relatively diffuse reflector and that the angle of incidence between the laser line and the surface normal be within limits. Polished surfaces cannot be measured because, in most orientations, no light will be reflected back toward the photo-detector. Increasing incident angles will tend to illuminate an increasingly larger surface area while decreasing the amount of light reflected back toward the photo-sensor.

There is a limit to the effectiveness of a triangulating range system. As surface concavity increases, the photo-detector's view of points located within concave regions becomes increasingly obstructed, producing increasing limited laser/photo-sensor orientations. Reduced probing angles provide improved probability but tend to decrease measurement resolution and accuracy. Typical applications will use a 30 degree probing angle.

RELATIVE MOTIONS (DOFs) BETWEEN LASER BEAM AND OBJECT

Assuming that the ranging device has a long ranging length and does not need to move toward or away from an object, there remains four forms of relative motion between an object and a laser beam needed to illuminate a point on any exposed surface of a 3-dimensional object. More specifically, a 3D digitizer needs two translational and two rotational degrees-of-freedom (DOFs) between the ranging system and object to provide full 3D sampling capabilities. DIGIBOT offers two translational DOFs and one rotational DOF. This is also known as four axis scanning. The laser can be
translated vertically and horizontally while the object can be rotated about a vertical axis. By not providing the fourth DOF (i.e. rotation of the object about a horizontal axis), DIGIBOT is not capable of measuring points along vertical facing surfaces. For most applications, the practicality of using a 4-DOF digitizer is questionable due to mechanical, operational, and data processing difficulties. The fourth DOF can, however, be partially realized by digitizing the same object multiple times in different orientations. This approach requires that the multiple data sets be merged to form a single surface mesh.

By using different combinations of its three DOFs, DIGIBOT is capable of performing three types of 3D scanning procedures:

1. two DOF scan using two translational DOFs,
2. two DOF scan using translational DOF and rotational DOF, and
3. three DOF scan using two translational DOFs and one rotational DOF.

Each of these three scanning options is useful for different types of objects. Flat objects are best digitized using two translational DOFs while convex objects are best digitized using both translation and rotation. Three DOF scanning offers a very attractive method for digitizing complex objects with non-axial geometry, multiple contours, and concavities. The following three discussions provide a more detailed description of when and how the different scanning options can be used to digitize different types of objects.

**SCANNING WITH TWO TRANSLATIONAL DOFs**

Probably the simplest scanning procedure that can be performed with DIGIBOT employs two translations of the ranging system. As a result, this type of scanning option should be used to measure relatively flat surfaces. Once the user has decided which combination of motions are appropriate for a given application, a decision must be made to perform either a systematic scanning procedure or an adaptive scanning procedure.

The surface mesh generated from adaptive data is very attractive because it produces a homogeneous, evenly spaced set of points on all exposed regions of a surface. An adaptive mesh can also be optimized to provide more points in high frequency regions and fewer points in regions where high sample density is unnecessary. Though the data produced by adaptive scanning procedures is attractive, in practice it is generally more practical for simple-shaped objects to employ fully systematic procedures with only two DOFs. The reasoning for this is two fold:

1. the grid topology of systematic data is provided implicitly while the mesh topology of adaptive data must, by some method, be explicitly specified and recorded (this can be difficult), and
2. systematic data from a high density grid can be adaptively filtered to produce an adaptive surface mesh that is very similar in quality to that produced by adaptive scanning procedures.

Though adaptive scanning methods are used for most applications, systematic scanning procedures should be used whenever possible because they are easy to perform and they provide structured data that can be flexibly filtered to provide an
optimal data sub-set. Another advantage to using high frequency systematic sampling procedures is realized when the user decides that more data is needed. It is generally easier to refilter a set of data than to re-digitize an object.

SCANNING WITH ONE TRANSLATIONAL DOF AND ONE ROTATIONAL DOF

A very popular form of 2-DOF scanning utilizes both rotation and translation. By first positioning the laser line to pass orthogonal through the center of rotation, a set of radial measurements can be obtained by rotating the object and vertically translating the ranging system. This scanning configuration is useful for convex objects because acceptable incident angles are possible only at locations where the surface normal does not depart significantly from the radial direction. When choosing between systematic versus adaptive scanning procedures, the very same reasoning, introduced in the previous discussion describing 2-translation scanning, can again be used. A systematic scanning procedure will produce a data-grid (with complete topology and filtering capabilities) by incrementally rotating the object and incrementally translating the ranging system. Some subtle properties of rotation contour sampling are:

- points with a surface tangent that passes through, or near, the center of rotation cannot be measured,
- negative radiuses can be measured because the active range of the ranging system extends past the center of rotation,
- closer spacing between measurements occurs along contours that are closer to the center of rotation,
- off-center objects are sampled during two portions of a complete rotation causing partial loss of topology and partial loss of the contour on two sides where large incident angles make measurement impossible, and
- most concave surfaces cannot, or can only partially, be measured.

Two DOF scanning procedures are very attractive because they are easy to perform and they produce data that is easy to work with. Unfortunately, the type of object that can be digitized using 2-DOF methods is limited. With its third DOF, DIGIBOT is capable of digitizing much more complex objects, including off-center contours, multiple contours, and concavities. However, as a general rule, 2-DOF scanning procedures should be used whenever possible to take advantage of gridded data and to avoid the difficulties associated with the processing and compatibility of 3-DOF data. The reasoning behind this rule will become clearer after reading the following description of 3-DOF scanning.
SCANNING WITH ALL THREE DOFs (4 AXIS SCANNING)

The work volume generated using all three DOFs (i.e. rotation of the object and both vertical and horizontal translation of the laser line) will be cylindrical in shape. With three DOFs, DIGIBOT provides a work volume with an 18" diameter and a 18" height. The advantage of using a third DOF is two fold:

1. the surface normal at any given point is limited only by the requirement that it not depart significantly from the horizontal, and
2. each individual point can be measured from a variety of different perspectives (i.e. the laser beam can illuminate a single surface point from a variety of different directions).

Complex contours can be better sampled along a horizontal plane by both rotating the object and translating the ranging system. Deep concavities and multiple contours can only be measured using both rotation and translation while, for complex contours of this type, rotations by itself will yield comparatively poor results.

An efficient 3-DOF procedure for sampling contours along a horizontal cross-section requires adaptive feedback control. The direction and rate of curvature along a contour are computed using previously acquired points to help predict the location and surface normal of a target point (i.e. the next point to be measured). In this way, the object is rotated and the ranging system is translated to provide an optimal measurement perspective (i.e., the laser as normal as possible to the surface) for each consecutive target point as the system adaptively tracks a contour. For convex surfaces, the optimal measurement perspective is obtained with a zero incident angle between the laser beam and the surface normal. For concave surfaces, optimal measurement perspectives are obtained when the laser line is closely pivoted about the outer edges of the concavity. Orientations of this type will typically produce non-zero incident angles. A very useful result of adaptively moving along a contour can be seen by measuring consecutive points. The system effectively acquires complete topology information (i.e. the points are connected in the same order in which they are acquired) and, when multiple contours exist, each contour is scanned separately (i.e. once started, the system attempts to complete a contour by pivoting around any other obstructing contours.)

Though two DOFs are used to scan adaptively within a horizontal plane, the third DOF is typically used to systematically position the ranging system at vertically displaced planes. For this reason, this type of 3-DOF scanning could be referred to as 'semi-adaptive.' It is important to recognize that adaptive scanning along planar cross-sections provides complete contour topology in the horizontal direction. This is a great advantage but, by blindly moving to vertically displaced planes, semi-adaptive scanning will provide no vertical topology between neighboring cross-sections (i.e. no information is provided to establish how points in one planar contour are connected to points in a corresponding, vertical-displaced planar contour). As a result, a procedure for vertical topology generation must be employed before a valid surface mesh can be obtained from semi-adaptive data.
A filtering mechanism can be incorporated into the procedure for semi-adaptive scanning to provide a flexible way to discriminate between rapid and slow rates of surface curvature. By using the local rate of surface curvature to adjust the spacing between consecutive measurements, a relatively small number of measurements are needed to define a contour containing sharp corners and slow curving sides. Without a filtering mechanism, a contour of this type must be sampled frequently to guarantee that the sharp corners will be adequately resolved. Such a procedure will require significantly more time and will, in this case, produce an over-abundant amount of data along slow curving surfaces.

There is, unfortunately, a competing disadvantage to using an adaptive filtering mechanism along planar cross-sections when performing a semi-adaptive scanning procedure. By systematically stepping to consecutive planes, no filtering mechanism is applied in the vertical direction producing a non-homogenous surface mesh composed of long, skinny polygons. This problem can be resolved by employing a vertical filter either during or after the scanning procedure. When scanning, a fully adaptive procedure is fast and concise but it is difficult to implement and the resulting data must explicitly specify topology. After scanning, a vertical data filter must first be applied to produce a homogenous surface mesh which will also require explicit topology information. As a consequence, unless time is a factor, or for some other specific reason, it is generally more practical to execute a semi-adaptive scanning procedure with equal sample spacing in both the vertical direction and along horizontal contours. The data produced from such a procedure can be subjected to a vertical topology generator, and then filtered to extract the desired data subset.

**SUMMARY**

The Digibot 3D Laser Digitizer is a high performance 3D input device which combines laser ranging technology, personal computing, and Microsoft Windows in a desktop package. With its full four-axis scanning capabilities, the Digibot provides a simple, accurate, and quick way to copy or inspect complex, sculpted surfaces. The Digibot provides an effective solution for many industrial and academic problems involving 3D design, inspection, replication, analysis, and visualization/animation. By measuring sequential points and producing a standard list of x/y/z coordinates, the Digibot interfaces to any CAD/CAM/CAE imaging or animation software that reads 3D points, contours, or triangular facets.

The DIGIBOT uses a unique triangulation technique that does not use complicated imaging optics or array detectors. The scan head resides outside of the scan region and does not move back and forth from the object to maintain focus of the laser beam spot. Consequently, scanning is simple and efficient. Adaptive scanning procedures intelligently position the beam spot on the object's surface while effectively walking from one point to the next. For complex objects, this technique, unique to the DIGIBOT, can reach into deep concavities, undercuts, and between surfaces to produce a complete, homogeneous data mesh. Simple systematic scanning procedures produce grid data for single faced (i.e., flat-faced) objects or convex, cylindrical shaped objects.
Three dimensional modeling is becoming the technology of choice for the majority of designers and manufacturers. In order to be effective, many industries need to automate the acquisition of 3D geometry into the computer. The Digibot solves this need with industry leadership in technology, usability, and affordability.
StereoLithography 1993:

QuickCast™
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Abstract

Previously, StereoLithography (SL) generated solid patterns had limited success in highly accurate shell investment casting applications. The majority of the failures involved the cracking of the ceramic investment casting shell. However, the recent invention of the QuickCast™ build-style and the development of a new epoxy resin, XB 5170, led to an unprecedented level of success in the burnout process of SL patterns from investment casting shells. Unlike conventional SL building techniques, QuickCast involves the building of SL patterns with essentially hollow structures. When the low viscosity liquid epoxy resin is drained from the interior of the pattern, voids are formed, allowing the cured resin to collapse inwards during the autoclave and burn-out stages. This effectively prevents the shells from cracking as the result of outward thermal expansion. 3D Systems formed QuickCast teams with three respected foundries to test shell investment casting using SL patterns. A test part having relatively complex geometries (i.e. a Boeing 737 cargo door bracket) was selected. To date, this SL part has been successfully cast in aluminum, titanium, beryllium-copper, and stainless steel, with RMS surface finish as low as 1 micrometer, without any subsequent finishing operations.

Background

Recently, one of the authors visited a large foundry that has specialized in investment casting for decades. Until just a few years ago, typical projects involved highly complex geometries in hundred to multi-thousand lot quantities for various aerospace applications. On such projects, the development of the tooling typically cost from $30,000 to as much as $200,000. Obviously, this was a lot of money. However, considering the critical characteristics of the final components, investment casting was often the least expensive production method capable of satisfying the specifications and was commonly the preferred approach. Furthermore, the amortized cost of the tooling, on a per part basis, was quite reasonable.

As a consequence of the profound changes in the aerospace business within the past two years, the situation has altered significantly. This foundry is now receiving hundreds of requests for quotation (RFQs) on projects involving one, two, or three prototype parts. Obviously, if traditional methods were used, the amortized cost of the tooling could be tens to hundreds of
thousands of dollars per component. This is clearly not very economical. It is also not especially competitive. As a result, the company has been forced to no-bid hundreds of RFQs. Under the best of conditions this would not be desirable, but in a serious recession, sustained non-responsiveness could be critical to their future viability.

An economical means to produce accurate patterns with a smooth surface finish was clearly needed. Further, these patterns must be sufficiently robust to allow handling, assembly, and ceramic shell investing without breakage. Also, the pattern material must have characteristics that allow for excellent burnout without damage to the shell. And finally, prototype quantities should require minimal initial pattern generation expense. Stereolithography can be a solution if a process can be developed to address all these elements. While definitely ambitious, 3D Systems has advanced considerably towards this goal. Much of the progress has been led by improved photopolymers working in concert with still newer part building methods discussed below.

New Epoxy Resin XB 5170

Ciba-Geigy (Switzerland) and the Research and Development Department at 3D Systems have been involved in a program of joint SL photopolymer research and development since 1988. Ciba-Geigy, one of the leading chemical companies in the area of epoxy chemistry, had been looking at SL epoxy resins for sometime. In July, 1993, Ciba-Geigy released a new resin for the SLA-250 based on epoxy chemistry. The epoxy resin has an excellent set of physical, mechanical, and dimensional properties that exceed those of acrylate resins in almost every single category. Namely, XB 5170 has

1) very low viscosity  
2) high laser-cured (green) modulus  
3) high postcured modulus  
4) good elongation at break  
5) good impact strength  
6) substantially reduced thin flat slab distortion  
7) almost twice the overall UserPart accuracy compared to XB 5081-1 acrylate resin  
(Note: XB 5081-1 was formerly the most accurate SL resin until XB 5170 was introduced.)  
8) negligible curl during the SL building process  
9) superb dimensional stability in the laser-cured state.

It is clear that XB 5170 possesses many of the key stereolithography characteristics needed for the generation of substantially more accurate parts. The combined properties make this epoxy resin, XB 5170, the resin of choice, especially for the new QuickCast™build style.
Previously, stereolithography generated patterns were successfully used for so-called flask investment casting, as shown by the results of Texas Instruments working with two foundries: Cercast Group and Shellcast Foundries, Inc., both of Montreal, Quebec, Canada. In this method the stresses generated as a result of the thermal expansion of the resin during burnout are resisted by the solid metal flask as well as the considerable thickness of the ceramic material. However, this technique can only be used efficiently for a limited range of part geometries.

Unfortunately, attempts to use solid SL parts as patterns for the more general shell investment casting technique had achieved only modest success. In numerous cases the heating of the pattern during burnout would cause significant thermal expansion of the resin, in excess of that of the ceramic material. This would lead to the development of substantial internal stresses and possible cracking of the shell. Special purpose Investment Casting Resins were also only marginally successful. The concept involved the addition to the resin formulation of a non-reactive volatile diluent. In principle, subsequent to polymer crosslinking, the volatile diluent would escape from the pattern upon heating, resulting in a loss of mass and a corresponding shrinkage that would hopefully offset the thermal expansion of the polymer.

Since this process hinges upon the diffusion of the volatile component to the surface, its effectiveness clearly depends upon the local surface to volume ratio. While thin sections might work well, thick sections could become diffusion limited, with the effects of thermal expansion occurring before those of mass loss. This was indeed what was observed. Parts having section thicknesses less than 2.5 mm worked well, with little or no tendency to generate shell cracks. For parts with section thicknesses between 2.5 and 4 mm, the method was marginal, showing occasional shell cracking. However, for parts with section thicknesses in excess of 4 mm, major shell cracking was observed. Thus, despite some initial positive results, it became clear that solid patterns would not work in all cases.

Recognizing that the problem involved the thermal expansion of thick, solid sections of cured resin, it was reasoned that quasi-hollow patterns generated from a resin with good burnout characteristics might well allow the shell to survive. The key idea was that if the pattern was mostly hollow and made from a resin that softened at a relatively low temperature, it might collapse inward upon itself before sufficient stress had been developed to crack the ceramic shell. However, in order to generate quasi-hollow patterns, it became essential to devise a means by which the residual uncured liquid resin could be drained from within.

The heart of the QuickCast™ method depends upon a novel interior part structure capable of providing effective resin drainage. Mathematically, QuickCast™ involves building patterns in a topologically simply connected manner. Subject only to the limitations of viscous and surface tension forces, in principle no matter how complicated the pattern geometry, the resin should be able to flow from any location within the part to any other location within the part.

Clearly, if the second location is an opening, then the pattern could be drained of uncured liquid resin. In addition to the small openings for resin drainage, known appropriately as drains, other small openings known as vents are also required. The vents enable air to enter the evacuated volumes, thereby avoiding any flow retardation due to the creation of reduced pressure regions.
The vents and drains are later sealed with investment casting wax, at the foundry, to insure that the ceramic slurry will not invade the interior of the pattern. Experience with QuickCast™ has shown that the time required to thoroughly drain a part is a function of:

- The part geometry
- The resin viscosity
- The resin surface tension
- The spacing of the QuickCast™ interior hatch vectors.

Extremely convoluted parts will take longer to drain than simple cubes. Resins with lower viscosity drain faster. Smaller resin surface tension reduces capillary effects. Finally, larger interior triangles greatly speed drainage. However, if the triangles are made too large, upfacing and downfacing surfaces may sag, leading to reduced pattern accuracy. Clearly, optimum parameters must be established for each resin. Figure 1 is a photomicrograph of an interior portion from a QuickCast™ part, showing the quasi-hollow, triangular hatch structure characteristic of this build style.

A CAD model of the pattern is initially developed in the usual manner. Next, the part is sliced using the new QuickCast™ software proprietary to 3D Systems. This software provides instructions for the SLA system to generate the appropriate interior topology that is fundamental to the QuickCast™ method.
Upon completion of the SLA building process, the pattern is allowed to drain under the influence of gravity. With the new epoxy resin, XB 5170, simple parts drain within 30 minutes, while even the extremely complicated geometries require only a few hours. Subsequent to drainage, the part is simply wiped clean. XB 5170 leaves little residual photopolymer on exterior surfaces after about 45 minutes. The part is then postcured in a standard PCA for 1 hour.

Next, the pattern is wrapped in bubble-pack, boxed and shipped to an appropriate foundry that is thoroughly familiar with QuickCast™. The foundry will then seal the vents and drains with a thin coating of investing casting wax, add their usual wax gating, etc., and apply pretested ceramic shell coatings that have proven to be fully compatible with the resin used to fabricate the QuickCast™ pattern. This is one of the reasons that prior testing and approval of the foundry is essential for success.

At this point the wax gating is removed in an autoclave. During the early testing of QuickCast™ this step was problematic. However, over the past six months we have learned that successful autoclaving (i.e. removing the wax gating without pattern expansion causing damage to the ceramic shell) depends upon:

- The type of resin used to build the pattern
- The spacing of the interior hatch vectors
- How well the resin has been drained from the pattern.

All three of these items affect the so-called void ratio, or $R_v$, defined by the relation

$$R_v = 1 - \frac{M_q}{M_s}$$

where $M_q$ is the mass of the QuickCast™ pattern, and $M_s$ is the mass of a solid STAR-WEAVE™ part of identical size. Obviously, when the parts have not been drained at all, and $M_q=M_s$, then $R_v=0$. Conversely, the smaller the value of $M_q$ the higher the value of $R_v$. Observations from numerous foundry autoclaving tests have shown that the greater the value of $R_v$, the higher the probability of successful autoclaving. Recently, using XB 5170, void ratios as high as 0.67 have been achieved. As a result, successful autoclaving is now occurring for about 80 % of the patterns tested. Further improvements in this ratio are anticipated as experience with QuickCast™ increases.

Subsequent to autoclaving, the shell is cured and the QuickCast™ pattern is burned out all in one step. Here the shell is elevated from room temperature to roughly 1,000°C within about 2 hours in a fully aspirated furnace. The shell is then maintained at this temperature for another 1 - 2 hours and finally allowed to cool. Since the resin is almost entirely hydrocarbon based, if the burnout is done in a sufficiently oxygen rich environment, the vast majority of the pattern material will be converted to carbon dioxide and water vapor. Any residual ash should be removed with compressed air or fluid rinsing and drying.

Next, the appropriate metal is poured into the ceramic shell mold and allowed to cool. In the case of either titanium or magnesium this must be done under vacuum to avoid oxygen contamination and subsequent damage to the surface of the casting. For aluminum, ferrous metal and beryllium-copper alloys conventional methods apply.
Finally, the shell is broken away, the gates removed and the usual finishing steps taken such as grinding, sandblasting, milling, etc. The end result is then a precision shell investment cast metal part produced directly from a stereolithography generated pattern; bypassing the traditional requirements for expensive and time consuming hard tooling.

Results to Date

3D Systems formed QuickCast™ teaming arrangements with three respected North American foundries in May-June 1992. These were the following:

- Solidiform, Inc. Fort Worth, Texas, USA
- Precision Castparts Corp., Portland, Oregon, USA
- Cercast Group, Montreal, Quebec, Canada.

QuickCast™ patterns were generated in five different resins: three for the SLA-250 and two for the SLA-500. These patterns involved a variety of different hatch spacings, drainage intervals, and post processing methods.

Early in the testing phase it was found that the most critical step involved the removal of wax gating during the autoclave process. A resin that softens at elevated temperature is definitely beneficial. Further, a very high correlation was found between successful autoclaving and the extent to which the pattern had been drained of excess resin. In all cases those patterns with the highest void ratios, always produced the best results.

After some initial trial and error, all three foundries have now achieved successful results using QuickCast™ patterns for shell investment casting. To date, a Boeing 737 cargo door bracket has been successfully cast in the following metals:

- A-356 Aluminum Solidiform
- A-357 Aluminum Cercast
- Ti 6 Al-4V Titanium PCC
- C-20 Beryllium-Copper Cercast
- 304 L Stainless Steel PCC

Figure 2 shows a QuickCast™ pattern of the cargo door bracket, and examples of the final metal parts in stainless steel, beryllium-copper and aluminum.
Figure 2. QuickCast™ pattern of the Boeing 737 cargo door bracket and final metal parts in stainless steel, beryllium-copper, and aluminum.

Also, a complex, six-bladed, centrifugal impeller has been successfully shell investment cast in A-357 aluminum directly from an SLA QuickCast™ pattern, shown in Figure 3. The actual A-357 impeller casting is shown in Figure 4. Each of the three foundries is currently testing larger, more geometrically complex castings.
Figure 3. QuickCast™ SL pattern for the six-bladed centrifugal impeller.

Figure 4. The six-bladed centrifugal impeller cast in A-357 aluminum from the QuickCast™ SL pattern.
To date, the amount of residual ash has been measured in the range of about 10-30 micrograms per gram of initial pattern weight. The lower value corresponds to resin XB 5170.

Three additional benefits of QuickCast™ in XB 5170 are:

- **Substantial photopolymer savings.**
  With a hatch spacing of 3.8 mm, QuickCast™ requires only 33% of the resin needed to build the same object with STAR-WEAVE™.

- **A modest throughput increase.**
  Based on the test data from a representative range of parts, QuickCast™ builds about 10-20% faster in XB 5170 than an equivalent part in XB 5149 using STAR-WEAVE™. The mildly reduced photospeed of XB 5170 is more than offset by the substantial decrease in the required volume of material to be photocured. Additionally, reduced Z-wait intervals are possible as a result of the low viscosity of the new epoxy resin.

- **Thinner Layers.**
  With XB 5170, 0.1 mm layer thickness is optimum for both speed and surface quality.

**Summary**

In 1993, current and future stereolithography users can anticipate the following key advances:

- Further continued and significant improvements in part accuracy, to the point where 90% of all measurements of an SLA generated object will be within 120 microns of the intended CAD dimensions.

- The release of an epoxy resin for the SLA-500. With its greatly reduced curl, shrinkage, creep and slab distortion, this new photopolymer will result in a further quantum jump in overall stereolithography part quality.

- The ability to generate accurate patterns for rapid, low cost, small lot, shell investment casting applications using the new QuickCast™ technique. This will enable customers to fabricate functional metal parts in prototype quantities much more economically than with traditional methods requiring hard tooling.
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Introduction. Ford's effort in Free Form Fabrication (FFF) began in 1987 with the formation of an internal consortium, composed of a dozen different activities, whose purpose was to evaluate and apply, where possible, this emerging technology. Each of the consortium members agreed to contribute some money and, more importantly, one or more people to work on this project. By the following year (1988) the first machine, an SLA-1, had been installed at the Alpha Manufacturing Development Center and formed the cornerstone of the FFF Lab.

An Early Success. By the end of the year a number of successful parts had been built. One of the most dramatic was a rocker arm for the 1992 5L engine. The story of this arm has been told several times in articles and presentations but, nonetheless, bears repeating. A young engineer had designed this arm and had sent the design out to suppliers for quotes. (This particular part is purchased from outside.) Normal practice at that time was to use a 2-D detailed drawing to describe the part to be quoted. The initial round of quotes had already been completed based on the information contained in the drawing. Four suppliers had been contacted and asked to quote. Three of the four had responded with per-unit prices and the fourth had come back with a "No-Bid". The engineer was assigned to the FFF lab, built a 3-D Solid model of the part and then used the model to build a stereolithography
prototype. It was only upon inspection of the prototype that he discovered a problem with the design. He corrected the design and built a second prototype to verify that the problem had been solved. Since the design had changed, a second round of quoting was initiated. This time, however, plastic stereolithography prototypes were sent to the suppliers in place of revised drawings. Each of the suppliers came back with a lower quote than on the first round and the supplier who had "no-bid" first time around, came in at a price roughly 50 cents lower than any one else. This reduction amounted to several million dollars of savings per year.

**Fundamental Value of FFF.** The rocker arm story illustrates the basic value of FFF technology. The ability to take a computer model and build an accurate prototype of it in a few hours or days provides a new, high-bandwidth medium of communication for information about parts. Consider the process by which 2-D drawings are produced today: the engineer conceptualizes the part in his head; makes a few rough 2-D sketches and passes these along to a designer or detailer who must first get an accurate concept of the part, then, conceptually pass planes through the conceptualized part at various angles and then accurately conceptualize how these cross-sections would look; then he begins drawing these conceptualized cross-sections. This is a very complex and error-prone process. Once the drawings are complete, they are sent to a manufacturer who must then reverse the process conceptually and reconstruct the original design intent from the drawn cross-sectional information - an even more complex and error-prone process. All of this conceptual gyrating is completely short-circuited by FFF. The FFF prototype becomes the primary method of communicating all of the geometric intricacies.
of the part. In a sense, representations of the part are replaced by the part itself. It is never easy to quantify the benefits of improved communications, but the millions in savings spawned by the plastic rocker arm certainly indicate that "..there's gold in them thar hills!!..."

**FFF and Prototyping.** Prototypes have been in the mainstream of invention, engineering and product development since Alley Oop first laid chisel to stone in search of the wheel. In the past, the role of prototyping has been severely limited by our inability to produce prototypes rapidly and cost-effectively. FFF holds out the prospect of being able to provide prototypes at virtually every stage of product development. Let me emphasize that this ability is not here today, but is coming. Prototypes seem to fall into three main categories, related to the stage of development of the product: "touch-feel" prototypes, "form, fit, limited function" prototypes and fully functional prototypes.

"Touch-Feel" Prototypes: Like the rocker arm cited above, these prototypes are used in the early stages of design for a number of purposes - concept verification, communication of design intent, even for verifying the CAD representation of the part. We have seen numerous examples where the FFF prototype showed up a flaw in the CAD model that was not detectable on the screen. This is the area where FFF currently has its greatest impact.

"Form, Fit, Limited Function" Prototypes: Components designed by different activities must often be assembled to form an integrated system. The ability to build each component quickly and accurately is of tremendous value in assembly studies, in finding interferences and in discovering problems early enough that they are easily handled. Again FFF prototypes are having a
tremendous impact in this arena. Fig. 1. shows a partial engine block, made in an SLA 500. This block was sent to the plant which was to manufacture it. The plastic block was used to check out tooling, fixturing, material handling equipment and dunnage. A number of potentially costly problems were discovered and corrected before the final specification for the plant equipment. Fig. 2. shows an experimental intake manifold made on a Cubital solider. This manifold was attached to an engine and run through several power cycles to determine the effect of the design on engine performance. We have made many such manifolds on Cubital and SLA machines. The ability to actually test a new design within a few days is a capability that our engineers have never had before. This is an example of a "limited functionality" prototype. Several of our divisions now make this type of prototype where the functionality is primarily due to the geometry. Manifolds, throttle bodies, pump housings, alternator housings and AC housings are all examples of this kind of application.

"Full Functionality" Prototypes: For the most part, FFF-generated parts do not have the material properties required for full functionality. In this case, the FFF part is used as a model or pattern in a more traditional type of manufacturing process. Fig. 3a shows a stereolithography transmission case and Fig. 3b shows the aluminum casting that was made in our experimental foundry. Figs. 4a and 4b show a stereolithography crankshaft and the iron made from it. In both instances, our engineers have gotten functional prototypes in a fraction of the time it would have taken using conventional methods. Sand, plaster and investment casting of metals and molding of some plastics (e.g. silicone rubber molding of polyurethane) are all sped up.
dramatically by the use of FFF models as patterns. Significant time reductions (at least 50%) in the prototyping process are almost universal.

**FFF and Tooling.** A recent study has estimated that there are 1200 PARTS THAT MUST BE DESIGNED AND MANUFACTURED FOR EACH PART THAT GOES INTO THE AVERAGE FORD VEHICLE. Tooling, fixtures, material handling and dunnage all fall into this category. A similar study by GM came up with an estimate of about 1800 such parts. Since work on these parts can't seriously begin until the product design is reasonably stable, it seems evident that the application of FFF to this arena will be essential to reduce time to market. We are currently carrying out work to develop ways of making tools (molds and dies) directly from FFF parts. Fig. 5 shows an FFF part in the right foreground. It is actually a sand core which will be assembled into a sand mold to make an aluminum engine block. This particular core will be an internal oil drain passage. To the left of the part is a stereolithography prototype of the part sitting in a mold half. This was produced by designing the mold half on a CAD station with the part embedded. In the background are two epoxy mold halves which were formed as follows: the right mold half was formed directly from the stereolithography piece. The left half was then formed from the right half with the part inserted.

**FFF Limits.** These few examples illustrate the variety of parts and applications that we have completed. Where applicable FFF gives a tremendous advantage in terms of time savings and cost savings. However, not all of the parts the Ford Motor Company makes can be successfully prototyped today using FFF. The most obvious limit is the size of a part that can be built in one piece. Many of our parts must be built in two or more pieces and then
joined. In many cases this is a perfectly satisfactory process, producing acceptable prototypes. However, this approach doesn't work, for example, in the area of large sheet metal parts. No machine available today can build a durable hood or fender out of any material. Along with size, the layering process appears to be an impediment in very thin but extended parts.

Compared to more traditional processes for making prototypes, FFF is nothing short of a miracle. After a while however, speaking of limits, one begins to become impatient with the build speed of today's FFF machines. (An example of the infinite perversity of homo sapiens? - They're NEVER satisfied.)

Given the rapid (and seemingly accelerating) pace of development in the FFF arena and the fact that the industry is still in its infancy, we can expect to see many of today's limits overcome in very short order.
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Abstract:

This paper describes an experimental study of some stereolithography build parameters to determine their effect on curl deformation. The test parts were slabs 2 inches long by 0.375 inch wide and 0.185 inch thick. Parts were imaged with consideration of five parameters: hatch type, layer thickness, hatch spacing, hatch overcure, and fill cure depth. However, because of the failure to create viable pieces with certain combinations of the parameter values, statistically significant results were obtained only for a TRIHATCH build with a 0.010 inch layer thickness. Results indicate a primary dependence of curl on hatch spacing with the need to consider combined effects of the parameters.

INTRODUCTION

Stereolithography is a photopolymer solid imaging process for rapid-prototyping and manufacturing that involves scanning a laser beam to sequentially draw or print cross sections of a model on the surface of a photo-curable liquid polymer.[1] With an installed capital investment exceeding $60 million dollars in the United States alone, there is considerable incentive to make full and efficient use of this technology.

One of the most challenging goals of rapid prototyping is the generation of accurate and dimensionally stable parts. The ultimate dimensions of a part built on a layer by layer basis depend on many factors that must be carefully balanced to produce accurate parts. The inability to understand and control the parameters leads to many problems including post-cure shrinkage, swelling, cantilever curl distortion, vertical wall post-cure distortion and horizontal slab distortion.[2] An unfortunate fact of acrylate polymerization is shrinkage and attendant residual stresses which reside in the cured parts. These stresses often result in distortion of the work-piece.[3]

The problem of curl distortion has been discussed by several authors and a number of ways to minimize it have been proposed. Curl may be defined as any out-of-plane deflection of a flat layer and is the result of interlayer shear stresses residual to the solidification process. 3D Systems, Inc., has studied this problem extensively and has developed a diagnostic test to measure curl in terms of the distortion distance and cantilever length.[4] Although models for quantifying the curl parameter have been proposed and various parameters identified, the relative importance of the parameters and a theoretical model for curl distortion still needs to be developed.

The purpose of this study was to experimentally determine the parameters that are most important in minimizing curl and warp deformation. A designed experiment was used to statistically determine the relative importance of the parameters.
THEORY

In the course of preparing a part for stereolithography as many as twenty parameters may have to be selected that will govern the imaging process and the qualities of the final object. Five essential parameters were selected for inclusion in this study:

Layer Thickness,
Hatch Style,
Hatch Cure Depth,
Hatch Spacing, and
Fill Cure Depth.

Three-dimensional objects are "sliced" into series of constant thickness, two-dimensional layers to be printed in solid imaging processes. Layer thicknesses are chosen to balance the need to minimize geometric errors in the build direction caused by the inevitable "contouring" of curved surfaces against the desire to achieve a reasonable build time. A few practitioners regularly build parts with thicknesses as thin as 0.0025 inches, but most select a thickness near 0.010 inches.

Each two-dimensional layer is imaged on the photopolymer surface with a specific hatch style selected by the user. Hatching is used to photopolymerize the liquid in the interior regions of a part. The hatch style affects the sequence and amount of polymer solidification in the part and therefore its physical properties and internal stress distribution. Several hatch styles have been developed for photopolymer solid imaging, but only two will be considered here.

The TRIHATCH style images vectors in three directions (0, 60, and 120 degrees relative to the x-axis) to form equilateral triangles, Figure 1. The vectors are imaged without offsets between layers and with cure depths greater than the layer thickness to assure layer to layer adhesion. Up- and down-facing skin fills trap an amount of liquid in the triangular prisms that are formed. The volume of residual liquid resin is related to the spacing and linewidth of the hatch vectors. TRIHATCH imaging was the first commercialized with acrylate resins and systems with low power and short life He-Cd lasers to provide a fast and efficient imaging process. TRIHATCH imaged parts exhibit low curl, but may suffer from postcure warping and swell distortion.

Weave hatch styles image parallel vectors first in the x-direction, followed by parallel vectors in the y-direction. Hatch spacing is selected to be greater than the cured linewidth so the parallel vectors do not interact. Cure depths may be chosen to be less than or greater than the layer thickness depending on the hatch spacing. The STARWEAVE variation of this style, Figure 2, offsets the vectors in sequential layers (STagger), alternates the order of x and y vector writing (Alternating), and alternately stops the vector imaging short of the opposing borders (Retraction). The cure depth in this hatch style is usually less than the layer thickness. The principal advantages of Weave imaging styles are the elimination of swell and post-cure warp distortions. Curl distortions are not universally improved with these styles.

Curl distortion can occur in all rapid-prototyping methods that build parts in successive layers where the solidifying material undergoes shrinkage. This shrinkage causes distortion and internal stresses. Figure 3 shows the sequence of steps leading to curl distortion. When a single layer is first imaged on the liquid surface, it is free to shrink without inducing stresses. However, the second and subsequent layers that are drawn are each bonded to the layer below that has already shrunk. If there is shrinkage of these upper layers after they have become bonded to the layers below, a bending moment is introduced that can cause upward displacement of the unsupported ends of the layer. Curl distortion is typically measured in terms of a curl factor defined as the vertical distortion distance, h, divided by the length of the free layer L.
The purpose of our experiment was to statistically determine the relative importance of various build parameters on the curl distortion. The parameters studied were hatch type, layer thickness, hatch spacing, hatch overcure and fill cure depth. The experiment was divided into four sets of parts. Each set consisted of one hatch type and one layer thickness with three different
values for each of the three remaining parameters. Thus there were 27 parts for each of the four sets for a total of 108 parts built. Table I summarizes the experiments.

Table I: Ranges of Experimental Parameters

<table>
<thead>
<tr>
<th>Experiment Number</th>
<th>Hatch Type</th>
<th>Layer Thickness mil</th>
<th>Hatch Spacing mil</th>
<th>Hatch Overcure mil</th>
<th>Fill Cured Depth mil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TRIHATCH</td>
<td>10</td>
<td>10,30,50</td>
<td>-2, 2,6</td>
<td>5,15, 25</td>
</tr>
<tr>
<td>2</td>
<td>TRIHATCH</td>
<td>5</td>
<td>10,30,50</td>
<td>-2, 2,6</td>
<td>5,15, 25</td>
</tr>
<tr>
<td>3</td>
<td>STARWEAVE</td>
<td>10</td>
<td>10,15,20</td>
<td>-2,-1,0</td>
<td>0,12.5,25</td>
</tr>
<tr>
<td>4</td>
<td>STARWEAVE</td>
<td>5</td>
<td>10,15,20</td>
<td>-2,-1,0</td>
<td>0,12.5,25</td>
</tr>
</tbody>
</table>

(1 mil = 0.001 inch)

Figure 4 shows the solid model geometry used to create the test pieces. Since the geometry is identical for all the pieces, the curl distortion is proportional to the chord height, h. A dial indicator depth gage was used to measure that height for each experimental piece and that value was recorded as a measure of the curl distortion.

The two hatch types chosen were TRIHATCH and STARWEAVE. The TRIHATCH pattern leaves a large portion of the part in the liquid state. Post curing must be used to solidify the honeycomb trapped volumes and results in internal stresses. The STARWEAVE hatch style was developed to reduce those internal stresses. The pattern is formed by creating orthogonally alternating layers of fingers that are not all attached to their respective ends. Furthermore, the hatch overcure is selected so the layers are not completely attached. Since curl distortion is related to the extent of shrinkage after contact with the previous layer, the delayed shrinkage is expected to reduce curl distortion.

Layer thicknesses of 5 and 10 mils were chosen for this study. These values are commonly used by many users and they are usually selected to meet accuracy and build speed requirements.

Hatch spacing is the distance between parallel vectors used to hatch the interior of the part. If the hatch spacing is very small, the solidifying vectors will overlap causing a completely solid layer. Large hatch spacings allow liquid polymer to be trapped in the part to be solidified in the
postcureing operation. Values were selected for each hatch style to avoid complete vector overlap and show the postcure effects.

Hatch overcure is the depth that one cured vector "string" pierces into the lower adjacent layer. This is what keeps the individual layers connected together to form a complete part. Although the major portion of the STARWEAVE vectors are not intended to overlap, multiple exposures at vector intersections are expected to "nail" the layers together at points. The TRIHATCH construction superimposes vector scans creating a line connection between layers. Hatch overcures were selected to try to make sure the parts had sufficient layer overlap to prevent delamination and give good "green" strength. Nominal hatch overcures of 6 mils are usually recommended for TRIHATCH and a -1 mil overcures (1 mil undercure) is a common starting point for STARWEAVE.

Fill cure depth is the depth of the solid layers formed on the upper and lower faces of the solid. This holds the remaining liquid inside the part for subsequent post-curing. Skin fills are required for the TRIHATCH style, but are sometimes eliminated in STARWEAVE.

Many other parameters need to be defined for a complete build. These remaining variables were all held constant. The Appendix gives the complete setup for the 3D Systems SLA-250 used to create the parts.

RESULTS

The following tables show the chord height for each of the pieces made as measured by a dial depth gage. Positive values indicate an upward curl as shown in Figure 3, while negative values indicate sag. An "X" indicates that the style was not able to produce a viable solid (e.g. insufficient green strength or delamination). All dimensions are in mils (0.001 inches).

Tables III through V show a large number of failures and thus there was not enough data to make a complete statistical evaluation. However, some qualitative observations can be made. For the TRIHATCH with 5 mil layer thickness, one can estimate that the 30 and 50 mil hatch spacings were too far apart, with 30 mils close to the upper limit. Therefore, more experiments need to be

<table>
<thead>
<tr>
<th>Hatch Spacing:</th>
<th>10</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatch Overcure:</td>
<td>-2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Fill Cure Depth:</td>
<td>5</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>15</td>
<td>18</td>
</tr>
</tbody>
</table>

Table III: 5 mil Layer TRIHATCH

<table>
<thead>
<tr>
<th>Hatch Spacing:</th>
<th>10</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatch Overcure:</td>
<td>-2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Fill Cure Depth:</td>
<td>5</td>
<td>13</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5</td>
<td>20</td>
</tr>
</tbody>
</table>
Table IV: 10 mil Layer STARWEAVE

<table>
<thead>
<tr>
<th>Hatch Overcure</th>
<th>0</th>
<th>12.5</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatch Spacing</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>37</td>
<td>29</td>
</tr>
<tr>
<td>15</td>
<td>X</td>
<td>X</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table V: 5 mil Layer STARWEAVE

<table>
<thead>
<tr>
<th>Hatch Overcure</th>
<th>0</th>
<th>12.5</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatch Spacing</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>X</td>
<td>39</td>
<td>25</td>
</tr>
<tr>
<td>15</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>20</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

performed with hatch spacings between 10 and 20 mils. For the STARWEAVE style, the curl values are all fairly large. It seems that the range of parameter values chosen were not appropriate for the STARWEAVE pattern. More experiments need to be performed with different parameter values or perhaps different parameters. This indicates more understanding and practical experience with the TRIHATCH pattern.

The only set to give enough data was the TRIHATCH with 10 mil layer thickness. Qualitatively, Table II indicates curl minimization near the 30 mil hatch spacing which matches our experience. To study the data, we first performed a three-way layout with one observation per cell analysis of variance. The three factors were hatch spacing, hatch overcure and fill cure depth:

\[ h(i,j,k) = K + A(i) + B(j) + C(k) \]

where K is a translational constant and A, B, C represent the effects of the three parameters: hatch spacing (i=1,2,3 corresponds to 10,30,50 mils), hatch overcure (j=1,2,3 corresponds to -2,2,6 mils) and fill cure depth (k=1,2,3 corresponds to 5,15,25 mils) respectively. Unfortunately, a simple linear model with just those three variables was able to account for less than 40% of the total variance between the model and the data; \( R = 0.35 \), where R is the typical correlation coefficient used in least-squares analyses. Next, the three-way layout was performed with the model:

\[ h(i,j,k) = K + A(i) + B(j) + C(k) + AB(i,j) + AC(i,k) + BC(j,k) \]

where again, K is a constant and A, B, C represent the effects of the three parameters, but now AB, AC and BC represent the effects of the combined parameters of hatch spacing with hatch overcure, hatch spacing with fill cure depth and hatch overcure with fill cure depth respectively. This model was able to account for over 80% of the variance ( \( R = 0.90 \)) and thus gives a reasonable model estimate of the data. However, an estimate of the standard deviation of the experimental curl observations is fairly large at 5.637 mils and indicates the need for more experiments. Nevertheless, we have enough data to determine the relative importance of the various effects (A, B, C, AB, AC and BC) by testing the hypothesis that all values of any specific parameter are 0; that is the parameter has no effect on the curl. Table VI shows the probability that the particular parameter has no effect on the curl.
Table VI: Relative Importance of Parameters

<table>
<thead>
<tr>
<th>Source</th>
<th>Probability of NO effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatch Spacing</td>
<td>2.15%</td>
</tr>
<tr>
<td>Hatch Overcure</td>
<td>89.28%</td>
</tr>
<tr>
<td>Fill Cure Depth</td>
<td>39.02%</td>
</tr>
<tr>
<td>Hatch Spacing x Hatch Overcure</td>
<td>28.75%</td>
</tr>
<tr>
<td>Hatch Spacing x Fill Cure Depth</td>
<td>19.46%</td>
</tr>
<tr>
<td>Hatch Overcure x Fill Cure Depth</td>
<td>25.69%</td>
</tr>
</tbody>
</table>

From this, we can conclude that the most statistically significant parameter is the hatch spacing.

Given the results from the analysis of variance, we attempted to fit the experimental data to a quadratic function of the three variables; that is:

\[ h = K_0 + K_1 x + K_2 y + K_3 z + K_4 x y + K_5 x z + K_6 y z + K_7 x^2 + K_8 y^2 + K_9 z^2 \]

where the \( K_0, K_1, \ldots, K_9 \) constants were determined by a least-squares minimization of error and the variables \( x, y, z \) represent hatch spacing, hatch overcure and fill cure depth respectively. Unfortunately, this model can only account for a little over 40% of the variance (\( R = .64 \)) and thus indicates the need for more experiments to get better statistical curl information for the parameters and/or the need for a different mathematical model to predict curl.

An additional source of error in these experiments could have been the cleaning of the test pieces. No solvents were used in cleaning the parts because of their known influence on curl and swell. Some parts were very delicate and could have been damaged when their supports were removed.

Recommendations for further experiments are to:

1. Rebuild pieces to obtain statistical measures of curl for a single set of build parameters,
2. Build the TRIHATCH pieces with more hatch spacing values between 10 and 20 mils, and
3. Build more STARWEAVE pieces to determine more appropriate build parameters.

CONCLUSION

In this paper we experimentally studied the effect of various parameters on the curl distortion in parts built using stereolithography. From our experiments, only the TRIHATCH build with 10 mils layer thickness had enough data for statistical evaluation. However from observation, our experiments indicate that it is difficult to produce good parts with no fill cure depth. More parts need to be built with the STARWEAVE style to determine how those build parameters affect curl. Our results for the 10 mil TRIHATCH show that there are important cross relationships between the hatch spacing, the hatch overcure and the fill cure depth. In addition, the hatch spacing is the single most important parameter affecting the curl. We were not able to generate an acceptable quadratic model for our experimental data and suggest further experiments.
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APPENDIX

Model:
Create Solid Model (Using Aries Software, Version 4)
Create Support Structure
Create Array of Test Parts
Orient and Position Parts
Convert to SLA Interface File
Transfer File to SLICE Computer

Slice: (SLA-250 3D Stereolithography System Version 1.8 Release 3.82.1, copyright 1990, 3D Systems, Inc.)
Select SLICE Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TRIHATCH</th>
<th>STARWEAVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale Factor</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Slice Resolution</td>
<td>5000</td>
<td>5000</td>
</tr>
<tr>
<td>Layer thickness</td>
<td>fixed</td>
<td>fixed (0.01 or 0.005)</td>
</tr>
<tr>
<td>X hatch space</td>
<td>variable</td>
<td>variable</td>
</tr>
<tr>
<td>Y hatch space</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>X skin fill</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>Y skin fill</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Min. Surf. Angle</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>Beam Comp.</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Slice Axis</td>
<td>Z</td>
<td>Z</td>
</tr>
<tr>
<td>Staggered hatch</td>
<td>OFF</td>
<td>ON</td>
</tr>
<tr>
<td>Alt. Sequence</td>
<td>OFF</td>
<td>ON</td>
</tr>
<tr>
<td>Retracted hatch</td>
<td>OFF</td>
<td>ON</td>
</tr>
</tbody>
</table>

Execute slice

Process:
Import Slice file to SLA-250 machine
Select files to be merged and offset
MERGE: Create vector layer parameter range files
Select range parameters
Add ranges: define 3100 for 10 mil and 3075 for 5 mil
Recoater
Range 1: NS 0; ZA .5; ZV .5; ZW 5; PD 1
Range 2: NS 1; ZA .5; ZV .5; ZW 10; PD 1; P1 17
Vector Cure Depths
Border overcures: 0.008 supports, 0.006 parts
Hatch overcures: 0.008 supports, (Table I) parts
Fill cure depths: (Table I) parts
Update range file
Set-up machine:
Verify laser beam power (18mW)
Verify material (DuPont SOMOS™ 3110)
Verify vat conditions (fill level and 30C temperature)
Build parts

Finish:
Drain parts over vat
Remove parts from SLA
Remove excess resin from parts:
absorbant swab, NO solvent used
Remove parts from platform
Remove supports
Continue excess resin removal
Post-cure: UV oven for ten minutes per side
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Abstract

We briefly describe a new methodology for the design and manufacture of mechanical components and demonstrate the process for the design of an automobile suspension component. The methodology is a unique coupling between advanced technologies for product design and manufacture, which leads to the rapid realization of superior products. The concurrent design and analysis strategy yields information about the optimal structural layout, as well as details about the material composition. The fabrication of such designs requires unconventional manufacturing processes, such as layered manufacturing. Project MAXWELL, therefore, offers the possibility for the integration of layered manufacturing into the mainstream product development and fabrication process.

1. INTRODUCTION

Project MAXWELL embodies a methodology that provides a rigorous technique for the concurrent design of material composition and shape of components, and a new manufacturing process for their realization. At the University of Michigan (U-M), a new methodology has been developed for designing the form and material composition of mechanical and structural components based only on a description of the loading conditions and packaging requirements. At Carnegie Mellon University (CMU), a new manufacturing process has been developed for the free-form fabrication of parts from single or composite materials by thermal spray shape deposition. The goal of Project MAXWELL is to demonstrate the validity of an integrated approach for the rapid realization of superior components. Such components will possess superior structural and mechanical properties, and will satisfy packaging and assembly requirements.

The current application domain is in the design and manufacture of automobile components. The design methodology has been applied to the design of stiffened sheet
metal/component panels, suspension components, and a variety of other structures. Ongoing work involves the extension of the methodology to other applications.

In this paper, we briefly discuss the concurrent design of layout and material using the homogenization method. After describing the Recursive Mask and Deposit (MD*) process, we then demonstrate the MAXWELL methodology for the design of a lower control arm for an automobile suspension.

2. TOPOLOGY DESIGN IN MAXWELL

A fundamental approach to the thermo-mechanical characterization of general composite materials was first put forth by James Clerk Maxwell (1831-1879) and was later generalized as the theory of mixtures to provide a rigorous foundation for studying the mechanics of composite materials (see, e.g., [FUN65]). Project MAXWELL aims at transforming those early ideas into engineering reality.

The necessity of topological design in addition to size and shape design is widely recognized by structural engineers. If topological changes are not allowed, size and shape optimization procedures can improve a design by roughly 5-15%. Topological modifications can often yield 30-50% improvement. The homogenization method is a rigorous methodology to perform topology optimization. The problem is reformulated as a problem involving material distribution. Given an initial design domain, we discretize the domain and introduce microscale voids throughout the structure. The optimization problem then becomes the determination of the size and orientation of the microscale voids inside the initial design domain. If an area is highly stressed, the voids in that area will tend to zero -- the method will force solid material there. By removing material completely from portions of the domain densely packed with voids, the optimum shape of the structure is identified, while its topology is determined by accounting for the number of "global" holes (see also Figure 1).

![Figure 1: Identification of the Shape and Topology](image)

This intuitive method of "sculpting" a structure is based on the theory of homogenization -- a method developed in the mid-1970's for the study of mechanics of composite materials. Applied mathematicians in France, Italy, and the former Soviet Union [LUR84, SAN80, TAR77] developed the homogenization theory to derive the constitutive equation of a composite material.

Although the optimization process often yields homogeneous solids, we consider the design domain to be a very specialized, fictitiously constructed composite material consisting of solids and voids. In order to determine the best microstructure, we allow the design domain to include other composite materials, e.g., ones that can improve strength, toughness, vibrational characteristics, and other measures of structural performance. Such structures have not been realized in practice due to the lack of an attractive manufacturing process that delivers non-homogeneous and anisotropic materials. For example, it is
impossible to create internal voids within a component by conventional NC machining. In MAXWELL, we use CMU's MD* process where the component is built up layer by layer, allowing the possibility of creating and orienting the voids as desired. Therefore, MD* allows serious consideration of these unusual and highly efficient structures for the first time.

3. FABRICATION BY THE MD* PROCESS

In the MD* (recursive Mask and Deposit) process developed at CMU, parts are manufactured by successively spraying cross-sectional layers. Each layer may contain several different materials. The geometry of the part is not constrained and its shape and material composition can be changed continuously during fabrication. To create a part, its geometric model is first sliced into cross-sectional layers, typically 0.001 to 0.005 inches thick. For each material in a layer, a disposable mask is made that exposes the area where that material occurs. The mask is placed upon the top layer of the growing part shape and a robotically manipulated thermal spray gun traverses the areas exposed by the mask. Masks are made from paper stock cut with a laser. Several alternative strategies are feasible for creating support structures for the part as it grows, including retaining a part of the mask or spraying the support material in place after the primary materials are deposited. A more detailed description of the MD* method can be found in [WEI92]. Two features of MD* make it particularly attractive in the context of Project MAXWELL: the ability to perform selective material deposition, and the prospect of a robust process for the forming and joining of composite structures. Availability of the MD* manufacturing process provides the requisite technology for the realization of novel designs (at the macro and microscale level) generated by the homogenization method. Additionally, MD* has the potential to create dense and laminate structures of arbitrary geometric complexity, while masking also enables selective material deposition. Therefore, different regions within a layer can be composed of different materials. Beck [BEC92] describes the manufacture of an integrated electro-mechanical structure created with the MD* process.

4. EXAMPLE: LOWER CONTROL ARM DESIGN

As an example of the integrated design and manufacturing process of project MAXWELL, a lower control arm was designed using the homogenization process and fabricated using MD*. This component is typical of vehicle chassis structural components; their design is typically driven by stiffness requirements. Phase I of the MAXWELL process begins with the description of an appropriate design domain and boundary conditions, shown in Figure 2. In this particular example, packaging requirements for other suspension and wheel components severely limit the allowable design space. In addition, appropriate attachment material for the strut must be provided in the final design. Translational displacements are constrained at the two pivots (to the right in Figure 1), and loads are applied at the strut and at the ball joint. Three separate loading conditions are considered, with the primary load case being vertical (z-direction) loading at the strut attachment point.
Figure 2: Design Domain for Lower Control Arm

The homogenization process produces a topology which possesses the maximum stiffness for a (user-supplied) constraint on the percentage of the design domain to be filled with material. Figures 3 and 4 show the result of the homogenization process, showing two cross-sections of the resultant structure. Note that the optimal topology which is designed using the homogenization procedure would be difficult to manufacture using traditional techniques.

Figure 3: Cross-Section of Lower Control Arm at 45% Section
Often, the results from the homogenization procedure are smoothed, and detailed local structural constraints on allowable stresses and deflections are added and evaluated in a second sizing optimization procedure. In this example, however, we proceeded directly to the fabrication of the component using the MD* process. The data was transferred directly from the homogenization output to the MD* process through a standard stereolithography file. The control arm was interpreted as an isotropic component composed of one material, i.e., individual elements in the structure were interpreted as either all material (solid) or all void (holes), and the control arm was fabricated from a zinc alloy.

5. CURRENT STATUS AND FUTURE GOALS OF PROJECT MAXWELL

Project MAXWELL is a synergistic integration of two novel research efforts, one in design and the other in manufacturing, for the purpose of establishing a sound methodology for the rapid realization of superior products. Basic research directly relevant to MAXWELL has been ongoing at the participating institutions for over four years. The UM results to date can be summarized as the development of an integrated three-phase system for the concurrent design and analysis of superior structural components.

Phase I: Based on the specified boundary conditions (type and magnitude of loads) and designable space (packaging specifications) the homogenization method is applied to derive a gray scale representation of the material composition and distribution that is optimal relative to some desired measure of structural performance.
Phase II: Using computer vision and geometric modeling techniques, this image is interpreted and translated into a realistic structure.

Phase III: A parametric optimization model based on finite element analysis is formulated and solved to determine a complete dimensional and material description of the structure.

Phase IV: The manufacture of the Phase III output (i.e., discrete parts of arbitrary geometry and possibly varying material composition) using the MD* process is performed.

Phase V: The final phase in MAXWELL is the testing phase, where the Phase IV products will be subjected to various mechanical tests. Qualitative indices of performance in Phase V will include measures such as weight to stiffness ratio, impact energy absorption rates, and fatigue life.

Currently the UM system can develop structural layouts for 2D, 2.5D and full 3D components. A major area of current research is appropriate geometric representation of optimal topologies in three dimensions. Ongoing research at CMU directly relevant to MAXWELL can be summarized as the development of the MD* process for the rapid manufacture of single or multi-material components.
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AN EVALUATION OF THE MECHANICAL BEHAVIOR OF BRONZE-NI COMPOSITES PRODUCED BY SELECTIVE LASER SINTERING
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ABSTRACT
Mechanical properties of Bronze-Nickel composites produced by Selective Laser Sintering (SLS) were evaluated by constant displacement tension tests. These were studied as a function of SLS process parameters - laser power density, scan speed, scan spacing, scan direction and layer thickness. The strength data was then correlated to the microstructure and the part bulk density. To further enhance the part densities and the mechanical properties, post-SLS sintering was studied. The relationships between SLS process parameters, post-SLS sintering parameters and the resulting microstructures, part bulk density and the mechanical properties will be described.

INTRODUCTION
Markets for rapid prototyping continue to grow as the demand for functional parts and prototype tooling increases. Several novel approaches exist to meet this demand. In recent years, Selective Laser Sintering (SLS) has emerged as one such process which can, not only produce parts from polymers successfully, but also is capable of producing parts from high temperature materials like metals and ceramics directly, without the aid of any low temperature binders (1,2).

Direct SLS of metals is extremely desirable as it avoids the time consuming and often tedious step of binder removal associated with indirect fabrication of metals and ceramics parts. This makes the production of prototype patterns, molds and dies for casting and injection molding, fast and economical.

However, any structural part produced, either by direct SLS or any other technique, is of little consequence unless it has the structural integrity to withstand the complex loading conditions that its use may require. In this study, the mechanical behavior of direct SLS Bronze-Nickel parts were evaluated, as this alloy system is being developed for use as molds in injection molding.

EXPERIMENTAL PROCEDURE
Sub-size tension test bars of Bronze-Nickel were made in the high-temperature SLS workstation developed at The University of Texas at Austin (3,4). The dimensions and geometry of the bars used in this study is shown schematically in Figure 1., which conforms closely with the ASTM Standard E8 (5) and the standard MPIF tension test bars for powder metallurgy materials (6).

Prealloyed, 90 Wt.% Cu - 10 Wt.% Sn, Bronze powders of particle size 30-50 μm and Ni powders of particle size 75-150 μm were mixed and SLS processed at laser powers of 35 W, 45 W, and 56 W with beam diameters of 0.875 mm, 1.06 mm, and 1.224 mm, respectively. Scan speeds in the range 0.2 to 1.5 inch/second were used. Layer thickness and scan spacing were kept constant at 0.01 and 0.02 inch, respectively. Scanning was done along the transverse and longitudinal directions of bars and layers were built in the thickness direction.

Post-SLS sintering was done for a series of tension test bars processed at 56 W laser power and scan speeds of 0.3"/sec. and 1.5"/sec. Post-SLS sintering of the bars was done at temperatures ranging from 900°C to 1100°C in flowing hydrogen for time periods varying from 1 to 10 hours. All tension testings were done in a constant displacement testing machine at a crosshead speed of 1 mm/min. Densities were measured by direct volume measurement. Phase
Figure 1. A Schematic of Tensile Bar Geometry Used to Make SLS Bronze-Ni Samples. (L=3", B=0.7", A=1", G=0.75", W=0.2", C=0.5", R=0.375", and T=0.25")

Figure 2. Fractional Density of SLS Bronze-Ni Parts as a Function of Scan Speed and Laser Power.

Figure 3. SEM of Fracture Surface of SLS Bronze-Ni Part Showing Melting of Bronze With No Melting of Ni.

Figure 4. Tensile Strength of SLS Bronze-Ni Parts as a Function of Scan Speed and Laser Power.
analysis and microstructural analysis of the material was done at every step of processing by X-ray diffraction, optical microscopy, EDS and SEM.

RESULTS AND DISCUSSION

Preliminary experiments were done to investigate the effect of scan direction and layer thickness. From these experiments it was found that strengths were considerably lower when scanned in the longitudinal direction when compared to transverse direction. This is due to a better sintered part when the scan vector is short. Nelson, et al (7) have shown that a series of short scan vectors would receive more net energy than a series of longer scan vectors because of less delay between successive pulses.

As expected, lowering the layer thickness from 0.02" to 0.01" resulted in higher strength. However, on further lowering the layer thickness to 0.005" resulted in difficulty in spreading fresh layers without disturbing the previously sintered layers. This is especially the case during the early build-up of the part. Therefore, all further experiments were done at a constant layer thickness of 0.01" and all scanning was done along the short-transverse direction.

EFFECT OF SCAN SPEED AND LASER POWER

As shown in Figure 2, for a given laser power, density of the SLS Bronze-Nickel parts increased as the scan speed decreases. Also, the density is found to increase with increasing laser power, at a constant scan speed. Higher density is achieved with slower scan speed and higher laser power due to an increased amount of energy input to the powder surface. A higher amount of energy to the powders increases the temperature high enough to result in a larger amount of liquid phase formation. Bronze, which melts incongruently between 870°C (solidus) and 1030°C (liquidus), exhibits a higher degree of liquid formation as the temperature above the solidus increases. Also, as temperature increases, the viscosity of molten bronze decreases, facilitating more efficient densification with the solid nickel particles. An increase in temperature also lowers the wetting angle between liquid bronze and solid nickel to result in better wetting characteristics and improved densification. Figure 3 shows the fracture surface of a typical Bronze-Nickel part showing melting of bronze particles while the nickel particles are present without any significant melting. However, at very high laser powers and slow scan speeds (0.2"/sec. - 0.8"/sec.), significant amount of "curling" phenomenon was observed in the parts, as observed by Zong et.al. also (1). Experiments with varying bed temperatures showed that "curling" can be minimised by using high bed temperatures while keeping laser power high enough with slow scan speeds necessary for high density parts. However, at bed temperatures above 450°C, the entire powder bed undergoes light sintering and forms a "cake" around the SLS part. This makes it difficult to remove the SLS parts from the surrounding powder bed. Therefore, all experiments in this study were done at a bed temperature of 450°C.

Strength, which is primarily a function of fractional density (or porosity) (8), exhibited a similar trend as density with respect to scan speed and laser power, Figure 4. Pores reduce the effective load carrying capacity of a material. Also, pores act as stress concentrators and as effective crack initiation sites. Therefore, a sample with density less than 100% is expected to have a strength less than that of a fully dense wrought material. In addition to fractional density, the strength of such porous compacts depends on various powder characteristics such as particle size, particle size distribution and particle shape. The strength of porous compacts is expected to vary with fractional density $\rho$ of the compact as follows:

$$\sigma = C \sigma_0 f(\rho)$$  (1)
where $\sigma$ is the strength of compact, $\sigma_0$ is the wrought strength and $f(\rho)$ is a fractional density dependance function. Several studies have attempted to correlate strength with $\rho$ by various forms of $f(\rho)$. The most commonly used relationship is of the form:

$$\sigma = C \sigma_0 \rho^m \quad \text{(II)}$$

where $C$ and $m$ are empirical material constants and $\rho$ is the fractional density.

**POST-SLS PROCESSING OF BRONZE-NICKEL PARTS**

In an attempt to further densify and hence improve strength, the SLS Bronze-Nickel tensile coupons were further processed by Liquid Phase Sintering (LPS) in hydrogen above the solidus temperature ($870^\circ C$) of bronze. Before looking at the results of post-SLS processing, it is important to review the basic concepts of LPS (9) to better understand the results, especially with respect to Bronze-Nickel system. Liquid phase sintering in Bronze-Nickel system occurs in three stages:

**STAGE I**: At temperatures above the solidus temperature $870^\circ C$, bronze melts partially and above the liquidus $1030^\circ C$ it melts completely. In this stage of LPS, the liquid bronze flows into the pores and a rearrangement of the solid nickel particles takes place. This stage leads to rapid shrinkage and increase in density and hence strength. Most of the densification in LPS is achieved in this stage. If sufficient amount of liquid is formed with low enough viscosity to flow freely, then the final density at the end of stage I is independent of the starting density, which is determined by laser power and scan speed. The amount of liquid phase formed and the viscosity of the liquid formed depends on the sintering temperature. Higher the sintering temperature, higher is the amount of liquid phase formed with lower the viscosity. But a very high sintering temperature can lead to very high amount of liquid phase with very low viscosity which can result in loss of shape. Particle size of solid phase and rate of heating also determine densification at this stage.

**STAGE II**: In this stage of LPS, normal densification is accompanied by chemical homogenization between bronze and nickel. Bronze, predominantly copper (90 Wt.%), and nickel homogenize at high temperatures, either by interdiffusion if the homogenization is between solid bronze and solid nickel or by solution-reprecipitation if the homogenization is between liquid bronze and solid nickel, to form a homogeneous solid solution. In either case, the bronze phase disappears completely leaving behind pores in its place and an expanded solid solution of Cu in Ni. This happens due to a faster diffusion rate of Cu into Ni than that of Ni into Cu, which results in the Kirkendall effect. Therefore, the pores created at this stage are referred to as Kirkendall porosity. Kuczynski has demonstrated the influence of the Kirkendall effect upon sintering in a series of model experiments (10). Therefore, in this stage, normal densification is dominated by the growth or swelling of the part due to Kirkendall porosity.

Detailed investigations of LPS have shown that similar material transport mechanisms prevail during stage I as well as stage II. Therefore, a sharp distinction between these stages is not justified. Whether stage I or stage II predominates the process depends on the particular circumstances. Powder particle size, starting density, sintering temperature, time and rate of heating are most influential in determining this. Effect of some of these variables on LPS will be discussed later with respect to SLS Bronze-Nickel parts. Figure 5 shows the microstructural changes observed with the different stages of LPS and Figure 6 shows the peak broadening occurring due to formation of a homogeneous solid solution of Cu-Ni.

**STAGE III**: Once homogenization has occurred, only normal shrinkage due to sintering occurs. But now, the sintering occurs in solid state as the temperature is below the solidus of the newly
Figure 5. Optical Micrographs of (a) SLS Bronze-Ni Part (56W, 0.3 inch/sec) Showing Bronze and Ni as Separate Phases and High Porosity, (b) Post-SLS Stage II LPS Bronze-Ni Part (56W, 0.3 inch/sec., 950°C, 1 hour) Showing Nearly Homogeneous Phase of Cu-Ni With Some Residual Bronze and High Porosity, (c) Post-SLS Stage I LPS Bronze-Ni Part (56W, 0.3 inch/sec, 1030°C, 1 hour) Showing Nearly Homogeneous Phase of Cu-Ni With Some Residual Bronze and Low Porosity.
Figure 6 XRD patterns of (311) peaks of Bronze and Nickel Showing Peak broadening due to Homogenization (a) SLS Bronze-Ni Part (56W, 0.3 inch/sec) Showing Cu and Ni as Separate Phases (b) Post-SLS Stage I LPS Bronze-Ni Part (56W, 0.3 inch/sec, 950°C, 1 hour) Indicating Partial Homogenization of Cu and Ni (c) Post-SLS Stage II LPS Bronze-Ni Part (56W, 0.3 inch/sec, 950°C, 6 hour) Indicating Complete Homogenization of Cu and Ni.
formed solid solution of Cu-Ni (~1100°C). Therefore, even for prolonged periods of times, shrinkage or densification during this stage is very small, leaving an overall expansion or shrinkage in the samples, depending on whether first stage or second stage of LPS dominates.

EFFECT OF SINTERING TEMPERATURE AND TIME

As shown in Figures 7, at temperatures below 1000°C the density and strength of SLS parts decrease irrespective of starting densities. The density and strength reach a minimum and then increase slowly to nearly starting densities. At such low temperatures, amount of liquid phase formed is very small with high viscosity which prevents any significant densification normally associated with stage I LPS. Instead, stage II dominates the LPS initially and then stage III continues till the end of the process.

At 1060°C, a temperature well above the liquidus of bronze, bronze is completely in liquid state and has sufficiently low viscosity to allow stage I LPS to dominate. Therefore, the density and hence the strength of the SLS parts increase rapidly at short times of 1 hour. Following this rapid gain in density and strength, there is a slight loss of density and strength due to stage II LPS when the density and strength decrease due to Kirkendall porosity. Some of this loss in density and strength is regained in stage III of LPS due to solid state sintering of Cu-Ni solid solution. At such a high temperature the flow of liquid in stage I is free of any restriction due to low enough viscosity. Therefore, the final density and strength at the end of stage I is independent of starting density and strength. At temperature above 1060°C, the SLS parts exhibited loss of shape even at small times due to significantly lower viscosity of the liquid bronze.

At the liquidus temperature of 1030°C, liquid bronze is more viscous than at 1060°C. Therefore, flow of liquid into pores and rearrangement of solid nickel particles is less dominant. Therefore, the density and strength in stage I at 1030°C is lower than that at 1060°C. In a high-starting-density part, the rigid network of solid nickel particles restrict the flow further and prevent their rearrangement. While in a lower-starting-density part the liquid is more free to flow and rearrange the solid particles. Also, the interdiffusion lengths in a high-starting-density part is smaller, thereby promoting stage II LPS and thus resulting in lower final strengths and density than that for a lower-starting-density part. This effect is more pronounced at 1000°C when the stage II homogenization completely dominates over the stage I densification for a higher-starting-density part. Therefore, at 1000°C, while a high-starting density part exhibits worsening of density and strength, a low-starting-density part exhibits improvements in density and strength.

ANISOTROPIC LINEAR DIMENSIONAL CHANGES

Net volume changes (expansion or shrinkage) of SLS parts during LPS was in accordance with the observed density and strength changes. However, the linear dimensional changes, \( \Delta L/L_0 \), was not same in all three directions \( (11) \). They exhibited some rather interesting trends reflecting the anisotropy in SLS parts.

In general, parts that exhibited swelling or growth during LPS, had a net volume expansion exceeding 10% and was mostly of the order of 15%, resulting in a decrease in fractional density of the order of 8% to 12%, as seen earlier. In accordance with stage II LPS, this decrease was observed over a relatively short period of time followed by a nearly constant density, as would be expected in stage III of LPS. However, the linear dimensional expansion in these parts was anisotropic with least expansion (~2%-3%) in the thickness direction, i.e. direction normal to the sintering plane. Most of the expansion (5%-9%) was confined to the transverse direction (scan direction), Figure 8 (a). A higher degree of sintering along the scan direction, during SLS, results in better density along the transverse direction, thus forming a rigid network of solid nickel and decreasing the interdiffusion lengths. Therefore, stage I LPS is suppressed and stage II LPS dominates along the scan direction yielding a high linear expansion. While a lower degree of
Figure 7. (a) Strength of Post-SLS LPS Bronze-Ni Parts Showing the Effect of LPS Time and Temperature and Starting Density, (b) Fractional Density of Post-SLS LPS Bronze-Ni Parts Showing the Effect of LPS Time and Temperature and Starting density. (Open Symbols - Samples SLS at 0.3 inch/sec. Starting Density 81% and Closed Symbols - Samples SLS at 1.5 inch/sec. Starting Density 70%)
sintering normal to the sintering plane results in poor density between layers leaving a loose network of solid nickel and large interdiffusion lengths. Therefore, stage I LPS is less suppressed and stage II LPS is less dominating between the layers resulting in considerably lower linear expansion. Also, flow of liquid bronze in stage I along the thickness direction is aided by gravity as the samples were post processed with the thickness direction along the direction of gravity.

Like the parts which exhibited growth, the parts exhibiting overall shrinkage or densification also exhibited volume changes according to changes in density, but the linear dimensional changes in the three directions were different. As explained above, since stage I LPS is more dominant along the thickness direction than along the scan direction, higher linear shrinkage was observed in the thickness direction than along the transverse direction. Shrinkage in the longitudinal direction was comparable but higher than along the transverse direction, Figure 8(b).

STRENGTH VARIATION WITH DENSITY

As discussed earlier, pores reduce the effective load carrying capacity of a material, thus decreasing the strength of the material. Equation II relates the strength to the fractional density empirically, based on the premise that pores reduce the load bearing capacity of the material. Based on the discussions of results thus far, it can be seen that both the strength as well as density of SLS parts increased with increasing laser power and decreasing scan speed. Therefore, it seems reasonable to relate the strength and density of SLS parts irrespective of the laser power or scan speeds at which they were processed. As shown in Figure 9, a near perfect fit was obtained for the strength and density by relating them using the power law Equation II, with the empirical constants $C_{00}$ and $m$ as 590.8 and 9.43 respectively. A high exponent factor, $m$, of 9.43 indicates large gains in strength for small incremental gains in density. This makes it possible to produce less than fully dense yet structurally sound parts of Bronze-Nickel by direct SLS, without any post-processing. Small incremental gains in density are achievable by increasing the laser power and/or decreasing the scan speed. The "curl" phenomenon associated with high laser power and slow scan speeds can be overcome by using higher bias temperatures in the high-temperature workstation, if light sintering of the powder bed can be avoided or minimised.

Liquid Phase Sintering (LPS) of the SLS Bronze-Ni parts results in an increase or decrease in density and strengths simultaneously as a function of LPS time and temperature, as discussed earlier. Therefore, relating strength with density using the power law form given by Equation II, yields a near perfect fit with the empirical constants $C_{00}$ and $m$ as 527.94 and 8.73 respectively, Figure 9(b). From comparison of the empirical constants $C_{00}$ and $m$ for SLS Bronze-Nickel parts and for post-SLS LPS Bronze-Nickel parts, it is clear that density and strength vary in a similar way irrespective of the processing. During SLS scan speed and laser power determine the density and strength, while during LPS time and temperature determine the density and strength. SLS laser power is analogous to the LPS temperature as it determines the processing temperature. Similarly, SLS scan speed is analogous to the LPS time as it determines the time of processing. Therefore, by careful manipulation of these four variables it is possible to produce high density, structurally sound parts with no "curl" by direct SLS followed by LPS in very short processing time periods.

CONCLUSIONS

Direct SLS of Bronze-Nickel parts was studied by evaluating the density and strength of the parts as a function of SLS process parameters: laser power, scan speed, scan direction, and layer thickness. Post-SLS processing of the parts was done by Liquid Phase Sintering (LPS) to further enhance the density and strength. LPS of the SLS parts was studied as a function of time and temperature. The relationships between the SLS processing parameters, LPS parameters and the resulting microstructures, density and strengths can be summarized as follows:
Figure 8. Linear Dimensional Changes Showing Anisotropic Changes (a) Expansion in 56W, 0.3"/sec. SLS Part, LPS at 950°C (b) Shrinkage in 56 W, 1.5"/sec.SLS Sample, LPS at 1030°C.

Figure 9. Strength vs. Density Using Equation II for (a) SLS Bronze-Ni Parts Without Post-SLS Processing (b) Post-SLS LPS Bronze-Ni Parts.
1. Density and strength increase as the layer thickness decreases, scan speed decreases and laser power increases.
2. Scanning in the short transverse direction yielded best results.
3. Strength and density of SLS Bronze-Nickel parts show a very strong power law dependence.
4. LPS of SLS Bronze-Nickel parts improved density and strength at temperatures well above the liquidus temperature of bronze.
5. By LPS at temperatures well below the liquidus temperature of Bronze, density and strength of SLS Bronze-Nickel parts decreased due to Kirkendall porosity resulting from the homogenization of Bronze and Ni.
6. Linear dimensional changes during LPS were anisotropic.
7. Strength and density of post-SLS LPS Bronze-Nickel parts show a similar power law dependence as the SLS Bronze-Nickel parts.
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Abstract

A polymer encapsulated silicon carbide system has been developed for use with Selective Laser Sintering. Extensive studies with this material have provided information pertaining to processing and material parameters which most affect the strengths and densities of resulting green parts. The important parameters considered were particle size distribution of the powders, laser scanning conditions, and laser beam diameter. Simple and complex shapes were easily produced with this material using optimized parameters. Green objects were infused with metal by Lanxide using their pressureless infiltration process to produce both metal matrix and ceramic matrix composites.

(Key Words: Silicon Carbide, Encapsulation, Polymer, Selective Laser Sintering, Composites).

Introduction

Polymer encapsulated, high temperature powder material systems for Selective Laser Sintering have been under development at The University of Texas for the past few years\textsuperscript{2}. These materials offer a convenient path to complex ceramic and metal preforms via SLS. Several systems, including glass\textsuperscript{3}, alumina and silica-zircon\textsuperscript{4}, and copper\textsuperscript{2}, have been demonstrated to be viable materials for the fabrication of preforms.

Recent work has focused on investigating possible applications for the material systems under development. Additionally, it is desired to compare the performance of SLS preforms against that of other, more conventional preform manufacturing methods during post-processing steps. To this end, a polymer encapsulated silicon carbide system has been developed to produce preforms for use with Lanxide’s pressureless infiltration process\textsuperscript{5,6,7}. The results of the infiltration will be described in a separate paper in this symposium.

Materials and Methods

Four particle size distributions of silicon carbide were provided by Lanxide Corporation. These powders were designated L-1000, L-800, L-500, and L-220, according to their specified grit sizes. Figure 1 shows the particle size distributions of these powders as measured by a
Coulter Multisizer. A poly(methylmethacrylate) latex polymer was produced as described elsewhere. This polymer was formulated to have a specified melt flow index (ASTM D1238) of 30 g/10 min as measured using a Kayness Galaxy I capillary rheometer at conditions of 200°C and 75 psi. The polymer had an actual melt flow index of 32.2 g/10min. The glass transition temperature, \( T_g \), of the polymer was determined to be 105°C using Differential Scanning Calorimetry.

![Figure 1. Particle size distributions of silicon carbide powders.](image)

Two batches of polymer encapsulated silicon carbide, each consisting of a different particle size distribution, were prepared by spray drying according to methods described previously. The drying conditions were maintained to yield an agglomerated particle morphology. The initial batch was encapsulated to obtain a polymer composition of 30 vol. % (13.8 wt. %). The second batch was encapsulated to obtain a polymer composition of 25 vol. % (11.1 wt. %). The resulting encapsulated powders were admixed with pure silicon carbide powder to reduce the polymer content to 20 vol. % (8.5 wt. %). It has been shown that mixtures
of encapsulated powders with pure materials increases the apparent packing density of the powder. Polymer compositions of all powders were determined by Thermal Gravimetric Analysis (TGA). Figure 2 shows an electron micrograph of the initial batch of polymer encapsulated silicon carbide.

![Figure 2. Polymer encapsulated L-500 silicon carbide powder prior to admixing of pure silicon carbide L-500.](image)

The initial samples were prepared from a single particle size distribution consisting of the L-500 powder. The second set of samples used a quadmodal particle size distribution composed of all four supplied powder sizes according to the composition shown in Table 1. Figure 3 shows the particle size distribution for the premixed quadmodal powder as supplied by Lanxide Corp. This distribution was verified using a mixture of the component powders.

<table>
<thead>
<tr>
<th>Powder</th>
<th>Amount, (wt. %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-220</td>
<td>47.0</td>
</tr>
<tr>
<td>L-500</td>
<td>25.0</td>
</tr>
<tr>
<td>L-800</td>
<td>16.0</td>
</tr>
<tr>
<td>L-1000</td>
<td>11.0</td>
</tr>
</tbody>
</table>

**Selective Laser Sintering of Materials**

Both batches of materials were processed at the DTM Corp. using an SLS™ Model 125
workstation equipped with a calibrated 25 watt CO₂ laser. The laser beam profile and diameter were determined using a beam profilometer. Processing was conducted in a nitrogen environment, less than 2% O₂, with a gas flow rate produced by a pressure differential of 0.04 in. H₂O. Surface bed temperatures were maintained at 119°C as determined by a infrared sensor using an emissivity, ε, of 0.90.

Figure 3. QuadModal particle size distribution.

Table 2 lists SLS operating parameters for the materials studied. 2"x2"x0.3" coupons for metal infiltration tests and 1"x3"x¼" coupons for characterization of green part properties were produced using the full range of SLS operating parameters. Complex shapes consisting of a thin walled electronical packaging box and an engine cowling were produced using optimized SLS operating parameters.

<table>
<thead>
<tr>
<th>Laser Power, (W)</th>
<th>Scan Speed, (ips)</th>
<th>Beam Spacing, (mils)</th>
<th>Layer Thickness, (mil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 - 16</td>
<td>50 - 100</td>
<td>2 - 5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Characterization of SLS Parts

Powder bed densities were measured using the method of density cups. Cups having a wall thickness of 3/16" and a volume 1.5" in diameter by 1" depth are produced by SLS using optimized operating parameters. Bed density is determined from the contained volume of powder. Cups are made at different bed locations to observe positional density variance. Part densities were determined from volume and mass measurements. Part green strengths were measured by three point bend analysis. Fracture planes of the bend specimens were examined by Scanning Electron Microscopy (SEM). Polymer content of the green parts were measured by TGA.
Results and Discussion

Monodistribution Powder

Initial experiments with this material were concerned with determining the effects of laser power, laser scan speed, and beam spacing on the strength and density of green parts. Nelson has shown, however, that these three critical SLS parameters are coupled and it is better to consider them as such when examining their influence on properties of objects produced by SLS. Starting from scanning geometry and laser beam characteristics, Nelson derived the following expression for the laser power density

\[
A_N = \frac{k'P}{BS \cdot SCSP} \tag{1}
\]

where \(A_N\) is the Andrew Number typically expressed in \(\text{cal/cm}^2\), \(k'\) is a geometry specific constant, \(P\) is the laser power, \(BS\) is the beam speed, and \(SCSP\) is the scan spacing. Eq. (1) provides a convenient means of lumping the major SLS parameters and can be used to correlate green part properties such as strength and density. Furthermore, from Eq. (1), it follows that similar part properties may result for constant \(A_N\) with varying combinations of laser power, beam speed, and scan spacing.

Table 3. Effect of laser scanning parameters on part properties.

<table>
<thead>
<tr>
<th>(A_N) (cal/cm²)</th>
<th>Laser Power, (W)</th>
<th>Scan Spacing, (mil)</th>
<th>Scan Speed, (ips)</th>
<th>Density, (g/cm³)</th>
<th>Green Strength, (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.41</td>
<td>7</td>
<td>5</td>
<td>125</td>
<td>1.35</td>
<td>9.1</td>
</tr>
<tr>
<td>0.47</td>
<td>8</td>
<td>5</td>
<td>125</td>
<td>1.37</td>
<td>12.1</td>
</tr>
<tr>
<td>0.74</td>
<td>8</td>
<td>4</td>
<td>100</td>
<td>1.37</td>
<td>76.1</td>
</tr>
<tr>
<td>0.79</td>
<td>8</td>
<td>3</td>
<td>125</td>
<td>1.38</td>
<td>73.4</td>
</tr>
<tr>
<td>0.79</td>
<td>8</td>
<td>5</td>
<td>75</td>
<td>1.40</td>
<td>72.4</td>
</tr>
<tr>
<td>1.32</td>
<td>8</td>
<td>5</td>
<td>75</td>
<td>1.40</td>
<td>183.2</td>
</tr>
<tr>
<td>1.35</td>
<td>12</td>
<td>3</td>
<td>110</td>
<td>1.37</td>
<td>170.3</td>
</tr>
<tr>
<td>1.74</td>
<td>13</td>
<td>3</td>
<td>92</td>
<td>1.33</td>
<td>186.0</td>
</tr>
<tr>
<td>1.74</td>
<td>12</td>
<td>4</td>
<td>64</td>
<td>1.35</td>
<td>186.4</td>
</tr>
<tr>
<td>1.74</td>
<td>12</td>
<td>3</td>
<td>85</td>
<td>1.32</td>
<td>192.9</td>
</tr>
<tr>
<td>2.27</td>
<td>14</td>
<td>3</td>
<td>76</td>
<td>1.35</td>
<td>205.2</td>
</tr>
<tr>
<td>2.28</td>
<td>12</td>
<td>3</td>
<td>65</td>
<td>1.34</td>
<td>205.8</td>
</tr>
</tbody>
</table>

Table 3 shows the influence of fixed power densities, \(A_N\), with varying laser power, beam speed, and scan spacing on resultant densities and strengths of three point bend specimens. The data clearly show green strength to be related to the power density and not to be influenced
significantly by the respective operating parameters. The data also show green strength to increase with $A_N$. As energy input is increased it is expected that sintering of polymer binder within the layer would increase as would the likelihood of fusing the layer to previous layers, thus, increasing green strength. At the point where interlayer bonding is achieved further increases in power density would no longer be expected to improve green density. In fact, further increases in power density would cause degradation of the polymer binder reducing green strength.

Figure 4 shows the influence of the scan density, $A_N$, on green strength. The trend is as suggested although no decrease in green strength is observed for the range of energy densities studied. A transition in green strength occurs at about $A_N = 1.20 \text{ cal/cm}^2$ where the rate of strength increase diminishes to roughly 20% of the previous rate of strength development. Figure 5 and Figure 5 are SEM micrographs of green part fracture planes. In Figure 5, where $A_N < 1.2$, the layered structure of the part is very noticeable, whereas in Figure 5, where $A_N > 1.2$, the layered structure is noticeably absent.

Changes in the rate of strength development with energy input may be further attributed to changes in part density and thermal degradation of the polymer binder. Figure 8 shows density of the green parts to increase in manner similar to that of green strength. Increases in density are known to cause increases in material strength\textsuperscript{10,11}. Figure 7 shows the effect of power density on the polymer content. The polymer volume content decreases nearly 15% over the range of $A_N$ studied. This binder loss combined with power density saturation may contribute to the decrease of green strength development shown in Figure 4.

![Figure 4](image-url)  
**Figure 4.** Influence of scan density on green strength.
Figure 5. Poor interlayer bonding. $A_N = 0.69$ cal/cm$^2$. Scan conditions: 7W, 75 ips, and 3 mil beam spacing.

Figure 6. Good interlayer bonding. $A_N = 2.00$ cal/cm$^2$. Scanning conditions: 12W, 74 ips, and 3 mil beam spacing.
QuadModal Distribution Powder

This material, without binder, has an apparent tapped density of 62% compared to 52% for that of the L-500 powder. Therefore, it was hoped the quadmodal distribution material would improve green part density thereby increasing ceramic loading of the part. In practice, however, green densities were unchanged, still ranging from 48 to 51% as observed for the L-500 material. Tapped densities of the encapsulated powders were determined to be 57% and 59% for the quadmodal and L-500, respectively. Figure 9 shows the powder bed densities to be lower than the tapped densities, 46% (1.30 g/cm³) to 50% (1.42 g/cm³), and to decrease in the direction of the roller. This problem does not occur in the SLS Sinterstation™ 2000, the commercial machine, since the roller spreads powder in both directions. Density changes across the bed are evident in the green parts, too.
Figure 10 shows the strength of green parts to develop with increasing Andrew Number, \( A_N \), in a manner similar to the L-500 material. Additionally, the influence of laser beam diameter was investigated with this material. For the range of beam diameters studied, it can be seen that no appreciable effect on part strength is observed.

**Conclusions and Further Work**

The polymer encapsulated powders studied here were found to produce green shapes with good strength, surface finish, and dimensional accuracy. Figure 11 shows complex preforms produced from these materials. A broad range of SLS scanning conditions were determined suitable for producing parts with green strengths sufficient for processing by Lanxide Corporation. Typically, parts with green strengths greater than 125 psi (\( A_N > 1.0 \text{ cal/cm}^2 \)) were preferred since delamination was not observed during the infiltration process.

The quadmodal distribution powders did not perform as expected and further work is required to explain this result. It is possible the distribution is adversely effected by the encapsulation process. If this is indeed true, it may be advisable to encapsulate a one or more of the individual size fractions and then mix these with other individual size fractions to achieve a high packing material, thus, increasing the ceramic loading.
This research was supported by DARPA/ONR grant N000 14-92-J-1394 and DARPA grant MDA 972-92-J-1026 through Lanxide Corporation. DTM Corporation made available the SLS™ Model 125 workstation for these studies. Appreciation is given to Mike Durham, of the Austin Service Bureau, for his cooperation in obtaining experiment time on the workstation.
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Abstract

This paper will discuss the tool-less fabrication of functional advanced composites by infusion of a ceramic or metal matrix into Selective Laser Sintered (SLS) porous ceramic preforms using Lanxide’s patented matrix infusion processes. The fabrication of porous preforms of particulate ceramics by SLS at the University of Texas at Austin is described in a companion paper. The PRIMEX™ pressureless metal infiltration process was used to infiltrate aluminum matrices into both SiC and Al₂O₃ particulate SLS preforms to make metal matrix composites without the use of tooling. Also, SiC/Al₂O₃ ceramic matrix composites were fabricated using the DIMOX™ directed metal oxidation process to grow an Al₂O₃ matrix into porous SiC particulate SLS preforms. Measured properties and microstructures of the resulting composites will be presented and compared to similar composites made using conventionally fabricated preforms. The rapid prototyping of a SiC/Al MMC electronic power package to near-net shape from an SLS preform will also be described.

Introduction

Lanxide’s matrix infusion processes for fabricating ceramic and metal matrix composites are near-net shape processes in which a matrix is infused into a porous ceramic preform. The final composite shape is dictated by the shape of the preform; therefore, a critical step in the process is the fabrication of a porous preform to near-net shape. Preforms typically have been made using a variety of standard ceramic processing methods, including tape casting, injection molding, green machining, dry pressing, etc. Many of these conventional processes either do not have the complex shape-making capabilities needed or require tooling that is expensive and time-consuming to fabricate for prototypes or small production runs. The newly-emerging Solid Freeform Fabrication technologies, and in particular Selective Laser Sintering (SLS), appear to be ideally suited to fill the need for a method to fabricate porous preforms to near-net shape quickly and without the use of tooling.

One of the objectives of the current work is to evaluate the feasibility of fabricating Ceramic Matrix Composites (CMCs) and Metal Matrix Composites (MMCs) using preforms formed to net shape using SFF processes. Fabrication of the SLS ceramic preforms is described in a companion paper; the results of work to convert these preforms to CMCs and MMCs via Lanxide’s matrix infusion processes are discussed below.

Lanxide’s Matrix Infusion Processes

The DIMOX™ directed metal oxidation process for fabricating ceramic matrix composites (Fig. 1) and the PRIMEX™ pressureless metal infiltration process for metal matrix composites (Fig. 2) are similar. In both processes, a ceramic preform is made from the desired reinforcing material, which can be ceramic particulates or fibers. In the current work, SiC and Al₂O₃ particles ranging in size from 1 µm to 60 µm, which are typical reinforcing materials, were used (fibers were beyond the scope of this work). The preform is formed to the desired shape of the final part, a barrier is applied to the upper surfaces to stop infiltration and retain shape, and the preform is placed in contact with the growth alloy which is typically an aluminum alloy. In the CMC process,
the alloy is heated above its melting point to temperatures of 900°C - 1000°C in air, and the alloy wicks into the preform while simultaneously oxidizing to form an Al₂O₃ matrix. This wicking and oxidizing process (referred to as "matrix growth") continues, filling the entire preform until the growth barrier on the top surface is reached. The resulting Ceramic Matrix Composite part, consisting of a reinforcement phase and an Al₂O₃ matrix with small interconnecting channels of Al, is removed from the alloy. The process for fabricating MMCs is similar, except that the alloy is heated above its melting point to temperatures of only 750°C to 850°C in a nitrogen atmosphere; no oxidation of the aluminum occurs as it wicks into the preform to form an aluminum matrix composite. No pressure is required to aid infiltration of the alloy into the preform.

The chief advantages of these processes are:

- near-net shape capability (less than 1% shrinkage compared to preform dimensions)
- uses comparatively inexpensive raw materials and equipment
- no part-specific tooling required after fabrication of preforms

**Experimental Work**

As described in the companion paper, Marcus, et. al. supplied Lanxide with both Al₂O₃ and SiC particulate SLS preforms made using a variety of sintering parameters. Initially, preforms were supplied in the form of 2" x 2" x 1/4" coupons, then after composition and sintering parameters were established, complex-shaped preforms were fabricated. These preforms were evaluated for compatibility with Lanxide's matrix infusion processes. Initially, preforms were made using either 20 μm Al powder or spray-dried PMMA as a binder. We were able to successfully make MMCs and CMCs from both types of preforms; however, the microstructures of the composites made with preforms using the PMMA binder were much more uniform. It was therefore decided that further work would employ the PMMA binder only.

Table 1 gives the properties measured to date for MMCs and CMCs made from SLS preforms. Although SLS preforms were fabricated from both Al₂O₃ and SiC particulate, work concentrated on SiC because both the CMC and MMC demonstration components were to be fabricated using SiC particulate reinforcement. The reinforcement particle loadings of the SiC preforms ranged from 40 to 46 vol%. At least one preform from each set (specimens fabricated using the same SLS parameters) was infiltrated using Al alloy to make an MMC, and another preform from the set was grown to make a CMC. The SiC preforms generally infiltrated well; no significant differences in matrix infusion behavior for either the CMC or MMC processes were observed for specimens made with the various SLS parameters tested. The main effect observed in preforms fabricated using different SLS parameters was variation in green strength which affected ability to withstand handling. Figure 3 shows a microstructure for the MMC; it can be seen that there is almost no visual evidence of layering of the SiC. However, a relatively large amount of fine porosity (approx. 8 vol% as measured by QIA) was evident, resulting in lower thermal conductivity than would normally be expected. Work is currently concentrating on adjusting infiltration parameters to reduce the occurrence of this porosity.

Figure 4 shows a plot of modulus as a function of particle loading for SiC/Al MMCs made at Lanxide using a variety of preforming techniques; it can be seen that MMCs fabricated from SLS preforms have elastic moduli comparable to MMCs made using other preforming techniques, taking into account the vol% particle loading. Figure 5 shows a similar graph of CTE as a function of loading, and again it can be seen that MMCs made using SLS preforms behave similarly to composites made using conventional preforms.

These results indicate that it should be possible to make fully functional MMC components from SLS preforms. However, many MMC applications require composites with higher reinforcement
loadings than those attained to date. For example, many electronics applications require a CTE of ≤ 7.0 ppm°C, which translates into a particle loading of at least 60 vol%. Less demanding electronics applications require a CTE of approximately 8 ppm°C, or approx. 55 vol% reinforcement. The most highly loaded MMCs fabricated to date from SLS preforms have had 44 vol% reinforcement. Increasing the reinforcement loading is therefore the most important issue to address in developing functional and commercially viable MMCs made from SLS preforms. Since the reinforcement loading in the composite is a direct function of the preform density, efforts were made to increase the SLS preform density by using a blend of four particle sizes to increase packing efficiency. These initial efforts, described in the companion paper, were unsuccessful; however, it is expected that optimization of the binder system and spray drying parameters may allow the fabrication of higher density SLS preforms.

SLS 15 μm SiC particulate preforms were also subjected to the DIMOX™ directed metal oxidation process to form a SiCp/Al₂O₃ CMC. Figure 6 shows a photomicrograph of the resulting CMC; it can be seen that the microstructure is quite uniform and there is little evidence of layering. As in the case of the MMCs, most SiCₚ-reinforced CMC applications typically require reinforcement loadings from 55 vol% to 60 vol% or greater. Therefore, increasing the preform density is also important to the fabrication of functional SiCₚ-reinforced CMC components.

The SLS Al₂O₃ (15 μm nominal particle size) preforms with PMMA binder had Al₂O₃ loadings of 37 - 38 vol% as determined by green density and TGA measurements, and contained approximately 8 wt% binder. The preforms were successfully infiltrated with two aluminum alloys commonly used for automotive MMC applications. Filler loadings in the composites measured by Quantitative Image Analysis (QIA) were around 35 vol% with 1.4 vol% porosity. Figure 7 shows the microstructure of a typical MMC made using an SLS preform. Only slight evidence of layering of the Al₂O₃ is visible in the SLS composite; the homogeneity of this microstructure is encouraging. It should also be noted that the particle loadings are within the range of loadings needed for many of the automotive applications.

Fabrication of Demonstration Articles

As part of the RAPTECH-CMC program, two demonstration articles were selected for fabrication from SLS preforms. The first article was a generic electronic power package to be fabricated from SiC/Al MMC using an SLS preform. The second article was a turbine engine tip shroud to be fabricated from SiC/Al₂O₃ CMC using an SLS preform. As discussed in the companion paper, preforms for both articles were successfully fabricated using SLS. The preform for the generic power package was successfully infiltrated to form a near-net shape MMC part (Fig. 8). Lateral dimensions of the infiltrated MMC part were consistently 17% to 18% larger than the specified drawing dimensions. The thickness of the part was within the ±.005" specification. These dimensional differences were due to oversized dimensions of the SLS preform; the infiltration process causes a small (<1%) shrinkage compared to the preform dimensions. Since this part was among the first of this design to be fabricated using SLS, it is expected that dimensional accuracy will improve as more preforms are fabricated. Work to fabricate the CMC tip shroud from the preform is currently in progress.

Conclusions

The results to date indicate that Selective Laser Sintering may in the future be used as a fast, tool-less route to obtaining preforms for prototypes and small production runs. Furthermore, based on the properties measured to date, if the preform density can be improved it is very possible that the resulting composite properties could be fully interchangeable with composites made using more conventional preforming methods. This would mean that parts for prototypes...
and small production runs could be made using SLS preforms, and then if a larger production run is required high volume preforming methods could be used to make essentially the same material.

Acknowledgements

This work was performed under ARPA-sponsored Precompetitive Technology Grant MDA 972-92-J-1026. The authors wish to thank Dr. William Coblenz for his encouragement and guidance.

Figure 1. A Schematic of the DIMOX™ directed metal oxidation process for making CMCs

Figure 2. A Schematic of the PRIMEX™ pressureless metal infiltration process for making MMCs
Table 1. Properties Measured for Composites Fabricated from SLS Preforms

<table>
<thead>
<tr>
<th></th>
<th>( \text{Al}_2\text{O}_3p/\text{Al MMC} )</th>
<th>( \text{SiC}_p/\text{Al MMC} )</th>
<th>( \text{SiC}_p/\text{Al}_2\text{O}_3 \text{CMC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative Image Analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reinforcement Loading</td>
<td>38 vol%</td>
<td>45 vol%</td>
<td>41 vol%</td>
</tr>
<tr>
<td>Porosity/Other phases</td>
<td>1 vol%</td>
<td>8 vol%</td>
<td>3 vol%</td>
</tr>
<tr>
<td>Metal</td>
<td>61 vol%</td>
<td>47 vol%</td>
<td>20 vol% (residual metal)</td>
</tr>
<tr>
<td>( \text{Al}_2\text{O}_3 ) matrix (CMC)</td>
<td></td>
<td></td>
<td>36 vol%</td>
</tr>
<tr>
<td>Density</td>
<td>3.12 g/cm(^3)</td>
<td>2.95 g/cm(^3)</td>
<td>3.47 g/cm(^3)</td>
</tr>
<tr>
<td>Sonic Modulus</td>
<td>130 GPa</td>
<td>180 GPa</td>
<td>286 GPa</td>
</tr>
<tr>
<td>CTE (25°C - 100°C)</td>
<td>14.5 ppm/°C</td>
<td>9.1 ppm/°C</td>
<td>7.5 ppm/°C</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>67 W/m-K (Al - 7 Mg)</td>
<td>115 W/m-K</td>
<td>----</td>
</tr>
<tr>
<td></td>
<td>83 W/m-K (Al-4.5 Cu-4 Mg)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fracture Toughness</td>
<td>----</td>
<td>8.3 MPa-\sqrt{m}</td>
<td>8.0 MPa-\sqrt{m}</td>
</tr>
<tr>
<td>Flex Strength (4-point)</td>
<td>----</td>
<td>275 MPa</td>
<td>260 MPa</td>
</tr>
</tbody>
</table>

![Microstructure of SLS SiC\(_p\)/Al MMC](image)

Figure 3. Microstructure of SLS SiC\(_p\)/Al MMC
Figure 4. Elastic Modulus as a Function of Loading in SiC_p/Al MMC

Figure 5. CTE as a Function of Loading for Lanxide's SiC_p/Al MMCs
Figure 6. Microstructure of SLS SiC\textsubscript{p}/Al\textsubscript{2}O\textsubscript{3} CMC

Figure 7. Microstructure of SLS Al\textsubscript{2}O\textsubscript{3p}/Al MMC
Figure 8. SLS Preform for Electronic Power Package

Figure 9. SLS Preform Shown in Figure 8 Infiltrated to Form MMC
POWDER LAYER POSITION ACCURACY
IN POWDER-BASED RAPID PROTOTYPING

Sang-Joon John Lee  Emanuel Sachs  Michael Cima

Department of Mechanical Engineering
Department of Materials Science and Engineering
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

Abstract

Layer position accuracy in powder-based processes such as Three Dimensional Printing and Selective Laser Sintering is a fundamental concern for dimensional control in the vertical direction. Ideally, each powder layer is generated at a vertical position that remains fixed at a prescribed distance from the floor of the powder bed. However, the powder bed beneath any given layer is compressible. Loads imparted to the top of that layer may cause it to displace downward. The weight of subsequent layers is an inherent source of load, that increases with the number of layers added. Other possible causes for position error include mechanical forces applied during powder spreading and powder densification from vibration.

Vertical displacements at various levels within powder beds have been measured for a set of aluminum oxide powders, using the layering process of 3D Printing. The mean displacement in a 76.2 mm deep bed ranged from 23 microns for a 30-micron platelet-shaped powder to over 260 microns for a 9-micron platelet-shaped sample. In all cases, position errors were most severe in the middle regions of the powder beds, with diminishing magnitude toward the top and bottom.

A model for layer displacement has been examined using experimental data for compressibility and applied load. Predictions made from the model captured the relative magnitudes of actual errors at various positions within layered powder beds.

Introduction

Several rapid prototyping technologies fabricate solid freeforms in a layer-by-layer sequence, with each layer representing a two-dimensional "slice" of the final part [Wohlers]. Processes known as Three Dimensional Printing [Sachs] and Selective Laser Sintering [Deckard] create the slices by joining selected areas of thin powder distributions.

Figure 1 shows the basic operating sequence of 3D Printing. Each cycle begins with fine powder, spread into a thin layer. A slicing algorithm draws detailed information for every layer, from a CAD representation of the desired part. Then a raster-scanning printhead (using a technology similar to ink-jet printing) selectively applies a binder material to join particles where the object is to be formed. A piston that supports the powder bed lowers so that the next powder layer can be leveled and selectively joined. The layered building cycle repeats until the part is completed. After a heat treatment, removal of the unbound powder reveals the finished part.
The stability of dry-powder layer positions may be critical to dimensional accuracy in the vertical direction. Loads applied from above each layer, combined with the inherent compressibility of the powder bed below, may cause a layer to deviate from its original position (with respect to the powder bed floor). The vertical position of a layer is relatively secure within the bulk region of a part, because the particles above and below it are bound in place. However, a delicate or weakly-supported feature may suffer a change in position if the powder beneath it compresses when loaded from above. Figure 2 shows an example in which the vertical spacing between two regions of a part may be inaccurate because the powder beneath each of them compresses by different amounts.
The experiments described in this paper use the 3DP layering process to study some examples of powder layer displacement, and to develop a basic understanding of the interaction between load and compressibility. Dry conditions are examined as a worst-case scenario for layer displacement, presuming that layers mutually supported by binder are less prone to changing position. Although particle morphology is not studied formally, four samples of aluminum oxide are used to roughly compare particles that differ in size and shape.

Figure 3 details the steps of the 3D Printing layering sequence. Each complete cycle involves two passes over the powder bed. In the first pass, a bead of powder is spread into a uniform distribution, while applying counter-rotation and vibration. The rotation enhances particle flow, while the vibration increases packing density and breaks agglomerates. The second pass strikes a clean surface onto which binder may be printed. Rotation and vibration of the spreading device are made possible by the configuration shown in Figure 4.

Figure 4. Powder Layering Sequence for 3D Printing (Side View)
Before beginning layer position measurements, operating conditions that favor high packing density were studied by performing a designed experiment. A description of the factorial design is provided as an appendix. High packing density at every layer is desirable for minimizing compressibility [Fayed] and reducing compaction from incidental vibration.

Layer Displacement Measurements

A powder bed that is not fully dense will compress to some degree when loaded from above. Consequently, the vertical position of layers within the bed will displace downward. To measure the magnitude of this effect, graphite needles were placed at selected positions during experimental layering runs. As layers were added, the needles moved with the powder particles and thereby marked the change in layer position (see Figure 5). After completion of all layers, incremental search passes with a scraper blade would locate the altered positions of the markers.

Figure 5. Layer Displacement Measurement
The experiments were conducted in a bed 76.2 mm deep, with a 90 mm x 90 mm cross-sectional area. Layers were spaced 190.5 microns apart. The spreader was traversed at 50 mm/s, with a counter-rotation speed of 75 mm/s on the outer diameter of the rod. Vibration was applied at 250 Hz with 50-micron peak-to-peak amplitude. Alumina powder was used in two sizes (about 10 and 30 microns, typical diameter) and two shapes (platelet-shaped or spherical).

Marker trace experiments generated the results shown in Figure 6. The plots are oriented such that the bottom of each plot corresponds to the bottom of the powder bed, and the magnitude of the bars correspond to the amount of downward displacement for each of the measured layers.

**Figure 6. Measured Errors in Layer Position**

- **30 μm Platelet**
- **30 μm Spherical**
- **9 μm Platelet**
- **10 μm Spherical**
Each of the powder samples exhibited the greatest displacement in the middle region of the bed. Smaller displacement error was observed near the top and bottom. The error profiles can be interpreted as resulting from the combined effect of load and compressibility. The layers near the bottom have significant weight above, but show little error because they are near the floor of a rigid platform. Although the layers near the top have much material to compress below, they also have small error magnitudes because there is very little load from above. In contrast, the middle layers have the greatest error magnitudes because they have substantial loading from above, and a sufficient quantity of powder to compress below.

Experiments were conducted to examine load and compressibility more closely. Measurements for load and compressibility were then combined to generate error predictions. Comparison of the predictions with actual displacement measurements provides a means of understanding the mechanics that affect vertical position accuracy in powder-based processes.

Compressibilities Of Powder Beds

A powder bed is an assembly of a large number of particles with a significant fraction of void space. A bed of powder will exhibit some compression under load [Dallavalle], even at relatively high packing density. The apparatus shown in Figure 7 was used to make compressibility measurements. An opaque mask was attached to a thin latex membrane, which in turn covered a small pressure chamber. When pressure was applied to the chamber, the membrane and mask moved downward with the top surface of the powder. A (stationary) solar cell was calibrated to measure displacement as the mask exposed more light. Pressure was applied from zero to 1250 Pa (1250 Pa simulates the weight of a typical full powder bed), onto a 50-layer powder bed (at 190.5 micron layer thickness). The membrane was chosen over a rigid platform because its compliance more closely simulates the movement of a powder layer.

Figure 7. Compressibility Measurement Apparatus

Figure 8 presents the compressibility data for the four powders, tested in a bed of 190.5 µm layers, stacked 9.525 mm deep. Compressibility is expressed in strain vs. stress, where the strain is the displacement divided by the stack height and the stress is the pressure applied to the top surface.

Figure 8 presents the compressibility data for the four powders, tested in a bed of 190.5 µm layers, stacked 9.525 mm deep. Compressibility is expressed in strain vs. stress, where the strain is the displacement divided by the stack height and the stress is the pressure applied to the top surface.
In this paper, compressibility is interpreted as the slope of a fitted line through the strain-stress data. High compressibility means that a powder bed will have a large change in height for a given load. The compressibilities of the sample powders are:

- Large Platelet: $1.15 \times 10^{-4}$ Pa$^{-1}$
- Large Spherical: $9.30 \times 10^{-5}$ Pa$^{-1}$
- Small Platelet: $1.62 \times 10^{-4}$ Pa$^{-1}$
- Small Spherical: $1.75 \times 10^{-4}$ Pa$^{-1}$

Expressing measurements in terms of strain presumes that the compression of a bed scales linearly with stack height. That is, for a given load, a stack twice as high as another will compress twice as much. This assumption should be valid as long as the powder does not approach tap density. However, when load is applied in large increments, the combination of wall friction and extensive inter-particle bridging may reduce the compression of taller beds. Therefore, the relatively shallow 9.525 mm stack height was used in these measurements. In the actual layering process, small load increments (typically 5 Pa) and vibration during spreading minimize non-linearity caused by wall friction and inter-particle bridging.

Now having a measure of how a powder bed responds to load, the loads are measured in the following set of experiments.
**Loads Applied To Powder Layers**

Each layer within a powder bed will be subjected to vertical loading. An inherent source of load is the weight of subsequent powder layers. A secondary compressive load may arise if a significant quantity of powder is trapped under the spreader rod as it traverses the powder surface. The weight can be calculated easily from packing density and volume, but a special technique was required to check the significance of loads during actual spreading.

A pressure sensor was designed to measure the force exerted on a powder bed during traversal of the spreader rod. As Figure 9 shows, a shallow pocket connected to a silicon pressure transducer was imbedded into the piston floor. The pocket was covered with a thin latex membrane and filled with oil to act as a load sensor. The pocket was oriented such that its signal would show a peak if the spreader rod caused a significant pressure increase as it passed over the bed.

![Figure 9. Powder Bed Load Measurement Device](image)

No significant pressure increase could be detected as the spreader rod traversed over the powder bed under a wide range of conditions. Traverse speeds were varied between 20 mm/s and 100 mm/s and rotation speeds varied between 20 mm/s and 100 mm/s on the circumference. Bed depths as shallow as 1 mm and as deep as 67 mm were examined. Figure 10 shows typical real-time pressure measurements as the spreader rod makes one back-and-forth traverse across a bed of 10-micron spherical alumina.
A standard deviation was computed from long runs of data while the spreader was at rest. Upper and lower limits are set at 3 standard deviations from the mean. If the spreader rod increased pressure significantly, the plots would show two peaks (for each of the pass over the bed). The results suggest that the dominant source of load upon a given layer is simply the weight of subsequent layers.

**Error Predictions**

Displacement predictions for a layer can be made using the compressibility of the powder by assuming the static weight of layers above is the primary source of load. Compressibility from experimental data and load computed from density and volume lead to the following key relationships for a prediction of layer displacement:

\[
\text{Compressibility} = \frac{\text{Strain}}{\text{Stress}} \quad \text{Strain} = \frac{\text{Displacement}}{\text{Vertical Position}} \quad \text{Stress} = \frac{\text{Load}}{\text{Interface Area}}
\]

\[
\text{Load} = \text{Density} \cdot (\text{Total Height} - \text{Vertical Position}) \cdot \text{Interface Area}
\]

Letting \( C = \text{Compressibility}, \ p = \text{Density}, \ \text{and} \ H = \text{Total Height}, \) layer displacement \( \Delta y \) is shown to be a quadratic function of vertical position \( (y) \) from the bed floor:

\[
\Delta y = (p C H) y - (p C) y^2
\]

Figure 11 shows the layer displacement predictions for the four powder samples, superimposed upon the error traces from direct measurement.
The results show that the compressibility and load data indeed capture the quadratic shape of the measured error profiles. The spherical powder samples also showed close agreement between predicted and measured magnitudes. The platelet-shaped particles showed less predictability with respect to magnitudes.
The over-estimation for the large disk-shaped powder may be the result of wall friction and internal bridging of particles. Figure 12 compares expected weight versus the weight measured using the pressure sensor. The measurements show that the full load of the powder stack is always slightly less than the expected load. The largest deviation was experienced by the 30-micron platelet powder, which also exhibited the largest discrepancy between measured and predicted vertical displacement.

**Figure 12. Actual Transmitted Load versus Expected Weight**

Conclusions

The following conclusions can be made based on measured layer displacements and experiments on compressibility and load: (1) Layer displacements in a dry powder bed may have significant magnitude compared with layer spacing. (2) Layer displacements have a characteristic parabolic profile, with greatest errors for middle layers and diminishing magnitude for top-most and bottom-most layers. (3) The weight of subsequent powder appears to be the dominant source of load on any given powder layer. (4) Predictions based on weight and compressibility make fair approximations to actual errors in layer position. (5) Results are highly material-dependent. Particle geometry and packing density affect the magnitudes of errors. (6) In some cases, wall friction may significantly reduce the powder weight that is transmitted to lower layers.

A suggestion for accuracy improvement is the investigation of techniques that help to fix particles in place. Procedures such as misting with water or a temporary chemical agent could reduce compressibility and thereby reduce layer displacements.
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Appendix: Designed Experiment to Maximize Packing Density

Experimental design has been implemented to characterize the powder layering process in terms of how input parameters affect layered packing density. To address many factors in a reasonable number of experiments, only two levels (low and high) were examined for each control variable. A 1/8 fractional design \(2^7-3\) [Montgomery: Statistical Quality Control] is used to reduce the number of experiments to a reasonable number. The parameters in Table A1 were selected as control variables to understand the conditions affecting layered packing density.

Table A1. Layered Packing Density Control Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Low</th>
<th>High</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer Spacing</td>
<td>S</td>
<td>127</td>
<td>254</td>
<td>μm</td>
</tr>
<tr>
<td>Traverse Speed</td>
<td>T</td>
<td>50</td>
<td>100</td>
<td>mm/s</td>
</tr>
<tr>
<td>Rotation Speed</td>
<td>R</td>
<td>1.5</td>
<td>2.0</td>
<td>rev/s</td>
</tr>
<tr>
<td>Vibration Frequency</td>
<td>F</td>
<td>125</td>
<td>400</td>
<td>Hz</td>
</tr>
<tr>
<td>Vibration Amplitude</td>
<td>A</td>
<td>25</td>
<td>50</td>
<td>μm zero-to-peak</td>
</tr>
<tr>
<td>Moisture Exposure</td>
<td>M</td>
<td>35</td>
<td>80</td>
<td>% sat @ 25 °C</td>
</tr>
<tr>
<td>Spreading Excess</td>
<td>E</td>
<td>31.75</td>
<td>127</td>
<td>μm</td>
</tr>
</tbody>
</table>

The \(2^7-3\) experimental array for a given powder is shown in Table A2, with \((-1)\) representing low levels and \((+1)\) representing high levels of the control variables.

Table A2. \(2^7-3\) Fractional Factorial Design

<table>
<thead>
<tr>
<th>Run</th>
<th>S</th>
<th>T</th>
<th>R</th>
<th>M</th>
<th>F</th>
<th>A</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>2</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>4</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>6</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>8</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>9</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>10</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>11</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>12</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>13</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>14</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>15</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>16</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
</tbody>
</table>

Under a customized control program for powder layering experiments, powder layers were built to a total bed depth of 12.7 mm, with a corresponding volume of 102.87 ml. Samples were weighed on a digital balance.
A convenient way of summarizing the data of such a design is to express the results in terms of main effects. The main effect of a factor $X$ is the average of all occurrences where $X$ is high minus the average of all occurrences where $X$ is low [consult Montgomery for details]. Figures A1 and A2 display the differences in output caused by the two levels of each input variable, for two sample powders. Each line segment is centered about the grand mean. For each pair of points and the corresponding control factor, the higher one is calculated as the grand mean plus half the main effect, and the lower is the grand mean minus half the main effect.

Figure A1. Layered Packing Density Main Effects for Alumina 30 \(\mu m\)

![Graph showing main effects for Alumina 30 \(\mu m\).]

Figure A2. Layered Packing Density Main Effects for Alumina 10 \(\mu m\)

![Graph showing main effects for Alumina 10 \(\mu m\).]

A simple verification experiment was run for the standard 3DP powder (30 \(\mu m\) alumina), using the main effects that predicted highest density. FSC values were 0.520 and 0.521, for an average of 0.521, higher than all values in the experimental design array.
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1. Introduction

Precise deposition of molten microdrops under controlled thermal conditions provides a means of 3D "digital microfabrication", microdrop by microdrop, under complete computer control, much in the same way as 2D hard copy is obtained by ink-jet printing. This paper describes some results from a study of the basic modes of microdrop deposition and solidification (Gao & Sonin, 1993). The conditions required for controlled deposition are discussed, and some experimental results and theoretical analyses are given for various basic deposition modes. These include columnar (i.e. drop-on-drop) deposition at low and high frequencies, sweep deposition of continuous beads on flat surfaces, and repeated sweep deposition for buildup of larger objects or materials.

2. Experimental Conditions

We are concerned with systems in which individual molten droplets are dispensed on demand and delivered ballistically to a target location where they impact and solidify. To avoid drop breakup or splattering at impact, and thus set the stage for precise control over the deposition process, we use conditions where capillarity forces dominate during impact. This requires that, roughly, $We = \frac{p V^2 a}{\rho} < 10$, where $We$ is the Weber number based on droplet density $\rho$, impact speed $V$, droplet radius $a$, and surface tension $\sigma$.

In our experiments individual droplets of molten wax with diameter $2a=50 \mu m$ were ejected at controlled frequencies in the range 0-15 kHz from a heated, piezoelectrically driven drop-on-demand generator (an adapted ink-jet print head) and directed to a target located typically 3-5 mm away, where they impacted at a speed $V$ of the order of 3 m/s. The ambient air and the target were maintained at a temperature below the melt's solidification point. In-flight cooling of the droplets was typically insignificant, and the drops arrived at the target in superheated liquid form with essentially the temperature they had at the generator.

Two types of waxes were used in the experiments referred to in this paper. One was a candelilla wax with a solidification temperature of 70°C, and the other a microcrystalline petroleum wax (Reed 6882) with a solidification temperature of 91°C.

3. Deposition of Single Droplets; the Solidification Angle

Figure 1 shows the impact of a single melt droplet on a surface (in this case plexiglas), recorded through a microscope objective with the aid of strobe lighting. The drop impacts with essentially its source temperature $T_0$. The impact occurs in this case with $We=10$. The droplet touches the surface, wets it, showing some inertial distortion.

* © F. Gao & A. A. Sonin, 1993. Correspondence should be addressed to Prof. Ain A. Sonin, Room 3-256, MIT, Cambridge, MA 02139, USA. Tel: (617) 253 2247. Fax: (617) 258 8559.
about 20 μs after impact, but quickly assumes a spherical-cap shape under the action of capillarity forces, reaching what appears to be a state of mechanical equilibrium with finite contact angle long before it solidifies. The entire spreading process takes only about 40 μs in this case. The droplet's solidification time on plexiglas, on the other hand, can be estimated (Gao & Sonin, 1993; Hill & Kucera, 1983) as about 20 ms, three orders of magnitude longer than the spreading time.

The contact angle which the drop assumes before solidifying is not an equilibrium property. The drop spreading occurs under thermally nonequilibrium conditions, with the bulk of the liquid superheated and the target surface subcooled. Nevertheless, we have observed that under conditions where the drop spreading on the target is completed in a time much shorter than the solidification time, as in Fig. 1, the molten drop appears to possess an apparent (nonequilibrium) contact angle which is, at least approximately, a property of the melt material, the target material and the characteristic temperatures involved, but independent of the spreading process. A melt droplet stops spreading when it reaches this "melt contact angle", having apparently attained a mechanical but not thermal equilibrium, and then freezes on a much longer time scale while maintaining this angle. The solidification angle is in such cases equal to the (nonequilibrium) melt contact angle, and thus, like that angle, appears to be a property of the melt material, the target material and the characteristic temperatures, but independent of the spreading process (Gao & Sonin, 1993). Our studies with waxes have shown that for the case where the target is the same material as the melt, the solidification angle depends largely on the target temperature and tends to increase as the target's subcooling is increased.

4. Columnar Deposition

The letters "MIT" in Fig. 2 are about 300 μm tall and stand upright on a plastic surface. They are fabricated by precise deposition of molten microdrops from above, at a frequency low enough for each droplet to solidify by heat transfer to the ambient atmosphere before the next one arrives.

Figure 3 shows the effect of frequency on the solid structures formed by columnar deposition. Here, 25 consecutive droplets have been deposited on top of each other at various frequencies ranging from 0 to 10 kHz. At sufficiently low frequencies — below about 10 Hz in this case — a distinct dropwise solidification takes place where identical, vertical pillars of solidified droplets are formed independent of frequency, much like in Fig. 2. A transition away from dropwise solidification occurs as the frequency increases to the point where there is insufficient time for the previous droplet to completely solidify and cool down to ambient temperature before the next one arrives. As a result the next droplet hits a "target" with higher than ambient temperature, the solidification angle between the arriving droplet and the previous droplet is reduced, and the 25-drop pillar becomes shorter and stouter. The effect increases as the frequency rises, until successive droplets begin to melt together.

At frequencies greater than about 50 Hz, there is insufficient time for solidification before the next drop arrives. The impinging droplets coalesce into a hemispherical liquid cap, and solidification takes place below the shoulder of the cap. If the deposition is continued instead of being curtailed after 25 drops, there results a continuous growth mode where the liquid tip moves upward as the new drops arrive, leaving behind a solid rod with diameter larger than the individual droplets (Fig. 4). At still higher frequencies — above 200 Hz, say, in Fig. 3 — the whole burst of 25 droplets coalesces into a spherical drop which solidifies only after the salvo stops. The droplet delivery rate affects the base radius of the large drop, the base radius increasing (solidification angle decreasing) as the liquid delivery rate increases. This can be attributed to the fact that the delivery time of the 25-droplet liquid volume is in this case longer than the solidification time, and the contact line freezes and becomes arrested on its way outward before it can attain the apparent
mechanical equilibrium displayed in Fig. 1. Note that all the large drops formed by high frequency deposition would in fact grow into solid rods as in Fig. 4 if droplet deposition were continued.

5. Low Frequency Dropwise Deposition

Three parameters characterize a "vertical" pillar produced in the low-frequency regime: (i) the radius \( r \) measured at the maximum point (Fig. 5), (ii) the length \( h \) which is added to the pillar by each deposited drop, and (iii) the maximum frequency at which the deposition is frequency-independent.

Mass conservation and the fact that the drop's radius of curvature is constant (the Bond number is small at the microscale) allow the first two of these quantities to be derived straightforwardly in terms of the incoming drop radius, \( a \), and the solidification angle \( \theta \) of the droplet after impact on subcooled solid material of its own kind (Gao & Sonin, 1993). This reduces the problem of the geometry of dropwise columnar solidification to that of establishing the solidification angle \( \theta \) of the droplets: the smaller the contact angle, the shorter and stouter the column. The solidification angle will depend on the properties of the melt material and the temperatures of the incoming droplet and the previously solidified material on which it lands.

The maximum frequency \( f_{\text{max}} \) at which dropwise deposition is independent of frequency can be estimated from the time required for the tip of the pillar to cool back to ambient temperature after a drop is deposited. The derivation is lengthy, in part because the pillar acts as a heat transfer fin (Gao & Sonin, 1993), and we will not give it here, but for the data of Fig. 3 one obtains \( f_{\text{max}} = 12 \) Hz, in good agreement with the observations.

6. High Frequency Columnar Deposition: the Continuous Solidification Mode

A gradual transition away from dropwise solidification occurs in Fig. 3 as the frequency increases from about 10 Hz to 50 Hz. At sufficiently high frequencies there is insufficient time between droplets for any solidification. The first of the arriving droplets coalesce on the target surface into a larger, spherical-cap liquid drop (surface tension dominates at this scale) which spreads as more liquid arrives, maintaining at first a spherical cap shape. As this coalesced drop grows, however, its contact line advance rate over the cool target surface slows and eventually becomes so slow that solidification sets in.
at the contact line and arrests the spreading. The point at which this occurs depends on deposition frequency (spreading speed), material properties and the characteristic temperatures. After contact line arrest a large drop grows for a while more by bulging out over the frozen contact line, maintaining an approximately spherical-cap shape, but then the solidification spreads upward from the base and begins also at the sides as a result of heat loss to the ambient air. Eventually an asymptotic state results (see Figs 4 and 7) where a hemispherical liquid cap rises upward at a steady rate, fed from above by the arriving droplets and chased from below by a solidification front, leaving behind it a continuous, cylindrical solid rod of constant diameter. The diameter of the solid is controlled by the enthalpy flux associated with the melt deposition and by the heat flux from the hemispherical cap to the ambient air: a steady state is attained when interfacial solidification sets in precisely at the shoulder of the liquid cap.

This **continuous solidification mode** will invariably result if the deposition frequency is high enough and if the deposition is continued long enough to form an adequate solid base and establish a steady state growth. This mode is, in essence, a microscale version of the Verneuil crystal growth process.

We have derived a simple, approximate model for continuous deposition based on the model sketched in Fig. 7. Hot melt arrives at the top as droplets of radius \( a \) and temperature \( T_0 \) impact at frequency \( f \). In steady state, the column's radius \( R \) adjusts itself so that air cooling of the hemispherical liquid cap brings the melt's temperature to precisely the fusion point \( T_f \) at the cap's base. Solidification starts below the cap at the column's outer surface and proceeds inward, leaving the column with a liquid core the length of which depends primarily on the Stefan number \( \frac{c(T_f-T_a)}{L} \) where \( T_a \) is the ambient air temperature, \( c \) is the melt's specific heat, and \( L \) the latent heat of fusion. The model gives the column radius as

\[
R = \frac{2pa^3fc}{3k_{air}Nu} \ln \left( \frac{T_0-T_a}{T_f-T_a} \right).
\]

where \( Nu = \frac{qR}{k_{air}(T-T_a)} \) is the Nusselt number based on the heat flux \( q \) from the cap to the ambient air, the local liquid temperature \( T \), the conductivity of the air \( k_{air} \), and the cap radius \( R \). The shape of the solidification zone below the liquid cap is parabolic and can also be expressed in analytic form.

Figure 8 shows some data for \( R \) obtained with two different waxes over a range of deposition frequencies, and compares them with Eq. (2) taking \( Nu=1 \) (rigorous for a spherical body in still air, and a good approximation here for the small scale involved). Except at the lower frequencies, the agreement is quite good, given the simple nature of the theory. Video and visual observations using translucent waxes showed the liquid cap as a smooth, transparent hemisphere with a semi-opaque solid afterbody inside which a faintly visible molten region could be seen, much like the parabolic prediction sketched in Fig. 7, with \( \lambda/R \) apparently somewhat greater than 2. The visibility was not, however, adequate for an accurate comparison of \( \lambda \) with the model.

### 7. Continuous Bead Deposition on Flat Surfaces

When a generator dispenses liquid droplets at a frequency \( f \) while moving over a flat target at a speed \( U \) (Fig. 9), the droplets will overlap and tend to form a continuous bead if

\[
\frac{f(2a)}{U} > F(\theta)
\]
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where $\theta$ is the solidification angle and $F(\theta)$ is a function which can be derived from geometry (Gao & Sonin, 1993). Bead deposition has potential uses such as laying down electrically conductive (or resistive) lines on a substrate. A model for the bead's geometry as a function of operating conditions and material properties can be written in terms of the material's solidification angle $\theta$, the assumption being that this angle can, over a range of conditions where the melt spreads to a quasi-equilibrium condition much faster than it solidifies, be considered an empirical property of the melt and target materials and the temperatures involved. This yields the bead's width $W$, for example, as

$$\frac{W}{2a} = \left(\frac{2\pi \sin^2 \theta}{3(\theta - \sin \theta \cos \theta)} \frac{f(2a)}{U}\right)^{1/2} \quad (\theta < \pi/2) \quad (4)$$

Figure 10 shows a comparison of the model with experimental data of sweep deposition using candelilla wax on plexiglas with $2a=50.5$ $\mu$m, $U=0.293$ ms$^{-1}$, $T_0=90^\circ$C, and $T_a=58^\circ$C. The onset of bead formation at about $f(2a)/U=0.6$ is in good agreement with Eq. (3) and the bead's width as a function of frequency is in agreement with Eq. (4), provided we take $\theta=53^\circ$. This value is exactly consistent with the solidification angle observed for the separate individual drops deposited at low sweep speeds, i.e. at $f(2a)/U<0.6$.

8. Repeated Sweep Deposition

Figure 11 shows a "wall", about 1500 $\mu$m tall and 65 $\mu$m thick, built by repeated sweep deposition at speed $U=0.84$ m/s and deposition frequency $f=13.9$ kHz, which correspond to $f(2a)/U=0.83$. The building rate was 10.8 cm$^2$ of wall per minute. The frequency in repeated sweep deposition can be very high, much higher than that in dropwise columnar deposition, because the time available for solidification is controlled by the interval between sweeps rather than by the deposition frequency. It is important, however, to maintain correct conditions related to sweep speed, deposition frequency and characteristic temperatures, as well as the precision of the deposition. Otherwise, structural irregularities (instabilities) will arise and grow as the next layers are laid down.

9. Concluding Remarks

This paper describes some of the basic modes of precise molten microdrop deposition — dropwise columnar deposition, continuous columnar deposition, sweep deposition of continuous beads on surfaces, and repeated sweep deposition — and provides for each mode some understanding of the required operating conditions and analytical methods for predicting the solid shapes.

Our experiments were done with waxes, but through analysis it is possible to generalize the results to other materials. It should be noted, however, that most of our results are obtained under conditions where the droplet deposition (i.e. impact and spreading) occurs on a much shorter time scale than solidification, with the result that the drops first establish a quasi-equilibrium liquid shape on the target and solidify thereafter on a much longer time scale. The apparent contact angle of the liquid after deposition, but before solidification, is an important parameter, for it determines the solid shapes that result from droplet deposition. This nonequilibrium contact angle is not well understood, and further studies are warranted.
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Figure 1 Impact of a single microdrop of candelilla wax on a plexiglas target. T₀=90°C, Tₐ=30°C, V=2.6 ms⁻¹.

Figure 2 Freestanding 300 µm tall letters produced by dropwise deposition of molten wax microdrops. The conical object is the tip of a common pin; the rectangle measures 200x600 µm.

Figure 3 Structures produced by depositing 25 microdrops on top of each other at various frequencies. Candelilla wax, T₀=100°C, Tₐ=38°C.

Figure 4 The continuous solidification mode. Candelilla wax, T₀=90°C, Tₐ=33°C. Frequency, from left: 200 and 1000 Hz. Rectangle: 200x600 µm.
**Figure 5** Parameters of vertical and inclined pillars produced by low-frequency dropwise deposition from above.

**Figure 6** The relationship between a pillar's slope $\beta$ and the horizontal center-to-center deposition spacing $w$.

**Figure 7** Cross section of continuously growing column in the high-frequency mode.

**Figure 8** Column radius in the continuous solidification mode: experiment vs theory.

**Figure 9** Parameters in sweep deposition of smooth beads.

**Figure 10** Bead width in sweep deposition: experiment vs theory.
Figure 11 Wall built up by repeated sweep deposition. Candelilla wax, \( T_s = 100^\circ\text{C}, T_a = 43^\circ\text{C} \). At right is a view in perspective after the wall was cut. Rectangle: 200x600 \( \mu\text{m} \).
MATERIAL AND PROCESS PARAMETERS THAT AFFECT ACCURACY IN STEREOLITHOGRAPHY
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ABSTRACT

Experimental real time linear shrinkage rate measurements simulating stereolithography are used in an analysis of shrinkage during line drawing in stereolithography. While the amount of shrinkage depends on the polymerization kinetics, shrinkage kinetics and overall degree of cure, it also depends on the length of time to draw a line of plastic. A line drawn slowly will exhibit less apparent shrinkage than one drawn very quickly because much of the shrinkage is compensated for as the line is drawn. The data also indicates that a typical stereolithography resin in the green state may shrink to only 65% of its maximum, thus retaining considerable potential for shrinkage during post-cure. This information can be used to predict the amount of shrinkage to be expected under certain exposure conditions and to formulate overall strategies to reduce shrinkage and subsequent warpage that causes shape distortion.

INTRODUCTION

In order to better understand the shrinkage-related problems associated with stereolithography, and to minimize their effect, it is essential to understand the relationship between the polymerization kinetics, shrinkage kinetics, total shrinkage, and the laser scan rate. These variables directly affect the amount of shrinkage that will occur in a line of plastic drawn by the stereolithography apparatus (SLA) and ultimately in the warpage and shape distortion of the final part. In this paper we discuss the results of a series of real time shrinkage rate measurements (in an apparatus that simulates stereolithography) and use the rate data in an analysis of the shrinkage that occurs when a single strand of material is formed. The analysis indicates that the rate of shrinkage rather than shrinkage itself is the key parameter for controlling shrinkage-related dimensional effects.

EXPERIMENTAL

Real time shrinkage measurements were performed on "full line" exposures of three photopolymers: Ciba XB5081-1, UD experimental formulas 60.1 and 61.1. The so-called "full line" exposure is performed by exposing an approximately 7 mm long by 0.2 mm wide line to a focused Argon-Ion UV laser beam. The apparatus and procedures for making these measurements have been described elsewhere [1,2]. The current experiments were designed to

* Current Address: UCB Radcure, Inc., 200 Lake Park Drive, Smyrna, GA 30080-7611.
compare the shrinkage rates as well as the shrinkage occurring under both short term and long
term laser illumination. This was accomplished by exposing a line of polymer to a single 40 m sec
pulse (short term exposure) and subsequently a series of successive 40 m sec pulses until
maximum shrinkage was achieved.

Real time shrinkage measurements were made, in duplicate, for the three polymers. The
laser power was varied for each so that a cure depth (C.D.) of 0.85 mm was obtained. The
energy densities 76.9, 65.2, and 66.5 mJ/cm$^2$ were used to obtain a uniform specified cure depth
for XB5081-1, 60.1, and 61.1, respectively. The total shrinkage was noted five minutes after the
first exposure. Each sample was then exposed again the standard amount and the additional
shrinkage noted after five minutes. This procedure was repeated to obtain the desired number of
exposures. Each material was subjected to five consecutive exposures with a five minute pause
between each. XB5081-1 was tested using eight consecutive exposures.

DISCUSSION OF EXPERIMENTAL RESULTS

The real time shrinkage data for the six samples (three polymers in duplicate) that were
exposed once are shown in Figure 1. Resins 60.1 and 61.1 show a shorter induction time, steeper
slope, and higher shrinkage than XB5081-1.

The data of Figure 2 indicate that 60.1 and 61.1 complete a greater percentage of their
ultimate shrinkage after the first exposure than does the XB5081-1. Table I tabulates the
percentage of maximum shrinkage that has occurred after each individual exposure. The change
in shrinkage due to additional exposures became very small after the fifth exposure for 60.1 and
61.1. However, for XB5081-1 the change in shrinkage with continued exposures does not
decrease significantly until the eighth exposure. Therefore, the maximum shrinkage for 60.1 and
61.1 was taken as that which had occurred after the fifth exposure, while for XB5081-1 it was
taken as that which had occurred after the eighth exposure.

Additional data on the density changes for the three photopolymers measured after long
term cure under Hg vapor lamp exposure indicates that approximately 15-25% of the total
shrinkage that occurs is missed by the real time shrinkage apparatus. This is the amount that
occurs before gelation and does not affect the dimensions of a line actually drawn by a laser.
Further density characterization of full line specimens after long term laser exposure is now being
carried out to determine more exactly the amount of initial shrinkage not detected in the real time
shrinkage measurements.

SHRINKAGE ANALYSIS

The amount of shrinkage observed when a line of plastic is drawn by the SLA is
determined by the polymerization kinetics, the shrinkage kinetics, and the laser scan rate. A
detailed analysis is required in order to determine the inter-relationships between the appropriate
variables. There are two shrinkage components that must be considered. These are: (1) cure
related shrinkage arising due to a change in chemical bond distances in the unpolymerized
monomer relative to the polymer, and (2) thermal expansion/contraction due to temperature
changes in the resin on polymerization. The latter is assumed negligible as discussed elsewhere [2]. The analysis incorporates the experimental shrinkage rate data described previously.

The basis for the analysis is that any shrinkage that occurs before completing the laser scan for a particular line of plastic will be compensated for at least partially by the fact that the laser still scans a line of the correct length. The actual shrinkage that will be observed should be based on the amount of shrinkage that will occur at each point along the line at the time the line is completed. At that time the line is the correct length (due to a scan of the correct length) and any change in length is a result of polymerization and shrinkage occurring after completion of exposure.

If \( L \) is the desired length of a line of plastic drawn by the SLA, then the overall linear shrinkage (fraction) due to cure for the line of plastic will be given by:

\[
F_c = \frac{1}{L} \int_0^L f_r(x) \, dx \tag{1}
\]

where \( f_r(x) \) is the residual shrinkage (fraction) at position \( x \) along the line, i.e. the amount of shrinkage that will occur at that point after completion of the line as indicated in Figure 3.

The residual shrinkage, \( f_r(x) \), can be obtained from experimentally determined shrinkage vs. time data, or can be estimated from model-based predictions of the degree of cure along the line of plastic. If \( t_s \) is the time taken for the laser to scan from position \( x \) to the end of the line \( L \), and \( f_{t_s}(x) \) the fractional shrinkage that has occurred up to time \( t_s \) at position \( x \), then the residual shrinkage is just

\[
f_r(x) = f_\infty - f_{t_s}(x) \tag{2}
\]

where \( f_\infty \) is the maximum fractional shrinkage that occurs at \( t \to \infty \) (see Figure 4).

Using the fact that

\[
f_\infty = f(t) \quad \text{as} \quad t \to \infty \tag{3}
\]

and

\[
f_{t_s}(x) = f(t) \quad \text{at} \quad t = \frac{L - x}{s} \tag{4}
\]

where \( s \) is the laser scan (draw) rate and \( f(t) \) the shrinkage vs. time curve, eqn. (2) can be transformed to a time integral as follows:

\[
F_c = f_\infty - \frac{s}{L} \int_0^L f(t) \, dt \tag{5}
\]
In this expression L/s is just the time required for the laser to scan (draw) the line of plastic of length L, so eqn. (5) can be written as:

\[ F_c = f_\infty - \frac{1}{t_{\text{scan}}} \int_0^{t_{\text{scan}}} f(t) \, dt \]  

(6)

where \( t_{\text{scan}} \) is the scan time (= L/s).

SCAN RATES, SCAN TIMES AND SHRINKAGE

Modification of the scan (draw) rate typically requires that laser power be adjusted in order to maintain the same actinic exposure levels. This is necessary if use is to be made of a single shrinkage curve valid at a particular exposure level only. In all further discussions thus, when reference is made to scan rate adjustment, it should be understood that this is accompanied by appropriate laser power level adjustments.

A computer program was developed to investigate the relationship between the shrinkage and laser scan rate (for a line of plastic of constant length), and between shrinkage and line length (for a constant scan rate). The shrinkage data used for the investigation are those shown in Figure 1 for Cibatool XB5081-1 stereolithography resin and the faster curing experimental formulation F61.1. The program utilizes eqn. (6) to estimate the shrinkage that will occur when drawing a line of plastic of a specified length at a specified scan rate. Results were computed for two test cases. In the first, the scan rate was varied for a line of plastic of length 10 cm, and in the second, the line length was varied for a scan rate of 10 cm sec\(^{-1}\). Typical operating laser scan rates for XB5081-1 are in the range 10-200 cm sec\(^{-1}\). Results for the two tests can be found in Figures 5 and 6. As can be seen the shrinkage increases with increasing scan rate and decreasing line length. In both cases the maximum shrinkage value of \( f_\infty \) is attained when the scan is completed during the shrinkage induction time, i.e. before any measurable shrinkage occurs. Note that the shrinkage does not depend independently on the two parameters, scan rate and line length, but on the single parameter \( t_{\text{scan}} \) (as revealed by eqn. (6)) which is a combination of the two parameters (eqn. (4)).

A number of interesting facts are revealed when considering the results of this analysis for a single shrinkage data set:

1. \( F_c \) will always be equal to or less than \( f_\infty \).
2. If the scan is very rapid or the line of plastic is very short (\( t_{\text{scan}} \to 0 \)), then \( F_c \to f_\infty \).
3. If the scan is very slow or the line of plastic is very long (\( t_{\text{scan}} \to \infty \)), then \( F_c \to 0 \).
4. \( f_\infty \) is constant for a particular set of shrinkage data.
5. The integral part of eqn. (6) is simply the cumulative shrinkage that occurs during the laser scan and as such is subtracted from the maximum shrinkage that could occur.
6. Inspection of eqn. (6) reveals that for any particular shrinkage curve (resin, exposure combination), the measured shrinkage that occurs during the drawing of a line of plastic depends on the scan time only, i.e. on the combination of line length and scan rate, and not on the individual parameters.

It is an important consideration that experimentally measured shrinkage data, such as that in Figure 1, represent the composite effect of polymerization kinetics and shrinkage kinetics relative to the conversion.

When comparing results for different resins which exhibit different shrinkage rates and different final amounts of shrinkage, $f_{\infty}$, some interesting observations can be made. The F61.1 resin shrinks considerably faster than the XB5081-1 and exhibits a higher final shrinkage. Figures 5 and 6, however, reveal that the shrinkage expected to occur when drawing a line of plastic is less for the faster curing and higher shrinking resin for certain scan rates and line lengths. This is a result of the compensating effect of shrinkage that occurs during the drawing process.

In lieu of a measured shrinkage curve, the mathematical process models developed for stereolithography [3], together with a kinetic shrinkage model such as that proposed by Bowman and Peppas [4], would allow estimation of the shrinkage that might be expected to occur when drawing a line of plastic. Eqn. (6) would still be required to compute the overall shrinkage. A procedure for using such an "a priori" approach will be discussed in a future report.

CONCLUSIONS

The conclusions that can be drawn from the above experiments and analysis is the following:

1. A significant amount of shrinkage occurs during cure prior to gelation that is not measured in linear shrinkage experiments that simulate stereolithography. This amounts to around 20% (or more) of total volume shrinkage and does not impact the stereolithography process. Thus volume shrinkage data will overestimate the actual SLA shrinkage.

2. The amount of shrinkage, warpage, and dimensional inaccuracies for stereolithography produced parts may be reduced by using very low scan rates (and low laser power) or, alternatively, developing a resin that shrinks rapidly compared to typical scan rates. The former of these two conclusions appears contrary to the concept of a rapid prototype technique, but should be considered when, for example, a high precision part is required. Selection of an optimum scan rate would be based on a compromise between the dimensional accuracy required and the speed of prototype production. The second conclusion is one that has influence on resin formulation. A fast curing, fast shrinking resin would be desirable for stereolithography use. A resin with a greater final shrinkage ($f_{\infty}$) could be tolerated if the shrinkage occurred rapidly compared to the scan rate.
3. During the SLA part drawing process hatch vectors should not be attached until shrinkage is largely completed, i.e. for a fixed length vector, the scan rate should be adjusted to minimize $F_C$ (use low scan rates).

4. Another aspect of the shrinkage/warpage problem that might be addressed by implementation of a fast curing, fast shrinking resin is residual post cure shrinkage. Resins such as F60.1 and F61.1 that shrink and cure more fully during the initial laser exposure will lead to less residual shrinkage and warpage during post cure.

**NOMENCLATURE**

- $f(t)$: shrinkage function (fractional linear shrinkage vs. time)
- $f_r(x)$: residual shrinkage at position $x$
- $f_{ts}(x)$: shrinkage at position $x$ at time $t_s$
- $f_\infty$: maximum shrinkage expected ($t \rightarrow \infty$)
- $F_C$: overall fractional shrinkage in a line of plastic
- $L$: length of line of plastic (cm)
- $s$: laser scan rate (cm sec$^{-1}$)
- $t_s$: time for laser to scan from position $x$ to $L$ (sec)
- $t_{scan}$: total laser scan time, $L/s$ (sec)
- $x$: position along line of plastic (cm)
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TABLE 1
SHRINKAGE AFTER MULTIPLE 0.040 SECOND EXPOSURES (DATA ARE NORMALIZED BY THE MAXIMUM SHRINKAGE FOR EACH POLYMER)

<table>
<thead>
<tr>
<th>Exposure</th>
<th>XB5081-1</th>
<th>60.1</th>
<th>61.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64.4</td>
<td>89.5</td>
<td>88.8</td>
</tr>
<tr>
<td>2</td>
<td>81.4</td>
<td>93.6</td>
<td>94.6</td>
</tr>
<tr>
<td>3</td>
<td>86.6</td>
<td>96.3</td>
<td>97.7</td>
</tr>
<tr>
<td>4</td>
<td>90.7</td>
<td>99.5</td>
<td>98.8</td>
</tr>
<tr>
<td>5</td>
<td>94.3</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>97.4</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>7</td>
<td>99.4</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Ultimate Volumetric Shrinkage
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Figure 1

Shrinkage After Multiple 0.04 Second Exposures
(Measurements taken 5 minutes after each exposure)

Figure 2

Full Line Exposure
(0.04 sec. exposure, C.D.=0.85)

Figure 3

Residual Fractional Shrinkage Along Line of Plastic

Figure 4
SHRINKAGE VS. TIME CURVE INDICATING VARIABLES USED TO CALCULATE RESIDUAL SHRINKAGE

Figure 4

Shrinkage vs. scan rate for a 10 cm line of plastic.
(Actinic exposure level constant.)
(Computer generated curves.)

Figure 5

Shrinkage vs. length of line of plastic when drawn at a fixed scan rate of 10 cm sec⁻¹.
(Computer generated curves.)
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Thermal Analysis and Modeling of Steady-State Rod Growth During Gas-Phase Solid Freeform Fabrication
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Abstract: An analysis of the steady-state growth of rods during gas-phase solid freeform fabrication is presented. It is demonstrated that heat transfer controls the evolution of shape during laser-induced pyrolysis of slender 3-D structures. Insulating and conductive deposit materials were studied, using both simple analytic and numerical simulations to demonstrate how steady-state rod growth is achieved.

Keywords: LCVD, SALD, Microfabrication.

1 Introduction

Laser-induced Chemical Vapor Deposition, or LCVD—also known as Selective Area Laser Deposition, or SALD—has been used extensively in the microelectronics industry for the fabrication of custom IC interconnects. While its use in the solid freeform fabrication of millimeter-length rods was first demonstrated by Bauerle et. al. [1],[2], only recently has the process been applied to the microfabrication of other 3-dimensional structures [3],[4]. We assert that LCVD holds great promise as a general-purpose manufacturing tool for micro- and millimeter-scale mechanical systems.

Compared with traditional microfabrication processes, LCVD offers the potential for a highly flexible manufacturing tool. It possesses many of the same advantages found in other SFF processes, namely:

1. One-step fabrication, where the entire structure is created directly under computer control.
2. Complex structures with internal features can be created as easily as simple block structures.

In addition, LCVD has other benefits inherent to the scale at which the process is applied; these are not-necessarily found in all SFF processes:

1. The need for assembly of small mechanical components is eliminated.
2. In-situ fabrication is possible. (No handling of fragile components during the process, and increased technological integration).
3. Fabrication of non-homogenous materials is fully realizable: one can blend one material into another in a continuous manner. This property is potentially useful for the fabrication of functionally graded materials, which fully exploit the properties of the materials employed.

4. A wide variety of metals and ceramics can be deposited, often with the same apparatus.

5. Complete integration with existing IC interconnection/packaging technology is possible.

6. The process works over a wide range of scales: from nanometric to millimetric dimensions.

7. Great dimensional control should be possible—to several hundred nanometers or more.

8. Hardware costs for this process can be much less than that of photolithographically-based methods, as multiple processing steps can be performed within a single environment.

For LCVD to become a useful Solid Freeform Fabrication (SFF) tool, sufficient understanding and control of the process must be attained. Our goal is to develop a working model of Laser-Induced pyrolysis which allows prediction of deposit geometry versus time for a continuum of process conditions and a wide variety of substrate and precursor materials. In the long term, this model would be used to control an actual LCVD-based microfabrication system for production of custom micro mechanical parts from CAD geometry information. To this end, this paper represents an initial attempt at simulating the LCVD of slender rods and cones—which are the simplest 3-D structures.

2 Methodology

Pyrolytic LCVD is a thermally driven process. Heat transfer in the deposit and substrate dictate the surface temperature, which in turn drives the deposition rate. From a thermophysics viewpoint, LCVD is a two-phase heat and mass transfer problem akin to freezing front. However, due to the characteristic size and control of this process, few predictive models are available for controlling SALD. A model for SALD layered fabrication was proposed by Jacquot et al. [5] and later Zong et al. [6]. Our paper differs from previous work in the type of structures addressed, namely slender 3-dimensional rods. This type of structure is the most commonly grown LCVD spatial structure. As we shall see, this difference in shape may lead to different heat transfer and deposition modes.

In this paper, we shall survey in the following order the three basic mechanisms involved in shaping the deposit:

1. The precursor transport mechanism,
2. Heat transfer in the deposit, and
3. the material build-up.

The precursor transport mechanisms are discussed in section 3

The rest of this paper stems from a common experimental observation illustrated by Figure 4. When a fixed laser beam is focused onto a substrate in an LCVD experiment, the deposit takes the form of a rod growing toward the beam. Moreover, if the beam direction is changed while its focus is
kept onto the rod tip, the rod will keep growing in the beam's direction as illustrated by Figure 3. This observation holds for a wide variety of precursors, substrate and environmental conditions.

Based on this observation, Section 4 will develop the thermal analysis of a rod on a substrate subjected to a Gaussian flux at its tip. For lack of a closed-form solution for the surface temperature, we derive an empirical model from a numerical simulation presented in Section 5. This empirical model is then used to drive the growth process in Section 6.

3 Physical Parameters Limiting LCVD

Figure 1 outlines the key parameters which determine the outcome of a LCVD process, and which must be controlled. Note that there are three distinct regimes in LCVD [3]: (1) the kinetically limited regime, controlled by heat transfer at the deposition surface and characterized by an activation energy [2]; (2) The mass transport regime, where passage of reactants to and from the reaction zone determines the process rate [7]; and (3) the nature of the chemical reaction itself. As illustrated by Figure 2, the absolute deposition rate is determined by the slowest of these 3 "cogs" in the process, and for a given chemistry, the rate depends directly upon the surface temperature, precursor pressure and (sometimes) flow rate. In most cases, the latter two (pressure and flow rate) are fixed during an LCVD session, and only the surface temperature varies—which depends on the evolving surface geometry and the amount of heat flux absorbed at the laser focus.

For our analysis of rod growth, we have assumed that the reaction occurs entirely within the kinetically-limited regime, and that no transport limitation applies. While this may not be true in all cases of rod growth, it is certainly true that rods may be grown under this condition, as suggested by Boman et al. [8] in the LCVD of boron and silicon rods.

Boman et al. [8] grew, from Silane at a partial pressure of 12 torr, a Silicon rod 200 microns in diameter (Figure 3.) The growth rate was 1.2 μm/s. Using a reaction efficiency of 20%, this translates to a required reaction flux of $j_{\text{reaction}} \sim 6 \times 10^{11}$ molecules/μm² s.

We estimate the diffusion flux at the surface of the rod to be nearly two orders of magnitude higher: $j_{\text{diff}} \sim 1 \times 10^{13}$ SiH₄ molecules/μm² s. This estimate was obtained using the hemispherical diffusion model developed by Ehrlich [7], assuming a laser beam diameter, $w_o = 21$ μm and diffusion coefficient for Silane in Argon of $D = 1.2$ cm²/s. The diffusion coefficient was derived from equation (1) [10], where the temperature $T$ is in Rankine Units, the pressure $P$ is in atm., and $\nu_1$ and molwt are the atomic volumes and molecular weights of the precursor and buffer gases respectively:

$$D = 1.78 \times 10^{-3} T^{3/2} \left( \frac{1}{\text{molwt}_1} + \frac{1}{\text{molwt}_2} \right) P \left( \nu_1^{1/3} + \nu_2^{1/3} \right)²$$

(EQ 1)
Since \( j_{\text{reaction}} \) is much less than \( j_{\text{diff}} \), this rod, at least, was grown in the kinetically-limited regime (as the authors claim). Boman [18] also grew boron rods in the kinetically-limited regime, noting the laser flux and surface temperature at which the rods became mass transport limited.

Comparable rods of Carbon were deposited by Marcus et al. [11]. The carbon rod shown in Figure 4 were grown at or near the mass transport limited regime, since, using the hemispherical model presented above, we found that the diffusion and reaction fluxes at the rod tip are nearly equivalent (\( j_{\text{diff}} \approx 2 \times 10^{12} \) molecules/\( \mu m^2 \) s, \( j_{\text{reaction}} \approx 0.1 \times 10^{12} \) molecules/\( \mu m^2 \) s) The diffusion coefficient used for Acetylene was 3.4 cm\(^2\)/s.
The similarity in shape of the Silicon and Carbon rods (the tips are rounded and lengths nearly cylindrical—the only observable difference being the taper of the carbon deposit at its base) indicates that, under normal conditions, mass transport has little effect on the essential characteristics of a rod's geometry. It also indicates that the shape of a rod depends primarily on the kinetics of the system, whose rate is determined by the local surface temperature. Hence, the study of rod development can be treated as a heat transfer problem. This will be the subject of the next section.
4 Thermal Analysis

The 4 mechanisms that may contribute to heat transfer in LCVD are shown schematically in Figure 1. Laser power absorbed—estimated to 1.5 Watts—at the rod tip may be dissipated by:

i) absorption through the free energy of the gas decomposition;
ii) radiation from the rod's surfaces;
iii) convection from the rod's surfaces to the surrounding precursor gases and;
iv) conduction down the rod into the substrate.

For typical LCVD parameters, numerical simulations indicate that heat conduction may be the primary mode of heat transfer for short rods. This is similar to the findings of [5] and [6] in the case of layered fabrication. This will be discussed for the example of the carbon rod in Figure 4, using the physical characteristics table Table 1, which are derived from [3] and[12]. We will discuss each mode of heat transfer in turn.

i) Heat of Formation

The pyrolysis of acetylene is an exothermic reaction. Using the heat of formation and deposition rate given above, the heat generated is:

\[ Q_{\text{in}} = 2.3 \text{ mW}, \]

which is two orders of magnitude less than the absorbed laser flux. In the growth of Carbon rods, then, the heat of formation has a very negligible effect on the surface temperature distribution.

ii) Radiation

In the case of radiation from the rod, we can quickly calculate the total power loss, assuming that the entire rod is at an elevated temperature of 2000 K. The radiative loss is [13]:

\[ Q_{\text{rad}} = A h_{\text{rad}} \left(T_{\text{ave}} - T_{\text{amb}} \right) \text{,} \]

where \[ h_{\text{rad}} = 4\varepsilon \sigma T_{\text{ave}}^3 \text{.} \]

<table>
<thead>
<tr>
<th>TABLE 1. PHYSICAL CHARACTERISTICS USED IN THE NUMERICAL SIMULATION.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter = 250 ( \mu )m</td>
</tr>
<tr>
<td>Length = 1000 ( \mu )m</td>
</tr>
<tr>
<td>Surface Area = 0.0078 ( \text{cm}^2 )</td>
</tr>
<tr>
<td>Acetylene Precursor Pressure = 200 torr</td>
</tr>
<tr>
<td>Acetylene Vol. Coef. of Expan. = ( 3.0 \times 10^{-3} )/K</td>
</tr>
<tr>
<td>Thermal Conductivity of ( \text{C}_2\text{H}_2 ) = ( 66.5 \times 10^{-3} ) W/ m K</td>
</tr>
<tr>
<td>Kinematic Viscosity of ( \text{C}_2\text{H}_2 ) = ( 30.0 \times 10^{-6} ) m(^2)/s</td>
</tr>
<tr>
<td>Heat of Formation = 230 kJ/mol</td>
</tr>
<tr>
<td>Deposition Rate = 2.4 ( \mu )m/s</td>
</tr>
<tr>
<td>Total Input Laser Power = 5W</td>
</tr>
<tr>
<td>Bulk Reflectivity of Graphite = 0.70, (10 ( \mu )m CO(_2) Laser)</td>
</tr>
<tr>
<td>Emissivity of Graphite = 0.80 @ 2000 K</td>
</tr>
<tr>
<td>Total Absorbed power = 1.5 W</td>
</tr>
<tr>
<td>Beam 1/e Radius = 75 ( \mu )m</td>
</tr>
<tr>
<td>Rod Peak Surface Temp. = 2600 K</td>
</tr>
<tr>
<td>Rod Average Surf. Temp. = 2000 K</td>
</tr>
<tr>
<td>Ambient Temperature = 473 K</td>
</tr>
</tbody>
</table>
Here, \( T_{\text{av}} \) and \( T_{\text{amb}} \) are the average rod temperature and ambient temperature, and \( \varepsilon \) and \( \sigma \) are the emissivity and Stephan-Boltzman constants, respectively. Substituting the above parameters yields:

\[
h_{\text{rad}} = 0.15 \text{ W/cm}^2\text{K}^4 \text{ and } Q_{\text{rad}} = 1.74 \text{ W;}
\]

which is of the same order of magnitude as the laser input (1.5 W absorbed power). Thus, radiation can have a significant effect on the overall temperature distribution in the rod, and cannot be neglected. Numerical simulations not described in this paper seem to indicate that for a well-developed rod, radiative heat transfer becomes dominant and prescribes the final radius of a rod, as well as the steady-state peak temperature which is attained at the rod tip.

### iii) Convection

We can also show that the amount of heat removed by convection \( Q_{\text{conv}} \), is much lower that the amount of heat removed by radiation. We will derive the heat transfer coefficient \( h_{\text{conv}} \) in:

\[
Q = Ah_{\text{conv}}(T_{\text{eff}} - T_{\text{amb}}),
\]

in which \( h_{\text{conv}} \) can be determined from the dimensionless Nusselt number, \( \text{Nu} \), which determines the ratio of convection to conduction losses:

\[
\text{Nu} = \frac{h_{\text{conv}} L}{k} = 0.68 + \frac{0.67 \text{Ra}^{1/4}}{\left(1 + \left(\frac{0.492}{\text{Pr}}\right)^{9/16}\right)^{4/9}}
\]

In equation (5), Ra and Pr denote respectively the Rayleigh and Prandtl numbers. The Rayleigh number, is given by equation (6). The Prandtl number Pr, which is the ratio of momentum and thermal diffusivity, has an approximate value of 0.7 at atmospheric pressure.

\[
\text{Ra} = \frac{g \beta \text{Pr} (T_s - T_{\text{ref}}) L^3}{\nu^2}
\]

Taking the *entire* rod (1 mm long) to be at \( T_{\text{eff}} = 2000 \text{ K} \), the Rayleigh number is \( \text{Ra} \approx 35 \).

Hence, we can derive the Nusselt number \( \text{Nu} = 2 \) and the convection coefficient \( h_{\text{conv}} \approx 0.013 \text{ W/cm}^2\text{K} \).

Using the surface area of the rod, the maximum heat loss which could be derived via convection is: \( Q_{\text{conv}} = 300 \text{ mW} \), which is an order of magnitude less that the laser power input.

Note that we have greatly overestimated the length scale over which convection would occur, as well as the pressure. Convective losses (typically an order of magnitude or two smaller than the laser input) have a minor effect on the temperature distribution, and will be considered negligible in our further analysis.
iv) Discussion

The primary modes of heat transfer are, therefore, conduction to the substrate and radiation. This leads to some surprising conclusions, which will be elucidated below. If we consider heat conduction in a rod to be purely 1-D axial flow, i.e. we temporarily neglect radiation and assume that the rod is slender, we can see what happens during the initial stages of rod growth. This approximation is only valid when the rod is small and slender, and the surface area of the rod is insufficient to support large radiative losses. In this case, we can solve for the temperature distribution simply. We can model the problem as a 1-D rod with constant flux at one end and conduction to the substrate at the other. This problem is treated in the literature [14]. Let $L$ be the length of the rod, $R_o$ be the steady-state rod radius, $R_i$ be the radius of the rod at the base, $Q_w$ be the constant laser flux, and $K_s$ and $K_d$ be respectively the thermal conductivities of the substrate and deposit. The steady-state solution is then given by equation (7).

$$T = T_{amb} + Q_{las} \left( \frac{(L-x)}{K_s \pi R_o^2} + \frac{8}{3 \pi^2 K_d R_i} \right)$$  \hspace{1cm} (EQ 7)

This states that, neglecting the 2-dimensional effects of a rounded tip and non-uniform flux, the temperature should drop linearly from a peak temperature of:

$$T_{peak} = T_{amb} + Q_{las} \left( \frac{L}{K_s \pi R_o^2} + \frac{8}{3 \pi^2 K_d R_i} \right)$$  \hspace{1cm} (EQ 8)

at the rod tip ($x = 0$) to the rod base temperature of $T_{base} = T_{amb} + (8Q_{las} / 3 \pi^2 K_d R_i)$ at $x = L$. Note that the base temperature depends inversely on the deposit and substrate thermal conductivities. Thus, for an insulating deposit on a highly conductive substrate ($K_d << K_s$), the first term above will dominate the temperature distribution, and a large linear gradient over the rod will result, while if we have a conductive deposit on an insulating substrate, i.e. $K_d >> K_s$, the base temperature will be high and little gradient will occur over the rod. In the latter case, resolution of the LCVD process would suffer, since the entire rod (sides as well as tip) would grow outward, broadening the rod. In the extreme case, it would be impossible to grow a rod as no temperature gradient would occur across the rod, and the rod would tend to grow as a hemisphere on the substrate.

Most importantly, however, this model predicts the peak temperature is a function of the rod length. As a rod evolves, the peak temperature should rise with its length, the LCVD growth rate increasing exponentially, until the rod begins to melt at its tip. This effect is most pronounced for insulating deposits--as the slope of increase for a given laser input is $1/K_s$.

Finally, note that for sufficiently long rods ($L \rightarrow \infty$), the rod temperature varies as $R_o^2$, so that a small increase in rod diameter causes a large decrease in temperature. In fact, if we impose the condition that the peak temperature becomes a constant for large $L$, the rod radius would of necessity converge to $R_o = A \sqrt{L}$, where $A$ is a constant. The increase in rod radius with $L$ would slow with time. While this is close to reality, it does not predict an asymptotic radius, as is seen in practice, and clearly some physics is missing.
In reality, a mechanism exists which provides sufficient heat loss to stop the linear rise in peak temperature—and which provides for an asymptotic rod radius $R_0=R_f$--as carbon rods up to 4 mm in length [11] have been grown at a uniform rate. The only likely mechanism is radiation. In essence, as a rod begins to form, the temperature distribution is largely determined by conduction, the peak temperature rising rapidly; however, as sufficient surface area becomes available, radiation becomes the dominant heat loss mechanism, and the peak temperature approaches a constant. This will be the subject of an upcoming publication.

5 Two-Dimensional Numerical Simulation

To further elucidate the nature of rod growth, we also performed a finite-element 2-D simulation which included the effects of gaussian flux, reflection at the rounded tip, rod geometry, and substrate cooling. The finite element package used for this simulation is Nekton. Several geometric variations on this mesh were also developed to demonstrate the effects of rod length, steady-state diameter, and the diameter of the rod at its base. Material properties, such as thermal conductivity, reflectivity, and emissivity were also varied, as well as laser parameters such as total power, and $1/e$ beam width. The objective, of course, was to find an accurate temperature profile on a rod surface, so that a 2-D model of rod growth could be constructed.

The heat flux at the tip of the rod was specified as a function of radial distance from the centerline and the angle of incidence to the surface normal, $\alpha$, as:

$$Q_{\text{las}} = (1-R) P_0 \rho e^{-\frac{r^2}{\omega_0^2}} \cos^2 \alpha;$$

(EO 9)

where $P_0$ is the total laser power, $R$ is the reflectivity of the deposit at the laser wavelength in question, and $\omega_0$ is the $1/e$ beam radius. The reflection attenuation term $\cos^2 \alpha$, was used as a first approximation to the true reflection attenuation given by [15]:

<table>
<thead>
<tr>
<th>Table 2.</th>
<th>THERMOPHYSICAL PROPERTIES OF MATERIALS USED IN NUMERICAL SIMULATIONS (T=500K, Source [16] and [17].)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>Mass Density ($\rho$)</td>
</tr>
<tr>
<td>Units</td>
<td>kg/cm$^3$</td>
</tr>
<tr>
<td>Silicon</td>
<td>0.000233</td>
</tr>
<tr>
<td>Graphite</td>
<td>0.000195</td>
</tr>
<tr>
<td>Aluminum</td>
<td>0.002702</td>
</tr>
<tr>
<td>Alumina</td>
<td>0.003970</td>
</tr>
</tbody>
</table>
where $\alpha$ is the angle of incidence, and the deposit index of refraction $n$, can be derived from Snell's law and the normal-incidence reflection coefficient. This expression is valid for a randomly polarized beam. We chose to simply use a $\cos^2$ attenuation function since the profile of a rod tip has not been detailed in the literature—nor the polarization used in most experiments—these are necessary to precisely model the reflection. We used a hemispherical rod tip.

Table 2 below gives the physical constants employed in the simulations. As predicted from our 1-D conduction model, the peak temperature rose with rod length in the 2-D model; however, the relationship is not now entirely linear. This can be seen in Figure 5, where the results for several simulations are summarized, and a curve fit to the data.

In addition, we found that the tip temperature rose linearly with increasing absorbed laser power, as Figure 6 shows. This is an important, although obvious result. Its importance lies in the fact that the absorbed power depends linearly on the reflection coefficient, and a linear increase in surface reflectance should lead to a linear decrease in temperature. In addressing the issue of how the peak
rod temperature experimentally levels off to a constant steady-state value, an increase in surface reflectance with temperature would be a potential solution. However, what this analysis shows is that, not only would the reflectance need to increase with rising temperature, but it would need to do so continually—the longer the rod became, the greater the reflectance would need to be. It is unlikely that any physical mechanism exists which could produce such a perfect balance—unless some gradual phase change at the rod tip occurs.

In varying the material thermal conductivities during the 2-D simulation, we found some very interesting conjectures. Two typical contour plots are shown in Figure 7 and Figure 8 for pyrolytic graphite on an Alumina substrate, and Aluminum on Alumina, respectively. As expected, the more conductive aluminum has the least temperature gradient, most of the gradient being over the substrate. The carbon rod, in contrast, has a very large gradient, its base temperature being less than 7% above that of the ambient. In general, we find that for a fixed deposit/substrate combination and sufficiently-developed rods (i.e. $L \gg w_o$), the temperature gradient remains largely unchanged regardless of peak temperature or absorbed power, and for a fixed geometry, the base temperature is a set fraction of the peak temperature.

Of greatest importance in the graphite-rod case is the nature of the isotherms near the rod tip. Here, as the deposit widens, the flow diverges rapidly, and the temperature drops to 64% of $T_{\text{peak}}$.
within 1.4 \( w_o \) radii along the surface (regardless of overall rod length—provided \( L >> w_o \)). The isotherms are very similar to those obtained in the solution of a gaussian source on a semi-infinite solid. Beyond the tapered area of the tip, the gradient quickly transforms into a linear solution similar to that presented above in equation (7). The constriction at the base, typical of many rods grown via LCVD,
also warps the thermal gradient, however, we will ignore this effect for now, as the temperature has dropped sufficiently at this point that little deposition is likely to occur.

Based on these two regimes, we developed an empirical formulation for the 2-D surface temperature profile which employs a linear combination of the “broadening solution” and the “linear solution”, as a first approximation for the tip's temperature profile. We used the solution given by Lax [18] for a gaussian flux absorbed completely at the surface of a semi-infinite solid. Letting \( J_o \) and \( I_o \) be the Bessel and Modified Bessel functions, and \( x \) and \( R \) be the axial and radial directions from the source, respectively, the dimensionless solution is:

\[
\bar{T}_1 (x, R) = \int_0^\infty J_o (\lambda R) e^{-\frac{x^2}{4}} e^{-\lambda^2} d\lambda \quad \text{(EQ 11)}
\]

On the surface of the solid, i.e. when \( x = 0 \), this has the simplified solution:

\[
\bar{T}_1 (R) = I_o \left( \frac{R^2}{2} \right) e^{-\frac{R^2}{8}} \quad \text{(EQ 12)}
\]
The conductive models of an insulated fin (EQ 7) and a Gaussian source (EQ 11) were blended to obtain an empirical model of the surface temperature distribution.

\[
\bar{T} = \left[ I \left( \frac{R^2}{2} \right) e^{-\frac{R^2}{2}} \right] \cdot \left[ u_1(x) \cdot e^{\frac{R^2}{2}} \right] \cdot (T_{\text{peak}} - T_{\text{base}}) + T_{\text{base}} 
\]

(EQ 13)

In equation (12) we fit the exponent \( \beta \), to account for the axial decay in the peak temperature near the rod tip, and the constant \( \alpha \) to scale the decay in the radial direction. The functions \( u_1 \) and \( u_2 \), are used to blend the linear and broadening solutions. A sample 3-D plot of this function is shown in Figure 9, the cross-section along the rod centerline being given in Figure 10.

Note that for \( T_{\text{peak}} \) in equation (12), one may use a constant temperature, assuming that the experimental evidence suggests this, or employ the curve fit derived from the numerical simulations.

6 Growth Modeling

With a simple temperature model in hand, we are now ready to create a 2-D moving boundary simulation to account for the development of a kinetically-limited rod. The purpose of this simulation was to address two as-yet unresolved questions, namely:
1. If the peak temperature does/does-not vary with length, how would this effect the growth profile of a rod?

2. Since a large portion of a rod behind the tip is still at an elevated temperature, what profile would result from this distribution?

Using the principle that instantaneous CVD growth always occurs in the direction of the unit surface normal, we generated a set of seed points distributed over a flattened disc (representing a thin film on a substrate). The distribution was weighted to generate more points in the vicinity of the maximum growth. For each point, we then applied the temperature function in equation (12) to the kinetic rate equation, which for an activation energy $\Delta E$, $\text{C}_2\text{H}_2$ partial Pressure $P$, and time-step $\delta t$, is:

$$\delta N = R_0 P^{1.02} e^{-\frac{\Delta E}{R} \delta t} \text{ (EQ 14)}$$

This is the rate equation fit by Zong [3] to data for the deposition of graphite from acetylene, given that $R_0 = 3.31 \times 10^6 \text{ m/s}$. Due to the exponentially-increasing growth rate, it was necessary to scale the time step of each iteration, so that sufficiently small spatial deposition steps could be obtained—for accuracy—and so that we could plot the results! Additionally, points were added to the seed set with each iteration to prevent portions of the deposit profile from becoming too sparse.

The results of this simple Mathematica simulation can be seen in Figure 11 and Figure 12. The first plot employs the increasing peak temperature curve derived from the numerical simulation, while the second uses a peak temperature profile that initially rises rapidly, then levels off at a constant temperature. In both cases, the rod grows from a narrow neck smaller than $w_0$, then widens with time. In the latter case, however, the width appears to approach an asymptotic width—which would be the steady-state width of the rod. Note the similarities between the second plot and the rod shown in Figure 4.

These results would indicate that steady-state rod growth truly occurs at a constant peak temperature, else the rods thus grown would continue to widen and grow as cones. Additionally, it implies that it should be possible to fabricate tapered rods of increasing or decreasing diameter by gradually raising or lowering the peak temperature. The beam waist diameter, $w_0$, also appears to have a great influence on the final radius of the rod. The base neck radius and the initial angle at which the deposit begins to broaden, however, are only weak functions of the absorbed laser power and $w_0$. These are controlled by the activation energy of the reaction and the thermal conductivities of deposit and substrate (due to conduction being the principle mode of heat transfer at this stage).

7 Conclusions

Selective Area Laser Deposition (a.k.a. Laser-Induced Chemical Vapor Deposition) is a proven technology for the direct write of custom IC interconnects. Recent attempts at using gas-phase SFF have met with success in the fabrication of small 3-D structures with simple geometry. For
FIGURE 11. GROWTH SIMULATION WITH INCREASING PEAK TEMPERATURE (Conductive model, pyrolytic on alumina.)

\[ \text{time} = 0.0000 \]
\[ T_{\text{peak}} = 500. \]

FIGURE 12. GROWTH SIMULATION FOR STEADY STATE PEAK TEMPERATURE (Pyrolytic graphite on Alumina.)

\[ \text{time} = 0.0000 \]
\[ T_{\text{peak}} = 500. \]
LCVD to become a useful microfabrication tool however, sufficient understanding and control of the process must be achieved.

This paper presents an initial attempt a simulating LCVD growth of slender structures. From this study, it appears that the process is thermally driven. Conduction to the substrate dominates early in the growth with radiative heat transfer superseding it if and when a steady-state growth is reached.

Our modeling effort shows that a rod grows initially as a hemisphere due to nearly uniform temperature gradient across the initial bump. The rod diameter then broadens until the temperature gradient at the tip becomes sufficiently large that the fringes of the tip cease to grow as rapidly, the length-wise temperature gradient—becoming linear at some point near the same location. Steady-State growth of uniform diameter rods is due to a constant peak temperature at the tip, radiation from the surface, and the exponential growth rate/large temperature gradient at the tip combining to induce growth in the beam direction.
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Potential Application of Solid Free-Form Fabrication (SFF) Process in Ceracon P/M Forging
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The Ceracon Process

The Ceracon Process is a patented\(^1\), low cost powder metallurgy process for achieving near-net-shape, full density parts. It is a simple consolidation technique which utilizes conventional powder metallurgy equipment and set-up. The Ceracon Process is a quasi-isostatic, hot consolidation technique, that utilizes a ceramic particulate material as a pressure transmitting medium instead of a gas media as is used in hipping. Pressures up to 200 Ksi can be used and a broad range of metallic, ceramic, and polymeric materials and composites have been successfully processed\(^2\-6\).

The Ceracon\(^\text{TM}\) Process steps are schematically detailed in Figure 1.

Figure 1: The Ceracon Process\(^1\)

Ceracon has licensed its technology to several companies including Reed Tool Company of Houston, Texas. Reed Tool is currently setting up to manufacture these parts. The five step process used by Ceracon and Reed in producing the rolling cutter rock bit is shown above in Figure 2 and outlined below:
1. An engineering drawing is prepared from anticipated deformation in the Ceracon process.
2. An aluminum mold pattern of this engineering design is made.
3. A flexible elastomer tool (rubber bag) is fabricated around the aluminum tool.
4. The rubber bag is filled with metallic powder and pressurized via a hydrostatic medium in a pressure vessel, to obtain a preform that is 80% of theoretical density.
5. The preform is consolidated by Ceracon forging process to 100% of theoretical density.

Figure 2: Five Step Process Used for the Rolling Cutter Rockbit

The conventional processing technique previously used for manufacturing this part required significant machining and welding. The Ceracon powder metallurgy approach not only significantly reduced the machining required, but also eliminated the welding step. The Ceracon process has allowed reduction of cost to manufacture the part, while also enhancing drilling performance.
The solid free form (SFF) process\textsuperscript{11} was developed by the University of Texas at Austin by Marcus and colleagues. This process as shown schematically involves layer by layer application of polymeric powder, and superimposing of a laser beam driven by CAD/CAM program to etch out melt polymer particles, and bond to each layer. This process is commercially being provided by DTM Corp. of Austin, Texas, under a license of U.T., Austin (Figure 3).

![Diagram of the Solid Free Form Process](image)

Figure 3: The Solid Free Form Process\textsuperscript{[7]}

The solid free form (SFF) process offers a potential to be integrated into the preform fabrication steps of the Ceracon forging process. The ultimate goal is to build the preform directly in one step via SFF. But, the SFF process has not been developed to a level of being feasible for direct forming of steel preforms. The current state-of-the-art of the SFF technology allows only for low temperature and small specimens. While the ultimate goal is to use a preform made by the SFF process directly in the Ceracon process, there are other areas in the preform fabrication process, i.e., mold and tooling where the SFF process appears to have potential and could be evaluated for feasibility. One such area is the elastomeric bag used in the cold isostatic processing (CIP) method. Currently, the bag is molded from a metallic mold. The SFF process has already shown that it can produce complex shaped preforms from nylon powder. Thus, the substitution of nylon by polymer for use in the fabrication of CIP bags, and applying the Ceracon process to make the part should enable bypassing of the metallic mold making operation. Thus significant reduction in machining of molds and iterations required in the process could be obtained.

In conclusion, the preforming capability of the SFF process could be coupled with the complimentary full-density capability of the Ceracon forging process. This should result in significantly reducing the time required time for prototype and manufacturing of net-shape powder metallurgy parts. The Ceracon forging powder metallurgy process and the SFF process appears to offer complimentary capabilities for rapid prototype of powder metal parts for a variety of applications.
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Abstract

A method is presented for constructing geometric design data from noisy 3-D sensor measurements of physical parts. A complete 3-D data set have to be produced from several partial data sets. Model building tools for free form surfaces as well as irregular and standard geometric shapes are presented. In particular, NURBS, superellipsoids and Delaunay triangulations are employed. The data interpretation should be able to map the recovered shape of the part to appropriate design primitives. The resulting model description is a procedural CAD model which can represent the structural properties of a part in addition to low level geometric primitives. Finally, the model is translated to standard product data exchange format to enable data sharing.

1 Introduction

Sculptured surfaces are widely used, for example, in designing car and ship parts. The design of free form shapes, however, is relatively time consuming and requires typically extensive knowledge about the modeling primitives, such as splines. The task could be made easier by constructing a model automatically using sensory measurements, for example, from a clay model of a part. We propose here an approach for integrating an intelligent sensory system into a CAD system in order to produce an initial geometric model rapidly. The designer should be able modify the obtained model which is often necessary because the design changes during the development process.

We are employing non-contact optical sensors for data acquisition to be able to acquire dense data set fast. Dense data are required for modeling sculptured surfaces accurately. In order to model solid objects we have to obtain a complete 3-D data set. Laser range finders, however, produce only partial data from a single viewpoint at the time and the complete data have to be combined from partial data sets acquired from different viewpoints. The problem requires estimation of relative translation and rotation parameters between partial data sets obtained from different vantage points as well as combination of data into a common coordinate frame. The data interpretation part constructs a geometric model from the data by fitting models. The obtained representation of the data is compatible with the representations employed in modeling systems and product data exchange formats.

Our approach constructs procedural CAD models in order to represent low level geometry of the part as well as convey its overall structure. Structural information is vital for analysis, simulation and process planning purposes. Procedural models are also relatively easy to modify. They are also convenient in representing intersections.
of parametric surfaces. The intersection is described in the procedure and it can be approximated in the level of required accuracy when it is actually needed. The constructed model should employ the model primitives used in CAD systems. It must be translated into standard product data exchange format to enable data sharing, and consequently, concurrent engineering [5]. The proposed system is depicted as a part of concurrent engineering environment in Figure 1.

![Diagram of concurrent engineering environment](image)

**Figure 1:** The proposed system as a part of a concurrent engineering environment. The CAX processes are Design, Engineering, Process Planning, Manufacturing and Inspection.

The organization of this paper is as follows. In section 2 we address shape representation issues in machine vision and CAGD. Section 3 outlines the proposed approach and describes briefly some methods used in model construction. In section 4 we show some examples of data interpretation using real and simulated range data. Finally, in section 5 we conclude and discuss some areas requiring future research.

### 2 Representation of shape

Constructive Solid Geometry (CSG) and Boundary Representation (B-rep) are widely used in solid modeling systems [13]. Several CAD-systems are hybrid systems that employ multiple representations in order to provide efficient tools for different design tasks and to overcome the shortcomings of each single representation. For instance, Alpha.1 [1] uses NURBS for designing free form shapes and allows CSG type Boolean operations on solids as well as design by manufacturing features.

It seems, analogous to the design, that there is no single representation in Computer Vision that could be used for recovering an appropriate shape description from sensor data in all situations. In general, the representations can be classified into surface, volumetric and sweep representations [3]. In order to facilitate modeling of different shapes from sensor data we are employing multiple representations. An optimal triangulation is generated for modeling polygonal and complicated irregular shapes which may have arbitrary topology. It can also serve as a worst case representation, if no other method is appropriate. NURBS are used for modeling free form surfaces because of their continuity and local control properties. In addition, trimmed surfaces are used when rectangular arrangement of tensor product surfaces is not suitable. Furthermore, they are included in IGES product data exchange standard which facilitates data sharing and concurrent engineering. Superellipsoid models are used to detect overall part
structure which allows us to use more efficient model primitives that are helpful in part analysis and process planning.

3 An overview of the proposed system

The data acquisition is performed by a laser range finder. The accuracy of such sensory system is suitable for measuring artifacts of large scale. Optical non-contact sensors measure only from bounding surfaces of an object, hence the interior of solids are not modeled. A multipart artifact must be disassembled if one wants to produce a description of the joints as well. Otherwise, data have to be modeled into meaningful parts. Physical measurements are subject to various noise effects. In the case of laser range finders, the noise process deviates from Gaussian and the may occur outers. We apply nonlinear RLTS filters [8] based on robust estimation theory for separating the desired part in degraded data from the undesired part while preserving the structure of the signal.

In order to produce a complete 3-D data set, the transformation between partial data sets have to be estimated and the data combined into common coordinate frame. This is done by combining the data sets from each viewpoint incrementally. A method based on iterative closest point procedure [1] is used for solving the rotation and transformation which minimizes the distances of points from the surfaces in the model constructed so far. A more thorough description of the view registration and preliminary experimental results are given in [16, 10].

The 3-D data set is represented as a collection of triangles. In particular, a 2/3 Delaunay triangulation is generated. The triangulation process is based on the algorithm given in [7]. It is refined so that the accuracy meets a user defined tolerance value [10]. Triangulations convey very little structural information but can be used as a worst case representation if no other method is apropriate, e.g., in the case of natural objects that do not consist of smooth surfaces. Moreover, the resulting triangulation can be used as an input to more advanced surface approximation procedures as well as an initial mesh for analysis and simulation processes.

The CAD model building strategy is chosen based on the obtained volumetric and surface data descriptions and their quality. The basic idea is to find out if the part is approximately a standard primitive solid or has structure such as symmetry. A superellipsoid model [2, 15] is recovered for each part to capture both overall structure and global deformations. An implicit equation for superellipsoid surface is defined as follows:

\[ f(x, y, z) = \left( \left( \frac{x}{a_1} \right)^{\frac{2}{\varepsilon_1}} + \left( \frac{y}{a_2} \right)^{\frac{2}{\varepsilon_2}} \right)^{\frac{\varepsilon_2}{\varepsilon_1}} + \left( \frac{z}{a_3} \right)^{\frac{2}{\varepsilon_2}} = 1. \]  

where \( a_1, a_2, \) and \( a_3 \) define the size in \( x, y \) and \( z \)-axis direction. \( \varepsilon_1 \) and \( \varepsilon_2 \) are the shape (squareness) parameters in the latitude and in the longitude plane, respectively. The obtained shapes are classified into categories so that an appropriate CAD modeling primitive can be selected [9]. The superellipsoid method does not give the part dimensions very accurately. In the case of rotationally symmetric objects, for instance, the accurate dimensions are obtained by fitting conic sections [12].

The surfaces are approximated using NURBS surfaces because of their good continuity and local control properties. NURBS is defined as a bivariate polynomial function.
of parameters $a$ and $c$ as follows:

$$S(a, c) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} h_{ij} B_{ij}(u) M_{ij}(v)}{\sum_{i=1}^{n} \sum_{j=1}^{m} h_{ij} N_{ij}(u) M_{ij}(v)},$$

(2)

where $N_{ij}$ and $M_{ij}$ are the basis functions, $h_{ij}$ are the weights, and the $B_{ij}$'s are the control points. $n$ and $m$ identify the number of control point vertices in each direction. The complexity of the underlying surface is determined by a local surface characterization process. An appropriate size for control point mesh is estimated based on the number of geometrically homogeneous surface patches detected in the characterization process [9]. The locations of the control points $B_{ij}$ are estimated by minimizing error in least squares sense. The approximation is refined to meet a user given tolerance value by knot insertion [14]. Surface discontinuities are detected where rapid changes in surface normal occur. B-splines are subdivided where discontinuities take place [6].

The obtained model data is represented both in procedural modeling language and in standard product data exchange format (IGES) to be able to share the model with other subsystems. Some of the obtained model primitives can be directly mapped to primitive manufacturing operations in computer aided process planning (CAPP). Rotationally symmetric manufacturing parts can be mapped to a manufacturing stage performed on a CNC lathe, for example. Novel manufacturing processes, such as MD* [17], can fabricate very complicated shapes easily with less structural information. The process planning is essentially independent from part complexity because 3-D shapes are build incrementally from cross-sectional layers. Each layer is then sprayed using a disposable mask which has a shape of cross-section.

4 Examples

In this section we show some examples of building CAD models from simulated and real range data. Constructed models of standard geometric and free-form shapes as well as surfaces of arbitrary topology are shown. The test pieces are illustrated in Figure 2 where the Cylindrical Pin is simulated data and the Face Mask image and the Hand image are from XRCC [14] range image library.

![Figure 2: Example test data: a) The Cylindrical Pin is rotationally symmetric shape, b) the Face Mask is a free form shape and c) the Hand is a free-form shape with several branches.](image)

Noise attenuation and especially outlier rejection are important to be able to obtain reliable results from least squares fitting procedures. Robust RLTS filtering is
performed to recover the signal structure from noisy observations. Filtering examples are given in [8, 9].

2/3 Delaunay triangulation is performed on test data. Triangulations are employed in modeling polygonal objects and irregular shapes where the surfaces may not be smooth. Example triangulations of the Face Mask and Hand data are shown in Figure 3.

![Figure 3: Delaunay triangulations of a) the Face Mask and b) the Hand data using tolerance value 0.4 mm.](image)

The superellipsoid model recovery is used to reveal global shape properties. The obtained shape parameters are used as a hypothesis to invoke the appropriate model building procedure. The superellipsoids for test pieces are depicted in Figure 4. The shape parameters reveal the rotational symmetry of the Cylindrical Pin. The quality of the fit is also high, hence surface of revolution modeling primitive is selected. The quality of the fit is low for the Face Mask and the Hand data and they are modeled as a collection of bounding surfaces.

![Figure 4: The obtained superellipsoid models of the test pieces: a) the Cylindrical Pin, b) the Face mask, and c) the Hand.](image)

The free-form surfaces are approximated by NURBS. The locus of the control points is solved minimizing least squares error norm. Rectangular arrangement of tensor product surfaces is not appropriate in all situations. Trimmed surfaces provide a convenient engineering tool for modeling surfaces of arbitrary topology. Boundaries of the surface are used to compute trimming curves which divide the surface into valid and invalid parts. Approximating NURBS surfaces for test pieces are depicted in Figure 5. The surface description is refined to meet user defined tolerance value by inserting knots and, as a consequence, more control points. An example of the refinement by knot insertion for a profile from the Face Mask is depicted in Figure 6.
Figure 5: Approximating NURBS surfaces for the test pieces: a) The Cylindrical Pin is modeled as a surface of revolution, b) the Face Mask is a tensor product surface and, c) the Hand is a trimmed surface.

Figure 6: A profile from the Face Mask data and its B-spline approximation (dotted line) before (left) and after (right) the refinement by knot insertion. A tolerance value of 1 mm is used. The corresponding error distances are depicted below.

The obtained model procedure which generates the part geometry is imported into Alpha.I [1] solid modeling system. Procedural models are able to convey information about the part structure, for example, the rotational symmetry of the cylindrical pin. Moreover, the surface intersection in the trimming operation for the Hand data is described in the procedure and the intersection can be approximated only when needed: less accurately for display purposes and very accurately for toolpath generation. A part of a model procedure generating a solid of revolution and a part of the corresponding IGES file are illustrated in Figure 7.

5 Conclusion

We presented a computer-aided engineering tool where an intelligent sensory system is integrated into a design automation environment. The task at hand is to build an initial geometric model of a part using 3-D sensor data. In particular, modeling of sculptured shapes could benefit from rapidly produced geometric models. It is important that the initial model can be modified because the design typically evolves.
Physical measurements are subject to noise which must be attenuated without distorting the underlying signal in order to make accurate model construction possible. Data have to be acquired from several viewpoints and fused into a complete 3-D data set in a common coordinate frame. The data interpretation is produced by fitting models. Multiple representations are employed in order to model different shapes efficiently. The aim is to obtain a representation of the part geometry using CAD modeling primitives. The result is a procedural CAD model which is able to convey structural information about the part in addition to low level geometric data. Furthermore, the designer can modify the procedure and refine the model as the design evolves. The model is translated to standard product data exchange format to facilitate concurrent engineering.

The ongoing and future research is directed toward refining and extending the data acquisition process in order to register free form shapes accurately. Furthermore, the integration of engineering analysis tools into the system is under development.
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ABSTRACT

The polymeric parts built with a stereolithography apparatus (SLA) have good dimensional accuracy, but they cannot be used as functional prototypes because of their low mechanical properties. This paper describes the concept of fabricating fiber composites by 3-D photolithography. In this process, the strength and stiffness of parts are improved over stereolithography by adding fiber reinforcement to the resin. An automated desktop photolithography unit (ADPU) was designed and built in-house, to add continuous E-glass or quartz fibers in situ to the photoresin. The first composite parts made by 3-D photolithography are presented in this paper, the feasibility of curvilinear addition of fibers is demonstrated, and strategies for selective reinforcement are discussed.

INTRODUCTION

The emergence of solid freeform fabrication (SFF) techniques has reduced the processing time of prototypes as compared with those of conventional manufacturing processes. SFF methods create parts by slicing its three-dimensional (3-D) computer aided design (CAD) representation into layers of finite thickness. The part is built layer by layer from the bottom up, by adhering each freshly developed layer to the part, until a three dimensional object is fabricated. Therefore, SFF techniques use selective material addition, whereas conventional methods build parts by material removal. Extensive part dependent tooling and fixtures required in conventional manufacturing make the process time consuming. The absence of tooling and pre/post processing reduces SFF process lead time and allows complicated parts to be built with relative ease.

A true prototype must have required dimensional accuracy and mechanical properties. The dimensional accuracy of an SFF part is achieved by proper selection of slice thickness. However, its mechanical properties are much lower than those developed by conventional manufacturing processes. The mechanical properties of SFF parts are limited by the polymers used in many of these processes [1-3], such as selective laser sintering and fused deposition modeling.

The fabrication of composite prototypes by SFF was first developed at Clemson for photolitography. It was easier to handle liquid thermoset resins and continuous fiber tow reinforcements than powdered thermoplastics (in selective laser sintering [4]) or molten thermoplastics (in fused deposition modeling [3]). The feasibility of integrating fiber
reinforcements with stereolithography was demonstrated by fabricating manually test coupons, which were tested for tensile strength, stiffness, and impact strength [6, 7]. We have shown earlier that parts with mechanical properties similar to those of aluminum can be obtained with stereolithography resins by adding 20 vol% of glass or quartz fibers [7]. The next step, automatically adding reinforcement to the resin in a selective and controlled manner, to produce fiber composite prototypes by 3-D photolithography is presented in this paper.

COMPOSITE PROTOTYPE DEVELOPMENT

The preliminary study used two commercial stereolithography resins, Ciba Geigy Cibatool XB5081 (CG) and Desotech Desolite SLR 806 (DS). Both resins were polyacrylates and the main difference between the two resins was the high viscosity of CG (3000 cP at room temperature) as compared to DS (300 cP at room temperature). Most of the newer resins have slightly better mechanical properties, and are notably less brittle, yet none of these resins attain sufficient strength and stiffness for functional applications [8]. The chemistry is the limiting factor, and the easiest way to improve the mechanical properties of these resins by one order of magnitude appears to be with the addition of fibers to the resins.

In a preliminary study, continuous glass and quartz fibers were wound around aluminum plates and impregnated with resin [6]. The mechanical properties of the resins were found to improve by a factor of 10 with approximately 20 vol% of fibers [7]. Discontinuous E-glass and quartz fibers were also used as reinforcements, but the improvement in terms of mechanical properties was found to be smaller [7, 9]. Also, it was not possible to premix the fibers and the resin because of the very high viscosity of the blend. Consequently, short fibers would have to be selectively dispensed in a piecewise continuous fashion, resulting in a smaller improvement. For these reasons the 3-D photolithography for fabrication of composite prototypes have been developed using continuous fibers only. The increase in mechanical properties of the composites depend upon the mechanical properties of the fiber and the resin, volume fraction, fiber orientation, aspect ratio and wetting properties of the fiber in the resin.

We have addressed in previous studies that (a) the influence of the fibers on the photocure of the resin and (b) the wetting of the fibers by the resin are critical to the process. Since the resins have to be exposed to UV light to cure, the choice of the reinforcing fibers is critical. Glass and quartz fiber are completely transparent to UV light at 325 nm, the wavelength used to cure the resin. It was shown that they did not influence the cure kinetics of the resin, and that they could be used as reinforcements [11]. On the other hand, the cure of the resin could not be completed with carbon fibers because of its opacity to UV light. The wetting of the fibers by the resin has also been studied, because if the fibers are not properly wetted, the bond between the fiber and the resin will be poor and result in low mechanical properties. It was found that the main parameter for the wetting process is the viscosity of the resin [12]. If a viscous resin like CG is used the time needed for the resin to impregnate a tow with 800 glass fibers is 2 minutes whereas for a low viscosity resin like DS, it is only 10 seconds. With a long wetting time, the process is slowed down making it unattractive for part production. With low viscosity resins, however, only a few seconds are needed to wet the fibers, and this step is not a problem for 3-D photolithography.

The fabrication of composites by 3-D photolithography is a unique process when compared with the traditional techniques used to manufacture composites. Pultrusion, injection molding, resin transfer molding, compression molding, hand lay-up and filament winding all need some kind of tooling, be it a die, mold or a mandrel. Fabricating composites by 3-D
photolithography therefore combines the advantages of SFF methods with the improved mechanical properties of composite materials. Another advantage of 3-D photolithography for the fabrication of composite materials is that until recently composites were developed with fibers laid out straight and parallel to each other on any plane, e.g., a 0/90/0 orientation. Although these parts displayed improved mechanical properties, they did not take advantage of the full potential of the fibers. Studies have indicated that for a given volume fraction fibers, laying them in a curvilinear format yields best results [13]. The part will be selectively reinforced with greater percentage of fibers placed in the high stress region. The idea of building parts using fibers laid out in curvilinear format has been hampered by the inability to implement such a design. However, with the development of 3-D photolithography it is now possible to selectively lay down fibers along any curve.

AUTOMATED DESKTOP PHOTOLITHOGRAPHY UNIT

The automated desktop photolithography unit (ADPU) was designed and built in-house to allow in situ addition of fibers. A schematic of the current setup of the ADPU is shown in Figure 1. The part is built on an aluminum platform which is immersed in a rectangular vat containing monomeric resin. The platform and the vat are positioned manually to control the thickness of the resin over the plate and the distance of the top layer from the light source. The unique feature of the ADPU is the fiber dispensing device which is used to automatically dispense the continuous fibers into the resin. The light source consists of an optical fiber with a focusing lens connected to a 100W mercury lamp. The light source and the fiber dispensing device are mounted on a circular plate which can traverse in the X–Y direction and rotate about the Z axis. Because the fibers dispensed in the resin have to be wetted before the resin is polymerized, the light source is located at the center of the plate while the fibers are dispensed 1 cm off the center. A traverse speed of 1 mm/s allows the fibers to be wetted for 10 s before cure. The translational motion is provided by the X–Y positioning table and the rotation by the rotational drive mounted on the positioning table. The three controllers for positioning table (X, Y) and the rotational drive (theta) are supervised by a computer. The motion of the X and Y axes can be combined to develop any curvilinear path, while the rotation ensures that the fibers are dispensed ahead of the lamp and along the desired path. Each axis is set in motion as soon as a command is received from the supervisory program. With this setup it is possible to dispense fibers in the resin and polymerize the composite in any desired orientation on any layer.

The first step in part building is the creation of data file which consists of the coordinates of all the points that are to be joined sequentially. The location and the order of these points depend on part geometry and loading conditions. This data file along with the translational/rotational speed of each axis form the input to the program to create motion commands for each controller. The output of this program is fed to a supervisory program resident in the computer which distributes the information between the two controllers.

PART BUILDING

Test coupons were built to compare the tensile strength of parts with and without fibers. The samples were 100 mm x 10 mm x 1.5 mm, and were reinforced by 20 fiber tows placed along its length. The concept of curvilinear fiber layout was demonstrated by building a circular ring with one, two, and three concentric passes of fiber, 24, 27, and 30 mm in diameter, respectively. The data
file for each circular motion was created by approximating a circle into 36 equal sectors of 10° each
joined together. A plate of 100 mm by 40 mm with a centrally placed hole of dia 20 mm was built
from pure resin. On top of this plate three concentric rings of DS/quartz composites were built. The
desired paths for the fiber dispenser and the lamp are shown in Figure 2 for all these parts.

![Diagram of Automated Desktop Photolithography Unit (ADPU)](image)

Figure 1. Automated Desktop Photolithography Unit (ADPU)

RESULTS AND DISCUSSION

A photo of a pure DS sample and of a DS/quartz composite is shown in Figure 3. The pure
DS resin samples (100 mm x 10 mm x 1.5 mm) built in the ADPU were found to have a tensile
strength of 22 ± 2 MPa. The next batch of samples was a one layer DS/quartz composites with a
volume fraction of 5%. The tensile strength of these samples was 42 ± 5 MPa. This strength is
much lower than the 300 MPa obtained in the preliminary study for samples processed manually
with 20 vol% of fibers, and it shows not only a nearly 100% improvement in tensile strength but also
the need for incorporating higher volume fraction of fibers. The volume fraction of fibers can be
increased either by adding more fibers or by limiting the thickness of the resin. The tensile strength
of these samples was measured by dividing the load at break by an average width and thickness of
the sample. As shown in Figure 3, because the surface of the composite is not as smooth as that
of the pure resin sample, the average thickness is only a rough estimate and the strength of these
Figure 2. Path of the lamp and the fibers generated by computer simulation for 
(a) composite tensile test coupon 
(b) ring with three concentric passes of fiber (thick lines) over a layer of 
plate with hole in the center

Figure 3. Tensile test coupons of pure DS resin (top) and DS/Quartz composite 
(bottom) made in ADPU
composites might actually be higher than the 42 MPa reported here. To get a better estimate of the cross-sectional area, an image analysis technique will be used to measure the cross-section of the samples. The surface of the composites samples can be greatly improved if layers of pure resin are added at the bottom and on top of the composite. Samples with one layer of DS/quartz composite between 2 layers of pure DS resin were built, but the volume fraction of fibers was limited to 1%. The tensile strength of these samples was therefore similar to pure resin.

The rings with one, two, and three passes of fibers are shown in Figure 4. These rings demonstrate that it is possible to add fibers along a curvilinear path with good accuracy and repeatability. The 'beads' on the rings are due to the pauses that were imposed between each translation and rotation. As shown in Figure 5, they are also present at both ends of the plate made of resin. A ring with three passes was built on this plate with a hole. This is the first step towards the reinforcement of a plate with a hole. In future, fibers will be dispensed along the stress contours, and the mechanical properties of this part with and without fibers will be compared.

In this study the concept of reinforcement is applied to parts built by photopolymerization of resins used in the SLA. Like stereolithography, other SFF techniques also build parts layer by layer. However, Cubital's solider cures the resin in bulk through a mask and Helysis's laminated object manufacturing cuts the paper in the required shape. Since the layers are not prepared by hatching, in situ fiber reinforcement can be difficult for these processes. Nevertheless, it is feasible in concept to fabricate reinforced composites with other freeform fabrication processes such as DTM's selective laser sintering and Stratasys's fused deposition modeling, which prepare layers in a process similar to stereolithography. In selective laser sintering, the thermoplastic powders used would have to be melted by the laser to impregnate the fibers, a process that is theoretically feasible, but might be difficult to implement experimentally. A better method might be to use fiber tows that are precoated with thermoplastics, although these materials might be too stiff to bend at sharp corners. The process might be more readily suited for fused deposition modeling, where a wire of thermoplastic is fused and deposited through a tip.

CONCLUDING REMARKS

A new process to fabricate composite prototypes by 3-D photolithography is presented in this paper. This method is unique because it can process composite parts with improved mechanical properties without the need for tooling. Also the fibers can be added selectively and in a curvilinear path. A new automated desktop photolithography unit (ADPU) was used to automatically build fiber reinforced parts by 3-D photolithography. At the present time, the fiber content added to the resin was limited to 5 vol%, and the improvement in the mechanical properties was limited; future work will attempt to increase the fiber volume fraction. Parts with fiber dispensed in a curvilinear format were fabricated to prove the feasibility of the concept. However, the issues pertaining to identification of optimum curvilinear fiber layout still need to be addressed.
Figure 4. DS/Quartz composite rings fabricated on the ADPU. From right to left fibers were laid down in:
(a) one circle of 24 mm dia.
(b) two concentric circles of 24 and 27 mm dia.
(c) three concentric circles of 24, 27 and 30 mm dia.

Figure 5. DS/Quartz composite ring made of three concentric circles over a plate of pure resin with a hole made in ADPU
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Abstract

Geometry processing for layer-based Solid Freeform Fabrication consists of at least two steps: slicing the geometry to obtain the part contours for each layer, and scan-converting the layers for laser scanning (or other device-dependent in-layer processing). This paper discusses the generation of contour files directly from Constructive Solid Geometry (CSG) representations for the Selective Laser Sintering process. Previous work at The University of Texas focused on slicing CSG representations composed of quadric primitives. This paper extends previous work at UT to include the torus, a fourth degree surface, as one of the CSG primitives. Slicing a torus results in a fourth degree equation in two variables, which represents a curve in two-dimensional real space. For some special cases, this fourth degree equation may be subdivided into two second degree equations. For the cases where the fourth degree equation cannot be subdivided, a method is presented to approximate the fourth degree curve with second degree curve segments.

Introduction

Solid Freeform Fabrication (SFF) techniques manufacture solid objects directly from three-dimensional computer models. Most SFF processes produce parts on a layer-by-layer basis. The process begins by slicing the geometric description of the part into layers. The slicing operation generates the contours of the part for each layer. The contours are then processed in a manner dependent upon the particular SFF technology. For instance, for Selective Laser Sintering (SLS) the contours are discretized into "toggle points" at which the laser beam must be modulated to produce the desired solid.

The geometric description used to represent solid objects significantly affects the accuracy and quality of the final parts produced with SFF. One way to improve the final accuracy and definition of SFF parts is to improve the geometric descriptions that represent three-dimensional objects. As described in [1], Constructive Solid Geometry is one geometric description where the accuracy of the final contours can be improved as compared to present geometric representations. A method was presented in [1] for generating contour files from Constructive Solid Geometry representations composed of quadric objects. This paper extends that work to include higher degree surfaces (degree greater than two) in the primitive set. Special attention is given to the torus, a fourth degree surface.

Slicing a higher degree surface results in a boundary curve whose degree may be greater than two. A curve of degree greater than two is parametrizable if the genus (g) of the curve is zero. The genus of a curve is defined by
\[ g = \frac{(N - 1)(N - 2)}{2} - \sum_{i} \delta(p_i), \]  

where \( N \) is the degree of the equation and the \( \delta(p_i) \) operator appropriately counts the number of times that the curve comes in contact with itself at each singular point \( p_i \). All quadratic curves are genus zero and are therefore parametrizable. A limited set of curves of degree greater than two are parametrizable. Unfortunately, the algebraic equations produced by many geometric design applications are not generally genus zero. It therefore becomes necessary to approximate higher degree curves with lower degree curve segments. These curve segments are then parametrized individually.

The method presented in this paper approximates curves of degree greater than two using second degree curve segments. There are two advantages to using second degree curves. First, all second degree curve segments are parametrizable. Second, the intersection of two second degree curves (required for Boolean set operations) can be computed by well-known, stable algorithms. If curve segments of degree greater than two are used as approximations, calculating the intersection of two curves becomes computationally expensive. The algorithm for generating the approximation is based on degree reduction of the triangular Bernstein form of the curve. The next section of the paper illustrates the representation of the torus as a CSG primitive and gives the equations involved in calculation of the implicit equation of the torus. Following this section, a method for determining the Bernstein coefficients of the implicit curve is described. The remainder of the paper describes the steps in the approximation algorithm: parametrization, approximation and error estimation, subdivision, and resolution of singularities. Examples are presented at the end of the paper.

**Torus as a CSG Primitive**

The equation of a torus generated by sweeping a circle about the y axis, with the origin at the center, is given by:

\[(x^2 + y^2 + z^2 + R^2 - r^2)^2 - 4r^2(x^2 + z^2) = 0 \]  

As a CSG primitive the torus is represented using a base point, an axis vector and two radii, as illustrated in Figure 1.

Given the above information, the equation of the torus can be generated by translating the base point of the torus to the origin and rotating about x and z axes such that the resulting axis of the torus is aligned with the y axis. This procedure is summarized below:

1. Normalize the axis vector of the torus.
2. Translate the base of the torus to the origin.
3. Rotate about the x axis by an angle of \(-\tan^{-1} \left( \frac{Z_a}{Y_a} \right)\).
4. Rotate about the z axis by an angle of \(\tan^{-1} \left( \frac{X_a}{\sqrt{Z_a^2 + Y_a^2}} \right)\).

If the above steps are applied the following transformations are obtained.
Figure 1. Representation of a torus.

\[ x = \sqrt{1-x_a^2} (X - x_b) - \frac{x_a y_a}{\sqrt{1-x_a^2}} (Y - y_b) - \frac{x_a z_a}{\sqrt{1-x_a^2}} (Z - z_b) \]

\[ y = x_a (X - x_b) + y_a (Y - y_b) + z_a (Z - z_b) \]

\[ z = \frac{-z_a}{\sqrt{1-x_a^2}} (Y - y_b) + \frac{y_a}{\sqrt{1-x_a^2}} (Z - z_b) \]

where \(X, Y\) and \(Z\) define the coordinate system local to the torus. Substituting these equations into equation 2 gives the fourth degree equation of the torus in \(x, y\) and \(z\). Substituting the \(z\) value of the slicing plane gives a fourth degree equation in \(x\) and \(y\) that is the implicit equation of the contour for that slicing plane.

Conversion of Algebraic Equations to Triangular Bernstein Form

This section describes a method for converting an algebraic equation in two unknowns to Bernstein form over arbitrary triangular regions [2]. Use of the Bernstein simplifies the task of degree reduction and degree elevation of algebraic curves. The triangular form simplifies subdivision of the curve. A method to do this is also presented in this paper. The general form of a bivariate polynomial of degree \(N\) is given by:
A triangle can be defined by the three points \( P_{00}, P_{N0}, \) and \( P_{0N} \). The coordinates of any point inside the triangle can be computed from its barycentric coordinates (also referred to as area or trilinear coordinates) \( u, v, \) and \( w \), where \( u+v+w = 1 \). An arbitrary point \( P \) in the triangle is expressed in terms of barycentric coordinates by:

\[
P = wP_{00} + uP_{N0} + vP_{0N}
\]

The coefficients of the bivariate polynomial are used to compute the elements of a four dimensional array \( C \), as given by the following equations:

\[
C_{i,j}^{r,k} = \begin{cases} 
a_{N-r,r} & \text{if } i+j = k \\
0 & \text{otherwise}
\end{cases}
\]

\[
C_{i,j}^{r,k} = C_{i-1,j}^{r,k-1}Y_{N0} + C_{i,j-1}^{r,k-1}Y_{0N} + C_{i,j}^{r,k-1}Y_{00} + P(k,i,j)a_{N-r-r-k}
\]

where \( k = 0, \ldots, r \) and \( i,j \geq 0 \) and \( i+j \leq k \) and

\[
P(a,b,c) = \frac{a!}{b! c! (a-b-c)!}
\]

The elements of \( C \) are used to calculate a tetrahedral array \( D \):

\[
D_{i,j}^{k} = 0,
\]

where \( i,j < 0 \) and \( i+j > k \) and \( k = 0, \ldots, N \)
\[ D^k_j = D^{k-1}_{i-1,j}X_{N0} + D^{k-1}_{i,j-1}X_{0N} + D^{k-1}_{i,j}X_{00} + C^{k}_{ij} \]  

(9)

where \( k = 0, \ldots, N \) and \( i,j \geq 0 \) and \( i+j \leq k \). Finally the Bernstein coefficients are given by:

\[ b^N_{ij} = \frac{D^N_{ij}}{P(N,i,j)} \]  

(10)

After the Bernstein coefficients are obtained, the algorithm proceeds with approximation, as described in the next section.

**Approximation of Higher Degree Curves**

The algorithm for approximating algebraic curves of degree greater than two consists of four stages [3]. The parametrization stage builds a parametric definition. The approximation stage attempts to build a degree \( N-1 \) equation that matches the given degree \( N \) expression within acceptable error. The subdivision stage partitions the region where the curve is defined into smaller regions, if the region is not already too small. In the fourth stage, the algorithm resolves singularities. The complete algorithm is summarized as follows:

**Stage 1: Parametrization**

An attempt is made to parametrize the curve \( f(x, y) = 0 \) if the degree is less than 3. Should the degree be greater than 2, the algorithm proceeds with the approximation stage, where the degree of the equation is reduced to two.

**Stage 2: Approximation**

If the degree \( k \) function \( f(x, y) \) monotonically increases or decreases with respect to any one edge of the domain triangle, estimate the error present in the \( k-1 \) approximation. If the error is within limits, return the approximation to stage 1 of the algorithm; if not, proceed with the subdivision stage.

**Stage 3: Subdivision**

If the size of the triangular region is smaller than a preset limit, assume the region contains a singularity and proceed to stage 4. Otherwise, divide the triangle into subregions and return to stage 1.

**Stage 4: Resolution of Singularities**

Using quadratic transformations for resolving singularities, generate an approximation for the curve segment through the given region.

**Parametrization**

If the degree of an equation is less than three, it can be parametrized. The procedure consists of two steps. First, the Bernstein equation is transformed into standard polynomial form (eqn. 4). Then the parameter values are calculated at the intersections of the triangle and the curve. The Bernstein equation is a function of parameters \( u \) and \( v \). The coordinates \( x \) and \( y \) vary linearly with respect to \( u \) and \( v \) according to the following equations:
\[ x = wX_{00} + uX_{N0} + vX_{ON} \]

\[ y = wY_{00} + uY_{N0} + vY_{ON} \]  \hspace{1cm} (11)

Transforming the above equations such that \( u \) and \( v \) are obtained in terms of \( x \) and \( y \) and substituting these equations for \( u \) and \( v \) in \( f(u,v) \), we get a bivariate polynomial equation in terms of \( x \) and \( y \).

\[
    u = \frac{x(Y_{01} - Y_{\infty}) - y(X_{01} - X_{\infty})}{(X_{10} - X_{\infty})(Y_{01} - Y_{\infty}) - (Y_{10} - Y_{\infty})(X_{01} - X_{\infty})}
\]

\[
    v = \frac{x(Y_{10} - Y_{\infty}) - y(X_{10} - X_{\infty})}{(X_{01} - X_{\infty})(Y_{10} - Y_{\infty}) - (Y_{01} - Y_{\infty})(X_{10} - X_{\infty})}
\]

\[ f(x,y) = f(u,v) \]  \hspace{1cm} (12)

The parametrization algorithm is described in [4]. The intersection points of the curve and the Bernstein triangle are calculated and the appropriate curve segments are taken by determining if the curve segment lies inside the triangle or not.

**Approximation**

In this stage of the algorithm approximations of degree \( N-1 \) are generated for degree \( N \) curves and the characteristics such as convex hull property of the Bernstein polynomial basis are exploited to estimate the maximum error present in the approximation. This section describes the equations involved in degree reducing and degree elevating Bernstein polynomials.

Given a degree \( N \) algebraic curve in Bernstein form, an exact representation of this curve can be created using a degree \( N+1 \) Bernstein polynomial basis [5]. Mathematically, this means the expression

\[
    \sum_{i,j=0}^{i+j=N+1} \frac{(N+1)!}{i!j!(N+1-i-j)!} x^iy^j(1-x-y)^{N+1-i-j}h_{ij} \quad \text{(13)}
\]

is equivalent to

\[
    \sum_{i,j=0}^{i+j=N} \frac{N!}{i!j!(N-i-j)!} x^iy^j(1-x-y)^{N-i-j}b_{ij} \quad \text{(14)}
\]

This degree augmentation process, shown in the following equations, defines the coefficients of the degree \( N+1 \) expression in terms of those from the degree \( N \) equation:

\[ h_{N+1,0,0} = b_{N,0,0}, \]

\[ h_{0,N+1,0} = b_{0,N,0}, \]
\[ h_{0,0,N+1} = b_{0,0,N} \]
\[ h_{i,j,k} = \frac{i \cdot b_{i-1,j,k} + j \cdot b_{i,j-1,k} + k \cdot b_{i,j,k-1}, \ i+j+k = N+1,}{N+1} \]  

(15)

Similarly, the Bernstein polynomial formulation can be used to produce a lower degree polynomial approximation [6]. The degree reduction process is summarized below:

\[ l_{N-1,0,0} = b_{N,0,0} \]
\[ l_{0,N-1,0} = b_{0,N,0} \]
\[ l_{0,0,N-1} = b_{0,0,N} \]

\[ l_{i-1,j,k}^1 = \frac{N \cdot b_{i,j,k} - j \cdot l_{i-1,j,k}^1 - k \cdot l_{i,k-1}^1, \ i \neq 1 \text{ and } i \geq j, k}{i} \]
\[ l_{i,j+1,k}^2 = \frac{N \cdot b_{i,j,k} - i \cdot l_{i,j,k}^2 - k \cdot l_{j,k-1}^2, \ j \neq 1 \text{ and } j \geq i, k}{j} \]
\[ l_{i,j,k+1}^3 = \frac{N \cdot b_{i,j,k} - i \cdot l_{i-1,j,k}^3 - j \cdot l_{i,j-1,k}^3, \ k \neq 1 \text{ and } k \geq i, j}{k} \]  

(16)

Unlike degree elevation, the coefficients in degree reduction are defined only in terms of previously computed coefficients, and all coefficients with negative subscripts are zero. When any two or all three indices are equal, the components given by each of the corresponding equations are averaged to define a single value. Note that if the degree of a polynomial is first elevated and subsequently lowered, the original polynomial coefficients are retrieved.

Once the degree reduction procedure has been applied to the algebraic curve \( f(x, y) = 0 \) and an approximation \( g(x, y) \) is generated, an estimate of the approximation error is required. An upper bound on the error can be derived from a combination of difference values \( (\Delta z = f - g) \) and directional derivative information taken from the two single valued surface equations \( z = f(x,y) \) and \( z = g(x,y) \) [7].

To begin, the degree elevation procedure is invoked to ensure \( f \) and \( g \) have the same polynomial degree, thereby assuring the same control point lattice over the triangle. Applying the convex hull property, the maximum difference between the two surfaces \( z = f(x,y) \) and \( z = g(x,y) \) is bounded by the largest difference found between the two control nets:

\[ |\Delta z_{\max}| = \max|f_{ij} - g_{ij}| \]  

(17)

Tangent plane and normal information can be derived from the surface equations [5, 8]. This information is used to relate the largest surface difference, given in the above equation, to the difference between the two algebraic curves. If point \( P \) is located on the curve approximation \( g = 0 \), the corresponding point on \( f = 0 \) has to be located. Figure 3 illustrates that there must exist
a point on $f = 0$ at least within a distance $\Delta C$, where $\theta$ is the smallest angle between the tangent plane and a direction $s$ defined in the x-y plane, and $\Delta C$ is given by the equation

$$\Delta C = \frac{\Delta z}{\tan \theta}$$  \hspace{1cm} (18)

Since the surfaces are single valued, $\tan \theta$ defines the value of the directional derivative, $\frac{dz}{ds}$, of the function $z = f(x,y)$ with respect to the direction $s$. If the original Bernstein triangle with its Bernstein coefficients is called the original patch, then the Bernstein coefficients of the directional derivative patch can be calculated from the original patch using the following equation (for direction $s$ shown in Figure 4):

$$b_{i,j} = N \times (B_{i,j+1} - B_{i,j})$$  \hspace{1cm} (19)

where $i+j \leq (N-1)$ and $N$ is the degree of the original patch.

The convex hull property is applied to the directional derivative patches of $f(x,y)$ and $g(x,y)$ to determine a minimum value for $\tan \theta$. Combining the maximum surface difference with the minimum value of $\tan \theta$, a single error bound is produced:

$$e_{\text{max}} \leq \Delta C = \frac{|(\Delta z_{ij})_{\text{max}}|}{|dz_{ij} / ds|_{\text{min}}|}$$  \hspace{1cm} (20)
A tighter error bound, but computationally more expensive, can be obtained by calculating the error at all the control points. If the error estimate is not within the specified limits, the triangle must be subdivided. Subdivision techniques are discussed in the next section.

**Subdivision**

The subdivision stage of the algorithm is reached under two sets of circumstances. When the given function is not monotonic with respect to any edge of the triangle, the triangle is subdivided to generate new sets of edges. The second condition is reached when an unacceptable approximation error is present. The following equations define the procedure for calculating Bernstein coefficients after subdivision [7]:

\[
b_{i,j,k}(u,v,w) = b_{i,j,k}(u,v,w) + vb_{i,j,k}(u,v,w) + wb_{i,j,k}(u,v,w)
\]

where \(i+j+k = N\), and

\[
b_{i,j,k}^m(u,v,w) = ub_{i+1,j,k}^m(u,v,w) + vb_{i,j+1,k}^m(u,v,w) + wb_{i,j,k+1}^m(u,v,w)
\]

where \(i+j+k = N-m\).

The geometric interpretation of the recursion process is shown in Figure 5. In general, sets of control points from a degree \(k\) control net are combined three at a time, weighted by the barycentric coordinates, to generate a degree \(k-1\) control net. This process is repeated \(N\) times for a degree \(N\) Bernstein surface, ultimately producing a single value which is the desired point on the surface. The three sets of vertices \(b_{0,i,k}(u,v,w), b_{1,0,k}(u,v,w)\) and \(b_{k,0,0}(u,v,w)\) define the control nets for the new surface patches generated by subdividing the surface at the point with barycentric coordinates \((u,v,w)\).

**Resolution of Singularities**

A singular point is a point on the curve where the function and its first partial derivatives vanish. One may assume that a region contains a singularity if the side of the triangle becomes smaller than the approximation tolerance. When a region is discovered to be near a singularity, the following quadratic transformation is used:
Figure 5. Subdivision of a bivariate Bernstein polynomial.

\[ x = \frac{y}{x} \]  

A piecewise linear approximation is generated near singularities by numerically marching along the various branches of the proper transform. The sequence of points generated are then mapped back to the original coordinate system by reversing the quadratic transformation.

**Examples**

Examples are presented in this section demonstrating the approximation of a cross-section of a torus using a collection of second degree curves. The curve traces were generated using a collection of procedures written in the C programming language and executed on a Sun™ SparcStation 2. In each of the examples, approximation is developed over a triangular region enclosing the closed curve.

The torus used for slicing is centered at \((0, 0, 0)\) and the axis of the torus is straight line given by the equation \(y = x\). The radius of the torus is 3, and the radius of the disc rotated about the axis to generate the torus is 0.7.

Figure 6 shows the cross-section of the torus at \(z = 2.2\). The number of quadratic curve segments in this approximation is 306.
Figure 6. Torus sliced at $z = 2.2$.

Figure 7 shows the cross-section of the torus at $z = 2.3$ (the singularity case). The number of quadratic curve segments in this approximation is 318.

Figure 7. Torus sliced at $z = 2.3$.

Conclusions

This paper discusses a method to directly process Constructive Solid Geometry representations and obtain contour files. Aspects involved in slicing higher degree surfaces, in particular the torus, are highlighted. The algorithm is applicable to other higher degree surfaces.
as well, including rational bicubic parametric surfaces. The algorithm provides a rational basis for approximating geometry for SFF applications.
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ABSTRACT

As a near term alternative process to direct metal sintering, an intermediate polymer binder is combined with powder to produce green preforms with the Selective Laser Sintering (SLS) process. To produce parts with desirable strength and dimensional control, the binder is gradually removed from the green preform (obtained from the SLS process), and the remaining form is lightly bonded. This porous part is then infiltrated. Final part density, shrinkage, and strength data are presented. An injection mold insert was fabricated from this material and used to mold ABS, PMMA, polyester, and polycarbonate parts. To date, the mold insert has survived 176 shots at injection pressures up to 35,000 psi and melt temperatures of up to 300°C.

INTRODUCTION

Molds to be used for the injection molding of thermoplastics are traditionally manufactured from cast metal by precision metal cutting devices. The machining and polishing times are quite extensive and the costs are correspondingly high. These high costs and production times effectively preclude the preparation of prototype plastic parts by injection molding. Prototype plastic parts are consequently usually manufactured by other processes. Unfortunately, the properties of such parts may not be truly representative of those of injection molded parts due to the thermal stresses and molecular orientation inherent to the injection molding process.

Clearly, there is a great need for low cost, low production time molds which could produce the 50 - 500 plastic parts needed to prove a design. The University of Texas at Austin is presently investigating new material systems and processes that potentially permit the rapid fabrication of molds by SLS and subsequent processes. In addition to cost and time savings, potential advantages to mold making by the SLS process include: incorporation of custom cooling channels and other features that are not easily machined, ease of manufacturing duplicate molds, opportunity to evaluate the runner system prior to machining a production mold, and ease of cavity design by use of commercial CAD solid modelers.

Two of the important goals of the material system and process include: minimal, predictable, shrinkage from original CAD design, and sufficient strength for withstanding injection pressures and temperatures. With most powder processes, there is usually a trade-off between minimal shrinkage and strength. In an attempt to minimize shrinkage issues and still have enough strength, a powder/infiltrant system was chosen as the first material system for investigation.
DISCUSSION

The target process for manufacturing molds in the SLS process is outlined in figure 1:

![Diagram of the process](image)

Figure 1. Process for fabricating molds

In an effort to arrive at this process, the material system and bonding cycle performance needed to be evaluated. To determine preferred bonding cycle and material system, green three point bend bars and 1 1/4" thick blocks were fabricated with different powders. Different bonding cycles were evaluated to determine shrinkage and strength of the fired bars prior to infiltration. Strength measurements were also taken on three point bend bars that were infiltrated with a total of four different infiltrant systems.

An initial preferred powder/infiltrant system was selected. Prior to fabrication of the mold insert using the SLS process, a mold insert was fabricated with the process outlined in figure 2. The insert was fabricated in this manner because the selective laser sintering equipment available at the university is not capable of manufacturing parts of the required scale. However, strength tests on bars made both in the SLS process and in the oven show the resultant material systems to be effectively the same.

![Diagram of the process](image)

Figure 2. Process for fabricating molds for material evaluation
Figure 3 shows a photograph of a completed mold assembly. For testing purposes, a standard Master Unit Die plaque mold was modified by replacing the steel plaque cavity with the insert. As shown in the foreground, the insert is 8.4" x 5.3" x 0.6" and the part cavity is 5" x 2.5" x 0.25". It is equipped with seven standard ejector pins (4 through holes in the part cavity, and 3 through holes in the runner cavity). The runner is 1/4" in diameter and the letters are 1/16" deep. The insert was not channeled for water cooling. For this reason, the cooling times were kept long (near 55 seconds).

Figure 3. Mold Assembly

RESULTS

Table 1 shows the average density and strength measurements taken on 10 SLS processed three point bend bars with the same material used to fabricate the tooling insert.

<table>
<thead>
<tr>
<th>Relative Density (%)</th>
<th>Modulus of Rupture (psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green: 51</td>
<td>421</td>
</tr>
<tr>
<td>Porous: 32</td>
<td>95</td>
</tr>
<tr>
<td>Infiltrated: 98</td>
<td>3,841</td>
</tr>
</tbody>
</table>
These same bars demonstrated linear shrinkages of 0.45% in the X direction, 0.82% in the Y direction, and 1.41% in the Z direction. To date, the 1 1/4" thick blocks have also shown linear shrinkages of less than 2% in all directions after bonding.

Table 2 shows the molding conditions used to inject the first 176 shots into the mold insert.

**TABLE 2**

<table>
<thead>
<tr>
<th>Polymer</th>
<th># of Shots</th>
<th>Peak Inj. Press. (psi)</th>
<th>Temperature (°C) zones 1, 2, 3, &amp; 4</th>
<th>Injection Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>101</td>
<td>8000</td>
<td>200, 190, 200, 200</td>
<td>3</td>
</tr>
<tr>
<td>PMMA</td>
<td>28</td>
<td>35000</td>
<td>175, 170, 160, 160</td>
<td>3</td>
</tr>
<tr>
<td>Kodar A150</td>
<td>22</td>
<td>35000</td>
<td>275, 275, 275, 275</td>
<td>4</td>
</tr>
<tr>
<td>PC</td>
<td>25</td>
<td>35000</td>
<td>245, 275, 300, 300</td>
<td>4</td>
</tr>
</tbody>
</table>

Additionally, for all plastics, the injection hold pressure time was set to 2 seconds and the cooling time was set to 55 seconds.

Observations of the molded parts show only 2 defects during the 176 shot run. Both of these defects occurred while molding PMMA. At shot 105 a hairline fracture (perhaps surface) started at one of the ejector pins and grew over the next 25 shots to a total length of approximately one inch. The crack did not noticeably propagate further after that point and did not affect the performance of the mold other than the faint mark left in the moldings. At shot 123, a small but noticeable chip of material around another ejector pin broke loose. This breakage progressed through shot 127 to a total size of approximately 1/16" x 3/16" x 1/16". This defect, similar to the hairline fracture, did not grow further. We are currently in the process of evaluating mold erosion by measuring dimensions of the molded parts.

**CONCLUSIONS**

The generally low shrinkages associated with post processing green shapes suggest acceptably good geometric fidelity for successful molding of plastic parts. Our evaluation of the mold material is presently incomplete, however, these initial results are most encouraging. They suggest that even materials with relatively low strengths can be adequate for prototype insert service, provided reasonable care is exercised in the overall tool design. Mold erosion does not qualitatively appear to be significant. The deficiencies seen near 2 out of 7 ejector pins are of some concern. We are presently developing a higher strength material that could correct this problem. Ejector pin sleeves could also be installed in future designs.

We intend to prepare new inserts with cooling channels and various geometric features to gain additional understanding of the relationships between insert material properties, mold design, and molding conditions.
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Abstract

This paper describes an investigation of the production of silicon carbide shapes by Selective Laser Reaction Sintering (SLRS). One type of SLRS process, which combines laser sintering of silicon with acetylene decomposition, is briefly outlined, and the mechanisms important to the process are discussed. A series of test shapes are made at different acetylene pressures to determine pressure effects on conversion to silicon carbide. X-ray diffraction spectroscopy is used for bulk analysis of the shapes, and Auger electron spectroscopy is used for surface analysis. The results indicate that acetylene pressure does have a strong effect on silicon conversion to silicon carbide, and SLRS can be used successfully to make silicon carbide shapes.

Introduction

Selective Laser Reaction Sintering as a Solid Freeform Fabrication (SFF) technique and the processing equipment used for this study have been previously reported [1]. Briefly, the technique uses a scanning laser to selectively sinter a thin layer of powder. Laser sintering is accompanied by a reaction between sintering powders or sintering powder(s) and a gas precursor. The sintering/reaction combination results in a solid layer of material compositionally different from the powder source(s). Successive layers of powder are spread and selectively laser reaction sintered to build up the desired shape.
The purpose of this study is to determine if silicon carbide shapes can be made by a powder/gas precursor type SLRS process. For this study, the source powder is -325 mesh (<44mm), >99.5% purity silicon powder, and the gas precursor is high purity acetylene (C$_2$H$_2$). The basic mechanisms of the process are discussed with emphasis on possible rate limitations. A series of tests are run to determine the effect of one process variable, gas pressure, on the overall process. Results are presented and discussed.

The Silicon-Acetylene SLRS Mechanism

The proposed mechanism can be summarized as follows.

1) A scanning CO$_2$ laser locally heats the silicon powder bed.
2) The silicon powder is heated and melted.
3) C$_2$H$_2$ gas is adsorbed onto the liquid silicon surface where it decomposes to carbon and hydrogen.
4) Hydrogen gas desorbs as H$_2$.
5) Adsorbed carbon diffuses rapidly into the liquid silicon.
6) Carbon reacts with liquid silicon and solidifies as SiC.

It is important to note here that step two (2) is crucial to the success of this process. The typical material being selectively laser sintered has seconds to bond and densify. Solid state sintering mechanisms are ineffective in this time frame because solid-state diffusion effects, which are five or six orders of magnitude slower than liquid diffusion rates, are negligible [2,3]. The formation of a liquid phase, in this case liquid silicon, is critical because it can lead to solution-reprecipitation processes that are rapid enough to achieve particle bonding and densification in a SLRS time frame. A thermal model of the laser sintering system used in this study indicates surface temperatures in excess of 2000°C are readily achievable at the laser beam's focal point [4]. Silicon has a melting temperature of 1413°C. Therefore, a liquid phase can easily be created.

Thermodynamically, the decomposition of C$_2$H$_2$ and the reaction between liquid silicon and carbon to form SiC are both energetically favorable. Using 2000°C as the reaction temperature, the free energies of formation are [5]:

\[
\begin{align*}
C_2H_2 & \Rightarrow 2C + H_2 & \Delta G_f^\circ = -101,565 \text{ kJ/mole} \\
\text{Si}_{\text{Liquid}} + C & \Rightarrow \beta - \text{SiC}_{\text{Solid}} & \Delta G_f^\circ = -37,481 \text{ kJ/mole}
\end{align*}
\]

Basic kinetic requirements of the C$_2$H$_2$ decomposition and carbon deposition steps can be established using a simple model of a laser beam moving across a surface, see
Figure 1. This model establishes a beam residence time of one second for a single pass of the laser. Scan overlap increases total beam residence time to approximately ten seconds.

Figure 1: A simple scanning model used to determine required carbon deposition rate

Assuming a typical sintered layer thickness of 150μm and a powder porosity of 50 percent, the model indicates that a carbon deposition rate of 3μm/sec is necessary to supply the volume of silicon under the beam with enough carbon to allow full conversion to SiC. Leyendecker et al. [6] report laser induced carbon deposition rates from acetylene of 2-10μm/sec when at the temperatures and pressures used for this SLRS study, and Zong [7] reports localized rates as high as 1mm/sec. Comparing the reported rates with those required by the model, it appears that carbon deposition rate will not limit the overall process. However, it should be noted that both studies indicate that carbon deposition decreases as pressure decreases. It follows that there is some low precursor pressure below which carbon deposition rate becomes the overall rate limiting factor.

The rate that surface carbon diffuses into liquid silicon can be determined using a relationship that describes a concentration profile created by unsteady state diffusion in a single phase [8].

\[
\frac{C_s - C_o}{C_s - C_e} = 1 - \text{erf}(y / \sqrt{Dt})
\]

\[y = \text{distance into the bulk},\]
\[C_s = \text{surface concentration}\]
$C_0 =$ bulk concentration at $t = 0$
$C_t =$ concentration at time $t$
$D =$ diffusivity of carbon in liquid silicon = $2 \times 10^{-4} \text{cm}^2/\text{sec}$ [2]

At typical SLRS scan rates and laser powers, it is reasonable to assume the material remains molten for several seconds. The above relation predicts 50 atomic percent (a/o) carbon concentration at a diffusion depth of 140$\mu$m after one second of diffusion time. Because the sintered particles have a maximum size of 44$\mu$m, it appears that carbon will diffuse rapidly enough to saturate any molten silicon present.

The silicon-carbon phase diagram [9], Figure 2, suggests behavior that will allow the final step of this process, the conversion of silicon and carbon to SiC.

Figure 2: Silicon-Carbon binary phase diagram [9]

Above the eutectic reaction temperature at 1404 °C, carbon solubility in the liquid silicon phase dramatically increases. At 2000 °C, the Si-C phase diagram indicates a carbon solubility of approximately ten atomic percent in the liquid phase. Because of this high solubility, adsorbed carbon can diffuse into the liquid phase and react to form SiC. As predicted by the lever rule, the conversion of the saturated liquid silicon phase to SiC would continue as the liquid phase cooled. Because of scan overlap the same region will be exposed to near maximum temperatures repeatedly. Each time, some of the remaining silicon will melt and react with diffusing carbon to form more SiC. It is difficult to quantitatively predict the total amount of conversion, but amounts in excess of 50 atomic percent might be expected.
Experimental Setup

A series of single layer test coupons were produced to determine the effects of an acetylene atmosphere on the laser sintering of silicon. All operating parameters were held constant except atmosphere. The laser was scanned at 500μm/sec with a 50μm spacing between scan lines to generate a rectangular 5mm x 5mm scanned area. Each coupon area was scanned twice, using an out and back type scan, with laser power held at 1.8watts and 2.8watts, respectively. The atmosphere was provided by first evacuating the system to <10⁻³ Torr and then filling with acetylene to the desired pressure. Five different pressures of acetylene were used.

<table>
<thead>
<tr>
<th>Coupon</th>
<th>Pressure (Torr)</th>
<th>Chemical Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coupon 1</td>
<td>700</td>
<td>C₂H₂</td>
</tr>
<tr>
<td>Coupon 2</td>
<td>380</td>
<td>C₂H₂</td>
</tr>
<tr>
<td>Coupon 3</td>
<td>200</td>
<td>C₂H₂</td>
</tr>
<tr>
<td>Coupon 4</td>
<td>100</td>
<td>C₂H₂</td>
</tr>
<tr>
<td>Coupon 5</td>
<td>50</td>
<td>C₂H₂</td>
</tr>
</tbody>
</table>

(1 atmosphere = 760 Torr)

Results

X-ray diffraction spectroscopy was used for bulk phase analysis of the sintered test coupons. Figure 3 shows the diffraction pattern taken from coupon 4.

![X-ray diffraction pattern](image)

Figure 3: X-ray diffraction pattern taken of coupon 4 using CuKα x-rays.

Diffraction peaks for silicon and β-SiC are present. SiC conversion was semi-quantitatively determined for each coupon by comparing diffraction pattern relative peak
heights to a silicon/SiC standard run on the same x-ray equipment. Figure 4 shows a plot of SiC conversion versus pressure data obtained from the coupons.

**Conversion to Silicon Carbide by SLRS**

![Graph showing SiC conversion versus precursor gas pressure]

Figure 4: SiC conversion versus acetylene pressure.

Auger electron spectroscopy was used to determine the surface chemistries of the coupons. Surface spectra were taken, and then the samples were sputtered to determine concentration profiles into the bulk. Figure 5 is a plot of chemical concentration versus sputter time for coupon 4.

**Coupon 4 - 100 Torr acetylene**

![Graph showing chemical concentration versus sputter time]

Figure 5: Chemical concentration versus sputter time for coupon 4.
The concentration profile indicates that a predominantly carbon surface gradually gives way to SiC stoichiometry. Auger peak shape and energy changes characteristic of carbon in SiC [10] were observed as stoichiometry was approached. All five coupons showed the same general behavior.

Discussion

The plot of conversion rate versus precursor pressure, Figure 4, clearly shows a maxima occurring at $100 \text{Torr} \ C_2\text{H}_2$ pressure. The decrease in conversion below this pressure can be attributed to the decrease in carbon deposition with pressure as predicted by Leyendecker et al [5]. The reduction in conversion rate as pressure increases above 100 Torr is more difficult to explain. One explanation could be that higher pressures generate initially high carbon deposition rates that cause the formation of a solid diffusion barrier at the surface of the coupons. The barrier could be SiC or carbon or a mixture of both. This barrier would then prevent further conversion of silicon to SiC by limiting the diffusion of carbon and/or silicon. The validity of this mechanism is dubious because of the lack of evidence of an increase in carbon coverage with pressure. If carbon deposition on the surface had increased with pressure as predicted, but conversion to silicon carbide was diminished because of limited diffusion, then there would have been increasing accumulations of carbon on the surfaces of the coupons. This was not detected by x-ray or Auger analysis. Another explanation focuses on a reduction in temperature at the beam focus. Initially high deposition rates might promote a surface structure with reduced infrared absorptivity and/or increased thermal conductivity. Reduced absorptivity would reduce the effective power of the laser beam. Increased thermal conductivity would increase heat flow away from the beam area. Both of these effects would lower subsequent surface temperatures, and thereby reduce carbon deposition and conversion to SiC.

Structurally, the test coupons had successfully been laser sintered to create porous 5mm x 5mm squares approximately 150μm thick. No mechanical testing was performed, but the coupons exhibited sufficient strength for handling. Figure 6, a SEM micrograph of coupon 3, reveals the carbon coated surface structures typical of all the coupons. A sputtered region of the same coupon, seen in Figure 7 reveals the underlying material. Note the crystalline structures indicative of a solution-reprecipitation process.
As an additional test of this SLRS process, the operating parameters which yielded highest conversion to SiC in the single layer tests were used to make a multiple layer structure. The seven layer rectangular solid can be seen in Figure 8.

Figure 8: 5mm x 5mm x 1mm SiC shape made by SLRS, 100 Torr C$_2$H$_2$ pressure

Conclusions

Single layer and multiple layer shapes with high SiC content were fabricated using silicon/acetylene SLRS. Precursor gas pressure was discovered to have a large but yet unexplained effect on the conversion of silicon to SiC. Work will now proceed to better
understand the mechanisms of the process so that operating parameters can be controlled to produce denser, stronger, more fully converted multiple layer SiC shapes.
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SUPERSOLIDUS LIQUID PHASE SELECTIVE LASER SINTERING
OF PREALLOYED BRONZE POWDER
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Abstract

The use of Selective Laser Sintering (SLS) as a method of Solid Freeform Fabrication (SFF) in the direct sintering of metal powders to form the final part has been investigated earlier [1,2,3]. The phenomenon of supersolidus liquid phase sintering (SLPS) is studied using prealloyed bronze powder. The influence of laser parameters, bed temperature and secondary heat treatment on the density and the dimensional stability of the final product are discussed.

Introduction

Supersolidus Liquid Phase Sintering (SLPS) involves heating prealloyed powder to a temperature between the solidus and the liquidus to attain partial melting [4]. Densification occurs by capillary-induced rearrangement and solution reprecipitation in the partially liquid particles and is shown in Figure 1. Liquid forms along grain boundaries and regions of contact. The sintering temperature and alloy composition are thus the most important process variables needing optimization since they dictate the liquid fraction. A typical amount of liquid is 30% which is slightly higher than that observed in liquid phase sintering of mixed powders [5,6,7]. The requisites for a material system include a higher concentration of the alloying element and steep solidus and liquidus lines. A higher concentration in general gives a larger separation between the solidus and the liquidus and so a larger temperature range to investigate. Steep solidus and liquidus lines are desirable because temperature control becomes less critical as the volume fraction of the liquid does not change rapidly. Taking into account these requisites and making use of phase diagrams, the Cu-Sn system with a nominal composition of 89Cu-11Sn was chosen for study. The phase diagram of the Cu-Sn system is shown in Figure 2.

Experimental Procedure

The SLS technique and the workstations used have been described elsewhere [8,9]. In the present study, the prealloyed bronze powder was sintered using either a Nd-YAG or a CO2 laser. The main laser parameters are listed in Table 1.

Initial experiments were conducted in a room temperature environment to establish optimum laser parameters. Multilayer parts were made with a laser power of 35 watts and a scan speed of 2.5 cm/sec. Attempts to make parts with higher powers were unsuccessful because of excessive curling of the part due to the presence of residual stresses in the part when it cooled down to room temperature. The next set of experiments were run using a high temperature bed in order to alleviate the residual stresses and to
unsuccessful because of excessive curling of the part due to the presence of residual
stresses in the part when it cooled down to room temperature. The next set of experiments
were run using a high temperature bed in order to alleviate the residual stresses and to
reduce the curling seen earlier. Bed temperatures of 300-500 °C and nitrogen at a flow rate
of 60 lit/min were used. Parts were made using both the Nd-YAG and the CO2 lasers.
Post processing heat treatments were performed on some of the parts and the effect on
part density was studied. Post-processing involved long-term (12-15 hr) heat treatments
at different temperatures (700-800°C) and short-term heat treatments (15 min-1hr) at 830-
1000°C in either flowing hydrogen or forming gas (96 N2 - 4 H2).

Results and Discussion
Selective Laser Sintering:

Prealloyed bronze powder of nominal composition 89Cu-11Sn shown in
Figure 3 with a mean particle size of -150# was used to study supersolidus sintering. The
best parameters for laser sintering using a room-temperature bed were determined to be a
power of 35 watts, a scan speed of 2.5 cm/sec and a layer thickness of 300 µm. The top
surface of the part made is shown in Figure 4. Wetting is not very good. Poor interlayer
bonding is seen (Figure 5). This is attributed to the use of low power in sintering the
bronze powder. Higher powers could not be used because of the excessive curling of the
individual layers on sintering. Sintering carried out in a high-temperature environment
yielded much better results. Figure 6 shows the top surface of the part made at 400°C
using a laser power of 100 watts and a scan speed of 2.5 cm/sec. Good wetting is seen.
The end view of the part made with a bed temperature of 350°C is shown in Figure 7.
The layers are barely distinguishable indicating that a high-temperature bed and a higher
laser power help in improving interlayer bonding. The densities of the parts were
determined. The parts made in a room-temperature environment have densities ranging
from 4.21 to 4.27 g/cm³, while those made in a high-temperature environment ranged
from 4.75 to 5.65 g/cm³. The influence of bed temperature on part density was studied.
The results are shown in Figure 8. As the bed temperature increased, the density of the
part also increased. This can be attributed to less curling observed because of a decrease
in residual stress. However 500°C seemed to be an upper limit of temperature for bed
heating, as levelling problems were encountered due to caking of the whole powder bed.

Post-Processing Heat Treatments:

From the phase diagram, prealloyed bronze powder of composition 89Cu-
11Sn starts melting at 830°C and melts completely at 1025°C. However, because of the
non-equilibrium cooling experienced when powders are produced by atomization, these
temperatures for the prealloyed bronze powders may not be very accurate. The list of heat
treatments with the post-processing density and physical characteristics are shown in
Table 2.

Among the long-term heat treatments involving solid-state diffusion,
800°C for 15 hours was the best heat treatment giving the highest density. For the short-
term heat treatments involving liquid phase formation, 850 °C for 15 minutes was the best heat treatment. Beyond 850 °C swelling and loss of shape were observed. Swelling occurred due to the presence of an excess amount of liquid which causes compact slumping, non-uniform densification and pore coalescence [5,10].

Conclusions

The feasibility of Supersolidus Liquid Phase Sintering has been demonstrated using prealloyed bronze powder. The parts that were produced in a high-temperature environment had improved density and surface finish as compared to parts that were made in a room-temperature environment. Post-processing heat treatments to optimize the part density have been determined. The use of a wetting agent to increase the as-laser-sintered part density and the influence of a higher starting density on post-processed part density needs further study.
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<table>
<thead>
<tr>
<th>Laser</th>
<th>Nd-YAG</th>
<th>CO2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>1.06 micron</td>
<td>10.6 micron</td>
</tr>
<tr>
<td>beam diameter</td>
<td>0.5 mm</td>
<td>4.5 mm</td>
</tr>
<tr>
<td>Laser power used</td>
<td>20-60 watts</td>
<td>90-110 watts</td>
</tr>
</tbody>
</table>

Table 2: Post-Processing Heat Treatments

<table>
<thead>
<tr>
<th>Heat treatment</th>
<th>Starting density (p/pth)</th>
<th>Final density (p/pth)</th>
<th>Physical characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>700 °C - 15hrs</td>
<td>45.5%</td>
<td>54.2%</td>
<td>shape retained</td>
</tr>
<tr>
<td>750 °C - 15hrs</td>
<td>45.5%</td>
<td>59.1%</td>
<td>shape retained</td>
</tr>
<tr>
<td>800 °C - 15hrs</td>
<td>50%</td>
<td>74.2%</td>
<td>shape retained</td>
</tr>
<tr>
<td>830 °C - 15min</td>
<td>48.5%</td>
<td>70.5%</td>
<td>shape retained</td>
</tr>
<tr>
<td>850 °C - 15min</td>
<td>47%</td>
<td>73.5%</td>
<td>shape retained</td>
</tr>
<tr>
<td>875 °C - 15min</td>
<td>46.5%</td>
<td>-</td>
<td>loss of shape</td>
</tr>
<tr>
<td>850 °C - 30min</td>
<td>47%</td>
<td>-</td>
<td>loss of shape</td>
</tr>
<tr>
<td>850 °C - 15min</td>
<td>59%</td>
<td>78.1%</td>
<td>shape retained</td>
</tr>
<tr>
<td>875 °C - 15min</td>
<td>59%</td>
<td>-</td>
<td>loss of shape</td>
</tr>
</tbody>
</table>
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Figure 1: Supersolidus sintering involves the formation of a liquid along the grain boundaries in a prealloyed powder which leads to densification [4].

Figure 2: The Cu-Sn phase diagram [11].
Figure 3: Scanning Electron Micrograph of as received Bronze (89Cu-11Sn) powder.

Figure 4: Top surface of the part made in a room-temperature environment shows poor wetting. Laser Power = 35 Watts, Scan Speed = 2.5 cm/sec.
Figure 5: End-view of the part made in the room-temperature environment shows poor interlayer bonding. Laser Power = 35 Watts, Scan Speed = 2.5 cm/sec.

Figure 6: Top surface of the part made with a bed temperature of 350°C shows better wetting than before. Laser Power = 100 Watts, Scan Speed = 2.5 cm/sec.
Figure 7: End-view of the part shown in Figure 6. The layers are barely distinguishable. Laser Power = 100 Watts, Scan Speed = 2.5 cm/sec.

Figure 8: Part density versus bed temperature.
Selective Area Laser Deposition
of Silicon Carbide

James V. Tompkins and Harris L. Marcus

Center for Materials Science and Engineering
The University of Texas at Austin

Abstract

Selective Area Laser Deposition (SALD) is a Solid Freeform Fabrication approach which uses a moving laser beam to deposit solid material from a precursor gas. We have achieved a deposition rate of 1.5 mm/min for silicon carbide within the focused laser beam, sufficient for constructing three dimensional objects. Use of tetramethylsilane vapor yielded freestanding rods and uniform single layers. Critical issues include the effect of nucleation rate on material quality, thermal shock complications, and non-uniform growth.

Selective Area Laser Deposition

The ability to develop a mature Solid Freeform Fabrication industry depends in part on materials processing technologies which can quickly and inexpensively produce three dimensional objects. Currently, many of the established rapid prototyping systems employ solid materials (often as powders) [1,2,3], and liquids (especially photopolymers) [4] for rapid prototyping applications.

Selective Area Laser Deposition (SALD) uses gas exclusively to produce solid material [5]. In this method, a focussed laser beam causes a precursor gas to chemically react to produce solid material only where the beam strikes a substrate. As the beam moves over the substrate, it leaves behind a trail of the material, which one may use to build up a solid object.

SALD offers several advantages. It can use a relatively simple mechanical system since it doesn't require precision powder or liquid delivery systems. SALD also offers spatial resolution which is not limited by powder grain size or finite thicknesses of powder layers. Further, depositing from a gas minimizes the porosity inherent with powders, suggesting full strength, structural parts are possible. SALD is not limited to successive planar cross sections of uniform composition. In principle, it offers a nearly unlimited ability to produce internal variations in composition by switching precursor gases, or possibly even to create internal voids or ducts.
The largest obstacle to making objects from gases is the low growth rates associated with conventional chemical vapor deposition (CVD), usually on the order of 100-1000 \( \text{um/hr} \). SALD requires a deposition process with a much higher growth rate. Other important requirements are a deposit profile which is uniform both along and perpendicular to the scanning direction, and a good interface between scan lines.

**Silicon Carbide**

Previous work on SALD investigated the pyrolysis of acetylene to deposit carbon [6]. This research focused on silicon carbide, as its extreme hardness and high melting temperature (2540°C) limit the conventional machining or casting of parts. Most silicon carbide parts are sintered at high temperature and pressure from silicon carbide powder with boron added as a binding agent. The rapid production of fully dense objects from silicon carbide without the costly processing steps and without the impurity of a binder material demonstrates unique advantages of the SALD process.

This study used tetramethylsilane (Si(CH\(_3\))\(_4\)) as a precursor to deposit silicon carbide. It is a liquid which boils 26°C, giving a vapor pressure close to one atmosphere at room temperature, and makes a safe, convenient source of vapor. High purity tetramethylsilane is commonly used as a nuclear magnetic resonance (NMR) standard, making it readily available.

**Experimental Procedure**

Fig. 1 shows a schematic of the SALD system. All depositions occurred within a vacuum chamber flushed with nitrogen and evacuated to a 5 mTorr base pressure. All experiments used tetramethylsilane vapor at 125 torr, drawn from a flask of liquid at room temperature outside the chamber. The chamber was not heated.

To selectively deposit silicon carbide, we used the focused infrared beam from a 25W CO\(_2\) laser. A 4.5 W beam focused to a diameter of 1mm on an unheated substrate gave a bright plume of light at the substrate surface, indicating the presence of a thermal plasma [7]. We did not measure temperature within the plasma, although rough visual estimates are in excess of 1000°C.

The deposition chamber was translated on a computer controlled X-Y table, with the substrate moving relative to a fixed beam. Scan rates varied from 0 (stationary) to 400 \( \text{um/sec} \). A stationary beam produced rods of material roughly the same diameter as the laser beam. The growth rates reported below came from dividing the resulting rod length by the elapsed time.

Alumina substrates were used because of their high temperature resistance and their lack of both silicon and carbon. Both solid sheets and powders were...
tried, with powders having the advantage that they allowed a lower laser intensity to initiate growth. This is possibly due to greater absorption of the beam through internal reflection, or lower thermal conductivity.

![SALD System, Zong et al. [8]](image)

**Results**

The above conditions led to growth of a glossy black material. Measurement of rods grown in a stationary beam indicated growth rates of 1.5 mm/min, or 90,000 um/hr. This is approximately 180 times greater than the 470 um/hr [9] to 510 um/hr [10] reported for conventional CVD of silicon carbide from tetramethylsilane in hydrogen.

Several analytical results for the deposited material were consistent with those for amorphous silicon carbide. X-ray diffraction studies of the resulting material indicated that the material was amorphous, with no crystalline silicon, graphite, or silicon carbide peaks present. The material was also found to be harder than polycrystalline alumina in a scratch test. Auger spectra of the deposited material were compared qualitatively with a hot-pressed silicon carbide standard and showed a silicon to carbon ratio within six percent of the standard. In an additional experiment, samples placed in a furnace at 850 C in air for twenty hours showed a unmeasurable (0.001 g) weight loss while a similar quantity of graphite was completely consumed in less than two hours.

Slow scanning of the laser beam (20 um/sec) produced curved or articulated rods, showing that growth could be produced at least 45 degrees from the vertical direction of the laser beam. Faster movement of the beam (100-400
um/sec) gave a uniform line of material on the substrate surface. Rastering of the laser beam produced a square deposit as seen in Fig. 2. The interface between successive scans cannot be discerned after sputtering of the surface.

![Fig. 2 Square from 3X3mm Raster, 400 um/sec, 100 um Line Spacing](image)

**Discussion**

The material deposited from tetramethyldisilane appears to be amorphous silicon carbide. The material is a very shiny black, and under a microscope interference colors indicate a very thin film which we believe is a self passivating layer of silica associated with residual oxygen in the system. We also hypothesize that the presence of the thermal plasma contributes to the high growth rates in a manner related to plasma enhanced CVD, although the higher partial pressure of tetramethyldisilane and lack of hydrogen gas may also be responsible. Another factor may be the opportunity for diffusion of reactant to the deposition point in three dimensions, instead of the conventional diffusion through a boundary layer.

The nearly stoichiometric silicon to carbon ratio was remarkable. Tetramethyldisilane contains four times the stoichiometric amount of carbon. However, the carbon is contained in methyl groups, and the molecule contains just enough hydrogen atoms for the methyl groups to ideally leave as methane. We anticipate that adding excess hydrogen would lower the carbon content further, possibly at some expense to the growth rate.
The apparent amorphous character of the material was not expected, however, we may speculate on its origin. The high growth rate would be consistent with a rapid nucleation rate during deposition. The large number of nucleation sites might occur due to the high concentration of tetramethylsilane or due to the activated species in the thermal plasma. A large number of nucleation sites would prevent the growth of large, ordered crystals in the material. The absence of an X-ray diffraction pattern for crystalline beta-silicon carbide is consistent for amorphous material or very small crystals. SEM images of the material showed rounded structures without facets expected of crystalline material as seen in Fig. 3. For high resolution in SFF applications, the glassy, isotropic nature of amorphous material might be an advantage, since facets or preferred growth directions interfere with smooth planar growth.

After a short inert ion sputter in a Scanning Auger Microprobe, the oxygen content in the deposited material was below the detection limit. The low oxygen content was encouraging, indicating an absence of a SiO_x phase in the bulk material. Although alumina was chosen to isolate the material from possible sources of carbon or silicon, alumina is susceptible to decomposition at high temperature, yielding free oxygen.

Fig. 3 SEM of SALD Silicon Carbide Rod, 4.5 Watts
We encountered two obstacles when we attempted to deposit thick or multiple layers of silicon carbide to produce three dimensional objects. First, when scanning over an existing layer, the steep, rapidly moving temperature gradient caused severe cracking in the underlying layer. The thermal shock combined with any residual stresses in the first layer cannot be resisted by the thin silicon carbide, even though silicon carbide has a good thermal shock resistance for a ceramic material. Several approaches may have to be employed in the future to alleviate this problem: First, the entire deposition area may be heated to a high temperature, reducing the thermal gradient needed. Secondly, a deposition chemistry which can use a lower temperature may be employed.

Another problem encountered is non-uniform growth in thick or multiple layers. Although the uniformity in a single layer seems quite good, the smallest projection from the surface becomes excessively hot during subsequent heating with the laser beam. This rise in temperature accelerates growth, making any microscopic projection unstable for extended growth. This is separate from the problem of localized growth due to a nucleation barrier observed by Zong in the SALD of pyrolytic carbon [11].

Conclusion

We have successfully produced silicon carbide rods and single layers using the SALD process, demonstrating its potential as a rapid prototyping tool as well as a method for producing structural parts. The lack crystallinity may be explained by the extremely high growth rates achieved, and may be desirable where high resolution is needed. Thermal shock considerations may be solved in the near future using proposed techniques, but the instability of microscopic irregularities in the first layer will require further study.

The authors acknowledge the support of ONR grant N00014-92-J-1514 in funding this research. The assistance of Britton Birmingham and Steve Lin in this work is greatly appreciated.
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Drying of Colloidal Binder Infiltrated Ceramic Green Parts Produced by Selective Laser Sintering™
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Abstract

Colloidal ceramic binders have been used to strengthen ceramic green shapes produced by Selective Laser Sintering. This paper focuses on the effectiveness of the colloid infiltration with respect to the physical properties of the colloidal binder. Mass gains, strength gains, and dimensional changes resulting from infiltration were monitored. Controlled drying experiments were conducted to predict the factors influencing drying times for complex shapes.

(Key Words: Alumina, Silica Colloid, Drying)

Introduction

Ceramic preforms can be produced by Selective Laser Sintering of ceramic powders that have been encapsulated with a fugitive polymer binder. In this process, the polymer binder sinters producing a composite ceramic matrix. However, the polymer binder must be replaced because it does not have sufficient strength nor the thermal resistance necessary for functional ceramic objects. This paper discusses the infiltration of these preforms with ceramic colloids to improve strength and temperature capabilities. Green alumina coupons were infiltrated with colloids of varying solids content and then dried under controlled conditions. Physical properties of the coupons were determined prior to and following colloidal infiltration.

Materials

The polymer encapsulated ceramic used in this study is the same as that used in a previous study. This material consists of a high purity, electronical grade aluminum oxide, provided by Lanxide Corporation, coated with a polymethylmethacrylate polymer having a specified melt flow index of 20g/10min as measured by a Kayness Capillary Rheometer at 200°C and 75 psi (ASTM D1238). Figure 1 shows the mean particle size of the uncoated alumina to be 10.3μm, as measured by a Coulter Multisizer. The particles were observed to be regular in shape using a scanning electron microscope.

Samples of Ludox™ colloidal silica, grade TM, were provided by Dupont Corporation. This colloid is 50% wt. silica and consists of particles having a mean diameter of 22nm. A sample of Dupanol ME, a sodium dodecyl sulfate based emulsifier, was also provided by Dupont Corporation.

Methods

SLS Production of Test Coupons

Test specimens were produced using an SLS Model 125 workstation equipped with a 25 watt CO₂ laser. Fabrication of parts was conducted in an inert nitrogen environment using the
parameters listed in Table I. A number of rectangular coupons 1"x1"x0.25" (Group 1), 1"x1"x0.5" (Group 2), and 1.25"x1.25"x0.25" (Group 3) were produced for drying studies. Additional coupons 1"x3"x0.25" were produced for strength measurements. Densities of these coupons were determined by mass and dimensional measurements.

![Particle size distribution of Lanxide alumina.](image)

**Figure 1.** Particle size distribution of Lanxide alumina.

<table>
<thead>
<tr>
<th>Laser Power, (W)</th>
<th>Layer Thickness, (mil)</th>
<th>Beam Spacing, (mil)</th>
<th>Beam Speed, (ips)</th>
<th>Bed Temperature, (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4</td>
<td>2</td>
<td>50-110</td>
<td>65</td>
</tr>
</tbody>
</table>

**Table 1.** SLS parameters for test specimens used in this study.

**Post-processing of preforms**

Each coupon size was infiltrated with colloids of varying silica content. The stock colloid was diluted with deionized water to produce samples with 10%, 20%, 30%, and 40% wt. silica. Emulsifier was added to each colloid sample to aid infiltration in an amount of 1.0% wt. based on total water content.

Infiltration was accomplished by placing a coupon in a pool of colloid and allowing it to draw up the colloid. When the colloid reached the top of the coupon additional colloid was dripped on to the top surface. The coupon was then transferred to a paper towel and excess colloid was drawn off. When no further colloid could be drawn off, colloid was dripped on the top of the coupon. Infiltration was considered complete when a wet spot appeared on the paper towel.

Following infiltration the coupons were weighed, measured, and transferred to a drying chamber. Figure 2 shows the constant humidity drying chamber used in this study. Temperature and relative humidity in the chamber were monitored with a thermohygrometer. Temperature was maintained at the room temperature of 24°C. Relative humidity was maintained at 64±2% with a sodium dichromate salt solution. An air flow rate of 45 ft/s, measured by an Alnor Velometer, was provided by an electric fan controlled by a rheostat. Laminar air flow was created by forcing the air through a group of narrow, adjacent tubes.

In the chamber, the coupons were placed on a platform suspended from a cantilever balance. The balance was connected to an LVDT which sent a signal to a data acquisition system. The initial and final masses of the sample provided the calibration of the LVDT. The data was used to observe the changing moisture content of the part as a function of time. After drying, the bars were removed from the chamber, weighed, measured, baked at 200°C for 1 hr. to remove residual water and then weighed again.
Figure 2. Drying chamber and data acquisition system.

Figure 3. (left). Pure alumina powder. (right). Silica infiltrated alumina coupon with polymer removed by burnout at 400°C for 1 hour.
Results and Discussion

Prior to conducting drying tests, a set of experiments was performed to verify the effectiveness of the colloidal infiltration described above. This was done by introducing a dye into the colloid and observing cross-sections of wet coupons. Discoloration of cross-sections was observed to be homogeneous. Furthermore, x-ray mapping of cross-sections by scanning electron microscopy showed silica to be present at the center-line and a slight concentration gradient to exist. These two methods proved the infiltration method to be effective. Figure 2 shows SEM micrographs comparing pure alumina powder to silica infiltrated alumina. The figures clearly show an accumulation of material in the infiltrated sample.

Figure 4 shows resultant densities of square coupons. Prior to colloid infiltration, all coupons had an initial density of approximately 1.55g/cm³. As would be expected coupon density increases with increasing silica content in a nearly linear fashion. From mass balance considerations the observed increases in density are a result of silica infiltration. Dimensional fluctuations of the processed coupons were within experimental error with most exhibiting no more than 0.5% deviations.

![Figure 4. Density of test bars baked at 200°C.](image)

![Figure 5. 3-point bend breaking strength of test coupons after baking at 200°C.](image)
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Figure 5 shows the modulus of rupture of test coupons which have been infiltrated, dried, and baked at 200°C for 1 hr. Colloids that were 10 and 42 wt.% silica were used to determine the strengths which could be obtained by infiltration. The data shows a large gain in the green strength which appears to be independent of the amount of silica beyond 10 to 15 wt.% silica.

![Figure 5](image.png)

**Figure 5.** Modulus of rupture of test coupons.

Figure 6 shows a typical drying curve for a coupon. This curve is similar to drying patterns observed by other authors and is indicative of drying of a hygroscopic material. The rate curve is characterized by the constant rate period (A) and the falling rate period (BC). During the constant rate period equilibrium of the drying surface is maintained by diffusion of excess moisture to the surface. At the critical moisture content, ωc, the rate falls as the drying front recedes into the part. Analysis of these curves for the coupons studied here indicate the drying rate to be influenced by both coupon thickness and the solids content of the infiltrant. Using the analysis of Perry and Green, it was determined that the drying process is controlled by diffusion and capillary moisture transport. A rigorous analysis of the data is in progress.

Cracking of coupons was observed to increase as the thickness of the part increased. Cracking also increased as the solids content of the infiltrant increased. In a separate set of experiments, coupons, that were infiltrated with water then dried under similar conditions, did not develop cracks. Cracking appears to be related to stresses induced by drying of the colloid and to the initial strength of the green coupon. Scherer has shown that ceramic colloids tend to shrink and crack during controlled drying. Therefore, as the drying front proceeds in to the coupon, stress gradients that exceed the green strength of the coupon may develop. Thicker coupons would necessarily experience larger stress gradients and be more likely to crack.

To examine the influence of initial green strength a set of coupons with similar dimensions but with different strengths were processed. Coupons having strengths of 45psi, 100psi, and 160psi were infiltrated with 30 wt.% colloid and dried under similar conditions. The low strength bar cracked severely, the high strength bar did not crack, and the moderate strength bar developed hairline cracks.

![Figure 6](image.png)

**Figure 6.** Drying data from infiltrated bar placed in drying chamber.

Cracking also increased as the solids content of the infiltrant increased. In a separate set of experiments, coupons, that were infiltrated with water then dried under similar conditions, did not develop cracks. Cracking appears to be related to stresses induced by drying of the colloid and to the initial strength of the green coupon. Scherer has shown that ceramic colloids tend to shrink and crack during controlled drying. Therefore, as the drying front proceeds in to the coupon, stress gradients that exceed the green strength of the coupon may develop. Thicker coupons would necessarily experience larger stress gradients and be more likely to crack.
Conclusions/Further Work

Infiltration with silica colloids is an effective method for increasing strength and density of polymer bound prototypes produced by Selective Layer Sintering. Strength gains of the coupons were nearly independent of the solids content of the infiltrant. However, high solids infiltrants increased cracking, especially in parts with low inherent green strength.

Further study is required to optimize the infiltration and drying processes. Additional strength measurements need to be conducted on coupons from which the polymer binder has been removed. It may be necessary to subject the coupons to an additional colloid infiltration following binder removal to further increase density and strength. The strength of fired bars needs to be studied, also.

A detailed analysis of stresses during the drying period, which includes the contributions of capillary and diffusion induced drying, is in progress. Infiltration with other ceramics could provide improved strength, temperature, and drying characteristics.
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ABSTRACT
Fine, homogeneous dual phase Ag-YBa$_2$Cu$_3$O$_{7-x}$ composite powders were prepared by a simple colloidal sol-gel co-precipitation technique. Silver did not react with or degrade YBa$_2$Cu$_3$O$_{7-x}$. Bulk porous samples of pure YBa$_2$Cu$_3$O$_{7-x}$ and Ag-YBa$_2$Cu$_3$O$_{7-x}$ were made from powders by Selective Laser Sintering. The porous parts were further densified by infiltrating silver into pores, resulting in a dense, structurally sound dual phase superconducting composite. Laser processing parameters were varied to obtain optimum microstructure. The laser sintered parts required oxygen annealing after infiltration to restore the orthorhombic, superconducting structure. X-ray diffraction and T$_c$ measurements indicate some impurity phases present in samples processed under aggressive laser conditions.

INTRODUCTION
Since the discovery of high T$_c$ ceramic superconductors (1) much work has been devoted to develop them for practical applications. Considerable success has been achieved in the area of thin films (2). However, prototype applications in bulk form are still being investigated. The major obstacles in making practical bulk shapes from these materials are their inferior current carrying capacity in bulk form and poor mechanical properties. Numerous synthesis and fabrication techniques have been attempted to tackle these issues, but with limited success.

In the synthesis of these materials, several elements and compounds have been incorporated in the YBa$_2$Cu$_3$O$_{7-x}$ ceramic superconductor either as substitutional elements in the YBa$_2$Cu$_3$O$_{7-x}$ structure or as dispersoids in the YBa$_2$Cu$_3$O$_{7-x}$ matrix (3,4). Noble metals, gold and silver, are one such class of additives that have been widely investigated and found to be promising (3-6). Due to its inertness, silver does not react with and degrade the superconducting properties of the ceramic YBa$_2$Cu$_3$O$_{7-x}$ and has, therefore, been used as an appropriate second phase and as a sheath or cladding material in bulk fabrication (3,6). Silver doping has been found to improve the critical current density, due to the presence of silver at voids between the YBa$_2$Cu$_3$O$_{7-x}$ grains (5,6). A further problem associated with the YBa$_2$Cu$_3$O$_{7-x}$ superconductors is incomplete oxygenation during processing or gradual loss of oxygen subsequently, especially at grain boundaries. Due to high solubility of oxygen in silver and presence of silver at grain boundaries, it is an efficient source of oxygen for the YBa$_2$Cu$_3$O$_{7-x}$ superconductor matrix.

Similarly, in an attempt to improve the critical current density and mechanical properties, several fabrication techniques have been studied to make bulk parts from pure YBa$_2$Cu$_3$O$_{7-x}$ or Ag-YBa$_2$Cu$_3$O$_{7-x}$ powders. High critical current density parts have been made by melt texturing (7) that results in oriented grained structures necessary for high critical current density. Other fabrication techniques such as cold pressing and sintering (8), tape casting (8), and powder-in-tube rolling (9), have used Ag and YBa$_2$Cu$_3$O$_{7-x}$ powder mix to improve the mechanical properties. Most of the studies done on fabrication employing Ag-YBa$_2$Cu$_3$O$_{7-x}$ systems have employed the powder metallurgy route of mixing elemental silver powder with YBa$_2$Cu$_3$O$_{7-x}$ powder in different proportions (5,6). This technique may result in rather non-homogeneous distribution of silver in YBa$_2$Cu$_3$O$_{7-x}$ matrix. In contrast to the powder metallurgy route of mixing powders, sol-gel co-precipitation provides a homogeneous distribution of various phases in composites.
In this study, we report on a technique for synthesizing fine, homogeneous Ag-YBa$_2$Cu$_3$O$_{7-x}$ composite powders by extending the citrate sol-gel technique proposed by Kakihana et al (10) to make single phase YBa$_2$Cu$_3$O$_{7-x}$ powders. We have also made an attempt to produce structurally sound dense parts of Ag-YBa$_2$Cu$_3$O$_{7-x}$ which have the potential of carrying high current densities. Porous preforms of YBa$_2$Cu$_3$O$_{7-x}$ were made, which were then infiltrated with silver to give dense parts. The porous preforms of near net shape were made by the rapid prototype technique - Selective Laser Sintering (SLS) (11,12).

SLS is a pressureless sintering process which usually involves a liquid phase (13). Partial liquid phase is formed and solidified as the laser beam is scanned across the powder bed in a directional fashion. Such directional formation and solidification of liquid phase can result in an oriented-grained structure. Since YBa$_2$Cu$_3$O$_{7-x}$ melts incongruently (14,15), it is possible to form partial liquid phase by careful control of the laser power density to induce interphase melting. Other laser processing parameters that affect the microstructure and hence the properties are: laser scan speed, scan spacing and the layer thickness. These laser processing parameters have been studied extensively for various ceramic, metals and polymer systems (12,13). By careful manipulation of these parameters and the powder characteristics such as particle size, desirable microstructure with optimum properties can be obtained.

EXPERIMENTAL PROCEDURE

SYNTHESIS OF YBa$_2$Cu$_3$O$_{7-x}$ And Ag-YBa$_2$Cu$_3$O$_{7-x}$ POWDERS

Metal nitrates, Y(NO$_3$)$_3$, Ba(NO$_3$)$_2$, Cu(NO$_3$)$_2$ and AgNO$_3$, were dissolved in water in required amounts. 1.9 g citric acid to 1 g of Ba(NO$_3$)$_2$ was dissolved in the nitrate solution. This was followed by addition of 10 ml of ethylene glycol per 1 mmol of Y. The ratios of citric acid to Ba(NO$_3$)$_2$ and ethyleneglycol to Y are same as that proposed by Kakihana et al (10) as the process is insensitive to pH. The amounts of various nitrates were varied to produce 10g batches of Ag-YBa$_2$Cu$_3$O$_{7-x}$ composite powders with compositions in the range 0 - 60 weight percent silver. All the solutions were heated on a hot plate at 1000°C - 1500°C to obtain a brown-black solid which was ground into powder and referred to as "precursor". The precursor was calcined at 900°C in oxygen for 10-12 hours followed by furnace cooling. The calcined powder was ground and its structure and purity were assessed by x-ray diffraction. Following calcination, the powders were oxygen annealed at 600°C for 6 hours.

SELECTIVE LASER SINTERING

The Selective Laser Sintering workstation system developed and described by Birmingham et al (13) was used to carry out the sintering. Pure YBa$_2$Cu$_3$O$_{7-x}$ and Ag-YBa$_2$Cu$_3$O$_{7-x}$ powders of compositions 20% and 30% by weight of silver, were used in this study. All SLS processing were carried out in air at room temperature. A 25 Watt CO$_2$ laser was used with a beam diameter of 700 μm. Three dimensional square parts of 8 mm side dimension were made layer by layer to final thicknesses ranging from 1 to 3 mm. Laser power density was varied from 500 W/cm$^2$ to 1300 W/cm$^2$. Laser scan speeds of 1 to 3 mm/second were employed. Scan spacing was kept constant at 100 μm for all runs. Layer thickness was varied from 250 μm to 150 μm. Initial layers were thicker (200-250 μm) to avoid displacement of the previously sintered layers by the roller action during the spreading of powder to lay fresh layers for sintering. As subsequent layers were sintered the layer thickness was gradually reduced to 150 μm. The final thickness of the sample was thus controlled by the layer thickness and the number of layers.
INFILTRATION

The porous parts obtained by SLS were infiltrated with silver to fill up the pores and provide a reinforcing ductile phase. Silver infiltration was accomplished by placing the samples in an alumina boat with sufficient silver powder (0.7-1.3 g) atop the samples (16). The boat with the sample and infiltrant was heated in a vertical tube furnace at 970°C in air for 10 to 30 minutes. The process was continuously monitored to allow melting of silver and its infiltration, by capillary effect, into the porous \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) samples while avoiding any significant melting of the \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) which would result in loss of shape.

CHARACTERIZATION

The SLS porous parts and the silver infiltrated dense parts were annealed at 930°C for 8 to 10 hours in flowing oxygen and slow cooled in flowing oxygen. Structural phases of the powders synthesized by sol-gel and of parts fabricated by SLS and infiltration were investigated at each stage of processing by X-ray diffraction. Critical transition temperatures were measured by a SQUID magnetometer. Samples were weighed before and after silver infiltration to determine the volume fraction of porosity at each stage and to find the degree of silver infiltration. A Micromeritics Accupyc 1330 pycnometer was used to determine the degree of open versus closed porosity. The sample microstructures and the distribution of silver were studied by SEM.

RESULTS AND DISCUSSION

POWDER SYNTHESIS

Submicron (~100nm) size \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) and \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \) powders were synthesized by the citrate sol-gel technique. X-ray diffraction spectra of \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \) composites with different weight percents silver are shown in Figure 1. The x-ray diffraction patterns show the orthorhombic \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) structure for all samples. The x-ray peaks for silver are present as separate peaks suggesting that the silver is present as a separate crystalline phase in the \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) matrix. However, in some samples of \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \), reflections from \( \text{Y}_2\text{BaCuO}_5 \) and/or \( \text{BaCuO}_2 \) are present. Presence of these impurity phases arise due to greater difficulty in complete and efficient removal of \( \text{CO}_2 \) evolved from the decomposition of citrate gel complexes during heat treatments. \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) reacts strongly with \( \text{CO}_2 \) and the reaction products depend on the \( \text{CO}_2/\text{O}_2 \) ratio and the annealing temperature (17).

\( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) precursor derived from the gel decomposition requires calcination and oxygen annealing to obtain the superconducting orthorhombic structure. In this study, it was noticed that presence of silver had a significant effect on the degree of oxygen annealing required to obtain complete oxygenation of the \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) structure. Batches of \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \) containing less than 30 weight percent silver required oxygen annealing following calcination to obtain superconducting orthorhombic structure. No such oxygen annealing was necessary for developing a completely oxygenated structure when batches of \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \) contained 30 weight percent or more silver. X-ray diffraction of powder samples from \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \) containing 20 and 30 weight percent silver without any oxygen annealing, Figure 2., indicate an incompletely oxygenated tetragonal structure for the lower silver content sample but completely oxygenated orthorhombic \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) structure for the higher silver content sample. Table I shows the heat treatments required to obtain completely oxygenated orthorhombic \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) structure in \( \text{Ag-}\text{YBa}_2\text{Cu}_3\text{O}_7-x \) composites with different silver contents. Oxygenation of the \( \text{YBa}_2\text{Cu}_3\text{O}_7-x \) structure occurs by diffusion during the heat treatment and subsequent cooling of the precursor. In this study it was seen that the process of diffusion is slow in bulk samples with low silver content while the diffusive process is enhanced by increasing the silver content. Also, it seems possible to decrease the time of calcination with increasing silver content.
Fig. 1. XRD Patterns of Ag-YBa$_2$Cu$_3$O$_{7-x}$ Composite Powders With Different Silver Contents Prepared by Sol-Gel Co-Precipitation
(a) Pure YBa$_2$Cu$_3$O$_{7-x}$ (b) 20 Wt.% Ag - 80 Wt.% YBa$_2$Cu$_3$O$_{7-x}$
(c) 40 Wt.% Ag - 60 Wt.% YBa$_2$Cu$_3$O$_{7-x}$ (d) 60 Wt.% Ag - 40 Wt.% YBa$_2$Cu$_3$O$_{7-x}$

Fig. 2. XRD Patterns of 20 Wt. % Ag - 80 Wt.% YBa$_2$Cu$_3$O$_{7-x}$ (top) and 30 Wt.% Ag-70 Wt.% YBa$_2$Cu$_3$O$_{7-x}$ (bottom), Both Having Undergone Calcination Prior to Oxygen Annealing.
The results of \( T_c \) measurements made on the Ag-YBa\(_2\)Cu\(_3\)O\(_{7-x}\) powder composites with different silver contents are shown in Figure 3. As indicated in Table I, the onset \( T_c \) remains unaffected up to a silver content of 40 weight percent and decreases slightly above 40 weight percent. There is a slight broadening of the transition width with increasing silver content. Broadening of transition width is usually associated with presence of bulk second phase, silver in this study, especially at grain boundaries. However, in all cases, the materials exhibited zero \( T_c \) at temperatures well above liquid nitrogen temperature (77K).

![A.C. Magnetic Susceptibility measurements as a function of temperature for Ag-YBa\(_2\)Cu\(_3\)O\(_{7-x}\) composite powders.](image)

**Table I : Heat Treatments for Ag-YBa\(_2\)Cu\(_3\)O\(_{7-x}\) Powders**

<table>
<thead>
<tr>
<th>Amount of Silver</th>
<th>Heat treatment</th>
<th>Onset ( T_c ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt %</td>
<td>Vol %</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Calcination And Oxygen Annealing</td>
<td>93</td>
</tr>
<tr>
<td>20</td>
<td>Calcination And Oxygen Annealing</td>
<td>92</td>
</tr>
<tr>
<td>30</td>
<td>Calcination Only</td>
<td>92</td>
</tr>
<tr>
<td>40</td>
<td>Calcination Only</td>
<td>91</td>
</tr>
<tr>
<td>50</td>
<td>Calcination Only</td>
<td>88</td>
</tr>
<tr>
<td>60</td>
<td>Calcination Only</td>
<td>86</td>
</tr>
</tbody>
</table>

**SELECTIVE LASER SINTERING**

Partial liquid phase, necessary for SLS, was created by providing sufficient laser power density to produce a temperature above the peritectic decomposition temperature of YBa\(_2\)Cu\(_3\)O\(_{7-x}\), producing Y\(_2\)BaCuO\(_5\) and a liquid phase, "L" according to the reaction (14,18):

\[ \text{YBa}_2\text{Cu}_3\text{O}_{7-x} \rightarrow \text{Y}_2\text{BaCuO}_5 + \text{"L"} \]

The amount of liquid phase, "L", formed depends on degree of peritectic superheating.

Single layer and multilayer tests of Ag-YBa\(_2\)Cu\(_3\)O\(_{7-x}\), with 20 and 30 weight percent Ag, done at various scan speeds and laser power density did not produce a structurally sound part that could be handled successfully. However, similar tests with pure YBa\(_2\)Cu\(_3\)O\(_{7-x}\) powder produced structurally sound parts at laser power densities above 500W/cm\(^2\). Lack of structural integrity in Ag-YBa\(_2\)Cu\(_3\)O\(_{7-x}\) parts may be due to a decreased ratio of liquid to solid phase.

As shown in Figure 4(a), XRD patterns of selectively laser sintered parts did not exhibit significant crystallinity, irrespective of the laser processing parameters, but did indicate a breakdown of the YBa\(_2\)Cu\(_3\)O\(_{7-x}\) structural phase into various phases, such as Y\(_2\)BaCuO\(_5\), BaCuO\(_2\), and BaCu\(_2\)O\(_2\). The existence of metastable, noncrystalline phases is expected after SLS due to rapid melting and solidification of the ceramic YBa\(_2\)Cu\(_3\)O\(_{7-x}\) in the process. However, following SLS, crystallinity and the superconducting phase, YBa\(_2\)Cu\(_3\)O\(_{7-x}\) were restored in the SLS parts by oxygen annealing and slow, controlled cooling [Figures 4(b) and 4(c)]. Small
amounts of impurity phases of Y$_2$BaCuO$_5$, BaCu$_2$O$_2$ and BaCuO$_{2-x}$ were still found in the samples. As shown in Figures 4(b) and 4(c), samples processed at high laser power density (>1000 W/cm$^2$) had higher degree of non-superconducting phases present in them even after oxygen annealing. Higher laser power density raises the powder temperature enough to result in complete melting which leads to significant chemical segregation and complete breakdown of the YBa$_2$Cu$_3$O$_{7-x}$ structure. Such severe breakdown in structure makes it more difficult for the stoichiometric, orthorhombic structure to be regained completely during oxygen annealing at 930°C for 8 to 10 hours. Lower laser power density (<1000 W/cm$^2$) results in partial melting of the powders, according to the above mentioned peritectic reaction, resulting in partial breakdown of the YBa$_2$Cu$_3$O$_{7-x}$ structure and less chemical segregation. Therefore, nearly phase pure YBa$_2$Cu$_3$O$_{7-x}$ is easily regained by a simple oxygen annealing when the laser power density produces only a partial melting of the YBa$_2$Cu$_3$O$_{7-x}$ powders.

![XRD Patterns](image)

Figure 4. XRD Patterns of (a) SLS YBa$_2$Cu$_3$O$_{7-x}$, (b) SLS and O$_2$ Annealed YBa$_2$Cu$_3$O$_{7-x}$, Sample B, (c) SLS and O$_2$ Annealed YBa$_2$Cu$_3$O$_{7-x}$, Sample D, and (d) SLS, Silver Infiltrated and O$_2$ Annealed YBa$_2$Cu$_3$O$_{7-x}$, Sample H.

Bulk density of various SLS metal and ceramic parts has been found to be affected by laser processing parameters. In this study, bulk density of the laser sintered YBa$_2$Cu$_3$O$_{7-x}$ parts varied from 55% to 75% of theoretical density as the laser power density increased from 500W/cm$^2$ to 1300W/cm$^2$ at a constant scan speed of 1mm/second (Figure 5). Bulk density also varied from 55% to 65% as the scan speed decreased from 2 to 1 mm/second at a constant power density of
750W/cm² (Figure 6). Reduced layer thickness was found to improve the bulk density significantly. However thick layers had to be used in the initial build-up of the structure to prevent displacement of the layers by the traversing roller. Density of the YBa₂Cu₃O₇₋ₓ samples was also measured using the helium gas pycnometer. Using the theoretical density of YBa₂Cu₃O₇₋ₓ and from the densities determined by the pycnometer, it was concluded that the porous, SLS parts had predominantly open, interconnected porosity with only 1% - 2% closed porosity.

Localized heating of the powder bed results in a temperature gradient along the scan line during SLS. If the temperature gradient is large, residual stresses appear in the sample which can lead to macrocracks and debonding of the layers. As shown in Figures 7(a) and 7(b), the surface and cross-section of a laser sintered part of YBa₂Cu₃O₇₋ₓ show some macrocracks but no significant debonding of layers. High laser power density and low scan speeds, which tend to aggravate this problem, also produced no significant debonding of layers in YBa₂Cu₃O₇₋ₓ. Figures 7 also show high degree of open porosity on surface and cross-section which is most desirable for further densification by infiltration.

INFILTRATION

Oxygen annealing of SLS parts at 930°C for 8 to 10 hours restored the desired orthorhombic YBa₂Cu₃O₇₋ₓ structural phase, but did not improve the bulk density of the samples significantly. Higher annealing temperatures (>940°C), for similar time periods, increased the bulk densities moderately but not significantly, but at a cost of partial or complete loss of shape. Partial liquid phase formation can occur in YBa₂Cu₃O₇₋ₓ above 900°C by a eutectic reaction arising due to CuO and/or BaO enrichment in the stoichiometry. The temperature at which this eutectic occurs and the amount of liquid phase formed depends on the deviation from stoichiometry. Therefore, prior to oxygen annealing, densification of the porous SLS parts was achieved by infiltrating silver into the open interconnected pores. Infiltration was done at 970°C to insure melting of the silver (melting point at 960°C) for efficient infiltration. Higher infiltration temperatures lead to shape loss due to excessive melting of the YBa₂Cu₃O₇₋ₓ. For the same reason the infiltration process at 970°C was continuously monitored and the process was stopped in 10 to 30 minutes when all the silver atop the YBa₂Cu₃O₇₋ₓ samples had melted and infiltrated into the pores. Keeping the time periods for infiltration short prevented any loss of shape, even though the infiltration temperature (970°C) was above the eutectic temperature. This is probably due to relatively small amount of liquid phase formed. However, such short time periods of infiltration did not result in restoration of the YBa₂Cu₃O₇₋ₓ phase in the parts. Therefore, following SLS and silver infiltration, the samples were oxygen annealed at 930°C for 8 to 10 hours.

As shown in Figure 8, infiltration occurred throughout the cross-section of the sample with large, continuous pores being infiltrated completely by silver while infiltration into micropores was limited. This is probably due to the relatively high viscosity from the small superheating of the molten silver, thus hindering infiltration into micropores. The bulk density of the samples after silver infiltration was found to be 85% to 90%. The volume fraction of silver in the samples varied from 30% to 45% depending on the volume fraction of pores before infiltration and the extent of infiltration.

SQUID magnetometer Tc measurements for different samples are shown in Figure 9. Tc (onset) under zero field conditions for all the samples is approximately 88K to 90K. There is a slight broadening of the transition width for samples processed under aggressive laser conditions and also for the silver infiltrated parts. Transition width broadening is usually associated with the presence of bulk second phases. Parts processed under aggressive laser conditions have some impurity second phase, as evidenced from X-ray diffraction, which results in transition width broadening. Silver infiltrated parts have continuous networks of silver as a second phase causing
Figure 5. SEM Micrographs of a SLS YBa$_2$Cu$_3$O$_{7-x}$ Sample (A) Surface and, (B) Cross-section.

Figure 6. Bulk Density as a Function of Laser Power

Figure 7. Bulk Density as a Function of Laser Scan Speed.
Figure 8. SEM Micrographs of SLS and Silver Infiltrated YBa$_2$Cu$_3$O$_{7-x}$ Samples.

Figure 9. Field-Cooled (20 Gauss) Magnetization Data versus Temperature for  [a] As Prepared YBa$_2$Cu$_3$O$_{7-x}$ Powders, [b] Low Laser Power SLS and O$_2$ Annealed YBa$_2$Cu$_3$O$_{7-x}$, Sample B, [c] High Laser Power SLS and O$_2$ Annealed YBa$_2$Cu$_3$O$_{7-x}$, Sample D, [d] Low Laser Power SLS, Silver Infiltrated and O$_2$ Annealed YBa$_2$Cu$_3$O$_{7-x}$, Sample H, and [d'] Data of curve (d) divided by (1- Ag weight fraction).
the broadening. However, in all cases, $T_c^{zero}$ occurs well above the liquid nitrogen temperature of 77K. Comparison of diamagnetic signals of samples processed by SLS and oxygen annealing (Figures 9b and 9c) with that of as prepared YBa$_2$Cu$_3$O$_{7-x}$ powders (Figure 9a) reveals that SLS followed by oxygen annealing does not result in any significant reduction in the fraction of superconducting phase. This is in good agreement with the XRD data which shows very small quantities of non-superconducting phases after SLS and oxygen annealing. Similarly, comparison of Figures 9d' and 9a shows that silver infiltration in conjunction with SLS does not result in any significant fraction of non-superconducting phases. This is also in good agreement with the XRD data and indicates that no chemical reaction occurs during silver infiltration to result in any non-superconducting phases, as also observed by other studies on Ag-YBa$_2$Cu$_3$O$_{7-x}$ composite studies (5,19).

**TABLE II. SLS Processing Parameters and Post-SLS Processes Used.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Laser Power (W/cm$^2$)</th>
<th>Speed (mm/sec)</th>
<th>Ag Infiltration ($970^\circ$C)</th>
<th>O$_2$ Anneal ($930^\circ$C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>600</td>
<td>1.0</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>B</td>
<td>750</td>
<td>1.0</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>C</td>
<td>1000</td>
<td>1.0</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>D</td>
<td>1300</td>
<td>1.0</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>E</td>
<td>750</td>
<td>1.5</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>F</td>
<td>750</td>
<td>2.0</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>G</td>
<td>600</td>
<td>1.0</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>H</td>
<td>750</td>
<td>1.0</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>I</td>
<td>1000</td>
<td>1.0</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

Fine (~100 nm) powders of superconducting YBa$_2$Cu$_3$O$_{7-x}$ and Ag-YBa$_2$Cu$_3$O$_{7-x}$ were successfully synthesized by a simple sol-gel technique. Presence of silver in the YBa$_2$Cu$_3$O$_{7-x}$ aided in the oxygenation of the superconductor necessary during annealing. The fine powders were then successfully fabricated into bulk, porous shapes by selective laser sintering which were subsequently densified by silver infiltration. The relationships between laser processing parameters and the resulting physical and superconducting properties can be summarised as follows:

1. Bulk density of SLS YBa$_2$Cu$_3$O$_{7-x}$ parts improves with increased laser power density, reduced scan speed, and reduced layer thickness.
2. Oxygen annealing restored nearly phase pure orthorhombic YBa$_2$Cu$_3$O$_{7-x}$ structure in parts processed under lower laser power density (<1000 W/cm$^2$).
3. Silver was found to infiltrate successfully into large, continuous pores, improving the bulk density, while micropores were infiltrated partially.
4. $T_c^{onset}$ for SLS parts and silver infiltrated parts were 88 K - 90K.
5. Broad transition widths were observed for parts processed under high laser power and for those infiltrated with silver.
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Abstract
Selective Laser Sintering (SLS) of Al\textsubscript{2}O\textsubscript{3} with an organic binder to create the green part is reported. The effect of processing parameters on the strength and density of parts produced by SLS are examined. The effect of particle size on the process and resulting green strength was studied. Two methods of applying the polymer binder to the ceramic powder, i) spray drying and ii) mixing, are compared.

Introduction
Selective Laser Sintering (SLS) has been employed as a method of forming parts from Al\textsubscript{2}O\textsubscript{3}. Three approaches to SLS of Al\textsubscript{2}O\textsubscript{3} may be employed to make parts. These are i) use an inorganic binder\textsuperscript{1,2,3} to bond the Al\textsubscript{2}O\textsubscript{3} particles, ii) use an organic binder such as poly methyl methacrylate\textsuperscript{4} (PMMA) to bond the alumina and iii) direct sintering of the Al\textsubscript{2}O\textsubscript{3} powder. This paper describes the experiments done on the laser sintering of Al\textsubscript{2}O\textsubscript{3} powder of various sizes with organic binders and reports the properties of the green SLS parts.

When an organic binder is used the binder may be removed completely at a later stage by burnout. Thus, with the proper choice of the binder, it has the advantage of little material contamination and of being a low temperature SLS process.

Experiments
Three kinds of Al\textsubscript{2}O\textsubscript{3} powder were investigated for this study. The characteristics are shown in table I. The 2\textmu m and 8\textmu m powders contained some flocculants that were removed by heating to 800\textdegree C.
Agglomeration of the particles as received was observed only for 8\(\mu\)m particles. The 2\(\mu\)m particles had limited agglomeration following the 800C thermal treatment.

Table I

<table>
<thead>
<tr>
<th>Sample Ave. Particle size</th>
<th>Composition</th>
<th>Agglomeration</th>
</tr>
</thead>
<tbody>
<tr>
<td>2(\mu)m</td>
<td>99.5% Al2O3</td>
<td>Some</td>
</tr>
<tr>
<td>8(\mu)m</td>
<td>85%Al2O3, 2%CaO, 1%MgO, bal SiO2</td>
<td>Particles were in 70-100(\mu)m agglomerates.</td>
</tr>
<tr>
<td>15(\mu)m</td>
<td>99.5% Al2O3</td>
<td>None</td>
</tr>
</tbody>
</table>

Two methods of applying the PMMA to the powder were used: i) mixing the polymer powder with the ceramic powder and ii) Spray drying the ceramic powder with the polymer emulsion using conditions shown in table II. The polymer powder used for the mix was obtained by spray drying the polymer emulsion.

The 2\(\mu\)m powder was spray dried with poly methyl methacrylate (PMMA) emulsion to 35 and 25 vol\% respectively according to conditions listed in table II.

Table II Spray drier conditions

<table>
<thead>
<tr>
<th>Inlet temperature ((^{\circ})C)</th>
<th>Outlet temperature ((^{\circ})C)</th>
<th>Atomizer speed (RPM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>90 to 105</td>
<td>30,000</td>
</tr>
</tbody>
</table>

The agglomerates of the 8\(\mu\)m powder were mixed with PMMA powder produced by spray drying and processed by SLS. Three volume fractions 20, 30 and 40 vol\% of PMMA were employed. These exhibited good green strengths after SLS.

The agglomerates of the 8\(\mu\)m material were also spray dried with PMMA to 30 vol\% after adding a viscosity enhancer (Xantham
gum, 0.5%) and tested by SLS. The Xantham gum was necessary to reduce the settling of the agglomerates. The 70-100μm agglomerates of 81.4μm particles were broken down using an attritor. This attrited powder was processed both by mixing with PMMA powder and also by spray drying with PMMA. The 15μm powder was spray dried with PMMA to 30 vol% and the uncoated 15μm ceramic was added to dilute the concentration of PMMA to 25 vol%. Parts were made and density and bend strength determined. As a comparison the 15μm was also mixed with PMMA powder to 25 vol% and parts made by SLS and density and bend strength determined.

The following processing parameters were used for the SLS experiments. The powder bed was maintained at a temperature of about 850°C and laser power kept constant at 10W. The scan line spacing was fixed at 0.005". The layer thickness was fixed at 0.007". The beam speed was varied to alter the power density incident on the layer per unit area in cal/cm². Specimens were tested for both bend strength and density. The volume of the specimen was determined by measurement to estimate the density. The bend strength was determined with a three point bend test using an INSTRON constant displacement rate machine.

Results and discussion.

SLS of parts from the 21μm powder at both 25 and 35 vol% produced low strength green parts. Strong green parts were produced when the agglomerates of 8μm powder was mixed with PMMA powder and processed by SLS. The variation of bend strength and density with power density of these samples are shown in Figure 1 and Figure 2. When the agglomerated powder was spray dried with PMMA the agglomerates broke down during spray drying. Strong parts were not produced by SLS from the spray dried powder. When the 8μm powder is deagglomerated it does not form agglomerates that can be spray dried with PMMA. Strong parts were produced when the agglomerates of 8μm powder was mixed with PMMA powder and processed by SLS. The variation of bend strength and density with power density of these samples are shown in Figure 1 and Figure 2. When the agglomerated powder was spray dried with PMMA the agglomerates broke down during spray drying. Strong parts were not produced by SLS from the spray dried powder.
Fig. 1. Effect of power density and binder volume fraction on density of parts from agglomerates of 8\(\mu\)m powder by SLS

Fig. 2. Effect of power density and binder volume fraction on bend strength of parts from agglomerates of 8\(\mu\)m powder by SLS
strong parts when mixed or spray dried with PMMA partly due to the nonuniform coating of the powder. The 15μm powder mixed and spray dried produced reasonable green strengths. The bend strength and density of the samples from 15μm powder are shown in Figure 4 and Figure 5.

Effect of binder content on strength.
Equation 1 relates the effect of binder content to the strength of composite\(^5\).

\[
\sigma = k \left( \frac{V_b}{V_p} \right)^{0.75} (\gamma E/G)^{0.5}
\]

(1)

where \(\sigma\) = strength of porous material, \(k\) = constant, \(V_b\) = volume content of binder phase, \(V_p\) = volume content of primary phase,

\(\gamma\) = Surface fracture energy, \(E\) = Young's modulus and \(G\) = Grain size. This equation was derived for brittle materials built up of particles joined at points of contact. A curve fit of the strength to the \(V_b/V_p\) ratio for three volume fractions of the polymer in the case of

![Figure 3. Effect of binder volume fraction on bend strength](image)
the agglomerates of 8μm powder is shown in Figure 3. The exponent according to the curve fit is 0.86 with R=0.92. Further experimentation is necessary to establish an appropriate model.

This result that the bend strength will decrease with decreasing content of polymer binder is expected since all the strength is associated with the binder and binder/ceramic interaction.

**Effect of binder content on density.**

There is not much variation in observed density of the parts with binder content. At a higher volume fraction of polymer there is sufficient polymer to melt and flow and cause an increase in density beyond the powder bed density. At low volume fractions of polymer this is not the case. Hence even though the theoretical density of powder mixtures of 20 and 40 vol% PMMA is 3.41 and 2.86, respectively, the density of parts made from them is approximately the same, 1.05g/cc.

**Effect of power density on strength.**

At low power densities insufficient melting and flow of binder occurs causing poor strength. At high power densities decomposition of the polymer occurs over a wider area causing a reduction in the strength. An intermediate value of the power density gives a higher strength. This may be seen in Figure 2 and Figure 5.

**Effect of particle size on the process.**

As the particle size decreases the strength of the part decreases. This is due to the greater surface area that the binder has to contact. If the binder is spread uniformly on all particles this will give rise to a thinner layer of the polymer with decreased particle size. Therefore there will be a smaller bonding area resulting in decreased strength. This may be seen from the fact that both 2μm and 8μm particle sizes do not form strong parts. The 8μm powder when present as agglomerates of 70 - 100 μm size forms strong parts.
Figure 4. Effect of spray drying vs. mixing on density of SLS samples for the 15μm Al₂O₃.

Figure 5. Effect of spray drying vs. mixing on bend strength of SLS samples for the 15μm Al₂O₃.
Figure 6. Microstructure of parts made from agglomerates of 8μm Al₂O₃. a) Low magnification b) High magnification
when mixed with the polymer. This effect is partially due to the nonuniform coating associated with the spray drying.

**Effect of spray drying vs mixing of the polymer.**

The effect of spray drying vs mixing for the 15μm Al₂O₃ may be seen in Figure 4 and Figure 5. Under identical conditions the strength for samples from spray dried powder is almost twice the strength for samples from the mixed powder. In the case of spray dried powder the polymer is more homogeneously distributed and the powder more uniformly coated. The 15μm powder is present as 50μm polymer/Al₂O₃ agglomerates in the case of spray dried powder. The density of parts produced by SLS is also higher for spray dried powder as shown in Figure 4.

**Microstructure of the composites.**

These composites have interconnected porosity with the alumina particles bonded together by the polymer. The polymer envelops the alumina particles. This may be seen from Figure 6 which shows the surface of a part made by SLS from the agglomerates of 8μm powder.

**Summary.**

The variables involved in the SLS of alumina using an organic binder are examined. The strength of the green parts produced increases with the volume fraction of the binder. The strength of the parts produced decreases with decreasing particle size. At high laser power density the strength of the parts produced is reduced. Spray drying homogenizes the polymer distribution and strengthens the parts.
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Abstract

A computer model for the sintering of ceramic/polymer composite materials has been established based on empirical sintering rate data. The model calculates sintering depths which result from variations in the operating parameters which include laser power, beam speed, scan spacing, scan vector length, and initial temperatures of the powder and surroundings. Sintering depths measured in multiple layer parts made of polymer coated ceramic powders are compared to sintering depths calculated by the sintering model.

Introduction

In this paper, the development of a sintering model for composite materials is examined. The sintering model for composites is based strongly on a previously developed model which calculates the extent of sintering and subsequent densification of amorphous polymer powders in response to Selective Laser Sintering (SLS) operating conditions and scanning parameters [Nelson, 1993].

Composite materials are comprised of a non-sintering phase, ceramic or metal, and a sintering phase, polymer. The non-sintering phase is either mixed or coated with the polymer prior to sintering. As the laser scans the composite powder during the part build, the polymer is selectively melted, and upon cooling, solidifies binding the non-sintering phase together. Post-processing of green SLS part removes the polymer phase and bonds the ceramic or metal in a homogeneous phase.

The material system examined in this paper is a ceramic/polymer composite. The ceramic is Silicon Carbide (SiC), and the polymer is poly(methyl methacrylate). The polymer is polymerized in emulsion form, and in a subsequent step, the SiC powder is coated with a thin layer of polymer in a spray dryer. Twenty-five volume percent polymer is applied to the ceramic powder in the spray drying step, then uncoated ceramic is added to reduce the polymer content to twenty volume percent.

Sintering Model

The development of a computer model is crucial in the understanding and future automation of the SLS process. The sintering model is used as a tool to investigate how the various process variables (i.e. scan speed, laser power, and scan spacing) effect the quality of the finished SLS parts. A sintering model also allows one to perform a

---

1A "green" part refers to the state of the SLS object after removal from the sintering machine but before undergoing any post-processing steps.
parametric analysis to study how variations in one parameter affect the sintering depths within a powder layer.

The first building block, used to model the thermal gradients in the SLS powder bed, is the differential equation for thermal diffusion. The differential equation is written in one-dimension as follows:

$$\rho \epsilon C_p(T) \frac{\partial T}{\partial t} - \frac{\partial}{\partial z} \left( K(\epsilon, z) \frac{\partial T}{\partial z} \right) = G(\epsilon, z)$$  \hspace{1cm} (1)

$$-K \frac{\partial T}{\partial z} = Q_{0(z,t)} + h(T - T_\infty) \hspace{1cm} \text{at } z = 0, \quad t > 0$$  \hspace{1cm} (2)

$$-K \frac{\partial T}{\partial z} = 0 \hspace{1cm} \text{at } z = L, \quad t > 0$$  \hspace{1cm} (3)

where $\rho$ is the bed density at position $z$, $C_p$ is the specific heat, $K$ is the thermal conductivity, $T$ the temperature, $t$ the time, $G$ is the internal heat source, $Q$ the heat source term at the surface, and $h$ the heat transfer coefficient which includes contributions from both convection and radiation transfer at the surface, and $T_\infty$ the ambient temperature. The flux term, $Q$, represents the energy input from the laser as a function of the laser power, laser spot size, scan speed, and scan spacing.

The thermal-diffusion equation, Equation (1), is used to calculate the thermal profiles within a solid region as a function of the thermal properties of the material and the boundary conditions. However, during sintering the material properties change as a function of the void fraction, or porosity, within the solid. Therefore, the material properties are calculated as a function of both temperature and void fraction. The porosity is related to the bed density, $\rho$, and the material solid density, $\rho_s$, by the expression,

$$\epsilon = \frac{(\rho_s - \rho)}{\rho_s}$$  \hspace{1cm} (4)

and is a function of the powder size distribution, the powder aspect ratio, and the fraction of sintering that has occurred.

The second building block is the sintering model which is used to calculate the change in void fraction as a function of temperature. Several theoretical models are available to model sintering; however, these models are not adequate for powders with broad particle size distributions, or more importantly for composite materials. The sintering rate used in this study is an empirical rate measured using an oven sintering apparatus, [Nelson, 1990; Nelson 1993]. Sintering rate data is acquired at several temperatures 10 to 50 K above the $T_g$ or $T_m$ of the material. The temperature dependence of the sintering rate is calculated, and the rate data is extrapolated into the regime where sintering occurs during laser processing.

This method works very nicely for homogeneous polymeric materials (i.e., polycarbonate), however, because the composite material is primarily a ceramic phase, which sinters at very high temperatures relative to the polymer phase, the total densification during oven sintering at the highest operating temperatures was only about 5 percent. Since the amount of sintering was so small, the uncertainty in the extrapolated
rate data was large. For this reason, we measured the sintering rate of a sample of polymer binder in powder form.

Therefore, instead of measuring the rate at which the composite material sinters, we obtained the sintering rate of the binder. Our next task, was to relate the polymer sintering rate to the composite sintering rate. After proposing several models for the interactions that may occur during the sintering of ceramic agglomerates coated with a polymer binder, we settled on a very simple model. Basically, the ceramic and the polymer are treated as two separate powders, and the change in void fraction only occurs in the polymer phase. By this approximation, if the polymer phase completely sinters to full density, the overall change in void fraction is proportional to the amount of polymer present. In our study, the complete sintering of polymer results in the complete sintering of 20 percent of the composite material.

The two building blocks described above, the thermal diffusion equation and the sintering rate equation, are combined in a one-dimensional finite element program optimized to model powder sintering. This transient model calculates the temperature profiles within the powder bed during SLS processing. Within each time step, the temperature profile is used to compute the degree of sintering at each node, and any changes in porosity are calculated. The simulation is complete when the temperature of the powder bed drops below the softening temperature of the polymer where sintering no longer occurs.

**Material Properties**

In order to model sintering and the subsequent densification during SLS processing, four pieces of information about the material system must be known which are the thermal conductivity, specific heat, density, and sintering rate of the composite material. Traditionally, the thermal properties of powders are not readily available, therefore, methods of measurement and calculation of the thermal properties must be examined. Calculation of the thermal properties of a powder poses several challenges. The fact that the material system focused upon in this paper is a composite, increases the difficulty of calculation. Techniques for measurement and prediction of the thermal properties needed for the development of a sintering model are presented below.

**Density**

The solid density of the composite material is calculated as a function of densities of the individual materials,

\[
\rho_s = \phi \rho_{pmma} + (1 - \phi) \rho_{sic}
\]

where \( \phi \) is the volume fraction of polymer binder. For our material system, the polymer comprises 20 percent of the total volume and has a density of 1.2 g/cm\(^3\). The ceramic, Silicon Carbide has a solid density of 3.217 g/cm\(^3\). Therefore the solid density of the composite material is 2.81 g/cm\(^3\) by Equation (5).

The density of the agglomerated powder is calculated as a function of the solid density and the powder porosity, Equation (4). The initial porosity of the powder bed is 0.5, which corresponds to a density of 1.41 g/cm\(^3\). As the porosity decreases, the density of the powder bed approaches the solid density of the composite.
Specific Heat

The specific heat of the composite is calculated as the mass average of the specific heats of each phase,

\[ C_p = \xi C_{p,\text{poly}} + (1 - \xi) C_{p,\text{SiC}} \]  

(6)

where \( \xi \) is the weight fraction of polymer binder. For the composite material system, the weight fraction of polymer is 0.085, which corresponds to a volume fraction of 0.20 polymer. The weight fraction and the volume fraction are related by the following,

\[ \phi_i = \frac{\rho_i \xi_i}{\rho_2 \xi_1 + \rho_1 (1 - \xi_1)} \]  

(7)

where the two components are designated by the subscripts 1 and 2.

The specific heat of a material can be readily measured using a DSC (Differential Scanning Calorimeter) or similar apparatus. Figure 1 presents specific heat data for each phase (solid lines) and for the composite (dashed line). The specific heat of PMMA was unavailable at the time of the simulation, therefore, the specific heat of polycarbonate was used in the calculations. The specific heat of the polymer is double that of the silicon carbide. The specific heat of the composite calculated from a mass average of the two components agrees fairly well with the measured data.

---

**Figure 1** Effective specific heat of the powder bed. The markers (●) represent data measured using a DSC. The specific heat of the composite calculated by a mass average is represented by a dashed line.
Thermal Conductivity

For most solid materials, thermal conductivity data is reported at one or more temperatures. However, the thermal conductivity data for powders is not readily available. Therefore, the properties of powder must be measured or modeled. The transient heat conduction method [Naumann, 1983] is one method used to measure thermal conductivity of a powder. The transient method is used by Xue, [Xue, 1991], to measure thermal conductivity of powders used in the SLS process. The data reported below for the SiC/PMMA system was measured by Xue using a water bath method and a laser-heated method, [Shi, 1993]. In Figure (1), thermal conductivity data measured by both methods is reported for the composite material at a bed void fraction, \( \varepsilon \), of 0.53. The water bath method and the laser heating method are represented by circles (●) and diamonds (◆), respectively. The water bath method is limited to temperatures below 100 °C; however, the laser heat method allows the measurement of thermal properties at higher temperatures. The sharp increase in thermal conductivity above 100 °C is due to the sintering of the polymer, and the improved contact between Silicon Carbide (SiC) particles.

The model considered for the calculation of the thermal conductivity was published in 1957 by Sakae Yagi and Daizo Kunii [Yagi, 1957] at The University of Tokyo. Yagi and Kunii presented a theoretical model for the effective thermal conductivity of packed beds. The influence of both packing characteristics and temperature on the effective thermal conductivity was studied by comparisons with experimental data. The general equation derived is reduced to the following in the case of gas-filled voids in a motionless fluid:

\[
\frac{k_e^o}{k_s} = \frac{\beta(1 - \varepsilon)}{\gamma \left(\frac{k_s}{k_g}\right) + \frac{1}{\varphi} + \frac{D_p h_{rv}}{k_s} + \frac{D_s h_{rs}}{k_s}} + \varepsilon \beta \frac{D_p h_{rv}}{k_s}
\]

where \( k_e^o \) is the effective thermal conductivity of the powder, \( k_g \) and \( k_s \) are the thermal conductivity of the gas and the solid respectively, \( \varepsilon \) is the void fraction of the powder bed, \( D_p \) is the average particle diameter, \( h_{rv} \) and \( h_{rs} \) are the radiation heat transfer coefficients for void to void and solid surface to solid surface, and the remaining variables describe the geometry of the packing. The factor \( \gamma \) is defined as the effective length of solid relating to thermal conduction, divided by the mean diameter of the solid. The factor \( \beta \) is defined as the ratio of the average length between the centers of two neighboring solids in the direction of heat flow, to the mean diameter of the packing. The factor \( \varphi \) is defined as the ratio of the effective thickness of fluid film through which heat is conducted to the mean diameter of the packing material. The geometric factors were found by analyzing experimental data reported for effective thermal conductivity, and correlating the data with the theoretical equations. Values of \( \varphi \) are calculated as a function of void fraction, \( \varepsilon \), from experimental data previously reported for air. The data conforms to Equation (9).

\[
\varphi = 0.1927 \times \varepsilon^{1.8544}
\]

The values of both \( \beta \) and \( \gamma \) are approximately unity, for all cases where the packing particles were either spherical or cylindrical.
Table 1 summarizes the solid and gas thermal conductivity data used to calculate the thermal conductivity of the powder. Because the Yagi-Kunii model, Equation (8), considers only one material, the thermal conductivity of the ceramic and the polymer must be consolidated into an effective thermal conductivity, \( k_{s,\text{eff}} \), of the solid composite material. The effective thermal conductivity of the composite is then used to calculate the effective thermal conductivity of the powder. Two methods are used to calculate the effective thermal conductivity of the solid. First, a simple volume average of the solid thermal conductivity data is considered, Equation (10). As shown in the fifth column of Table 1, this method heavily weights the thermal conductivity of the ceramic. The second method consists of a more complex means of calculating an equivalent thermal conductivity. Based on the assumption that each ceramic particle is evenly coated with polymer, a one-dimensional resistance model is defined, and the effective thermal conductivity is calculated by integrating the thermal conductivity through the particle, [Badrinarayan, 1990]. This method heavily weights the thermal conductivity of the polymer, because all of the heat conducted through the particle must pass through a thin film of polymer. As the thickness of the polymer coating increases, the effective thermal conductivity of the particle approaches that of the polymer.

\[
k_{s,\text{eff}} = (\phi)k_{s,\text{PMMA}} + (1 - \phi)k_{s,\text{SiC}}
\] (10)

<table>
<thead>
<tr>
<th>Temperature, K</th>
<th>solid material, ( k_s ) (W/m-K)</th>
<th>gas, ( k_g ) (W/m-K)</th>
<th>composite material (SiC/PMMA), ( k_{s,\text{eff}} ) (W/m-K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SiC</td>
<td>PMMA</td>
<td>Air</td>
</tr>
<tr>
<td>300 (27°C)</td>
<td>456.3</td>
<td>0.195</td>
<td>0.026</td>
</tr>
<tr>
<td>370 (97°C)</td>
<td>383.4</td>
<td>0.248</td>
<td>0.031</td>
</tr>
<tr>
<td>440 (167°C)</td>
<td>310.6</td>
<td>0.30( ^\dagger )</td>
<td>0.036</td>
</tr>
</tbody>
</table>

\( ^\dagger \) extrapolated  
\( ^\text{Y} \) method derived by Badrinarayan, 1990

Figure 2 compares the measured and calculated effective thermal conductivity of a randomly packed bed of coated ceramic particles. The lines represent the thermal conductivity calculated using the Yagi-Kunii model in conjunction with the effective thermal conductivity of the solid listed in Table 1. The void fraction of the powder bed is decreased linearly from 0.53 (370 K) to 0.41 (420 K) to account for sintering of the polymer phase. The change in void fraction is based on density measurements made by Xue. Although there is a significant difference between the effective thermal conductivity of the composite, the effective thermal conductivity of the powder differs by approximately 20 percent. However, the thermal conductivity model fails to capture the true temperature dependence of the composite material.
Figure 2 Effective thermal conductivity of the powder bed where the SiC particles are coated with 20% by volume PMMA, and the void fraction is 0.53. The markers represent data measured by the (●) water bath method, and the (●) laser heating method. The lines represent values of thermal conductivity calculated using the Yagi-Kunii model. The solid thermal conductivity used in the model is either (●●●) a volume average, or (−−−) an equivalent conductivity, see Table 1.

Sintering Rate
The sintering rate measurement is a key element in the sintering model. Figure 3 shows rate data for both pure PMMA powder and for the composite spray dried powder. The data points represent isothermal rate measurements made using an oven sintering apparatus. The temperatures at which the experiment was performed ranged from 100 to 150 °C. The temperature range used is dependent on the softening temperature of the binder (low value) and the viscosity of the binder (high). Below the softening temperature no sintering occurs. And at higher temperatures, sintering occurs too quickly, and may finish before the sample reaches an equilibrium temperature. Typically, the operating range is between 10 to 50 °C above the softening temperature of the binder.
Results and Discussion

Analyzing the results posed several challenges. First, during the actual SLS processing of the composite material, there is no noticeable change in density. Consequently, the density of the green part is the same as that of the unsintered powder. This negligible change in density during SLS processing prevents the direct comparison of sintering model results to the experimental data. For example, in the case of the amorphous sintering model [Nelson, 1993], a direct comparison was made between the density of a SLS part to the density calculated by the sintering model. However, this correlation cannot be made for the composite materials.

Therefore, another means of comparing model results to a measurable parameter has to be established. Bending strength data is available for SiC/PMMA composite SLS parts as well as pictures of the fracture surfaces, [Vail, 1993]. In order to compare the sintering model results to this experimental data, the SLS operating parameters used to make the composite parts via SLS, are used to calculate the surface boundary condition in the model. For the sintering model, a void fraction profile is obtained after the sintering is complete.

To reduce the number of variables in the analysis, the SLS operating parameters are reduced to an energy per unit area, $A_N$ (cal/cm$^2$), Equation (11). Figure 4 compares both the bending strength of SLS green parts and the percent change in void fraction of the fusible material to the energy flux.

$$A_N = \frac{\text{laser power}}{(\text{beam speed})(\text{scan spacing})}$$ (11)
Both curves increase as the energy flux increases, which is the expected response. In Figure 4a, the change in the initial void fraction of the polymer phase is plotted versus the energy input. As the energy flux is increased, the powder reaches higher temperatures leading to more sintering. In Figure 4b, as the energy flux increases, the strength of the SLS parts increases leveling off at higher values of $A_N$.

![Figure 4](image)

**Figure 4**: Effects of an increase in the energy per unit area delivered by the laser during a part build. The predicted change in void fraction (left), and the measured bending strength of test bars via SLS processing (right).

The data in Figure 4 can be replotted by relating the two curves by their common variable, $A_N$. Based on the assumption that the strength increases as the void fraction decreases, the sintering model accurately predicts the expected trends.

![Figure 5](image)

**Figure 5**: Comparison of model results to measured bending strengths.
Summary

The task of developing a laser sintering model for composite materials has presented several challenges. A very simple sintering model to explain void reduction is used because of a lack of information about the sintering of polymer coated agglomerates. The thermal properties of the composite material are calculated from the material properties of each phase. The material properties and the sintering rate data for the composite material are combined in a sintering model which calculates temperature and void fraction profiles in one-dimension. The results of the numerical analysis compare favorable to the measured bending strengths of composite test bars via SLS. The general trends of increasing strength and decreasing void fraction are compared over a range of SLS operating parameters. Future modeling should focus on the interactions between particles and agglomerates during two phase sintering.
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MEASUREMENT OF THE THERMAL CONDUCTIVITY OF POWDERS BY TWO DIFFERENT METHODS

Samuel S. Sih and Joel W. Barlow
Chemical Engineering Department
University of Texas at Austin

Abstract

The thermal diffusivities and thermal conductivities of powders, especially PMMA-coated silicon carbide, at various temperatures, have been tested by two different dynamic methods, the water-bath method and the laser-heated method. The thermal conductivity data found by these two techniques are found to be consistent with each other.

A Review of the Two Techniques

A Differential scanning calorimeter (DSC), DSC-7 made by the Perkin-Elmer Company, has been used [1] to measure the heat capacities at various temperatures for all of the powders used. The heat capacities of the powders were found to be functions of temperature. The specific heats of all the powders are found to be the same as those of the corresponding solids.

The thermal conductivities of powders are measured by an unsteady state method with two water baths of small temperature differences[1,2,3]. The range of the temperatures investigated, limited by the boiling point of water in the water-bath method, was mainly from 30-90°C, i.e. below the sintering temperatures of the powders. During the process of raising the temperature, sometimes bubbles of air were seen to adhere to the outside surface of the sample tube which obviously decreases the rate of the transfer of heat. The authors found that the formation of air bubbles may be avoided by the addition of some soap solution into the water baths to decrease the surface tension of the water used. Only small changes in temperature, typically 10°C, are used. This is necessary to account for the temperature dependent thermal properties at the powder beds.

As the temperatures used during the SLS process are not limited to the ambient temperatures, a laser-heated method [5,6,7] was adopted to study thermal conductivity at the higher temperatures. This technique uses a laser to heat the surface of a sample powder bed while a thermocouple at a certain depth inside the powder bed records the rise of temperature against time.

Figure 1 shows the basic experiment. The powder bed is contained in a 1 inch diameter by 5 inch long glass tube. The bed temperature is maintained at the desired temperature by a 675 watt Tempco Co. coil heater (MHS1255BL02). That is controlled by a pulsed DC output temperature controller (Omega CN76120). The pulsed output is used to switch a solid state relay connected a the heater AC power line. The powder samples completely fill the sample tube. The center temperature, 1 cm below the bed surface, is measured with a thermocouple. The tube is wrapped with thin aluminum foil and placed inside the coil heater.
One might have the worry whether the heat energy supplied through the coil heater might interfere with the energy supplied by the laser power. But actually, with the short incidence of the laser light (from 1 min. to about 4 min.) and with the small change in temperature caused by the laser, the coil heater generally sends in little energy, if any.

**Experimental Results**

The PMMA-coated SiC, prepared by Neal Vail, has 19.3 vol% of the polymer. The solid density for PMMA is 1.2 g/cc, the solid density of SiC is 3.217 g/cc. So the solid density of the PMMA-coated SiC is 2.827 g/cc. The bulk density of the powder sample we used for the water bath method was 1.328 g/cc. Consequently, the porosity of the powder sample was 0.530. The temperature range for the water bath method was 30-90°C. One of the temperature vs. time curve of water bath runs is shown below. (See Figure 2.)
Figure 2. PMMA-coated SiC powder temperature rising curve, 50-60°C

Figure 3. Y1 vs time graph for the same powder and same heating cycle

The analysis of the water bath data is done according to the procedure discussed before. [1] The Y1 vs time graph for the PMMA-coated SiC powder, from 50-60°C is shown in Figure 3. (See Figure 3.)

The heat capacity of the PMMA-coated SiC powder vs. temperature is shown in Figure 4. (See Figure 4.) The resulting thermal conductivity of the PMMA-coated SiC powder vs. temperature is shown in Figure 5.

Figure 4. The heat capacity vs. temperature curve of PMMA-coated SiC powder

Figure 5. The thermal conductivity vs. temperature curve of PMMA-coated SiC powder

The porosity of the powder of the PMMA-coated SiC which we tested through the laser-heated method was also 0.530. The temperature rise vs. time curve of one of the runs of the laser-heated method is shown in Figure 6.
The data are analyzed by the ratio method as discussed before [5]. For the run of Figure 6, the reading of the temperature at 90 sec. was 127.82°C, and the reading of the temperature at 180 sec. was 131.15°C. (The reading of the numbers were obtained not through the graph, but through the output of the data acquisition system.) As the initial temperature of the run was 126.05°C, the ratio, \( R \), of the two temperature differences at the two time periods is

\[
R = \frac{131.15 - 126.05}{127.82 - 126.05} = 2.88 \tag{1}
\]

The mathematical solution for this semi-infinite 1-D heat conduction problem [5] is

\[
\Delta T(z, t) = \frac{2\pi l_0}{\kappa} \sqrt{\alpha t} \text{erf} \left( \frac{z}{2\sqrt{\alpha t}} \right)
\]

\[
R = \frac{\Delta T(L, 2t)}{\Delta T(L, t)} = \frac{T_2 - T_0}{T_1 - T_0} = \frac{\sqrt{2} \text{erf} \left[ \frac{L}{2\sqrt{\alpha t}} \right]}{\text{erf} \left[ \frac{L}{2\sqrt{\alpha t}} \right]}
\]

\[
\sqrt{2} \text{erf} \left[ \frac{1}{2\sqrt{2}\sqrt{F_0}} \right] = \frac{1}{\text{erf} \left[ \frac{1}{2\sqrt{F_0}} \right]}
\tag{2}
\]

In the above equation, the Fourier number, \( F_0 = \alpha t_1/L^2 \), and \( L \) is the depth of the point beneath the surface at which the thermocouple is placed.

The authors wrote a Fortran program for the above relationship and got a table to find out the value of \( F_0 \) for every definite \( R \) value, in Equation (2). For the value of \( R = 2.88 \), we found \( F_0 = 0.322 \). Therefore,
\[ \alpha = \frac{\text{Fo} \cdot L^2}{t_i} = \frac{0.322 \cdot 1^2}{90} = 0.000000358 \text{m}^2 / \text{sec}, \]  
(3)

at the average temperature of 128.6°C. At this temperature, \( C_p = 1155.78 \text{ J/kg} \cdot \degree \text{K} \) (from extrapolation). The bulk density of the powder bed, \( \rho = 1328 \text{ kg/m}^3 \). Therefore, \( k = 0.549 \text{ W/m-K} \).

The thermal conductivity data of the PMMA-coated SiC powder vs. temperature curve, obtained through the laser-heated method is shown in Figure 7.

\[ k, \text{ SiC/PMMA powder, laser-heated method} \]

Figure 7. The thermal conductivity of PMMA-coated SiC powder vs. temperature curve through the laser-heated method.

Two sets of the thermal conductivity data vs. temperature of the PMMA-coated SiC powder by the laser-heated method, together with the set of data of the same powder by the water bath method are shown together in Figure 8.

\[ k, \text{ SiC/PMMA powder, 3 set data} \]

Figure 8. The thermal conductivity of PMMA-coated SiC powder vs. temperature data by three sets of experiments, porosity = 0.530.
It may be seen that the data of the thermal conductivity of the PMMA-coated SiC powder obtained by us through the water bath method and the laser-heated method are very consistent.

Just for the sake of reference, the thermal conductivity of pure SiC powder ($\varepsilon = 0.4357$) has also been tested by the authors by using the water bath method. It increases from 0.24 W/m-K to 0.32 W/m-K as the temperature changes from 35°C to 85°C. This agrees well with the reported value of the thermal conductivity of SiC powder in air (porosity = 0.425) of 0.263 W/m-K (0.226 kcal/m-h-K). [9,10,11]

Summary and Conclusions

The water-bath method used by the authors for the investigation of the thermal properties of powders is limited to a temperature range below 100°C. The laser-heated method shows similar results for thermal conductivity tests of the PMMA-coated silicon carbide powder samples below 100°C to those obtained by the water-bath method. This suggests the validity of the laser-heated method for the investigation of the properties of powders near the sintering temperatures of the powders.
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ABSTRACT

Selective Laser Sintering (SLS) process is employed for fabrication of bioceramics for orthopedic implants. Hydroxyapatite and Calcium Phosphate ceramics are coated with polymer as a intermediate binder by using a spray drier. Polymer coated materials are SLS processed to make green parts, which are infiltrated and fired to remove the polymer. SLS processed green parts of hydroxyapatite have low density due to the small particle size with large specific surface area. This paper discusses the possibilities and problems in free-form fabrication of bioceramic.

INTRODUCTION

Many attempts have been made to find material that will assist in the regeneration of bone defects and injuries. Calcium phosphate ceramics, particularly hydroxyapatite(HA), Ca$_5$(OH)(PO$_4$)$_3$, has received special attention as potential bone implant material because of its biocompatibility with the tissue and its compositional similarities to human bone and tooth. Many studies and methods, from powder compaction sintering to hot isostatic pressing, have been reported for the fabrication of HA. However, sintered HA materials by conventional techniques are as weak as sea coral even at high compacting pressure, because HA decomposes at temperatures lower than the required temperature for sintering.

Selective Laser Sintering (SLS) processes for preparing ceramic green parts with polymer as intermediate binder and post processing with the aid of ceramic cement have been discussed in detail in literature [1]. One advantage of SLS process for fabrication of bioceramic is the accurate construction of a complete facsimile bone structure from the geometric information obtained from either patient computed tomographic (CT) data or a computer Aided Design (CAD) software package[2]. Another advantage is the ability to controlling pore structure for biogenesis through control of polymer content.

MATERIALS and METHODS

HA, obtained from Monsanto Inc. as Tricalcium Phosphate, TCP, was used as starting material. HA powders are very cohesive and consist of very porous agglomerates with mean particle size of 1 to 2 µm and bulk density of less than 0.4 g/cm$^3$ [3]. The surface area determined by Mercury intrusion analysis is about 60 m$^2$/g, suggesting very small particles. Stoichiometric HA contains constitutional water in the form of OH$^-$ ions. This water can be driven off at 1200 °C. Figure 1 shows the microstructure of finely divided HA powders.
Two intermediate polymeric binders, UCAR 430 Acrylic Polymer Latex (obtained from Union Carbide Corporation) and PMMA emulsion copolymer, designed to depolymerize completely to gaseous product when heated above 400°C were investigated. Inorganic ceramic cement, Cerama Bind™ 542 was obtained from Aremco Products Inc. This inorganic cement is an alumino-phosphate material that can react to form phosphate bonded HA material.

Polymer was deposited on the HA powder by spray drying a slurry of the powder with polymer emulsion in "Pulvis Mini Spray" drier. To determine the required amount of polymer binder, the coated powder was heated in air to 150 °C to fuse the polymer. Afterwards, the powder was cooled and qualitatively examined. More than 20% (45 vol.%) of UCAR 430 was required to produce a cake that barely permit handling. While PMMA copolymer coated materials showed better properties at 20% coating, cakes could still be easily crumbled. These problems were attributed to the high surface area of the finely divided HA powder.

In an attempt to modify surface area, 50 g HA was reacted with 100 ml of 5 M orthophosphoric acid (H₃PO₄), and heated to 150 °C to form a cake. The cake was then ground back to finely divided powder by a Szegvari attritor system, type IHS A. The morphology of the reacted HA powder is shown in Figure 2. The powder was spray dried and examined as before. The oven sintered cake showed much improved strengths, enough to permit rough handling, with the 14% (30 vol.%) of PMMA copolymer.

Based on the oven tests, we scaled up the coating of reacted HA powders with the 14% of PMMA copolymer by using an Anhydro Laboratory Spray Drier #1 [4]. The operating conditions are as follows:

- Solid content : 45 wt.%
- Inlet temperature : 175 °C
- Outlet temperature : 110 °C
- Atomizer speed : 30,000 rpm

Fig.1 : Scanning Electron Micrograph of HA (X1000)
Fig 2: S.E.M. of 5 M reacted HA (X 1000)

Fig 3: S.E.M. of a polymer coated powder (X800)
Figure 3 shows the Scanning Electron Micrograph of a polymer coated powders. Spray dried powders are SLS processed using an University of Texas SLS machine. The operating conditions are presented in Table 1.

Table 1: Operating condition of SLS machine

<table>
<thead>
<tr>
<th>Power (W)</th>
<th>Bed Temp.(°C)</th>
<th>Layer Thickness (mil)</th>
<th>Scan Space (mil)</th>
<th>Scan Speed (inch/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>120</td>
<td>8</td>
<td>5</td>
<td>15</td>
</tr>
</tbody>
</table>

SLS processed parts were infiltrated with the phosphoric acid based inorganic cement. High surface tension was observed on infiltration which prevented effective penetration by the cement. Diluted methanol and Witcolate D51-51 surfactant (Witco Corporation) were used to reduce the surface tension. Infiltrated green parts were dried for 5 days in ambient condition. Upon drying, the parts were cured in the oven at 200 °C raised at 50 °C/hr. As a final step, green parts were fired up to 700 °C in the furnace for 2 hours to burn off the polymer.

RESULTS AND CONCLUSIONS

Oven tests and some preliminary SLS work (not discussed) showed that parts made with polymer coated non-reacted HA, could not achieve acceptable green strengths. Low bulk density due to very large specific surface area caused by very small particle sizes and large porosity is believed to be the reason for this behavior.
While HA in its pure form has bulk density of less than 0.4 g/cm$^3$, HA reacted with 5 M phosphoric acid shows increased density over 0.7 g/cm$^3$. SLS processed part made of reacted HA has sufficient strengths for rough handling as oven tests of sintered cakes predicted. The strengths of post-processed bioceramic parts have shown even more promise and are currently being evaluated.

While the SLS processed parts have promising strengths with sufficient pores, biological and mechanical limitations are still prevalent in bioceramics. The implant material should be not only strong enough to be compatible with its use, but also biologically acceptable. The material's porosity should be suitable for bone tissue growth to fix the prosthesis with connecting bones. Fig 4. shows a fractured surface of a part that was post processed and fired. Clearly, there is considerable porosity, and we believe that this interconnected porosity should be sufficient for ingrowth of fibulious tissue. The strengths of these porous structures are currently being evaluated. We believe that the strengths will be sufficient for low-load bearing implants.
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