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This project addressed the role of knowledge structure in skilled cognitive task performance. In particular, efforts focused on four areas: identification of attributes affecting the development of knowledge structures, derivation of theoretical dimensions for the knowledge structure construct, mapping the impact of knowledge structure on task performance and derivation of automated knowledge structure measures. This project has provided information useful for the selection and training of personnel, suggesting a focus on selecting and training individuals to develop the appropriate knowledge structure. Both the type of knowledge structures and examples of effective training methods are provided. Key unanswered questions include (1) the development of a comprehensive matching algorithm between particular task features and the type of knowledge structure which is best suited for these task attributes, and (2) identification of individual difference characteristics which influence the type of knowledge structure developed.
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This project addressed the role of knowledge organization in skilled cognitive task performance. In particular, this work focused on three areas for furthering the understanding and implementation of knowledge structures. These phases can be represented in figure 1. From the figure, the three main aspects are identified as follows: attributes effecting the development of knowledge structures, the knowledge structure construct and the impact of knowledge structure on task performance. In addition, measures of knowledge structure are explored. Activities in this grant address these key aspects.

![Knowledge Structure Domain Diagram]

The work performed under this contract is divided into three phases. The first phase can be considered exploratory, in which all three aspects of the model presented in the figure are examined simultaneously. Activities in the second phase resulted from deficiencies identified in the first phase regarding the current understanding of knowledge structure (KS) which constrained progress toward the desired objectives of this contract. Efforts in this phase were directed at developing a model of KS as well as suitable measurement techniques for the model dimensions. Finally, the third phase focused on two issues. First, determinants of an individual's KS were explored, and a new procedural-oriented model of KS was developed to account for more fine-grained behaviors.

**Phase I: Initial Explorations**

The first study performed under this grant set out to explore how knowledge structures can impact performance on controlled and automatized tasks. (Koubek and Mountjoy, 1991, Attachment 1). While previous research has shown an effect of KS on performance for controlled tasks, little research exists for automatized tasks. In particular, training paradigms for automaticity would suggest repeated practice on consistent task components, whereas training for knowledge structure development would lead to a more global training approach. As such, this effort attempted to define the scope of further work, more specifically, whether it is fruitful to consider knowledge structures as a performance determinant for tasks comprised of primarily consistent components.

As part of this study, two training scenarios were employed to produce groups with different knowledge structures: abstract and concrete. Also, field independence/field
dependence was included as part of the design to account for variability in knowledge structure development resulting from this type of individual difference.

Results of the study support the view that KS is a high level determinant of operator performance on cognitive-oriented tasks. While it has been previously suggested that training to develop automatization should focus on consistent trials, this research has shown that initial performance and the rate of learning on these straightforward tasks are a function of knowledge organization. In addition, the KS was found to influence final performance on complex tasks and the strategies used to complete these tasks. However, this study was unable to identify training or cognitive style as factors which would lead to the different knowledge structures.

Phase II: Models and Measures of Knowledge Structure

One of the primary difficulties encountered in the first study was measurement of the knowledge structure. When searching for a suitable measure, it became immediately obvious that there was a lack of an explicitly defined model of the knowledge structure construct. Ideally, the underlying dimensions, or attributes, of knowledge structures would be clearly identified in order that measurement tools can be compared on the degree to which they can detect changes in these attributes. Therefore, in the second study (Koubek and Mountjoy, Attachment 2), we set out to define a set of human knowledge structure dimensions and provide some initial evidence for the existence of these dimensions.

To begin, a working definition of knowledge structure was stated as follows: Human knowledge structures are defined as the structure of interrelationships between concepts and procedures (elements) in a particular domain, organized into a unified body of knowledge. In addition, a preliminary effort to identify the parameters, or features, which would define the KS was undertaken. The above definition suggests two main components of KS: elements and their interrelationships. These elements can be further described through two additional dimensions, or parameters. First, the knowledge structure elements may be either declarative or procedural concepts, and second, these elements can exist at various levels of abstraction. A cursory examination of concept lists used in previous KS research indicates both declarative and procedural concepts are used for relationship elicitation. Also, existing work has shown elements at varying degrees of abstraction.

In describing the second major component, relationships, two additional parameters can be identified as well. First, a relationship between elements can vary in degree, and second, more than one type of relationship can simultaneously exist between two or more elements. Obviously, the primary input to many KS measurement techniques is the proximity matrix for which varying degrees of relatedness is the basis. Also, techniques such as overlapping closed curves, multidimensional scaling and repertory grid have indicated the existence of multiple relationships between elements. The results of this study provided evidence for the existence of these dimensions.

With these dimensions explicitly listed, the second part of the research in this phase provided a comparative review of the existing KS measurement techniques in order to develop an intelligent basis for selection of assessment tools for later research. Three general classes of techniques were identified: verbal reports, clustering and scaling. Each group was reviewed according to: (1) the manner in which concepts and relationships are elicited, (2) the method used to derive the knowledge structure and (3) procedures used to analyze the knowledge structure (Benysh, Koubek and Calvez, 1993; Attachment 3). In addition, empirical data was collected on six popular techniques to examine how well they
could measure the particular attributes put forth in the KS model. When comparing novice and expert representations, no techniques identified differences between the number of procedural and declarative concepts, and none identified differences in the number of multiple relations between concepts. Of particular interest, the techniques which transform the data to reveal latent structures, such as Hierarchical Clustering and Pathfinder, were the most effective.

At the conclusion of this second phase of the research, a model of KS attributes had been developed and existing techniques were examined to determine the degree to which they could assess these dimensions.

**Phase III: Knowledge Structure Determinants and Procedural Structure Measures**

With the model and measures in place, activity could now move forward and begin to explore how various KS attributes are developed within an individual. In phase I of this grant, this issue was explored in a global manner and we were unsuccessful at identifying attributes which determined the development of KS. This was attributed primarily to the weak measurement methods employed and lack of an understanding of the underlying dimensions being assessed. Work in Phase II provided the dimensions. A significant effort in this final phase was the development of KSAT (Knowledge Structure Assessment Technique) which combined many of the key attributes of existing KS assessment techniques and added additional assessment dimensions to measure all aspects of the KS model. With this automated tool in hand, the first study in phase III attempted to determine whether the development of an individual's knowledge structure in a particular domain can be manipulated through training. The experiment (Koube, Clarkston and Calvez, in press: Attachment 4) utilized the manufacturing domain of plastic extrusion machine operation. Sixteen subjects, having no previous knowledge of the domain, were randomly assigned to one of two experimental groups. Each of the experimental groups corresponding to a distinct training condition. Over a three day period, both training groups received the same instructional content, however the sequence in which the training material was presented differed. One group initially received the abstract, conceptual relationships between domain concepts, followed by more detailed relationships associated with the lower level aspects of the domain. The other group received the training material in the reverse order; i.e. the lower level information followed by the abstract. Prior to and concluding the training sessions, each individual's knowledge structure was assessed along two dimensions, Hierarchical Levels and Multiple Relations, through the computer-based measurement technique entitled KSAT. The group which received the abstract relationships first showed significant improvement following training along both dimensions of knowledge structure. No significant changes in the knowledge structure dimensions were found for the group which received the lower level relationships first. This study suggests that an individual's knowledge structure can be manipulated through training, with a significant effect being attributed to the training sequence of abstract material followed by the more detailed material.

Following this, a second study (Clarkston and Koube, Attachment 5) was performed with the cognitive style dimension Speed of Closure to examine its impact on the development of knowledge structures, interaction with training condition and its impact on final task performance. This study provided evidence that cognitive style and knowledge structure are fairly independent constructs. It appears from regression analyses that the effects of KS and Speed of Closure on task performance are actually additive. This would explain the lack of an effect for cognitive style found in Phase I of this research.
Toward the later stages of this research project, it became evident that a significant missing piece in KS research was the incorporation of procedural aspects of human knowledge. While procedural concepts may be used, capturing the essence of procedures in the traditional static KS approaches is highly inefficient. Of concern is the ability to predict fine-grained performance. Current KS research allows one to predict to groups, such as level of expertise, or particular task strategies.

The final study examined relevant literature in the various knowledge representation fields related to cognitive skilled task performance, including knowledge organization, exploratory cognitive models and functional cognitive models. The results of this review provided a compilation of a list of attributes common in many of the models, which were then specified as desirable in a new multi-factor model. This multi-dimensional approach was adopted due to the assumption that the factors associated with the various models are complimentary and that this integration would provide a more complete understanding of skill and expertise.

Following this, the study proposed a hybrid model of procedural knowledge structure representation, designed to unite these attributes into a common framework. This model embodied a number of structural dimensions which were hypothesized as being indicative of aspects of cognitive performance. A set of procedural knowledge structure measures were then defined based on these structural dimensions. Finally, this study validated that model with respect to performance on skilled cognitive task performance and traditional knowledge structure measures.

This validation indicated that the procedural model of KS is capable of predicting aspects of performance as well as expertise. There is also suggestive evidence that it can account for more of the variance than traditional KS measures when predicting errors and error rates during performance. Further, results also indicate that the model contributes to the predictive capability of the traditional KS model with respect to performance and expertise level. The procedural model independently did not perform better than the traditional model of KS when making predictions of expertise level.

In conclusion, work in this contract set out to explore the role of knowledge structures in skilled cognitive task performance. Probably the most significant accomplishments are those which were not initially planned: development of a KS model and a new assessment technique. In addition, this work has provided information directly useful for the selection and training of personnel, suggesting a focus on selecting people with the appropriate knowledge structures and/or training to develop these knowledge structures. Both the type of KS and examples of effective training methods have been provided. A key unanswered question in transferring this research to an applied setting is the relationship between various KS dimensions and different task attributes. It is likely that a match exists between particular task features and the type of KS which is best suited for these task attributes. This matching is yet to be determined. In addition, this work was unable to identify the individual characteristics which influence the type and ease of KS developed. These two questions remain open for future research.
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This research examines the impact of training style and operator individual differences on the task representation developed, automatized task performance and controlled task performance. Results indicate that performance on relatively straightforward repetitive tasks usually associated with automatization is influenced by training style and the mental task representation held by operators. Also, domain representation is a significant determinant of performance on complex cognitive-oriented tasks requiring controlled processes. Therefore, the task representation is identified as a high level performance determinant for both simple and complex task performance. No effect for training style or individual differences was found. It is concluded that training programs for systems requiring human-computer interaction must account for this factor in order to facilitate the learning process and enhance task performance.
INTRODUCTION

As the United States begins to experience the effects of the "baby bust" and an increased emphasis on college training, rather than vocational, the labor pool from which to draw workers decreases. In addition, computer skill levels required for these jobs are increasing, thus further reducing the number of potentially qualified applicants. As more businesses become automated, persons with little computer experience are suddenly thrust into a virtual "computer world". Given this scenario, an effort must be made to determine those elements of training which will aide in the acquisition of skill on computer-based tasks.

In general, at least three primary factors exist, related particularly to the individual, which can impact productivity in cognitive-oriented work: previous learning (including training), present knowledge of the task and individual differences. While externally determined factors, such as work schedule and compensation are important, the present paper focuses on the internal factors.

It appears certain that the mental representation of the system one holds is a determining factor in the ability to solve complex problems. For example, Kieras and Bovair (1984) performed a study concerned with the importance of mental models in learning to operate an unfamiliar piece of equipment (a basic control panel). It was shown that the group trained with the mental model learned and executed the procedures more quickly, had superior retention and simplified inefficient procedures more often than the group trained without the model. In the realm of computer programming, Mayer (1989) suggests that the presentation of a concrete model early in a novice programmer's training program may have beneficial effects on his or her encoding and use of new technical information. Adelson (1981) demonstrated that expert programmers reorganize randomized computer code in a hierarchial structure, while novices group code according to its syntactic similarity. Likewise, McKeithen, Reitman, Reuter and Hirtle (1981) studied the memory strategies of novices and experts. In the reproduction of a computer program, novices used general mnemonics, such as an alphabetic strategy, while experts used a more specific strategy of grouping the words according to their functions. While the results of Mayer's study would tend to favor the incorporation of a concrete model in training a novice programmer, the results of the Adelson and McKeithen et al. studies would suggest the use of more hierarchial representations for attaining higher levels of skill.

Rather than focus on a single training style, recent research has suggested the need to tailor training programs to individual differences. Sein and Bostrom (1989), for example, have found that people with an "abstract" learning style will perform significantly better when provided a training program which emphasizes the abstract features of the domain, while those with a "concrete" learning style perform almost twice as well when given an analogical (concrete) training program compared to the abstract training program. Some researchers have attempted to train expert and novice programmers to form a particular mental representation. For example, Adelson (1984) showed that novices could be forced into a semantic representation (as opposed to their preferred syntactic representation), and experts could be forced into a syntactic representation (as opposed to their preferred semantic representation). However, these representations proved unstable, and both groups eventually switched back to their more "natural" representation. It would appear that, as implied by the results of Kolodner (1983), Murphy and Wright (1984), Novick (1988), and Koubeek and S-lvendy (1989), this "change-over" from a concrete mental representation of the novice to an abstract representation of the expert will occur over time, only as the novice gains additional experience in a particular task domain.

Others have shown the importance of a breadth-first, compared to a depth-first training style for final performance on troubleshooting tasks. Zeit and Spoehr (1989) concluded that the degree of hierarchial structure within a learning tool is reflected in the structure of the learner's knowledge representation. In addition, a hierarchically organized knowledge base, along with applied practice, will lead to procedural representations, while subjects who lack a hierarchial knowledge base will not develop procedural representations. In
support of the interplay of one's knowledge structure and the performance level on a given task, Lambert and Newsome (1989) studied the impact of question format and organization presented by an intelligent system on the problem-solving performance of experts (high-skill employees) and novices (low-skill employees). The results provide further evidence that experts and novices organize conceptual knowledge of a problem in different manners. When questions were posed by the system requiring concrete information organization, low-skill employees performed significantly faster than when the questions required abstract information organization. Additionally, high-skill employees performed faster in response to questions which required abstract information organization as compared to concrete information organization. These findings may have far reaching implications in the development of expert systems, as well as in training novices to program and debug efficiently.

Another emphasis in the literature suggests training to develop automatic processes (Fisk and Gallini, 1989). This is supported by Wiedenbeck (1985) who found that, even in simple, automatized tasks, experts are significantly faster and more accurate than novices. The Dual Processing Code Theory (Schneider and Shiffrin, 1977; Shiffrin and Schneider, 1977) suggests that two qualitatively different cognitive processes exist: controlled and automatic. The key distinguishing features between these two processes include the use of cognitive resources and control. Automatic processes have been found to require little or no cognitive resources and are subject to lack of control over their processing. Controlled processing is resource intensive and monitored, or controlled, by the cognitive system. Therefore, training individuals on consistent task components is suggested to rapidly attain high levels of automatization.

Another key distinction between the two processes lies in their development. Initially, all newly acquired processes are controlled. However, as practice accrues on consistent task components, then the processes associated with executing these consistent components become automatized, and automatized processes require no cognitive resources. Non-consistent task components, however, must be executed with controlled processes, which are resource intensive. Therefore, if one were able to be trained to automatically process certain cognitive information (i.e. computer code), thereby requiring less cognitive resources for the performance of that particular cognitive task, the speed and efficiency of task performance would increase.

Finally, cognitive style may also be a determining factor of one's asymptotic skill level for computer-oriented tasks. For example, the cognitive style of field independence is "definable in terms of degree of dependence on the structure of the prevailing visual field, ranging from great dependence, at one extreme, to great ability to deal with the presented field analytically, or to separate an item from the configuration in which it occurs, at the other" (Witkin, Lewis, Hertzman, Mahovler, Meissner and Wapner, 1954). In a study which examined student and professional programmers' cognitive representations of software, Holt, Boehm-Davis and Schultz (1987) found that the mental models formed (which were examined while subjects performed either simple or complex modifications to a program) were affected by problem structure, problem type, and ease of program modification. Specifically, the mental models of the professionals were most affected by modification difficulty, while the mental models of the students were most affected by the structure and content of the programs. This suggests that the professionals may act in a "field independent" manner, since they were less influenced by the surface structure of the program. Conversely, it is possible that the students, who were primarily affected by the surface structure and content of the programs, may be classified as "field dependent". While evidence supports each of the above stated factors as performance determinants, it is beginning to appear that a complex interaction exists between individual differences, training and the current knowledge representation of the task.

Derivation of Hypotheses
The primary focus of the present research is to provide exploratory evidence examining the effect of knowledge representation on performance of two task types, where controlled
and automatized processes are required respectively. In an effort to examine these effects on each task type separately, a diad of primary hypotheses are proposed:

**Hypothesis One:** The task representation affects controlled process task performance.

**Hypothesis Two:** The task representation affects the development and performance of automatized processes.

From the above review, several other factors, particularly training and cognitive style, have been identified as potential determinants of task performance. To ascertain whether performance effects tested in the first two hypotheses above are confounded with these two variables, the following hypotheses are proposed:

**Hypothesis Three:** Training and cognitive style affect controlled process task performance.

**Hypothesis Four:** Training and cognitive style affect the development and performance of automatized processing.

Finally, it is possible that the representation, training and cognitive style are in fact, interrelated. In particular, the final hypothesis of the present study tests whether the training received and individual differences (cognitive style) are determinants of the type of task representation developed by an individual.

**Hypothesis Five:** Training and cognitive style affect the representation developed.

**METHOD**

In order to test the above hypotheses, subjects of varying cognitive styles were trained in either an Alphabetical or Hierarchial manner to use a word processor. Following training, their task representation was assessed and they were required to perform both controlled and automatic process tasks.

**Task**

Subjects were required to perform four tasks: cognitive style assessment, domain training, representation evaluation and stimulus task execution. The cognitive style of Field Independence (FI) - Field Dependence (FD) was used to categorize subjects with respect to their individual differences. Based on the cognitive style theory mentioned previously, one would predict that FI and FD subjects would tend to form conceptually different knowledge representations depending on the structure of their training.

Following the administration of the Hidden Figures Test (Ekstrom, French, Harman and Dermen, 1976) to assess cognitive style, subjects were trained to use a computer word processor (Microsoft Word version 4). Subjects received training on the word processor in one of two ways. One group received the commands arranged alphabetically while the other group received training in which the commands were arranged in a hierarchical manner, based on their functional interrelationships. Each group was given the same commands and examples from which to learn. The only difference was presentation order.

The third task required subjects to complete a representation evaluation form. This form presented 17 learned word processing commands, paired with one another, to yield a total of 136 items. Subjects were asked to rate the degree of similarity on a 5-point Likert-type scale for each pair. This data was evaluated through clustering techniques to identify the subject's representation of the word processing domain.

In order to test hypotheses one through four listed above, two distinct tasks were required which sampled automatic and controlled processes respectively. Therefore, the fourth experimental component required subjects to perform two text editing tasks using the word processing skills learned in the second phase.

In the first text editing task, designated the AP, or automatic processing task), subjects were presented a document and asked to perform a centering task 30 times, once each on evenly spaced lines. This task required repeated execution of a fixed sequence of
commands. Since execution of this perceptual-motor based task remained consistent during all trials, it is assumed that automatized processes would develop based on the Dual Processing Code Theory. Each subject repeated the centering task 30 times in one sitting and the time to complete each trial was recorded. Traditionally, research in the automatic processing literature requires subjects to repeat trials well over several hundred times. However, due to the broad-based, exploratory nature of the present study, such a number was inappropriate due to the extensive other testing conditions required. Rather, this data was extrapolated using mathematical modelling techniques (to be discussed later) to simulate a significantly larger number of trials. (From a post-hoc analysis based on the modelling technique, subjects, on average, reached 82 percent of their maximum performance on the AP task within the 30 trials.)

The second editing task required subjects to place two paragraphs side-by-side in the document. The side-by-side procedure required a combination of several separate procedures and was relatively complex. Subjects were allowed 15 minutes to complete this task. Since subjects had not practiced the side-by-side procedure, by definition, this can be classified as the CP (controlled process) task.

Subjects
While 20 subjects volunteered for the experiment, one was eliminated due to her experience with the stimulus task. The remaining 19 (9 male and 10 female) were undergraduate university students from a variety of academic majors with little or no general word processing experience and no prior experience with the present system. Based on their Hidden Figures Test score, subjects were classified as either FI or FD. The national average score on this test, 16, is used as the criterion for placement into groups. Ten subjects had scores below 16 (FD) while nine had scores of 16 or above (FI). These subjects were randomly divided into the training conditions, yielding nine trained alphabetically and ten hierarchically.

Variable Definition and Experimental Design
The independent variables for this study were cognitive style and training method. As described above, the representation was elicited through cluster analysis of similarity ratings. This analysis provided insight into the manner in which subjects group various commands and can suggest evidence regarding the accuracy and completeness of their mental representation. From the cluster analysis, the representation was characterized by the variables listed in Table 1.

Three variables were derived to characterize automatization: alpha, T0 and T1000. For the AP task, performance was described by the log-linear function Tn=T0*n*alpha. In this equation, alpha represents the rate of learning and T0 is the time for completion of the first trial. These parameters were derived directly from the data. Using these values, the time for the 1000th trial, T1000, was calculated as an estimate of asymptotic performance. CP task performance was characterized by whether the subject completed the task in the allotted time. Therefore, the dependent variables are T0, T1000, alpha (for the AP task) and whether the CP task was completed. In addition, the representation oriented variables serve as either dependents or independents as a function of the analysis.

The first hypothesis was tested with Chi-Square and discriminant analysis techniques while the second hypothesis, designed to examine the relationship between task representation and automatization, was performed with canonical correlation and multiple regression procedures. Due to sample size restrictions, the third hypothesis was tested with a Chi-Square procedure. A 2x2 ANOVA design was used to test the hypotheses four and five. The independent variables were cognitive style (FI versus FD) and training (Alphabetical versus Hierarchical). The dependent variables for each analysis were those derived from the representation and automatized process tasks respectively.

Procedure
Prior to the training phase, subjects were administered the Hidden Figures Test to
I determine their cognitive style and assigned to the appropriate training group. An attempt was made to evenly distribute FI and FD subjects into the training conditions. In the second phase, subjects received their respective training modules. During training, subjects read hard-copy descriptions of each command and were required to practice each command with the actual system before proceeding. Subjects were allowed as much time as necessary.

Upon completion of training, subjects were given the representation evaluation form and asked to bring the completed form back the next day, when they would perform the stimulus tasks. On the day following training, subjects were allowed to re-familiarize themselves with the system and then perform the AP and CP tasks in that order. The subjects were provided with a keyboard and a mouse as their computer interface for the two tasks. Their training manuals were also furnished for assistance. A concurrent verbal report was required of the subjects throughout the CP task. Each subject was allowed 15 minutes to complete the CP task. The testing session was video taped for later analysis. Following testing, a second representation evaluation form, identical to the first, was completed to identify any possible changes in knowledge representation.

RESULTS

Presentation of hypotheses in the previous section was structured to represent the logical derivation and rationalization for each hypothesis in a top-down fashion. When presenting the results, it is more efficacious to provide a bottom-up description since the findings build upon one another.

Training and Individual Difference Effects

Representation Development. Hypothesis: Training and cognitive style affects the representation developed. The potentially complex interactions of various representation variables warrant multivariate analysis procedures, therefore, a 2X2 MANOVA was performed with cognitive style and training as the independent variables. (Vertical commands, horizontal commands and font purity were not included in this analysis due to their non-normality). The dependent variables were derived from the cluster analysis as described previously. No significant effects were found for training, cognitive style or the interaction. Therefore, this hypothesis is not supported.

Automatized Task Performance. Hypothesis: Training and cognitive style affect the development and performance of automatized processes. As described above, the variables used to characterize automatized task performance are alpha, $T_0$ and $T_{1000}$. As might be expected, these variables are all significantly correlated with each other at the p<.02 level. For the purposes of this experiment, each variable is examined independently through a 2x2 ANOVA procedure with training and cognitive style serving as the independent variables. Regarding initial performance, $T_0$, while no main effects occur, a significant interaction between training and cognitive style is evident (F(1,15)=7.04; p<.018). See Table 2 for these results. With regard to learning rate (Table 3), once again, a significant interaction occurs (F(1,15)=6.45; p<.023). The highest values (or fastest learning rate) are found for FD subjects with Alphabetic training (significantly different from all other means at p<.05) while the lowest learning rate occurs for FD subjects with Hierarchial training. There appears only a slight trend for FI subjects to acquire automatized processes more quickly with a hierarchial representation (see Figure 1).

From Figure 1, it appears that FD subjects perform better initially when presented with hierarchial training (p<.05 level; Newman-Keuls test). After practice, however, the computed $T_{1000}$ value indicates that final performance for FD subjects is best served with the Alphabetic training rather than Hierarchial training (p<.05). Neither main effects nor the interaction were statistically significant for $T_{1000}$.

Apparently, the hierarchial representation training allows FD subjects to more quickly orient to the problem. As expected by the definition of Field Independence, performance of subjects classified into this group appears unaffected by the training style. Further research
is needed to examine this issue more clearly.

Controlled Task Performance. Hypothesis: Training and cognitive style affect controlled process task performance. On the CP task, six of the 19 subjects found the correct solution within the allotted time of 15 minutes. Due to the limited number of those completing the task, the effect of training and cognitive style on CP task completion were analyzed separately using Chi-Square procedures. The statistic was identical for both variables: $\chi^2 = 0.693, p < 0.405$. Therefore, this hypothesis cannot be confirmed.

Representation Effects

Automated Process Task Performance. Hypothesis: The task representation affects automatized processes. To evaluate hypothesis four, a canonical correlation was first performed on the representation variables (excluding overall cluster purity since it is a linear combination of existing variables) and the automatization variables listed previously. This multivariate procedure determines the relationship between two sets of variables (SAS Institute, 1988). Results indicate a statistically significant correlation between the two groups. The Squared Canonical Correlation is 0.82, which is significant at the $p < 0.02$ level. It is therefore suggested that a relationship exists between the representation subjects possess and their performance on automatized tasks, supporting hypothesis two.

In an effort to examine this relationship in more detail, three stepwise multiple regression analyses were performed on alpha, $T_0$, and $T_{1000}$ respectively, using the representation variables as independent variables. From this analysis, the rate of learning (alpha) can be predicted by the Maximum Distance Between Clusters and the Purity of Font Cluster variables (using 0.15 as the entry and removal criterion). With these two independent variables, 31.55 percent of the variance in alpha can be predicted ($F(2,16) = 3.69; p < 0.048$).

In addition to the above two independent variables, the regression equation to predict initial time to perform the AP task, $T_0$, includes the Number of Horizontal Commands Misclassified. This is logical since the AP task dealt primarily with horizontal page layout. With these three variables, the computed statistics are as follows: $R^2 = 0.593, F(3,15) = 7.28; p < 0.003$. No variables met the 0.15 significance level for entry into the model for predicting estimated final performance, $T_{1000}$. From the above results, hypothesis two is supported and it can be concluded that the knowledge representation impacts AP task performance, at least in the initial stages of developing automatization.

Controlled Task Performance. Hypothesis: The task representation affects controlled process performance. For this analysis, subjects were divided into two groups based on whether they successfully completed the task in the allotted time. From this, a Chi-Square analysis was performed using the variables Overall Cluster Purity (grouped as 0-1 and 2-3) and successful or non-successful task completion (see Figure 2). This analysis reveals that there is a significant dependency between these variables ($\chi^2 = 6.094; p < 0.025$). In order to determine the utility of this finding for predicting performance on CP tasks from knowing the knowledge representation features, a discriminant analysis was performed on the 19 subjects. Using the computed discriminant function with Overall Cluster Purity, 89.13 percent of the subjects were correctly classified as successful or unsuccessful. More specifically, one successful subject and three unsuccessful subjects were misclassified. With only one variable, the accuracy of this discriminant function supports hypothesis one, that representation significantly influences controlled task performance.

In order to determine the CP solution strategies of the subjects, a GOMS analysis was performed on the verbal protocol data (selection rules were not obtained in this analysis). A "master" GOMS solution containing a set of three goals and their coinciding methods and operators to accomplish those goals was developed upon which to compare subject solution strategies. From the analysis of the subjects' solutions, three strategies became evident: Direct, Single Branch and Multiple Branch.

Those subjects whose strategies contained no incorrect methods (that is, all methods
utilized led the subject closer to the task goal) were classified as Direct. The only deviations of these subjects' solutions from the master GOMS solution were individual "operators" within the chosen methods. Four subjects were placed in this category, and of these, three successfully completed the task.

A second strategy classification is Single Branch. These subjects tended to follow a single solution path, even when that particular path was not leading them closer to the task goal. The classification criterion for this category required the subject to have performed three successive methods (different by no more than one operator) that did not advance the subject closer to the ultimate goal. This pattern may have occurred at any point within the solution set. Five subjects were determined to be Single Branch, and none reached the solution of the CP task.

The final strategy is Multiple Branch. The remaining ten subjects moved from method to method in search of the correct solution pattern (which three subjects located). To be placed in this category, subjects must have implemented 2 or less incorrect methods consecutively, while not following the Direct pattern. It should be noted that, in order to ensure the correct placement of subjects into their respective solution strategy groups, the classification process was performed independently by two raters.

Following the placement of subjects into their respective solution strategy groups, a Wilcoxon's Rank-Sum Test was performed, using Overall Cluster Purity as the ranked variable, in order to determine if representation differences existed between the groups. Purity scores were then tested for each solution strategy group against the purity scores of the other groups independently. The overall purity scores in the Direct group were found to be higher than those in the Single Branch group ($W_s(n_1=4,n_2=5)=11.5; p<.05$), and those in the Multiple Branch group ($W_s(n_1=4,n_2=10)=17; p<.05$). The overall purity scores appear to be slightly higher in the Single Branch group than in the Multiple Branch group, but the result was not significant. Figure 3 shows the relationship among the group means. From the previous results, it can be seen that subjects with high purity scores tend to utilize a Direct solution strategy when performing a controlled process task, while subjects with low overall purity scores follow a Multiple or Single Branch approach. It is noteworthy to mention that 75% of those subjects with Direct strategies completed the task compared to 30% and 0% of the Multiple Branch and Single Branch Groups respectively. In summary of this section, it appears that task representation affects the solution strategy employed in a complex cognitive task, which in turn is a determining factor of successful task completion. A complete summary of the statistical analyses performed in this study is given in Table 4.

**CONCLUSION**

While the above results should be viewed in the context of an exploratory analysis, several tentative conclusions can be drawn. Hypothesis five of this study (training and cognitive style affect the representation developed) was not supported. While this may be due to a lack of statistical power in the tests, these results are similar to that of Adelson (1984). The particular training (Hierarchical versus Alphabetical) administered to the subjects, regardless of their cognitive style, did not affect their developed representation. Again, it appears that subjects will maintain their most natural representation.

Significant results were obtained for the effect of training and cognitive style on the development and performance of automatized processes. The fastest learning rate was found for Field Dependent subjects with Alphabetic training, while the slowest learning rate occurred in Field Dependent subjects trained hierarchically. Initial AP task performance of FD subjects was actually aided by hierarchial training, but the final performance was best aided by alphabetic training. This result is related to previous findings which suggest a switch from concrete to an abstract representation as one becomes experienced in a task domain. In particular, an individual is not necessarily an expert simply because a particular task has been automatized.
No evidence was found to support the effect of training and cognitive style on controlled process task performance (that is, whether the subjects finished the CP task in the allotted time). Further research is needed in this area.

Automatized processes were found to be affected by the task representation. More precisely, the rate of learning, alpha, was predicted by two independent variables: Maximum Distance Between Clusters and the Purity of Font Cluster. In addition, the initial time to perform the AP task, $T_0$, could be predicted with the inclusion of a third independent variable, the Number of Horizontal Commands Misclassified.

Controlled process task performance was also found to be affected by the task representation. Simply by knowing the subjects' task representations (based upon Overall Cluster Purity), approximately 89% of the subjects were correctly classified as to whether they finished the CP task. In addition, the particular strategy utilized to perform the CP task was affected by the task representation. Overall Purity scores were highest for those subjects who approached the task with a Direct strategy, and 75% of those subjects completed the CP task successfully.

The above results support the view that a high level determinant of operator performance on cognitive-oriented tasks exists: domain representation. Previously, it has been suggested that training to develop automatization and high level performance simply requires repetitive practice. However, the present results appear to indicate that, depending on individual operator characteristics, a higher level factor can significantly influence initial performance and the rate of learning on mundane and straightforward tasks which are well suited for automatization. In addition, the task representation influences performance on more complex tasks, including the strategy used to complete them. Since computer-oriented tasks may require both types of performance from operators (automatic and controlled processes), emphasis should be placed on selecting and reinforcing the correct representation for the particular task requirements and individual operator characteristics. However, further research is necessary to determine mechanisms for teaching and reinforcing these representations. The present study did not identify factors which lead to the particular representation developed. With this knowledge, training programs could be targeted to develop representations most suited to the task and operator, thereby decreasing training time and increasing task performance.
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TABLE 1. Description of Representation Variables.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Distance Between Clusters</td>
<td>Provides overall rating of the differentiation between clusters. Low values indicate little distinction between commands.</td>
</tr>
<tr>
<td>Total Number of Clusters</td>
<td>Calculated by counting the number of separate clusters that exceed one-half the maximum distance between clusters. Clusters which exceed this value can be considered prominent and significant.</td>
</tr>
<tr>
<td>Number of Horizontal Layout Commands Misclassified</td>
<td>Three conceptual clusters exist in the task: horizontal page layout commands, vertical page layout commands and font commands. This variable indicates the number of horizontal layout commands which were incorrectly classified into vertical layout or font clusters.</td>
</tr>
<tr>
<td>Number of Vertical Layout Commands Misclassified</td>
<td>See above.</td>
</tr>
<tr>
<td>Number of Font Commands Misclassified</td>
<td>See above.</td>
</tr>
<tr>
<td>Purity of Horizontal Layout Cluster</td>
<td>Binomial variable which indicates whether subjects had a single cluster which included all the horizontal layout commands and no others. Impure=0 and pure=1.</td>
</tr>
<tr>
<td>Purity of Vertical Layout Cluster</td>
<td>See above.</td>
</tr>
<tr>
<td>Purity of Font Cluster</td>
<td>See above.</td>
</tr>
<tr>
<td>Overall Cluster Purity</td>
<td>Composite value which is computed by summing the individual purity values.</td>
</tr>
<tr>
<td>Number of Commands Not Clustered</td>
<td>Provides an indication of domain representation completeness.</td>
</tr>
</tbody>
</table>
TABLE 2. ANOVA results for the effect of training and cognitive style on the development and initial performance ($T_0$) of automatized processes.

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Squares</th>
<th>Sum of Square</th>
<th>Mean Square</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1</td>
<td>0.3709</td>
<td>0.3709</td>
<td>3.20</td>
<td>0.094</td>
<td></td>
</tr>
<tr>
<td>Cognitive Style</td>
<td>1</td>
<td>0.1929</td>
<td>0.1929</td>
<td>1.66</td>
<td>0.217</td>
<td></td>
</tr>
<tr>
<td>Interaction</td>
<td>1</td>
<td>0.8162</td>
<td>0.8162</td>
<td>7.04</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>15</td>
<td>1.7393</td>
<td>0.1159</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 3. ANOVA results for the effect of training and cognitive style on the development of automatized processes.

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>1</td>
<td>0.0381</td>
<td>0.0381</td>
<td>3.94</td>
<td>0.066</td>
</tr>
<tr>
<td>Cognitive Style</td>
<td>1</td>
<td>0.0091</td>
<td>0.0091</td>
<td>0.94</td>
<td>0.348</td>
</tr>
<tr>
<td>Interaction</td>
<td>1</td>
<td>0.0624</td>
<td>0.0624</td>
<td>6.45</td>
<td>0.023</td>
</tr>
<tr>
<td>Error</td>
<td>15</td>
<td>0.1453</td>
<td>0.0097</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 4. Summary of Results

<table>
<thead>
<tr>
<th>HYPOTHESES</th>
<th>STATISTIC</th>
<th>SIGNIFICANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Task representation affects controlled process performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Representation affects probability of success</td>
<td>Chi-Square</td>
<td>p&lt;0.025</td>
</tr>
<tr>
<td>(b) Representation affects solution strategy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>* Higher overall purity scores in Direct group than in Single Branch</td>
<td>Wilcoxon's Rank-Sum</td>
<td>p&lt;0.05</td>
</tr>
<tr>
<td>* Higher overall purity scores in Direct group than in Multiple Branch</td>
<td>Wilcoxon's Rank-Sum</td>
<td>p&lt;0.05</td>
</tr>
<tr>
<td>2. Task representation affects automatized processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Initial performance ((T_0))</td>
<td>Squared Causal Correlation</td>
<td>p&lt;0.02</td>
</tr>
<tr>
<td>(b) Final performance ((T_{1000}))</td>
<td>Multiple Regression</td>
<td>p&lt;0.003</td>
</tr>
<tr>
<td>(c) Rate of learning ((\alpha))</td>
<td>Multiple Regression</td>
<td>N.S.¹</td>
</tr>
<tr>
<td>3. Training &amp; Cognitive Style affect controlled process task performance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Initial Performance ((T_0))</td>
<td>2x2 ANOVA</td>
<td>N.S.</td>
</tr>
<tr>
<td>* Main Effects</td>
<td>2x2 ANOVA</td>
<td>p&lt;0.018</td>
</tr>
<tr>
<td>* Interaction</td>
<td>Newman-Keuls</td>
<td>p&lt;0.05</td>
</tr>
<tr>
<td>* Field Dependent subjects better with Hierarchical training than</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alphabetical training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Training &amp; Cognitive Style affect development and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>performance of automatized processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Initial Performance ((T_0))</td>
<td>2x2 ANOVA</td>
<td>N.S.</td>
</tr>
<tr>
<td>* Main Effects</td>
<td>2x2 ANOVA</td>
<td>p&lt;0.005</td>
</tr>
<tr>
<td>* Interaction</td>
<td>Newman-Keuls</td>
<td>p&lt;0.05</td>
</tr>
<tr>
<td>* Field Dependent subjects better with Alphabetical training than</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hierarchical training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Training &amp; Cognitive Style affect representation developed</td>
<td>2x2 MANOVA</td>
<td>N.S.</td>
</tr>
</tbody>
</table>

¹N.S. = Not significant at p<0.05 level.
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ABSTRACT

The impetus for this research was the historical lack of an operational definition of knowledge structure, and, likewise, the non-existence of a formally defined model of knowledge structure. Such information is necessary in order to further the advancement of work in understanding skilled task performance by bringing parsimony to the field. A model of human knowledge structure is proposed as a first attempt to identify the parameters of the human knowledge structure. Furthermore, it is shown that the parameters of "Multiple Levels of Abstraction" and "Varying Degree of Relatedness" were affected by representation differences between experience levels. Therefore, since experience is often equated with skill, it may be possible to predict cognitive-oriented task performance based upon the characteristics of these two model dimensions. This has implications for personnel selection, training and job design. Finally, differences between the measurement capabilities of the various knowledge structure measurement techniques were revealed. None of the techniques utilized were able to determine representation differences for each proposed dimension of knowledge structure. Those techniques which transform the data to reveal latent structures, such as Hierarchical Clustering and Pathfinder, were most effective. This points to the need for measurement methodologies capable of eliciting information regarding all knowledge structure parameters. A research agenda in knowledge structures is suggested.
1.0 INTRODUCTION

1.1 Background

The necessity for proper selection, training and job design to insure workers are prepared for the
decision-making activities and additional responsibilities brought upon by advancing technology becomes
an absolutely critical link in the process of improving global competitiveness for both private corporations
and government agencies. Traditional physical testing for manual work and simple cognitive ability tests
have become insufficient for such tasks. As a result, work in cognitive science is now making inroads
to analyzing and understanding performance on complex cognitive tasks.

Glaser and Bassok (1989) have identified three directions, or research thrusts, categorizing
ongoing efforts to understand complex cognitive skills. One focus addresses the acquisition of rapid,
proceduralized cognitive processes found in well-practiced consistent tasks. Early efforts in this area
(Shiffrin and Dumais, 1981) identified automatization as the process by which declarative knowledge is
transformed into compiled procedures. Later work (Anderson, 1982) advanced this effort by not only
presenting mechanisms (proceduralization and composition) for initial automation, but also suggesting
processes, such as tuning and strengthening, which can account for performance improvement beyond
the initial acquisition phase.

A second line of work identified by Glaser and Bassok (1989) is that of metacognition. Here,
researchers attempt to identify general control strategies to account for learning and skilled performance.
Such effort has been paralleled by work in Artificial Intelligence and expert systems, where the
knowledge base and control strategies are separated, but goes beyond that to suggest control mechanisms
for determining resource allocation, monitoring performance and predicting outcomes (Simon and Simon,
1978).

A third research focus in skill acquisition is knowledge structure, or knowledge representation.
Recent research (Chi et al. 1981, Adelson, 1981, 1984; Koubek and Salvendy, 1989, in press) has shown
that the manner in which knowledge is structured is a significant determinant of skilled task performance.
This empirical finding for individuals directly parallels the Knowledge Representation Hypothesis found in Artificial Intelligence literature:

Any mechanically embodied intelligent process will be comprised of structural ingredients that (a) we as external observers naturally take to represent a propositional account of the knowledge that the overall process exhibits, and (b) independent of such external semantical attribution, play a formal but causal and essential role in engendering the behavior that manifests that knowledge. (Smith, 1982).

In order to move forward in understanding and improving high level skill acquisition, parsimony dictates efforts toward developing theoretical foundations. Glaser (1976) has identified three key elements necessary for such theory development. First, the initial state of knowledge and skills possessed by the individual must be assessed. Second, a description of the desired knowledge state must be determined and finally, the mechanisms and processes which move the individual from the initial state to goal state must be identified. Each of the above research approaches would suggest a different underlying structure to serve as the basis for analyzing the initial and goal states. For example, automatization could employ a production rule system, metacognition may be represented as a set of heuristics and knowledge structure as a set of interconnected elements.

To be consistent with Glaser’s (1976) theory development components, it is critical that assessment of initial and desired goal knowledge states are performed in a manner which allows comparative evaluations. Fundamental to comparing knowledge states is the consistency of dimensions describing the states. It is important, at this point, to distinguish between dimensions and the values which are attained for these dimensions. For example, while a dimension titled "number of relationships between two concepts" should be evident in each state when measuring knowledge structures, the actual value assigned to this dimension would be expected to vary. Therefore, foundational to any effort in understanding complex cognitive performance is the availability of a suitable set of dimensions upon which to compare knowledge states. These dimensions, or variables, are often based on empirical or practical issues, such as ease of computation, and determined after the data has been collected (Koubek and Mountjoy, 1991). However, to proceed in an efficient and logical manner, the elements which are
to be assessed should be determined a priori on the basis of a model for skilled cognitive behavior such that data collection can then be guided by the dimensions, i.e., model-based measurement.

With regard to knowledge structures, research evidence has begun to show the importance of this construct for understanding performance on complex cognitive tasks. For example, Koubek and Mountjoy (1991) have provided empirical quantitative evidence regarding the impact of human knowledge structure (KS) on performance of multiple task types. This work supports the contention that KS cannot be ignored in repetitive task performance, but rather appears to provide the organizational framework in which subjects can identify task consistencies and eventually develop automatization. One particular hinderance in executing that study was the difficulty in obtaining a measure of KS which yielded assessment variables which could be compared across individuals and groups.

From this, an exhaustive literature review regarding KS measurement techniques was performed (Calvez, Koubek and Mountjoy, 1991). To summarize this review, it appears that a wide variety of KR measurement techniques have been used in the literature, ranging from verbal reports to discriminant functions.

Each KR measurement methodology implicitly makes assumptions regarding the contents, or components, of the human knowledge structure. Rarely, however, are these assumptions made explicit. In fact, few publications go so far as to provide an operational definition of knowledge structure: the object of measurement. According to Goldsmith and Johnson (1990), "Palmer (1978) noted that the field is 'obtuse, poorly defined, and embarrassingly disorganized' (p.259). Although more than a decade has passed since Palmer made these observations, there is ample evidence to suggest that his observations remain valid (p.243)." A potential explanation of this disarray may rest in the fact that specific techniques are designed to measure particular components of the KR, and conflicting outcomes are a result of measuring different elements of the overall construct labeled knowledge structure.

Present understanding of KR has been driven primarily by the individual measurement techniques available and associated mathematical assumptions. While this work has provided a rich empirical base,
a comprehensive model of KS is now necessary for further systematic advancement in understanding human knowledge structure. Such a model can yield parsimony, serve as a foundation and impetus for model-based KR measurement techniques and identify KR parameters for predicting operator performance in cognitive-oriented tasks.

1.2 Model of Knowledge Structure

To begin, a working definition of knowledge structure was defined as follows: "Human knowledge structure is defined as the structure of interrelationships between concepts and procedures (elements) in a particular domain, organized into a unified body of knowledge". In addition, a preliminary effort at identifying parameters, or features, which define the KR model is undertaken. The above definition suggests two main components of knowledge structure: elements and their interrelationships. These elements can be further described through two additional dimensions, or parameters. First, the knowledge structure elements may either be declarative or procedural concepts, and second, these elements can exist at various levels of abstraction. A cursory examination of concept lists used in the previously described research indicates both declarative and procedural concepts are used for relationship elicitation. Also, existing work, (Adelson, 1984; Koubek and Salvendy, 1989) has shown elements at varying degrees of abstraction. For example, critical elements in the domain of computer programming may be "FOR-NEXT" loop and "CONTROL STRUCTURE". The first element is procedural in nature, while CONTROL STRUCTURE is considered more declarative. Also, FOR-NEXT LOOP is a component of CONTROL STRUCTURE and therefore is at a lower level of abstraction.

In describing the second major component, relationships, two additional parameters can also be identified. First, the degree of relationship between elements can vary in degree, and second, more than one type of relationship can simultaneously exist between two or more elements. Obviously, the primary input to many knowledge structure measurement techniques is the proximity matrix, for which varying degrees of relatedness is the basis. Also, techniques such as overlapping closed curves, multidimensional scaling and repertory grid have indicated the existence of multiple relationships between elements. For
example, three potential elements in a process control task, FLOW RATE, TEMPERATURE, and VOLUME, may be related to one another in varying degrees and in more than one way. For example, FLOW RATE and VOLUME may be related based on the physical proximity of their displays and/or their interaction with PRESSURE. The proposed model is outlined in table 1.

1.3 Derivation of Hypotheses

The purpose of this study is three-fold. The first issue is to show that the KR dimensions in the model proposed do indeed exist. Next, it is determined whether an individual's experience level in a given cognitive-oriented domain affects the characteristics of the proposed model dimensions, and finally, the capability of existing KR measurement techniques to identify these differences in knowledge structure are compared. Therefore, the following primary hypotheses are proposed:

Hypothesis One: Each proposed dimension of knowledge structure exists.

Hypothesis Two: The characteristics of the proposed KR model dimensions are affected by domain experience.

Hypothesis Three: Differences exist between the measurement capabilities of current KR measurement methodologies across the proposed model dimensions.

The purpose of the first hypothesis is to provide support for the proposed KR model, and in effect, give cause to conduct the remainder of the study. The second hypothesis attempts to reveal which of the proposed model dimensions are a function of experience level in a cognitive domain. Finally, the third hypothesis attempts to expose the effectiveness of available KR measurement techniques, which will point towards areas of those techniques that are in need of future improvement.

2.0 METHOD

This experiment required experienced and naive individuals in a given domain to perform a series of tasks associated with selected KR measurement techniques. Representational differences between the two subject groups were quantitatively assessed based on the output from the knowledge structure measurement techniques.

2.1 Task
In order to test the above hypotheses, the domain used must be cognitive-oriented, and must be broad enough to encompass each of the proposed KR model dimensions. The domain chosen which meets these criteria is that of clerical work. The particular contents of this domain are outlined in the Dictionary of Occupational Titles (DOT 201.362-030).

The particular tasks performed were those necessary to carry out the procedures dictated by the individual KR measurement techniques. Because, at this point in time, our understanding of knowledge structure is dependent upon the measurement techniques currently available, a battery of techniques was used in an attempt to gain a more complete perception of the presence of the proposed model dimensions. The KR measurement techniques selected to be tested are representative of the previously discussed prominent categories. In particular, card sorting, hierarchical clustering analysis (Proc Cluster, SAS Institute, 1988), multidimensional scaling (ALSCAL) and Pathfinder were incorporated. Furthermore, an analysis of the repertory grid technique and pairwise similarity ratings was performed. Verbal report techniques, such as GOMS analysis and problem behavior graphs, were not selected for inclusion in the study because of the subjectivity involved in the derivation of the knowledge structures and their lack of well defined analysis methods.

2.2 Stimulus

The experimental stimulus used in each of the following tasks consisted of 30 clerical domain-relevant concepts which were elicited in pilot study interviews. Six subjects participated in the pilot study, of which three individuals were experienced secretaries and three were naive. Each subject was asked to list as many concepts as possible which they considered to be important to the general secretarial job. These concepts, they were told, may be anything from equipment used to procedures followed throughout the day.

Upon completion of the interviews, one master list of concepts was generated for each subject group. To insure that the test stimulus would consist of concepts representative of both subject groups, the intersection of the master lists was recorded. This process yielded 24 concepts. Since the purpose
of the study was to draw out differences between experience levels, an additional six concepts were extracted from the master list of the experienced secretaries. These six were concepts that at least two of the three secretaries held in common. Therefore, the stimulus list was comprised of 30 domain-relevant concepts, 24 in common to both subject groups, and six in common only to the experienced group.

2.3 Subjects

Thirty subjects participated in the experiment. Fifteen were secretaries with at least five years of experience, and the remaining fifteen were considered naive in the field (having a maximum of one year of secretarial experience). The mean experience of the secretaries was 15.20 years with a standard deviation of 7.92 years, while the mean experience of the naive group was 0.20 years with a standard deviation of 0.41 years. Each of the subjects were informed as to the purpose of the experiment and were paid for their participation.

2.4 Experimental Design

The experimental design is a straightforward comparison of experienced and naive group means on each of the dependent variables tested throughout the experiment. However, because of the nature of two of the dependent variables, tests between proportions were performed.

The independent variable in this study is experience level: Experienced and Naive. Because of the nature of the specific KR measurement methodologies used, the dependent variables differ from technique to technique across the model dimensions. Each are quantitative in order to reduce the subjectivity in the analysis, and have been derived from the assumptions of the various techniques or previous literature. The dependent variables are presented in table 2, and are described here for each technique.

2.5 Dependent Variables

2.5.1 Declarative and Procedural Concepts

This particular dimension is independent of the measurement techniques, and is determined by
the percentage of procedural concepts listed during a concept elicitation process.

2.5.2 Multiple Levels of Abstraction

**Card Sorting:** The average number of cards in a pile. A large number of concepts in a pile represents a higher order of abstraction in one's knowledge structure. This is based on the assumption that more concepts present in a pile require a more abstract classification label.

**HCS:** The average number of concepts in a cluster at the median joining distance. A large number of concepts in a cluster represents a higher order of abstraction in one's knowledge structure. This is based on the same assumption as above.

**Pathfinder:** The number of stars present in a representation (where a star is defined as a concept with at least five incident links). A larger number of stars represents a higher order of abstraction in one's knowledge structure. This is based on the same assumption as above.

2.5.3 Multiple Relations

**Card Sorting:** The number of repeated cards. A larger number of repeated cards provides evidence for more types of simultaneous relations existing between concepts.

**Repertory Grid:** The number of dimensions elicited. A greater number of dimensions elicited provides a basis for more types of simultaneous relations between concepts.

**MDS:** The number of distinct dimensions labeled by the subject. Subjects are shown a plot of one MDS dimension at a time, and are asked to label the dimensions on which the concepts are arranged. The more distinct number of dimensions labeled, the more types of simultaneous relations exist between concepts.

2.5.4 Varying Degree of Relatedness

**Card Sorting:** The co-occurrence of a randomly selected concept pair in a pile. Two concepts occurring together in the same pile are more strongly related than two in separate piles.

**HCS:** The co-occurrence of a randomly selected concept pair in a cluster. Two concepts occurring together in the same cluster are more strongly related than two in separate clusters.

**Repertory Grid:** The distance between a randomly selected concept pair. All dimensions are collapsed, and the distance is taken between the average rating for each selected concept. The more related two concepts are, the smaller the distance between them.

**MDS:** The distance between a randomly selected concept pair. The euclidean distance is calculated between the concepts in the two-dimensional solution. The closer the two concepts are in space, the more related they are.

**Pathfinder:** The number of links between a randomly selected concept pair. The number of links is determined by the shortest possible path between the two concepts. A smaller number of links between concepts denotes a higher relation between those concepts.

**Pairwise Similarity Ratings:** The similarity of a randomly selected concept pair. Therefore, a higher
similarity rating denotes more similarity between given concepts.

2.6 Procedure

Card Sorting: Each subject was presented with a pile of 30 index cards. Each card contained one of the domain concepts elicited during the pilot study interviews. The subjects were asked to sort the cards into piles based upon which concepts they felt "go together". They were told that, when they finished, there may be as few as one pile (if all concepts were seen as going together) or as many as 30 piles (if all concepts were seen as being separate). Additional cards could be requested if the subject determined that a particular concept belonged in more than one pile. It was stressed that there were no right or wrong answers and there was no time constraint. When the sorting was complete, the subjects were asked to provide a label for each pile (that is, to provide a reasoning for their placement of the concepts). The total number of piles and their respective labels were recorded.

Repertory Grid: Following the card sorting procedure, subjects were presented with three randomly selected concept cards. They were asked to determine a dimension that would separate two of the concepts from the other one. Random triads were presented until the experimenter determined that a representative list of dimensions had been elicited. To construct the rating grid, the domain concepts were listed down the left-hand side of the grid while the elicited dimensions were listed across the top. Because of the dependency of the dimensions on an individual subject, each grid was tailored specifically for that subject. Subjects were presented with the grid the following day, and were allowed to complete it at home. They were asked to rate each concept on an ordinal scale from one to seven on each dimension, and to return the rating sheet as soon as they had finished.

Concept Elicitation: On a second day, subjects were asked to list as many concepts as possible which they felt to be important in the secretarial field of work. They were told that these concepts could be anything from equipment used to procedures followed throughout the day (identical to the pilot study interviews mentioned earlier). The percentage of procedural and declarative concepts were determined for each subject (i.e., "files" is considered to be a declarative concept, whereas "filing" is considered procedural).
Pairwise Similarity Ratings: A computer program was developed which presented all possible pairs of the domain concepts to the subjects (resulting in 435 concept pairs). The subjects were shown one pair at a time, and were asked to rate their perceived similarity of the two concepts on a Likert-type scale from one to seven (one meaning extremely dissimilar and seven meaning extremely similar). The subjects were asked to use the entire range of values as necessary. The subjects were also told that a number of factors may influence the similarity of the concepts, and that all factors should be considered when a rating was assigned. This data was later submitted to Proc Cluster, ALSCAL and Pathfinder for further analysis. The default settings were used for each of these techniques.

3.0 RESULTS

3.1 Hypothesis One

As stated earlier, the purpose of this hypothesis is to show that the proposed dimensions within the model of knowledge structure do indeed exist. To do this, it was necessary to determine if the values collected within each dimension for at least one measurement technique were either different from zero (as in the case of Static and Procedural Concepts and Multiple Relations) or different between concepts. The specific processes involved for each dimension are discussed below.

Static and Procedural Concepts

To test for the existence of this dimension, a t-test was performed on the average percentage of procedural concepts elicited from the Experienced group in order to determine that this percentage was greater than zero. The results of this test were significant, t(14) = 12.07; p < 0.005.

Multiple Levels of Abstraction

The starness values of two randomly selected concepts (Communication and Liaison) were compared to determine if differences in levels of abstraction exist within the Experienced group. The t-test was significant, t(28) = 3.90; p < 0.01, indicating a difference in the level of abstraction between the two concepts.

Multiple Relations

The number of repeated cards in the card sorting procedure (Experienced group) was tested to determine if this number was greater than zero. The t-test was significant, t(14) = 2.43; p < 0.025, providing evidence for the simultaneous existence of multiple relations between concepts.

Varying Degree of Relatedness
To determine the existence of this dimension, three concepts were selected by an independent observer: Accounting, Payroll and Shorthand. A t-test was then performed on the similarity ratings of the two concept pairs Accounting-Shorthand and Accounting-Payroll for the Experienced group. The test was significant, $t(28) = 2.82; p < 0.01$, indicating that varying degrees of relatedness exist between concepts within the knowledge structure.

3.2 Hypothesis Two

Static and Procedural Concepts

This variable was not significantly different between experience level groups, $t(23) = 0.90; p < 0.38$ (see table 3).

Multiple Levels of Abstraction

*Card Sorting:* The test between experience group means did not yield significant results for this variable, $t(28) = 0.57; p < 0.57$.

*HCS:* The results of this test were statistically significant, $t(28) = 2.53; p < 0.02$. The clusters of the Experienced group contained more concepts than the clusters of the Naive group.

*Pathfinder:* While not statistically significant, $t(28) = 1.91; p < 0.07$, there appears to be a trend for the Experienced group's representations to contain more stars than the Naive group's representations.

Multiple Relations

*Card Sorting:* This test did not yield statistically significant results, $t(28) = 0.51; p < 0.62$.

*Repertory Grid:* The number of dimensions elicited were not significantly different for the two experience level groups, $t(28) = 0.74; p < 0.46$.

*MDS:* This test did not yield statistically significant results, $t(27) = 0.47; p < 0.64$.

Varying Degree of Relatedness

The measurement of this dependent variable required that a pair of concepts be randomly selected by an outside party. The restriction placed on this selection was that the pair must have come from the six domain concepts that were only in common to the experienced secretaries in the pilot study. This would allow an observation of the differences in the degree of relatedness between the two experience groups for a presumably higher level pair of concepts. The pair chosen was: "Accounting" and "Supervising Employees".

*Card Sorting:* The test between group proportions did not yield statistically significant results, $z = 0.46$;
p < 0.32.

**HCS**: Statistically significant results were found with this technique. A test between group proportions yielded \( z = 2.46; \ p < 0.007 \).

**Repertory Grid**: The result of this test was not statistically significant, \( t(28) = 1.88; \ p < 0.08 \).

**MDS**: This technique did not yield statistically significant results, \( t(28) = 0.56; \ p < 0.58 \).

**Pathfinder**: The result of this test was not statistically significant, \( t(28) = 0.49; \ p < 0.63 \).

**Pairwise Similarity Ratings**: The result of this test was not statistically significant, \( t(28) = 1.7; \ p < 0.10 \).

3.3 Hypothesis Three

Based on the results of the individual techniques used within Hypothesis Two, it is readily seen that differences do exist in the KR measurement capabilities between techniques on the model dimensions. In particular, HCS was the only technique that extracted significant differences (\( P < .05 \)) in the knowledge structures of the two experience level groups.

4.0 DISCUSSION

4.1 Existence of Model Dimensions

The first hypothesis, that each proposed dimension of knowledge structure exists, was supported. This was shown by testing that the values obtained during experimentation for each of the dimensions were either different from zero (in the case of Procedural and Declarative Concepts and Multiple Relations) or different between concept pairs (in Multiple Levels of Abstraction and Varying Degree of Relatedness). Therefore, it has been shown that the proposed dimensions are a good starting point in the development of a comprehensive model of knowledge structure. Further, the support of this hypothesis provided the necessary foundation on which to perform the testing of Hypotheses Two and Three.

4.2 Affect of Experience Level on Model Dimensions

In regard to the second hypothesis, that the characteristics of the proposed knowledge structure model dimensions are affected by domain experience, three outcomes were possible for each of the proposed model dimensions: (1) None of the techniques administered show differences between
experience levels, (2) a subset of the techniques administered reveal differences between experience levels, and (3) each of the techniques administered find differences between experience levels. As long as at least one of the measurement techniques administered revealed significant differences between experience level groups for a given model dimension, there is evidence to suggest that the characteristic of the particular dimension is affected by differences in experience level. As such, it could be suggested that each dimension in the model differs with experience level and may influence an individual's performance on a cognitive task. Such evidence was found for the dimensions of Multiple Levels of Abstraction and Varying Degree of Relatedness. However, the dimensions that did not yield significant differences between subject groups should not be discarded as possible determinants of performance. Perhaps differences would have been found had the techniques used been more sensitive to those dimensions of knowledge structure. Furthermore, one cannot rule out the possibility that the domain chosen for this study was not one in which experience level necessarily produces differences on all knowledge structure dimensions.

In addition to the proposed model dimensions, a post-hoc analysis indicated that another dimension measured with Pathfinder, Representation Complexity (the total number of links present in the representation), is an indicator of representation differences between experience levels, t(28) = 2.43; p < 0.03. Therefore, any future model of knowledge structure should include a complexity parameter.

4.3 Differences in Measurement Techniques

The third hypothesis, that differences exist in knowledge structure measurement capability among techniques on the model dimensions, was supported. This was shown by the different results obtained by the various techniques across the model dimensions. The results of this study indicate that hierarchical clustering analysis was the only technique to extract significant differences (p < .05) between the experience groups on any of the model dimensions. It appears then, that the remaining techniques were not sensitive enough in this scenario to yield significant differences between experience groups. It is interesting to note that the one technique that extracted representation differences between skill levels used
statistical methods to transform the data prior to producing the representation. This provides support for the latent trait techniques as discussed in Calvez, et al. and suggests that, indeed, these transformation techniques are useful in eliciting the contents of knowledge structure. Although they did not yield significant results at the 0.05 alpha level, in comparison to the other techniques, Pathfinder (Multiple Levels of Abstraction) and the repertory grid technique (Varying Degree of Relatedness) appear to have revealed differences between experience levels and should, therefore, be considered as useful techniques for measuring these respective dimensions. Given these results, it appears that Pathfinder and hierarchical clustering analysis are useful techniques in revealing differences in the levels of abstraction between different experience groups, while the repertory grid technique provides an effective indication of the varying degree of relatedness between pairs of domain-related concepts. As mentioned earlier, none of the measurement techniques employed in this study were able to detect differences between experience levels for the dimension of Multiple Relations. Although differences were not found for this dimension, the author believes this may be due to a weakness of the available measurement techniques. More research is needed to determine the useability of this dimension to determine knowledge structure differences.

4.4 Research Agenda

Three specific areas of future work are discussed below: Refinement of the model of knowledge structure, the development of new measurement methodologies, and the application of this research in the work place.

From the results of this study, it may be seen that there is a need to refine the proposed model of human knowledge structure. In particular, the inclusion of an additional dimension that represents the complexity of the knowledge structure is necessary. Furthermore, it is imperative that work continue in the development of knowledge structure measurement techniques. For, none of the techniques used here have the ability to measure each of the parameters of the proposed model of knowledge structure.

The focus of future work should be on the development of a comprehensive measurement
methodology capable of eliciting reliable information from each of the parameters of knowledge structure. The results of this experiment necessitate that any new technique be able to determine differences in the dimensions of Multiple Levels of Abstraction, Varying Degree of Relatedness, and Representational Complexity. In addition, the technique should elicit quantitative data to reduce subjectivity in the interpretation of the knowledge structure dimensions, and should be applicable for use in a variety of work place domains.

When these goals have been accomplished, it may be possible to predict an individual's performance on a given cognitive-oriented task based upon the characteristics of that individual's knowledge structure. Such information would be applicable in personnel selection, training and job design. For example, certain jobs may be better suited for individuals with a higher level of abstraction in their knowledge structure. Training could be geared toward the development of certain knowledge structure attributes needed for an operator to efficiently perform a given job. Finally, jobs themselves could be designed in such a way as to be "matched" with the knowledge structure of the operator, for there has not been much success with training individuals to adopt a particular knowledge structure (Adelson, 1984).

In summary, this experiment has validated the existence of four proposed dimensions of knowledge structure, identified two as being affected by differences in domain experience levels and identified an additional dimension to be included in a future model of knowledge structure. Furthermore, differences were found in the measurement capabilities of available knowledge structure measurement techniques. Therefore, the primary objectives of this effort were satisfied. These results support the importance of validating a formally defined model of knowledge structure, and the need for the development of new measurement methodologies in order to advance our understanding of the field.
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Table 1. Proposed model of knowledge structure.

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>FEATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element</td>
<td>Unique concepts, or knowledge units, of a domain exist as elements in the KR.</td>
</tr>
<tr>
<td></td>
<td>Elements can exist as declarative or procedural concepts.</td>
</tr>
<tr>
<td></td>
<td>Multiple levels of abstraction among elements can exist in a single KR.</td>
</tr>
<tr>
<td>Interrelationship</td>
<td>Relationships exist between the elements.</td>
</tr>
<tr>
<td></td>
<td>The relationship between elements can vary in degree.</td>
</tr>
<tr>
<td></td>
<td>More than one type of relationship can simultaneously exist between two or more elements.</td>
</tr>
</tbody>
</table>
Table 2. Dependent variables for Hypothesis Two.

<table>
<thead>
<tr>
<th>KR MODEL DIMENSION</th>
<th>TECHNIQUE</th>
<th>Card Sorting</th>
<th>HCS</th>
<th>Repertory Grid</th>
<th>MDS</th>
<th>Pathfinder</th>
<th>Similarity Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declarative &amp; Procedural Concepts</td>
<td>Percentage of Procedural Concepts Elicited</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple Levels of Abstraction</td>
<td>Average Number of Cards Per Pile</td>
<td>Average Number of Concepts Per Cluster</td>
<td>NA</td>
<td>NA</td>
<td>Number of Stars</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Multiple Relations</td>
<td>Number of Repeated Concepts</td>
<td>NA</td>
<td>Number of Dimensions Elicited</td>
<td>Number of Dimensions Labeled</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Varying Degree of Relatedness</td>
<td>Co-Occurrence of Pairs in Piles</td>
<td>Co-Occurrence of Pairs in Clusters</td>
<td>Distance Between Concept Pairs</td>
<td>Distance Between Concept Pairs (2-D)</td>
<td>Number of Links Between Concept Pairs</td>
<td>Similarity of Concept Pairs</td>
<td></td>
</tr>
</tbody>
</table>

NA = No quantitative measure available
Table 3. Summary of results for Hypotheses Two and Three.

<table>
<thead>
<tr>
<th>KR MODEL DIMENSION</th>
<th>TECHNIQUE</th>
<th>SUMMARY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Card Sorting</td>
<td>HCS</td>
</tr>
<tr>
<td>Declarative &amp; Procedural Concepts</td>
<td>$X_E = 0.82$</td>
<td>$SD_E = 0.13$</td>
</tr>
<tr>
<td>Multiple Levels of Abstraction</td>
<td>$X_E = 6.28$</td>
<td>$SD_E = 2.54$</td>
</tr>
<tr>
<td>Multiple Relations</td>
<td>$X_E = 1.93$</td>
<td>$SD_E = 3.08$</td>
</tr>
<tr>
<td>Varying Degree of Relatedness</td>
<td>$p_E = 0.13$</td>
<td>$p_N = 0.07$</td>
</tr>
<tr>
<td>Significant Differences</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

NA = No quantitative measure available
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ABSTRACT
Recent research suggests that the structure of user knowledge, in addition to the content, is a significant determinant of user behavior in computer-oriented tasks. The purpose of this paper is to provide the researcher in human-computer interaction with a comparative review of available knowledge structure measurement techniques and to summarize their potential application for aiding the designer at various stages of interface design. Three general classes of techniques are identified: verbal reports, clustering and scaling. Each group is reviewed according to (1) the manner in which concepts and relationships are elicited, (2) the method used to derive the knowledge structure and (3) procedures used to analyze the knowledge structure. With this information, the human-computer interface designer can more effectively use these techniques for their particular application.
1.0 INTRODUCTION

1.1 Overview of User Centered Design

The expansion of information technology in the workplace has provided engineers and psychologists with new possibilities for designing jobs and tasks to best match operator characteristics. Given the power and flexibility of a computational environment, there are new opportunities for following the often-stated principle of matching the task and user. Such user-centered design overcomes the costs of requiring the worker to conform to a pre-determined work environment. For example, if a job is fixed such that only a narrow class of personnel is qualified, labor costs will increase as the qualified applicant pool decreases. Interfaces created through user centered design principles can consist of either an intelligent system which is capable of evaluating and adapting to the user, or a system which is designed to conform to the characteristics of the expected user population. In either case, the capability to identify the user characteristics which impact performance becomes critical to the design process.

1.2 User Characteristics

Work in the area of identifying user characteristics has traditionally focused on measuring general cognitive abilities, as found in the personnel selection literature, or identifying task specific knowledge possessed by the operator. However, recent research suggests that the structure of knowledge, in addition to the content or general global abilities, is a significant determinant of user behavior in computer-oriented tasks.

For example, Koubek and Mountjoy (1991) demonstrated that the manner in which an individual structured knowledge of word processing commands affected the performance of a complex text-editing task. In particular, those individuals with an abstract knowledge structure were more likely to complete the task than those with a concrete structure. Therefore, it appears that in order to maximize performance on any given cognitive task, it would be beneficial to "match" an individual possessing a particular knowledge structure with a task or interface most suited for that structure type.

Knowledge structure differs from knowledge content in that the structure is basically the way in which a person's body of knowledge is organized. They are also different than mental models in that knowledge structures represent static relationships between concepts rather than an operational model of systems. The structure of the organization inherently affects the way the person utilizes their knowledge. An inappropriate structure can make even the most complete body of knowledge ineffective.

Work in understanding this phenomenon of knowledge structure may be traced back to the research of Tulving (1962) who determined that, given a list recall task, humans tend to order that list according to their structure of the relationships between concepts. Early work examining individual differences in the performance of master and novice chess players (de Groot, 1965; Chase and Simon, 1973) found that master chess players were able to interpret patterns or "clusters" in the meaningful arrangements of chess pieces which allowed them to streamline their memory processes.

These initial experiments spawned a flurry of research which attempted to discover the properties of knowledge structures which impact cognitive task performance. This work has encompassed a variety of domains such as physics and mathematics problem solving, computer programming, electronics, medical diagnosis, software design, and psychological diagnosis (e.g. Egan and Schwartz, 1979; Adelson, 1981; Shoenfeld and
Researchers attempting to obtain information about the characteristics of knowledge structures have developed a diverse group of techniques which, to some extent, present an individual’s knowledge structure. These techniques vary greatly in the information obtained, method of elicitation, and the format with which the structure is presented.

1.3 The Design Process

When designing human computer interaction, different stages of the design process require different types of information regarding the potential user base. Many attempts have been made to classify the stages of software development. Some researchers have proposed detailed processes while others stress a more situationally dependent general rule-based method (Booth, 1989; Henderson, 1991; Eason and Harker, 1991; Gardner, 1991). It is not the intent of this paper to introduce more speculation this topic. Instead, we will adopt a general framework of interface software development involving four stages in which to discuss the various contributions of knowledge structure assessment techniques.

The first stage of the software development process addresses evaluation of the existing system. This opens the possibility for a variety of interpretations. For instance, this includes the evaluation of an existing software package for which a successor or competing product is being designed. This also includes evaluation of the methods used in a non-computerized task situation which is being computerized. The premise at this stage is that operators familiar with the task will have developed certain procedures and relationships between concepts. Many times it is preferable to design within these predefined knowledge structures. Other times incongruities between how the operator conceptualizes and actually performs a task will indicate need for a new design approach which would bring the two closer together.

The second stage to be considered is the initial design stage. This includes such tasks as defining design objectives and specifying interface characteristics. Issues at this stage include interface consistency and information structure problems. The third stage, formative design, is the actual production of the interface. Besides the actual creation of the interface software, one of the key issues here is the comparison and selection between alternative interface designs. The final stages, summative evaluation and installation, will be lumped together and will not be included in our discussion of knowledge structure assessment technique contributions, since the contribution of knowledge assessment to the development process should be included in the early stages of development to be of any use.

Typically, at each of these stages, the designer uses an explicit model of the user or an implicit understanding of the users' needs based on the designer’s understanding of these needs. Therefore, providing user characteristic information, such as knowledge structure, to the designer can benefit the entire design process.

1.4 Purpose

The purpose of this paper is to provide the researcher in human-computer interaction with a comparative review of available knowledge structure measurement techniques and to summarize their potential application for aiding the designer at various stages of interface design. With this information, the investigator can select the appropriate technique for their particular application. Three general classes of techniques are identified: verbal reports, clustering and scaling. Each group is reviewed according to (1) the manner in which concepts and relationships are elicited, (2) the method used to derive the knowledge structure and (3) procedures used to
analyze the knowledge structure.

1.5 Fundamental Issues

All of the techniques discussed here are fundamentally introspective in nature. The techniques differ in terms of how systematic and formal that introspection is, but all techniques begin with individuals making some type of metacognitive judgements (i.e., judgements about what they know). However, many of the existing techniques then perform statistical or multivariate analyses of these judgements. These analyses may give the investigator the impression that the source of the information is somehow more objective, such as with a physiological or performance-based measure. As a result, it is important for the investigator to keep a proper perspective regarding the origins of the resulting representations.

While it should be acknowledged that the existing techniques elicit information which is interpretive, one should not ignore the utility of that information source. The questioning of the introspectionist paradigm around the beginning of the twentieth century was in part due to the fact that individuals were unable to reliably introspect about their cognitive processes. Because of this, the use of introspection as a data source has developed a negative connotation. However, metacognitive judgments can contain information which is difficult or impossible to obtain from more objective sources (Ericsson and Simon, 1984). Therefore, one may argue that investigations into knowledge structure measurement techniques should not attempt to avoid introspective aspects of the measurement process.

There are several common features which characterize the type of knowledge elicited by these techniques. First, the knowledge elicited is relatively stable over time (Chi, Hutchinson, and Robin, 1989). Second, the type of knowledge elicited tends to be somewhat more declarative than procedural in nature. While some of the techniques can elicit more procedural types of knowledge, such as in terms of "if-then" rules (Anderson, 1983), the majority of research has produced techniques which are more effective at eliciting declarative knowledge (Rips, Shoben, and Smith, 1973). Third, the existing knowledge measurement techniques provide representations of complex, cognitive domains. As a result of this, each technique may be more applicable to some domains than others. Further, it is important to note that underlying user structures provide only one of the many user characteristics which can be considered in HCI design.

In general, the measurement of knowledge structures, has three component parts. First, the important concepts and relationships in the domain of interest are elicited. For example, if an expert's knowledge structure of programming were being measured, a list of concepts such as "LOOPING", "RECURSION" and "ARRAY" would be developed. In addition, the relationships, or degree of relationship, between the various concepts would be determined. In the programming example, subjects may be requested to rate the degree of similarity between "LOOPING" and "ARRAY" using a 7-point scale. With the raw data collected, the second phase is the derivation of the underlying structure. In this process, the raw data is transformed to reveal a structure for later analysis. The third and final stage is analysis of the derived knowledge structure. It is in this stage that dependent variables can be derived which characterize an individual's knowledge structure. The validity and reliability of the final dependent variables are a function of all proceeding steps described above.

From review of the literature, three general classes of knowledge structure measurement techniques emerge: verbal reports, clustering methodologies and scaling methodologies. The output from these techniques range from rather qualitative (verbal reports) to highly quantitative (scaling methodologies). Techniques within each of these classes tend to have similar properties with regard to the three stages of
measurement listed above. Therefore, the structure of this paper is as follows. Each of the general classes will be discussed in turn. The review of each measurement class will focus on four components: structure elicitation, structure derivation and structure analysis and application to one of the design stages. Tables 1, 2 and 3 provide a summary of the discussion to follow.

2.0 VERBAL REPORTS

Verbal reports are based on the intuitive notion that, if one wishes to obtain information concerning an individual's knowledge structure, then it is appropriate to have the individual verbally describe the characteristics of his or her domain knowledge. As will be discussed, there are several critical drawbacks associated with the use of verbal reports for knowledge structure measurement. Nevertheless, verbal reports are a popular means of eliciting cognitive information in a variety of domains. The common elements among the verbal report techniques are as follows. First, all data is generated from verbal descriptions of the domain of interest. Second, the construction of a representation of the knowledge structure is based on the investigator's interpretation of the data. Finally, the investigator often applies a particular cognitive model, such as GOMS, NGOMSL, Task Action Grammar, or Production Rules, to organize the data.

The following discussion of verbal reports is divided into two stages: information elicitation and representation development. At present, the analysis of structures is basically left to investigator interpretation. The information elicitation stage discusses verbal techniques which strictly involve the "information gathering" portion of the knowledge representation definition process. The representation development phase describes two popular models of cognitive task performance that investigators have used as a framework for the results of the verbal reports.

2.1. Information Elicitation

2.1.1 Interviewing. Interviewing has been the most widely used technique to elicit information from experts in the development of expert systems (Evans, 1988). Individuals are asked a series of questions concerned with the performance of the given problem or job, structured in such a way as to, first, elicit general concepts, and later, to determine relationships among those concepts (Meister, 1985; Olson and Rueter, 1987; McPherson and Thomas, 1989; Means and Voss, 1985; Leinhardt and Smith, 1985). Further, investigators use a funnel approach in which the line of questioning starts very broad and then becomes more specific as the interview proceeds. Interviewing is primarily a retrospective technique in that the individual being interviewed elicits information subsequent to performance of domain related tasks.

2.1.2 Questionnaires. Questionnaires may also be an effective manner in which to elicit variables and their relationships important to performing a given task. The questionnaire is presented in a written format with open ended questions. Questions are posed in such a manner as to allow the individual to identify critical variables, and the relationship between these variables. Like interviewing, a questionnaire is a retrospective technique.

2.1.3 Interruption Analysis. Interruption analysis is performed by observing the subject while they perform the task. If at any point during task performance the subject's actions or thought processes become unclear to the observer, the latter interrupts the task in order to probe the individual for information regarding the
reasoning behind those unclear actions or thought processes (e.g. "Why did you do that?" or "What did you gain from that?"). As noted by Olson and Rueter (1987), once the task has been interrupted, it is difficult to resume.

2.1.4 Protocol Analysis. Protocol analysis is a further attempt to eliminate inferences drawn by outside sources. In the generation of a protocol, an individual is asked to “think out loud” as he/she performs the task to be analyzed. The individual should identify any goals and methods currently being utilized to reach the task solution.

A number of researchers have used protocol analysis to elicit knowledge in a variety of domains. The areas of computer programming, software design, and word processing have been popular domains for the application of protocol analysis (Vessey, 1985; Soloway and Adelson, 1985; Koubek, Salvendy, Eberts and Dunsmore, 1987; Koubek and Salvendy, 1989; Zeitz and Spoehr, 1989; Koubek and Mountjoy, 1991). Its application toward the general domain of education and problem solving is also prevalent in the literature (Chi, Feltovich and Glaser, 1981; Sweller, Mawer, and Ward, 1983; Leinhardt and Smith, 1985; Sweller and Owen, 1985; Lunderberg, 1987; Ploger, 1988). The use of protocol analysis in these domains is reasonable because the thought processes may be verbalized quite naturally. In other domains, in which the learning process is less verbal (such as playing golf), protocol analysis is much less effective (Cooke and McDonald, 1986).

This technique, according to Ericsson and Simon (1984), is a valid means of obtaining an individual’s momentary cognitive processes since the individual’s immediately preceding thoughts are stored in short term memory, and can be accessed by the individual directly. However, some investigators are concerned that task performance is altered during the verbalization process and would therefore produce unnatural protocols (Ericsson and Simon, 1984; Musen, 1989; Nisbett and Wilson, 1977).

2.1.5 Discussion of Information Elicitation with Verbal Reports. In past years, verbal reports have generally been labeled as introspective in their generation of data (Nisbett and Wilson, 1977), and, therefore, have been discarded by many as being valuable tools of knowledge elicitation. However, Ericsson and Simon (1984) argue that some of these techniques may be unfairly categorized as highly introspective (e.g. protocol analysis). As is true with the application of any knowledge elicitation technique, strict guidelines must be followed in order for the output of verbal reports to be valid. Ericsson and Simon (1984) have identified three criteria that must be met to insure the proper use of verbal reports. The first of these is the “Relevance Criterion”, which states that verbalization should be a normal part of the performance of the given task. The “Consistency Criterion” explains that consecutive verbalizations should be logically consistent. Finally, the “Memory Criterion” requires that the person remember a subset of the information that was attended to during task performance. Ericsson and Simon (1980, 1984) contend that if these guidelines are followed, verbal reports can produce useful reliable data for the study of cognitive processes.

2.2 Representation Generation

Once the verbal data has been collected, it must be transformed into an analyzable format. This process is neither easy nor well defined for most of the techniques previously described. Three popular techniques which do have guidelines to follow in the structuring of verbal data are GOMS models, grammars and production rule systems. For a complete description of these techniques, see Olson and Olson (1990).

In the representation development techniques for verbal report data, much sub-
jectivity is left to the analyst. Even if an attempt is made to quantify certain aspects of the representations, the ultimate decision as to which aspects are to be quantified is made by the analyst. This may tend to bias the results toward revealing the kind of information that the analyst wishes to obtain. However, if care is taken in the selection of the quantifiable aspects, as well as in the experimental design, interesting relationships between individual characteristics may be found. The primary strength of verbal reports is the flexibility they give to an investigator.

The analyst may decide to use a cognitive model, such as GOMS, NGOMSL, Task Action Grammar, or Production Rules, to organize the resulting data. GOMS modeling (Card, Moran, and Newell, 1983) attempts to capture the goals of the user, how these goals are decomposed into sub-goals, and how observable behaviors are used to satisfy these goals. GOMS organizes these sub-goals and their associated behaviors as elements of a goal stack which represents the steps required to complete a goal. This model can be used to make estimates of relative execution time, learning times, and transferability. The NGOMSL model (Kieras, 1988), is similar to the GOMS model in the way it decomposes a task. However, it uses a much more formalized language and organizes the elements into a computer programming type subroutine structure. Additionally, NGOMSL modeling enables the analyst to make much more accurate predictions of execution time, learning time, consistency gains, and working memory load. Grammars, specifically Task Action Grammar (TAG) (Payne and Green, 1986), and production rules (Newell and Simon, 1972) attempt to organize the Human-Computer interaction language into a set of rules for specifying commands. Typically, grammars will be represented as a set generalized syntactic forms for specifying a whole host of possible commands. Production rules are presented as a series of IF-THEN statements which characterize an even broader range of interaction possibilities. Once in either of these formats, they may be used to make measurements of interface consistency, relative learnability, and generation and generation and testing of research hypotheses.

2.3 Application of Verbal Reports to HCI Design

The first design stage, system evaluation, is primarily concerned with gathering information about the tasks, procedures, and the user organization of task specific knowledge. Research has shown that verbal reporting techniques, which consist of concept elicitation and investigator’s interpretive representation, are useful tools for extracting higher level and global task element information (Koubek and Salvendy, 1986). However, these techniques are less effective at eliciting task specific information. These techniques will aid the interface designer in identifying tasks and other design issues to be considered throughout the entire design cycle. Indeed, user experiences, revealed through interviews and protocol analysis, can uncover or emphasize design issues previously unsuspected or ignored by the designer.

3.0 CLUSTERING METHODOLOGIES

The clustering methodologies can viewed as a midpoint between the scaling methodologies and the verbal reports that were previously discussed. The clustering techniques are more formal and systematic than the verbal reports and less so than the scaling methodologies. The important difference between the clustering methodologies and verbal reports is that with verbal reports, the analyst produces the representation of the elicited knowledge based on their subjective interpretation of the data. With the clustering methodology, the representation is generated directly from the user inputs (e.g. by having them perform a series of tasks) or is analytically derived from the results of a task. Thus, the investigator has substantially less
influence on the characteristics of the representation obtained.

The foundations of the clustering methodologies began with the early work in expert-novice differences (de Groot, 1965; Chase and Simon, 1973; Reitman, 1976; Egan and Schwartz, 1979). This research suggested that domain-relevant concepts are grouped together in clusters by those individuals proficient in the domain of interest. Further, these clusters were viewed as the building blocks from which more elaborate knowledge representations might be constructed. De Groot (1965) and his colleagues examined the performance of master and novice chess players. The major finding of their work was that master chess players showed a superior ability to recall chess board configurations only when the boards were arranged in actual game situations as opposed to random arrangements of the pieces. This result suggested that expert chess players perceived patterns (e.g. offensive and defensive groups) in the chess piece configurations. Indeed, the existence of a superior knowledge structure or problem structure appeared to increase the ability of a master chess player to efficiently recall large amounts of relevant information. Chase and Simon (1973) used a recall technique to establish boundaries of these cognitive clusters in chess board configurations. These techniques have also been used to elicit information in the field of computer programming (Barfield, Koubek, and Hwang, 1985).

The following techniques may counter some of the problems inherent in verbal report techniques, providing an alternative to these less formal and objective techniques. Clustering methodologies are divided into three main stages: concept elicitation, cluster elicitation, and the analysis of representations. This division of concept list elicitation from the elicitation of the clustering relationships is one of characteristics that distinguishes clustering methodologies from verbal reports.

3.1 Concept Elicitation

The elicitation of a list of domain relevant concepts is a significant, yet often underemphasized, aspect in the generation of a representation of human knowledge structures. To date, few formal techniques have been created to systematically extract the important domain-related concepts (Cooke and McDonald, 1987).

The techniques given below are, for the most part, borrowed from the verbal report techniques such as interviewing and protocol analysis. However, concept elicitation techniques differ from the verbal reports in two important ways. First, the format of the resulting information in concept elicitation is predetermined. Indeed, the output of these techniques is required to be a list of domain relevant concepts. This is in contrast to verbal reports, where the characteristics of the output are to a large degree uncertain. Also, verbal reports attempt to obtain all important knowledge concerning the domain simultaneously, whereas concept elicitation only generates domain relevant concepts.

3.1.1 Investigator Judgement. In the majority of studies examined in the literature, investigators obtained the concept list from researcher's intuition or written technical information on the subject rather than the individuals under study. This approach to concept elicitation would certainly seem to be counter-productive because the information does not originate from the individuals being measured. Nevertheless, an investigator may be compelled to use this technique because it may reduce costs substantially. Further, in domains such as computer programming or problem solving, a list of concepts may be self-evident.

in their experiment. Adelson (1981, 1984) subjectively selected computer programs and flowcharts to present to novice and expert computer programmers. Hollands and Merikle (1987) selected psychological terms from several psychology texts.

3.1.2 List Generation. This technique involves the manual listing of a set of domain relevant concepts by an individual or group. Cooke and McDonald (1986) describe three different ways in which domain critical concepts may be elicited in list form: critical concept listing, step listing and an outline generation method. In critical concept listing, the individual is simply asked to list as many domain relevant concepts as possible. In step listing, the individual is prompted to list concepts related to a particular task that they have observed or performed. In the outline generation method, the individual is asked to list the headings and subheadings of a hypothetical book on the domain of interest. Rips, Shoben, and Smith (1973) used a technique similar to critical concept listing to elicit familiar bird and mammal terms. The 12 terms most frequently mentioned by students in a five minute period were selected.

3.1.3 Interviewing and Protocol Analysis. Cooke and McDonald (1986) also discussed and investigated an interviewing method. In their method, an individual observes an interviewing scenario in which one person asks another person open ended questions about the pertinent domain. Similarly, in protocol analysis, an individual would observe a recorded protocol of a domain relevant task and would be asked to record all significant words mentioned. These techniques, of course, are similar to the corresponding techniques in the verbal reports section. Schvaneveldt, Goldsmith, Durso, Maxwell, Acosta and Tucker (1982) used an iterative series of literature searches, task analyses, and interviews with fighter pilots to obtain a concept list for two tactical flight maneuvers.

3.1.4 Discussion of Concept Elicitation Techniques. The trend in the literature is for the list of domain relevant concepts to be much smaller than the actual size of the concept list that an expert possesses. To some extent, this occurs because of practical limitations on budgets and time, but also occurs because researchers often believe that a partial list of concepts is sufficient for the applications of the analysis.

Studies have found that different methods of concept elicitation tend to obtain certain types of information. Cooke and McDonald (1986) compared several concept elicitation techniques (concept lists, interview, task-based lists, chapter lists). For the domain of "driving a car", they found that concept listing and task-based listing generated mostly general rules ("Wear seat belts", p. 1428) while interviewing and chapter listing revealed mostly concepts ("brakes", p. 1428). They argued that different techniques are differentially suitable to obtain various types of information. To produce an adequate concept list, investigators must make a decision regarding the desired depth of analysis and closely examine the domain of interest to produce an operational definition of a concept which can guide the decision of an appropriate technique.

3.2 Cluster Elicitation.

A cluster elicitation technique takes information in terms of a list of domain related concepts, establishes discrete or continuous relationships between the concepts, and outputs a spatial presentation of these relationships.

3.2.1 Card Sorting. The basic idea behind the card sorting technique is somewhat self explanatory. Individuals manually sort a set of concepts into several piles. Each concept in the concept list is labeled on a card. The analyst presents all of the
concepts to the person. Typically, the individual is instructed to divide the cards into groups based on which concepts “go together” (Gobbo and Chi, 1986, p. 224). Most frequently, there is no restriction placed on the number of groups which can be created. Further, duplicate concept cards are often encouraged (McDonald, Paap, and McDonald, 1990) so that a concept may appear in more than one group. This increases the variety of types of relationships which can be elicited. Often in card sorts, individuals are encouraged not to sort concepts with which they are not familiar. In addition, the labels of the piles are often elicited. Weiser and Shertz (1983) had individuals sort programming problems and compared the labels individuals given to the clusters across groups.

3.2.2 Ordered Trees. The basis of this technique states that the way in which concepts are stored in an individual’s long-term memory is reflected by the order in which they are recalled. Specifically, it is proposed that humans store and recall all items in a particular cluster before recalling items in another cluster (Olson and Rueter, 1987). Given the assumption that humans store information in chunks or “clusters” of concepts, attempts have been made to examine the recall process to identify the boundaries of these clusters.

Chase and Simon (1973) had chess players reconstruct chess board configurations from memory to determine clusters of chess pieces. They argued that the response latencies between clusters of chess pieces should be longer than latencies within a cluster. Tulving (1962), McLean and Gregg (1967) and Bower and Springsteen (1970) also used inter-response latency information to derive cluster-type relationships for a set of concepts. Reitman (1976) attempted to replicate Chase and Simon’s study using another board game, Go. She found that the error variation in inter-response latencies was so large that she was unable to make useful conclusions about the boundaries of the clusters. Further, researchers had, at that time, begun to believe that clusters were often arranged hierarchically (Chase and Simon, 1973). This technique was not well suited for identifying nested clusters.

Reitman’s dissatisfaction with the use of inter-response latencies led to a new technique which focused on the sequence of concepts in the recall as opposed to temporal aspects (Reitman and Rueter, 1980). In this technique, individuals were asked to repeatedly recall the concept list. Prior to recall trials, the individual completely memorized the concept list. On each trial, a different one of the concepts was presented as a cue word to initiate the recall. This encouraged the individual to base recall on their internal organization of the concepts rather than on the memorization of one sequence. An algorithm, developed by Reitman and Rueter, identified strings of concepts which were always adjacent to each other, regardless of order, and clustered them together. This technique is capable of identifying clusters of concepts but it forces a hierarchical format on the data. The result of the algorithm is a spatial, hierarchical representation of the clusters. McKeithen et al. (1981) used this technique to examine the knowledge structures of computer programmers. A distinctive aspect of this procedure is that it can identify patterns of sequences in a particular cluster. This technique is often called ordered trees due to the sequence patterns developed in the hierarchical clusters.

3.2.3 Closed Curve Analysis. The method of closed curves allows one to discover the relationships between objects which are represented spatially (Olson and Rueter, 1987). Traditionally, closed curves have been used to determine differences in the chunking ability of novices and experts in various spatial domains such as board games and circuit analysis (Reitman, 1976; Egan and Schwartz, 1979). The application of the closed curves technique is straightforward. Subjects are instructed to circle everything
that "goes together". Thus, this task may be intuitively easy for individuals to perform. The subject matter for a closed curve technique may be any graphical representation of domain information, such as a plant layout or interface display panel.

In the case of Reitman (1976), the master Go player was shown a game board configuration which had been reproduced from memory at an earlier time. The master was then asked to circle the partitioning of elements which they saw in that configuration. Reitman discovered that the master Go player tended to chunk game patterns in overlapping clusters, not only as separate chunks or nested hierarchies. In addition, she found that the master Go player produced very reliable closed curve representations. In another example, Egan and Schwartz (1979) asked a skilled electrician to circle functional units of a circuit diagram and provide a verbal label for each functional group. Skilled electricians grouped schematics in functional units (e.g. amplifiers, feedback networks, filters and rectifiers), whereas novice electricians grouped identical diagrams in haphazard manners.

This method is unique in that it allows the individual to indicate chunks directly. In addition, closed curves is the only cluster elicitation technique (with the possible exception of card sorting using duplicate cards) which produces overlapping clusters representations as well as nested cluster representations.

3.2.4 Spatial Reconstruction. In this technique, individuals are asked to reconstruct an existing spatial system, such as a board game or circuit board. As the individual performs the reconstruction, the investigator collects information regarding the elements that are placed in the work space between glances back to the reference system. Elements placed between two glances are claimed to be chunked together. Spatial reconstruction produces a single level clustering representation.

Chase and Simon (1973) asked chess players of varying levels of experience to reconstruct mid- and end-game chess configurations on an adjacent chess board with the target board in plain view. The investigators recorded the order of reconstruction and the chess pieces placed between glances to the target board. They also recorded the between and within glance latencies for placement of each chess piece. Chase and Simon argued that the master chess player structures the chess configuration into patterns or "chunks" (p. 57). They hypothesized that the pieces placed between glances reflect the individual's interpretation of a structural relationship between those chess pieces.

This technique is limited to spatial domains, such as board games, where the individual applies a structure to an existing configuration. There is no reasonable analogy of this technique to domains without a strong spatial component such as programming. Because of the spatial domain restrictions, there is no concept elicitation step for this technique.

3.2.5 Discussion of Cluster Elicitation Techniques. As a whole, the clustering methodologies give the individual being measured control in deciding what the representation will look like, i.e., what the relationships between the concepts may be. Clustering methodologies inherently have problems because of the discrete nature of clusters. There are often occasions when it is neither appropriate to totally group or separate a pair of concepts. Those concepts that are weakly related may cause some amount of uncertainty on the part of the domain expert regarding whether to cluster the pair or not. The clustering methodologies do not provide for this possibility. The scaling methodologies are better at representing varying degrees of relationships.

3.3 Analysis of Representations
Upon review of the literature, a formal quantitative analysis methodology for cluster representations was not readily apparent for most clustering techniques. However, card sorts using repeated concepts may be converted to distance data using co-occurrence measures (See section 4.1.3). Due to this, the investigator or domain expert usually subjectively interprets the resulting representations.

### 3.4 Application of Clustering Methodologies to HCI Design

Clustering techniques inherently find relationships between concepts in the user's knowledge structure. This will aid the designer in fulfilling the requirements of the second stage of the design process, namely specifying interface characteristics and addressing consistency and structure requirements for the interface. For instance, clustering may be used to identify commands that are grouped together in the user's knowledge structure and that should, therefore, be placed in close proximity in the interface design.

The strength of these techniques is that the individual being measured has a significant amount of flexibility in producing a representation that best matches their particular knowledge organization. While at the same time the investigator controls the scope of the concepts being examined, and can thus restrict the domain to concepts relevant to the issues at hand.

### 4.0 Scaling Methodologies

The scaling methodologies can be logically subdivided into four stages: concept elicitation, relationship elicitation, representation development, and representation analysis. Concept elicitation involves the elicitation of a list of domain relevant concepts, as discussed above. This is followed by relationship elicitation in which the interrelationships between the concepts are determined. This data is then submitted to a scaling algorithm in the representation development phase to produce a representation. Finally, this representation is examined in the representation analysis stage. Here, an investigator attempts to draw conclusions about the representation.

There are cases, such as the repertory grid technique, where the concept and relationship elicitation stages may be simultaneous. While one might argue that the separation of concept and relationship elicitation is an unnatural and constrictive way for humans to elicit structural information, separation of these two stages distinguishes the scaling and clustering methodologies from verbal reports. In addition, certain potential applications of this work (e.g. personnel selection and training) emphasize the consideration of individual differences in human knowledge structures. However, the most popular approach is to obtain a common set of concepts for the whole group and then apply a particular relationship elicitation technique. This method reduces individual difference variance in the data analysis.

### 4.1 Concept and Relationship Elicitation

The input for scaling techniques (with the possible exception of list generation) is a list of domain relevant terms obtained from the concept elicitation stage and their degree of relationship. The techniques for eliciting concepts were described in section 3.1 above. The techniques for eliciting the relationships between the concepts are described below. The output of the scaling techniques typically entails a set of numbers, in the form of a matrix, in which each number describes the psychological distance, or similarity, between a pair of concepts. Often this matrix is presented graphically.
4.1.1 Pairwise Similarity Ratings. The technique of pairwise similarity ratings is based on the hypothesis that individual's judgement or rating of the conceptual similarity of (or distance between) two concepts is directly related to the psychological distance between the two concepts in the person's memory. In this technique, individuals supply a similarity judgement for every possible pair of concepts. The pairwise similarity rating technique has been one of the most commonly used techniques for the scaling methodologies. Pairwise similarity ratings take the "microscopic" approach with regard to knowledge elicitation. That is, the individual is presented only two concepts at a time and asked to rate the degree of similarity between these concepts.

Schvaneveldt et. al. (1982) and Schvaneveldt, Durso, Goldsmith, Breen, Cooke and De Maio (1985) used pairwise similarity ratings in the context of flight maneuvers of pilots and pilot trainees. Cooke and Schvaneveldt (1988) implemented pairwise similarity ratings on abstract programming concepts. Koubek and Mountjoy (1991) used pairwise similarity ratings in the domain of word processing. Hopkins, Campbell, and Peterson (1987) obtained judgements of the relative predictability of values and properties in a heart vessel system. Many other instances of the use of pairwise similarity ratings are found in the literature (e.g. Enkawa and Salvendy, 1989; Esposito, 1990; Dayton, Durso, and Shepard, 1990).

4.1.2 Repertory Grid. A central contribution of the repertory grid approach is the idea that concepts may be related on a variety of dimensions. As an alternative to pairwise similarity ratings where all dimensions of comparison are assumed to be lumped into one judgement (i.e. similarity), repertory grid allows the researcher to obtain a clear idea of the basis by which similarity judgements are made.

The repertory grid technique is based on personal construct theory proposed by Kelly (1955) for clinical psychology applications. Boose (1985, 1986) provides a thorough explanation of the development of personal construct theory for applications in measuring knowledge representations. Colthart and Evans (1981) used the repertory grid technique to elicit knowledge structures concerning bird taxonomies. Details regarding the repertory grid methodology and applications can be found in Boose, 1985, Olson and Rueter, 1987, Shaw, 1980 and Keen and Bell, 1981.

4.1.3 Co-occurrence Analysis. Co-occurrence is a statistical term that is a measure of the likelihood that two concepts will appear together. The most commonly used measure of co-occurrence is conditional probability. The actual task involved here is identical to the card sorting task mentioned in the clustering methodology section. Here, however, several methods are available which convert single iteration card sorts into a proximity matrix. Using a group of participants, one can measure the conditional probability that two concepts will be clustered together across all of the individuals' card sorts. Alternatively, one may have a single person complete many card sorts, using the same list of concepts, and then compute conditional probabilities across trials. Other statistical measures of co-occurrence have also been investigated (McDonald, Plate, and Schvaneveldt, 1990).

4.1.4 Recall Techniques. There are recall techniques that can produce proximity data. One of these techniques is very similar to the card sorting methodology. In this procedure, the person recalls the concept list several times and the analyst computes the conditional probability that two items are adjacent. This procedure suffers from the fact that many of the concepts will never be adjacent (Cooke and McDonald, 1987). Another way that proximity information can be obtained is by the measurement of inter-item distance between concepts in the sequential recall list. Thus, if a pair of concepts have five items between them in a particular recall list,
the psychological distance between the items is defined to be five. Friendly (1977) also discusses this method. Repeated measures can be used, along with the use of rotating "seeds" or cue concepts (Reitman and Rueter, 1980; Gammack, 1990), to obtain measures of the consistency of the inter-item distance.

Event Record Analysis is similar to a recall list in the sense that the relationships between concepts are obtained by processing sequential records of concepts. However, instead of the list being obtained from a standard set of concepts, the list is derived from a protocol or observation of a domain related task (Cooke and McDonald, 1987). The methods of obtaining similarity information from this data are identical to that of the inter-item distance measures for recall measures. Finally, the twenty question technique is based on the idea that if the individual tries to guess the identity of a hidden target item, they will tend to ask questions that will narrow the possible alternatives. By recording the questions asked and the concepts eliminated after each question, one obtains information about the interrelationships between the concepts. Gammack (1990) used this technique to classify locomotives.

4.2 Representation Development

Inputs to these representation generation techniques generally are similarity matrices as described in the previous section. The outputs of these techniques are spatial, symbolic representations of the knowledge structures.

4.2.1 General Weighted Networks (GWN). General weighted networks are structures based on graph theory (Harary, 1969). Concepts are represented as points called "nodes" in the pictorial representation. The relationship between concepts are represented as "links" which are lines that connect certain pairs of nodes. Each link has a weight which is equivalent to the distance measure obtained for the two concepts that the link connects. A series of links (in which all nodes are distinct) is called a path. General weighted networks reduce a set of inter-concept distance measurements by only including the most salient connections in the network. The basic idea behind the construction of a GWN is as follows: A link between any two nodes is included in the network if and only if the weight of that length is at least as small as the combined weight of any other possible path that connects the two nodes (Dearholt and Schvaneveldt, 1990).

There are several different applications in the literature where a GWN has been used as a technique to represent knowledge structures. Schvaneveldt, Durso, and Dearholt (1987) developed an algorithm called Pathfinder which produces a class of networks known as PFnets. Two parameters control the complexity and characteristics of the network. The r parameter determines how the paths between any two nodes are calculated. The selection of r also determines the measurement assumptions in the data (e.g. when r is set to infinity, ordinal data is assumed). The q parameter is the maximum number of links between two concepts that will be considered for inclusion in the network. PFnets have been widely used as a scaling methodology for knowledge structure measurement (Schvaneveldt et al., 1985; Cooke, Durso, and Schvaneveldt, 1986; Cooke and Schvaneveldt, 1988). Hopkins et al. (1987) use another type of GWN called a directed graph (Miyamoto and Nakayama, 1984). All GWN's function basically the same way. They only differ in the way that path lengths are computed and in the provisions for link inclusion.

4.2.2 Multidimensional Scaling (MDS). Multidimensional scaling is a mathematical procedure with its roots found as early as 1928 (Schiffman et al., 1981). MDS represents the similarity of concepts spatially on an n-dimensional map. In particular, the more similar two concepts are, the closer together they appear on the map.
According to Schiffman et al. (1981), MDS models are algebraic equations which summarize certain information in the data. These algebraic models have geometric complements which yield the characteristic resultant spatial map of concepts.

MDS has been used in a variety of applications over its lengthy history, and in addition, has been implemented into many software packages (e.g. ALSCAL, MINISSA, POLYCON, INDSCAL/SINDSCAL, KYST, and MULTISCALE). Polzella and Reid (1989) employed MDS techniques to discover differences in performance characteristics of expert and novice combat pilots. Polzella and Reid argue that MDS allows deeper insight than simpler metrics "...into the underlying representation associated with performance of a complex task" (p.141). Similarly, MDS has been used to evaluate cognitive representations of fighter pilots (Schvaneveldt et al., 1982; Schvaneveldt et al., 1985). Other areas of application have included memory organization (Cooke, Durso and Schvaneveldt, 1986), the analysis of spatial aptitude (Pellegrino and Kail, 1982), the representation of perceived relations among properties of the human heart/blood vessel system (Hopkins et al., 1987), the changes in structure of text-editing commands with experience (Kay and Black, 1984) and the determination of the interaction between learning processes and the cognitive representation of problem solving (Enkawa and Salvendy, 1989).

4.2.3 Hierarchical Clustering Schemes (HCS). The final technique to be discussed is hierarchical clustering schemes (HCS). This technique differs from those listed in the clustering section, which allow the individual to directly produce the knowledge representation, by generating the knowledge representation through the use of an outside algorithm. Johnson (1967) is generally credited with the development of a particular set of hierarchical clustering schemes that are popular in the cognitive measurement literature. It should be noted that the clustering process described by Johnson is only one of many clustering methods currently available. Romesburg (1984) describes many other clustering techniques.

HCS has been used extensively in the literature. Once again, computer-oriented knowledge has been a popular domain for the application of clustering schemes. Adelson (1981) used HCS techniques to discover the differences in the way that expert and novice programmers organize programming concepts. The same type of study was also performed by McKeithen et al. (1981). Kay and Black (1984) employed HCS as a method to determine the changes in knowledge structure as novices developed into experts in text-editing. Other areas of application have included the work of Hopkins et al. (1987) which looked at the understanding of relationships between features of the human cardiovascular system, Schoenfeld and Herrmann's (1982) study of novice/expert perception of mathematical problems, and Schvaneveldt et al. (1982) who were concerned with the organization of critical flight information in memory.

4.2.4 Discussion of Representation Development Techniques. Several studies have been completed which quantitatively compare the performance of various representation development techniques. Schvaneveldt et. al. (1985) compared the ability of MDS, GWN, and raw proximity ratings to predict membership of an individual into groups of instructor pilots, guard pilots and novice pilots. They found that both MDS and GWN outperformed the raw ratings in predictive success. Further, they found that the MDS representation marginally outperformed the GWN. Goldsmith and Johnson (1990) obtained somewhat different findings in the domain of classroom learning. They found that GWN generally outperformed both MDS representations and raw ratings in the prediction of students' final grades based on the match between the students' and the instructor's structures. As a whole, the representation generation methodologies provide a way for the researcher to obtain a quick, pictorial
summary of the knowledge structure.

4.3 Analysis of Representations

One of the criticisms with the use of the scaling methodologies is that once the pictorial representation is obtained, it is often unclear how this information can be applied to solve problems. Certainly, the representation may be subjectively evaluated by the analyst or domain experts. To some degree, this path of analysis results in the same difficulties as the verbal report methodologies discussed earlier. Granted, these representations certainly can take the role of supporting the traditional knowledge elicitation process (Olson and Rueter, 1987). However, for a variety of computer system design applications, it is important to find ways to quantitatively evaluate and compare structures across individuals. While several existing techniques can analyze representations, only comparative analyses are provided.

4.3.1 Analysis of General Weighted Networks There are a variety of methods available that attempt to assess the similarity or relatedness of two networks (structural similarity should not be confused with concept similarity, such as in pairwise similarity ratings). These include Subentities (Graham, 1987), Path Lengths (Goldsmith and Johnson, 1990), Neighborhoods (Goldsmith and Davenport, 1990) and Feature Analysis (Schvaneveldt et al., 1985). See Goldsmith and Davenport (1990) for a formal mathematical treatment of these techniques.

4.3.2 Analysis of Multidimensional Scaling Solutions and HCS The similarity of two MDS solutions can be obtained by calculating the Pearson correlation coefficient of the corresponding euclidean distances between each concept pair for the two solutions. Although this method does not indicate how the individuals are similar, it at least provides enough information to determine which individuals' representations are most alike. Goldsmith and Johnson (1990) used this technique to compare MDS solutions of students with the instructor's representation. INDSCAL (individual differences MDS), developed by Carroll and Chang (1970), may be used in order to see where certain groups, or individuals, are located with respect to the dimensions derived from the original MDS solution (Schvaneveldt et al. 1985).

Schvaneveldt et al. (1985) also describe the use of linear discriminant functions in order to classify individuals into two or more groups based upon their cognitive structures. Basically, this method utilizes vectors in order to divide the solution space into regions which are comprised only of particular types of patterns (e.g. expert/novice). This technique has been used by Schvaneveldt et al. (1982,1985) to classify experienced and unexperienced pilots based upon the representations of their understanding of flight concepts. Schvaneveldt et al. (1982) also analyzed PFnets in this manner. At present, HCS output is left to experimenter judgement and ad hoc algorithms (Koubek and Mountjoy, 1991).

4.4 Application of Scaling Methodologies to HCI Design

Scaling techniques provide a much more quantitative representation of the user's knowledge structures, and therefore are capable of distinguishing differences between highly similar structures. This makes them highly useful in the third stage of the design process, summative evaluation and installation. These sensitive techniques can be used to measure knowledge structures resulting from alternative interface designs. As such, they are a tool for evaluating and selecting interfaces which provide or produce more accurate and usable knowledge structures.
5.0 Conclusion

In conclusion, knowledge structures are being identified as a significant determinant of operator performance and one for which the 'CI specialist must consider when designing interfaces and interaction sequences. In review of the available literature three classifications of knowledge structure measurement techniques emerge. Furthermore, these three categories have the potential of providing a variety of information to the human computer interface designer with varying scope and quantitative value. The high level or global task information provided by the first classification of techniques, verbal reports, is an important consideration in the early stages of the design process. The clustering methodologies are a source of concept relationship information, which is useful in specifying consistency and structure requirements in the initial design stages of interface design. The quantitative nature of the scaling methods enable the interface designer to evaluate and compare the user structures resulting from alternative designs during the evaluation stage of the design process. Therefore, using these knowledge structure measurement techniques presented here in conjunction with nearly any formal design methodology, a designer will be able to identify the knowledge structure of their user population and incorporate this knowledge into an interface best suited for their user group.
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ABSTRACT

Knowledge structure refers to the manner in which a human organizes knowledge with a given domain. Research has identified knowledge structure as a determinant of the human ability to perform cognitive-oriented tasks. Yet uncertainty still exists about how to improve an individual’s cognitive task performance through the controlled utilization of the individual’s knowledge structure. The purpose of this study is to investigate whether the development of individual’s knowledge structure in a particular domain can be manipulated through training. The experiment utilized the manufacturing domain of plastic extrusion machine operation. Sixteen subjects, having no previous knowledge of the domain, were randomly assigned to one of two experimental groups. Each of the experimental groups corresponded to a distinct training condition. Over a three day period, both training groups received the same instructional content; however, the sequence in which the training material was presented differed. One group initially received the abstract, conceptual relationships between domain concepts, followed by more detailed relationships associated with the lower level aspects of the domain. The other group received the training material in the reverse order; i.e. the lower level information followed by the abstract. Prior to and concluding the training sessions, each individual’s knowledge structure was assessed along two dimensions, Hierarchical Levels and Multiple Relations, through a computer-based measurement technique entitled KSAT. The group which received the abstract relationships first showed significant improvement following training along both dimensions of knowledge structure. No significant changes in the knowledge structure dimensions were found for the group which received the lower level relationships first. This study suggests that an individual’s knowledge structure can be manipulated through training, with a significant effect being attributed to the training sequence of abstract material followed by the more detailed material.
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INTRODUCTION

Background

The manufacturing environment is in a state of change. Mass production is giving way to new styles of manufacturing such as lean production, agile manufacturing, and customer-oriented manufacturing. As a direct result, jobs within the manufacturing facilities are also changing. The tightly controlled, narrow, highly repetitive manual tasks associated with mass production are being augmented or replaced by broad-based jobs with cognitive-oriented task components. Workers are sharing responsibility for plant functions while participating in production scheduling, maintenance, task assignments, and process control. Higher levels of decision making are being performed by the human operators. With this shift in task responsibilities, the ability of the human operator to perform cognitive-oriented tasks is becoming of increased importance.

Study of the physical aspects of work through ergonomics can maximize the performance of the human operator, while improving the overall situation of the human operator within the system. These gains are attained through the proper design of the tasks, tools, and workplace, as well as understanding the role of the human operator in the system (Corlett 1973). Just as with the physical domain, the cognitive components of tasks can be addressed to improve system productivity. Cognitive task performance can be attributed to many factors, such as knowledge content, innate cognitive skills and abilities, mental strategies, motivation, and degree of practice. In addition to these, recent research has shown the manner in which domain knowledge is organized to be a primary determinant of human cognitive task performance (Koubek and Salvendy 1991).

Previous research into the impact of knowledge organization on cognitive task performance has focused on the differences in the representation of domain knowledge between subject groups at different skill levels. Experts have been found to form abstract or conceptual representations of the domain. Novices, on the other hand, tend to focus on the surface or concrete features of the domain. For example, Adelson (1981) presented two groups of computer programmers, experts and novices, with randomized computer code. Based on a conceptual understanding of the domain, the experts reorganized the code into actual programs, while the novices, utilizing syntactic similarities, categorized the code according to the control words. Similar results have been found across a variety of domains: chess (de Groot 1965; Chase and Simon 1973), word processing (Koubek and Mountjoy 1991), problem solving (Hardiman et al. 1989; Chi et al. 1981; Lewis 1981; Bhaskar and Simon 1977; Schoenfeld and Herrmann 1977), software design (Barfield 1986; Jeffries et al. 1981), computer programming (McKeithen et al. 1981; Schneiderman 1977), and medical diagnosis (Hobus et al. 1987).

The above studies suggest that the higher levels of cognitive task performance are achieved, in part, through a more hierarchical or conceptual representation. Adelson (1984) confirmed that the expert's representation is more abstract and the novice's representation is more concrete. However, this study demonstrated that the performance of the novice group can be better than that of the expert group, in terms of correct responses. Of importance, the situation in which the novices exceeded the experts is attributed to the knowledge structure of the novices matching the requirements of the task better than that of the experts. Further evidence is found in a recent study by Koubek and Salvendy (1991) in which the representations, or organizations of domain knowledge, were examined for a group of experts and a group of super-experts while performing a computer program modification task. The super-experts were determined to be in the top 95th percentile of their field, while the experts were in the 70th to 80th percentile. The group of super-experts focused on abstract information attempting to understand the overall program prior
to beginning the modification task. The experts tended to focus on task specific information limited to the modification task. It appears that the type of knowledge representation best suited to maximize the human operator's cognitive task performance may be task dependent, i.e. a function of the task characteristics and the attributes of the representation types.

In order to further examine the role of knowledge structure, a unified understanding of knowledge structure is needed. Current knowledge structure measurement techniques each have particular assumptions with respect to the components of human knowledge structure. Typically, studies in knowledge structure employ measurement techniques without having an a priori operational definition of the attributes they intend to measure. Various methodologies were developed specifically to measure certain features of knowledge structure. Consequently, the findings about human knowledge structure are quite dependent on the assessment technique employed and lack commonality. Attempting to advance the systematic study of knowledge structure, Koubek (1991) formulated the following definition of human knowledge structure: "Human knowledge structure is defined as the structure of interrelationships between elements, concepts and procedures, in a particular domain, organized into a unified body of knowledge."

Elements are unique units of knowledge within a domain. The format of the elements can either be declarative or procedural. Declarative elements, referred to as concepts, contain knowledge in the form of facts. Procedural elements, or procedures, contain knowledge in the form of how to perform functions within the domain. Within the knowledge structure, the elements may exist at various levels of abstraction or hierarchy. For example, two elements within the discrete parts manufacturing domain may be "Milling machine" and "Flexible manufacturing cell". The milling machine is considered to be at a lower level of abstraction than, or subordinate to, the flexible manufacturing cell because it is part of the flexible manufacturing cell.

The structure of interrelationship denotes the relationships, or links, that can exist between the domain elements. As previously described, the interrelationships may be super- or sub-ordinate between two elements. It is possible that more than one relationship could exist between two elements. Given that a relationship does exist between a pair of elements, the strength of that relationship, i.e. the degree of to which that relationship applies, can vary. For example, "Volume" and "Temperature" are two possible domain elements a human operator may associate with the task of controlling a chemical manufacturing process. Given that both quantities are presented visually, the operator may relate volume and temperature in terms of their physical proximity on the visual display terminal. Yet, a second and stronger relationship may exist between volume and temperature concerning their interaction in the process, such that changes in volume are proportional to change in temperature.

Given the importance of knowledge structure to cognitive task performance, uncertainty still remains about how to capitalize on an individual's knowledge structure to improve productivity. The desirable goal would be to equip a workforce with the appropriate knowledge structure for a specific task assignments in order to maximize performance. At this point, however, it is still unknown whether an individual's development of knowledge structure within a domain can be manipulated through training or is solely a function of individual differences. This information is necessary to determine whether knowledge structure-task matching must rely primarily on selecting personnel with the ability to develop the appropriate knowledge structure, or whether personnel can be trained to obtain the most suitable knowledge structure. The purpose of this study is to examine the effect of training on the development of an individual's knowledge structure, as tested by the two hypotheses below.

**Hypothesis one.** The number of Hierarchical Levels developed within an individual's knowledge structure is a function of the training which an individual receives.
Hypothesis two. The number of **Multiple Relations** between concepts developed within an individual's knowledge structure is a function of the training which an individual receives.

**METHODOLOGY**

**Subjects**

Sixteen university students participated in this study. The subjects had no previous knowledge of the experimental domain of plastic extrusion machine operation. The range of ages for the subjects was 19 to 34 with a mean of 23. A post-hoc analysis of subject characteristics indicated that college major, age, and general manufacturing experience were balanced between the experimental groups.

**Experimental Design**

The experiment was performed as a 2 X 2 repeated measures ANOVA design with one between subjects variable, Training Condition, and one within subjects variable, Phase. Training Condition had two levels, Abstraction-First and Relations-First. Each of the two levels of Training Condition corresponded to a distinct training sequence; thus, forming two experimental groups. Subjects were randomly assigned to the experimental groups. Phase also had two levels, Initial Assessment and Final Assessment. These levels represent the point in each training sequence where the dependent variables were measured; i.e. when the individual's knowledge structure was assessed. The independent variables are summarized in Table 1.

| Insert Table 1 about here. |

The two dependent variables were Hierarchical Level and Multiple Relations. Since two dependent variables were used, the experimental design was essentially implemented twice, once for each dependent variable.

**Measurement of the Dependent Variables with KSAT**

**Overview.** The Knowledge Structure Assessment Technique (KSAT), developed for this study, is a computer-based methodology to measure two dimensions of human knowledge structure. The software elicits information from the subjects through the pairwise comparison of domain concepts. The software then analyzes the collected data and calculates values for the two knowledge structure dimensions of interest in this research, Hierarchical Level and Multiple Relations.

**Assessment process.** KSAT elicits information about an individual's knowledge structure through an exhaustive, pairwise comparison of domain concepts. Two lists are essential to the assessment process. One is the concept list, which contains 25 items relevant to the stimulus domain of plastic extrusion machine operation. The complete concept list is presented in Appendix 1. The second list, relationships, provides subjects with 68 types of relationships. The relationship list is presented in Appendix 2. The assessment process is as follows:

1. One concept from the concept list is randomly selected to be the focal item.
2. The focal item is paired with the remaining concepts. For each pair,
the subject must indicate with a 'Yes' or 'No' if at least one significant relationship exists between the two concepts.

(3) The items identified in step (2) as being related to the focal item are then compiled. Utilizing the relationship list, the subject views each pair and enters the relationship(s) which characterizes each pair.

(4) The subject repeats steps (1) - (3) with another concept serving as the focal item. The process continues until all of the concepts on the concept list have served as the focal item.

**Calculation of Variables.** Hierarchical Levels is equal to the number of levels of layers within an individual's knowledge structure based on a tree-like representation created by KSAT. For example, the knowledge structure depicted in figure 1, Hierarchical Levels is equal to 3. In order to quantify Hierarchical Levels, KSAT constructs the tree-like representation of a subject's knowledge structure from the pairwise comparison information elicited from the subject. KSAT utilizes a sorting algorithm which essentially reorganizes the domain concepts as provided by the subject in terms of super- and subordinate relationships. Key relationships from the relationship list were determined to denote super- and sub-ordinate relationships. The three types of relationship are: example-class, part-whole, and attribute-object. When the sorting is complete, the algorithm determines the maximum number of levels in the structure.

---

Insert figure 1 about here.

---

Multiple relations is equal to the average number of relationships that exist between a pair of items. Based on the subject's response to the pairwise comparison of all the domain concepts, multiple relations is calculated by dividing the total number of relationships that the subject entered by the number of pairs for which at least one relationship was indicated to exist. The equation is shown below.

\[
\text{Multiple Relations} = \frac{\text{Total # of pairwise relationships for all pairs}}{\text{Total # of pairs with at least one relationship}}
\]

**Development process.** KSAT was developed in accordance with the model of knowledge structure previously described. The interrelationships in the model can be characterized by super- and sub-ordinate relationships between domain elements and by multiple relationships between two domain elements. KSAT was designed to quantify both types of interrelationships. Hierarchical Levels indicates the number of levels in a representation created from the super- and sub-ordinate relationships. Multiple relations corresponds to the average number of relations between two domain elements. KSAT was designed to produce non referent measures of an individual's representation of the domain, not the difference between the individual's representation and some ideal or assumed correct representation.

The following set of requirements were compiled at the beginning of the KSAT development process. The technique should be:

1. Based on a theoretical model of the human knowledge structure.
2. Designed to leverage from the strengths and minimize the weaknesses of the existing measurement techniques. (A complete review of existing knowledge structure measurement techniques is presented by Koubek, Benysh, and Calvez (1993)).
3. Capable of producing measures which can be meaningfully compared across domains.
4. Objective and quantitative.
(5) Reliable and operationally efficient.
KSAT was designed as a tool to be used for the assessment of an individual's knowledge structure. The current version of KSAT was proceeded by two prototypes in the development process. With each design iteration, significant design changes occurred as the result of pilot studies and an increased understanding of human knowledge structure assessment.

Key design features. Based on strengths and weaknesses of the existing techniques, the following KSAT features are imperative to the assessment process. Knowledge is elicited through an exhaustive process of pairwise comparisons; i.e., all possible combinations of items are compared. All of the judgments performed by the subjects are limited to a specific pair of items at a time. Throughout the assessment process, subjects have the ability to review and revise all information entered.

Of particular importance to the assessment process is the elicitation of the relationships between domain concepts from the subjects. The subject's initial decision regarding relatedness of a pair of items is a yes/no decision. The KSAT procedure allows for multiple relationships between a pair of items to be entered by the subject. Given two items are related, subjects can classify the link or links between the pair of items using a standardized list of relationship types. The KSAT relationship list incorporates declarative (semantic) relationships, as well as procedural (action-oriented) relationships. Relationships may be directional, that is apply only one way between a pair of concepts. In addition, the relationship types can be generic to any domain, or domain-specific, related only to the experimental domain.

Experimental Procedure.

Each subject participated in the experiment over a three-day period. Each day, the subjects received individual training which lasted approximately one hour and consisted of the subject studying the appropriate training document until they felt they had mastered the material. KSAT was administered immediately following the training session on the first day (Initial Assessment) and the third day (Final Assessment). Requiring about two hours per administration, the subjects entered data into KSAT according to the previously described assessment process.

On the first day, the same instructional material was presented to both experimental groups. The material was designed to familiarize the subjects with the domain of plastic extrusion machine operation. The two groups received different instructional material on the second day. One group studied material which stressed the abstract, or hierarchical, relationships between the domain concepts (Abstraction-First), while the other group read material which emphasized the multiple relationships between domain concepts (Relations-First). On the third day, the instructional material was identical for both groups, incorporating a combined emphasis on both the hierarchical and multiple relationships. Figure 2 displays a flowchart of the testing procedure.

Thus, by the end of third day, both groups had received the same instructional content. The only difference between the two groups was the order in which the instructional content was presented to them. Consequently, two distinct sequences of training, or Training Conditions, were formed.
Development of Training Documents

The training documents were systematically manipulated along two dimensions: abstraction and relations. The abstraction dimension refers to the degree to which a hierarchical structure between the domain concepts is presented within the training document. For the 25 domain concepts, a low level of abstraction within a training document is represented by the pattern of relationships previously shown in figure 1. For comparison, a high level of abstraction for the same 25 concepts is presented in figure 3. As stated above, abstraction was present at the low level to both groups on the first day.

The abstraction dimension was implemented by eliminating or including references to hierarchical relationships between domain concepts within the training documents, as previously illustrated in Figures 1 and 3. An example of a abstract relationship is as follows, "The shot chamber is actually the forward part of the barrel", with 'part of' denoting a hierarchical relationship between shot chamber and barrel.

The relations dimension indicates the number of citations to pairwise multiple relations within a given training document. The high level relations training document contained approximately three times the references to multiple relations than the low level relations training document. The document with the low level relations was read by both groups on the first day. The Relations-First Training Condition group was presented with the high level of relations document on the second day.

The relations dimension was implemented by removing or adding references which suggest more than one relationship between a pair of concepts. For example, the following passage is from the low level relations document, "...operator only prepares the product for shipping by packing the product in the shipping container." From the high level relations document, the same passage reads, "...operator only inspects the product for defects, removes the gates and sprue from the product, as well as any flash, packs the product for shipping by packing the product in the shipping container."

The relations dimension was also implemented by removing or adding references to multiple functions of a single concept. According to the low relations training document, for instance, the function of the screw is to inject and transport material. The same part in the high relations document is reported to have the functions of transporting, mixing, injecting, and halting material.

RESULTS

Hypothesis One. The number of Hierarchical Levels developed within an individual's knowledge structure is a function of the training which an individual receives.

The results for Hypothesis One are presented graphically in figure 4. The effect of Training Condition was not significant at the p < .05 level (F (1,14) = .09; p > .76); thus, no conclusion can be drawn regarding the difference between the two Training Conditions (Abstraction-first and Relations-first) on the development of Hierarchical Levels. As expected, the Phase effect was significant (F (1,14) = 6.59; p < .023), indicating that the number of Hierarchical Levels increased with training. Although not significant at the .05 alpha level, there does appear to be a trend toward an interaction between Training Condition and Phase (F (1,14) = 3.85; p < .07) as displayed in figure 4.
The interaction between Training Condition and Phase was examined further through post hoc analysis. The purpose was to determine if the number of Hierarchical Levels for each group differed between the Initial and Final assessments. No evidence was found for a change within the group receiving the Relations-First Training Condition ($t(7) = .424; p > .66$). For the group receiving the Abstraction-First Training Condition, a significant increase was found from the Initial Assessment to the Final Assessment given appropriate adjustments for Type I error ($t(7) = 3.23; p < .05$). The post hoc analysis further explains the results for the main effects. The significant effect of Phase can be attributed to the increase in Hierarchical Levels for the Abstraction-first Training Condition alone. Therefore, subjects in the Abstraction-First Training Condition increased the number of Hierarchical Levels with training while those in the Relations Training Condition did not. All results for Hypothesis One are summarized in Table 3.

Hypothesis Two. The number of Multiple Relations between concepts developed within an individual's knowledge structure is a function of the training which an individual receives. The results for Hypothesis Two are presented graphically in figure 5. The main effect of Training Condition was found to be significant at the $p < .05$ level for Hypothesis Two ($F(1,14) = 5.04; p < .042$). The number of Multiple Relations which the subjects developed was a function of the two Training Conditions (Abstraction-First and Relations-First). The Phase effect was not significant ($F(1,14) = 2.17; p > .16$); therefore, there was no evidence for an overall increase in Multiple Relations between the Initial Assessment and the Final Assessment. Likewise, the interaction, Training Condition by Phase, was not significant ($F(1,14) = 3.03; p < .104$).

Again, a post hoc analysis was performed to further examine the main effects. The purpose was to determine if the number of Multiple Relations of the Training Condition groups differed at the Initial and Final assessments. For the Initial assessment, there was no evidence for a significant difference between the two groups ($t(7) = .23; p > .59$). Yet, after subjects had received the complete training program, the groups differed significantly ($t(7) = 2.29; p < .05$). Subjects in the Abstraction-First Training Condition formed a greater number of Multiple Relations than the subjects in the Relations-first Training Condition, as evident in figure 5. The post hoc analysis helps explain the Training Condition main effect. All results for Hypothesis Two are summarized in Table 5.
DISCUSSION

Evidence was found to support both hypotheses. The independent variable of Training Condition was expected to produce certain significant changes in the development of the subjects' knowledge structures. These changes would be evident through the dependent variables of Hierarchical Levels and Multiple Relations. More specifically, the subjects' number of Hierarchical Levels was expected to increase upon receiving the abstract portion of either Training Condition, due to the emphasis on the hierarchical structure of relationships between the domain concepts. In a similar manner, the relations portion of either Training Condition was expected to effect the number of Multiple Relations developed between domain concepts by the subjects.

Both of the expectations were correct for those subjects in the Abstract-first Training Condition prior to receiving relations training, as evident through changes the number of Hierarchical Levels and the number of Multiple Relations between the Initial and Final Assessment. The expected training effects were not evident in the subjects in the Relations-first Training Condition. At the Final Assessment, neither the number of Hierarchical Levels nor the number of Multiple Relations increased according to the data from Hypotheses One and Two. Thus, the impact of training on knowledge structure development is attributed, in part, to the sequence in which the training content was presented.

The sequence of training shown to have a significant impact, in terms of increased knowledge structure development, stressed the initial presentation of high level abstraction training material, followed by high level relations training material. This training sequence corresponds to the Abstract-First Training Condition. It is suggested that the initial presentation of abstract material and the subsequent development of hierarchical structure between domain concepts provides a framework for the subjects to organize the domain knowledge. The significant increase in Hierarchical Levels supports in existence of a framework of domain concepts. Additional support for this interpretation is provide by the fact that an increase in Multiple Relations was only found in the Abstract-First group who were presented with the hierarchical relationships between the domain concepts prior to high level relations training.

The results of this study also indicate that the sequence in which training content is presented may inhibit the development of an individual's knowledge structure. The subjects who initially received high level relations, followed by high level abstraction (Relations-First Training Condition) showed no development along either knowledge structure dimension of Hierarchical Levels and Multiple Relations. It is suggested that the subjects were unable to maintain multiple links between concepts and that the multiple relations training interfered with the latter formation of a hierarchical structure between domain concepts.

An individual's knowledge structure is, in part, a function of the training received within a specific domain. It is also known that knowledge structure is, in turn, a determinant of human cognitive performance. Differences in knowledge structure have been found to differentiate between groups of various skill levels. Although no direct performance measures were incorporated in this study, it is likely that training directed toward knowledge structure development will have an impact on the performance of cognitive-oriented tasks. This prediction is made with the underlying assumption that the type of knowledge structure development is appropriate for the given task is a function of task attributes.

The results of this study could potentially be implemented through the design of a such a training program. With the purpose of facilitating knowledge structure development, the improvements of the subjects in the Abstract-First Training Condition suggest that training should utilize a top down approach emphasizing the higher level, abstract aspects of the domain first, with progression to the lower level, more detailed
relationships between domain concepts. However, it is expected that in order to achieve the desired performance benefits, the knowledge structure types should be matched specifically to the cognitive requirements of the task.

Given the changes in the manufacturing environment, an important goal is to provide the workforce with the appropriate knowledge structure for specific jobs in order to maximize the performance of the each human operator. The training implications of this study apply to new workers, existing workers with completely new jobs, as well as existing workers who have moved from simplified to enriched jobs. For existing workers, the potential exists for their current knowledge structure, resulting from previous training and experience within the domain, to interfere with their ability to achieve the appropriate knowledge structure.

This study supports the existence of two independent constructs within the theoretical model of knowledge structure, Hierarchical Levels and Multiple Relations, and provides empirical evidence for the ability to influence the development of knowledge structure along those dimensions. These findings have implications for the design of jobs, as well as employee selection and training programs. Further research is needed into methodologies for identifying task requirements, and knowledge structure dimensions, and the subsequent mapping of task characteristics to knowledge structure types. This knowledge can be then implemented into job design and selection and training programs to improve the productivity of the workforce.
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FIGURE CAPTIONS

Figure 1. Example of a knowledge structure with three Hierarchical Levels.
Figure 2. Experimental testing procedure.
Figure 3. Example of a knowledge structure with six Hierarchical Levels.
Figure 4. Results for hypothesis one.
Figure 5. Results for hypothesis two.
Note: The nodes represent domain concepts and the links represent hierarchical relationships.
Note: The nodes represent domain concepts and the links represent hierarchical relationships.
Appendix 1. KSAT Concept List for the Plastic Extrusion Domain.

<table>
<thead>
<tr>
<th>KSAT Concept List for the Plastic Extrusion Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>operator</td>
</tr>
<tr>
<td>product</td>
</tr>
<tr>
<td>screw</td>
</tr>
<tr>
<td>gate</td>
</tr>
<tr>
<td>press</td>
</tr>
<tr>
<td>barrel</td>
</tr>
<tr>
<td>resting period</td>
</tr>
<tr>
<td>plant</td>
</tr>
<tr>
<td>warpage</td>
</tr>
<tr>
<td>TPO</td>
</tr>
<tr>
<td>shot chamber</td>
</tr>
<tr>
<td>defect</td>
</tr>
<tr>
<td>injection</td>
</tr>
</tbody>
</table>
### Appendix 2. KSAT Relationship List.

<table>
<thead>
<tr>
<th>KSAT Relationship List</th>
</tr>
</thead>
<tbody>
<tr>
<td>advances during</td>
</tr>
<tr>
<td>advances toward</td>
</tr>
<tr>
<td>are both characteristics</td>
</tr>
<tr>
<td>are both examples</td>
</tr>
<tr>
<td>are both parts</td>
</tr>
<tr>
<td>causes</td>
</tr>
<tr>
<td>closes</td>
</tr>
<tr>
<td>closes after</td>
</tr>
<tr>
<td>coincides with</td>
</tr>
<tr>
<td>connected to</td>
</tr>
<tr>
<td>controls</td>
</tr>
<tr>
<td>determines</td>
</tr>
<tr>
<td>distributes</td>
</tr>
<tr>
<td>distributes material into</td>
</tr>
<tr>
<td>effects</td>
</tr>
<tr>
<td>ejected from</td>
</tr>
<tr>
<td>empties during</td>
</tr>
<tr>
<td>flows through</td>
</tr>
<tr>
<td>follows</td>
</tr>
<tr>
<td>forces material into</td>
</tr>
<tr>
<td>forces material through</td>
</tr>
<tr>
<td>forms</td>
</tr>
<tr>
<td>loaded into</td>
</tr>
</tbody>
</table>
Table 1. Description of Independent Variables.

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Levels</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Condition</td>
<td>Abstraction-First</td>
<td>Training emphasizes hierarchical structure within domain concepts.</td>
</tr>
<tr>
<td></td>
<td>Relations-First</td>
<td>Training emphasizes multiple relations between domain concepts.</td>
</tr>
<tr>
<td>Phase</td>
<td>Initial Assessment</td>
<td>Assessment of the subject's knowledge structure following the first training session.</td>
</tr>
<tr>
<td></td>
<td>Final Assessment</td>
<td>Assessment of the subject's knowledge structure following the third training session.</td>
</tr>
</tbody>
</table>
Table 2. ANOVA for Hypothesis One.

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>dF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td></td>
<td>42.4688</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Condition</td>
<td>1</td>
<td>0.2813</td>
<td>0.2813</td>
<td>0.09</td>
<td>0.7645</td>
</tr>
<tr>
<td>Ss within groups</td>
<td>14</td>
<td>42.1875</td>
<td>3.0134</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within subjects</td>
<td>16</td>
<td>33.5066</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase</td>
<td>1</td>
<td>9.0313</td>
<td>9.0313</td>
<td>6.59</td>
<td>0.0224</td>
</tr>
<tr>
<td>Training Condition</td>
<td>1</td>
<td>5.2813</td>
<td>5.2813</td>
<td>3.85</td>
<td>0.0698</td>
</tr>
<tr>
<td>X Phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase X Ss within groups</td>
<td>14</td>
<td>19.1940</td>
<td>1.371</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>75.9754</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3. Summary of Results for Hypothesis One.

<table>
<thead>
<tr>
<th>Hypothesis One</th>
<th>Effect</th>
<th>Test Statistic</th>
<th>Significance Level</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Condition</td>
<td>$F (1,14) = .09$</td>
<td>$p &gt; .76$</td>
<td>No evidence for a difference between the Abstraction and Relations Training Conditions.</td>
</tr>
<tr>
<td></td>
<td>Phase</td>
<td>$F (1,14) = 6.59$</td>
<td>$p &lt; .023$</td>
<td>Hierarchical Levels increased with training.</td>
</tr>
<tr>
<td>Hierarchical Levels develop as a function of training.</td>
<td>Interaction of Training Condition by Phase</td>
<td>$F (1,14) = 3.85$</td>
<td>$p &lt; .07$</td>
<td>Suggestive evidence for interaction effect.</td>
</tr>
<tr>
<td></td>
<td>Initial and Final assessments for the Abstraction-First Training Condition</td>
<td>$t (7) = 3.23$</td>
<td>$p &lt; .05$</td>
<td>In the Abstraction Training Condition, Hierarchical Levels increased with training.</td>
</tr>
<tr>
<td></td>
<td>Initial and Final assessments for the Relations-First Training Condition</td>
<td>$t (7) = .424$</td>
<td>$p &gt; .66$</td>
<td>In the Relations Training Condition, no evidence for an increase in Hierarchical Levels with training.</td>
</tr>
</tbody>
</table>
Table 4. ANOVA for Hypothesis Two.

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>dF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Subjects</td>
<td>15</td>
<td>0.3592</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training Condition</td>
<td>1</td>
<td>0.0950</td>
<td>0.0950</td>
<td>5.04</td>
<td>0.0415</td>
</tr>
<tr>
<td>Ss within groups</td>
<td>14</td>
<td>0.2642</td>
<td>0.0189</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within subjects</td>
<td>16</td>
<td>0.4108</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase</td>
<td>1</td>
<td>0.0464</td>
<td>0.0464</td>
<td>2.17</td>
<td>0.1628</td>
</tr>
<tr>
<td>Training Condition X Phase</td>
<td>1</td>
<td>0.0648</td>
<td>0.0648</td>
<td>3.03</td>
<td>0.1035</td>
</tr>
<tr>
<td>Phase X Ss within groups</td>
<td>14</td>
<td>0.2996</td>
<td>0.0214</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>0.7700</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Summary of Results for Hypothesis Two.

<table>
<thead>
<tr>
<th>Hypothesis Two</th>
<th>Effect</th>
<th>Test Statistic</th>
<th>Significance Level</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Condition</td>
<td>F (1,14) = 5.04</td>
<td>p &lt; .042</td>
<td>Difference between Training Conditions.</td>
</tr>
<tr>
<td>Multiple Relations develop as a function of training.</td>
<td>Phase</td>
<td>F (1,14) = 2.17</td>
<td>p &gt; .16</td>
<td>Main effect for Phase not supported.</td>
</tr>
<tr>
<td></td>
<td>Interaction of Training Condition by Phase</td>
<td>F (1,14) = 3.03</td>
<td>p &lt; .104</td>
<td>No significant evidence for interaction effect.</td>
</tr>
<tr>
<td></td>
<td>Abstraction-First and Relations-First Training Conditions at Initial Assessment</td>
<td>t (14) = .23</td>
<td>p &gt; .59</td>
<td>No evidence for difference in Multiple Relations between groups.</td>
</tr>
<tr>
<td></td>
<td>Abstraction-First and Relations-First Training Conditions at Final Assessment</td>
<td>t (11)* = 2.29</td>
<td>p &lt; .05</td>
<td>The Abstract Training Condition group had higher Multiple Relations than the Relations Training Condition group.</td>
</tr>
</tbody>
</table>

* Degrees of freedom vary due to adjustments for unequal variances
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ABSTRACT

The first objective of this study was to identify factors and their interactions which affect the development of knowledge structure and formulate a predictive model of knowledge structure development. The second objective examined the relationship between knowledge structure dimensions and actual performance in a master production scheduling task. These two objectives were designed to provide information which will facilitate the integration of human capabilities in production systems. Evidence was found to indicate that cognitive style and knowledge structure are independent constructs of human cognitive ability. In addition, the impact of knowledge structure on cognitive task performance was validated.
1. INTRODUCTION

The manufacturing environment is in a state of change. Mass production is giving way to new styles of manufacturing such as lean production, agile manufacturing, and customer-oriented manufacturing. Companies are competing in a global marketplace along the four performance dimensions of quality, time, cost, and flexibility. To remain competitive, manufacturing systems are shifting away from traditional methods of operation, management strategies, and organizational structures.

As a direct result, the jobs are changing within the manufacturing system. The tightly controlled, narrow, highly repetitive, manual tasks associated with mass production are being augmented or replaced by broad-based jobs with cognitive-oriented task components. The current movements toward worker empowerment, job enrichment, and group technology have resulted in a shift toward higher levels of decision making for the human operators at the shop floor level. Workers are sharing the responsibility for plant functions while participating in such activities as production scheduling, maintenance, task assignments, and process control. Although the physical aspects of work at the shop floor level may still exist, the cognitive aspects of the new tasks require the workers to use their knowledge of the manufacturing system in order to solve problems in a dynamic environment, often in situations of uncertainty. Thus, the ability of the human operator to perform cognitive-oriented tasks is becoming of increasing importance to the overall performance of the manufacturing system.

The capability to perform cognitive-oriented tasks can be attributed to many factors, such as knowledge content, innate cognitive skills and abilities, mental strategies, motivation, and degree of practice. In addition to these, research has shown knowledge structure to be a primary determinant of human cognitive task performance (Koubek and Salvendy 1991). Knowledge structure refers to the manner in which an individual organizes knowledge of a specific domain.
In other words, knowledge structure is the representation of a domain based on the units of
knowledge within that domain.

1.1. Objectives

To improve the performance of the manufacturing system, the goal should be that each
individual within the system possess the appropriate cognitive attributes required to perform their
tasks in the most effective manner. Based on the research into cognitive task performance, the
appropriate cognitive attributes should include the best suited knowledge structure for each task.
The goal of equipping the workforce with the appropriate knowledge structure requires
awareness of at least two important aspects. First, the factors (and their interactions) which
influence the development of a knowledge structure in a given domain must be identified and
related to specific dimensions of knowledge structure. Second, the relationship(s) between the
knowledge structure dimensions and certain task characteristics which result in superior task
performance must be determined.

The first objective of this study is to identify the factors and interactions affecting the
development of knowledge structure along specific dimensions; then, formulate a predictive
model of knowledge structure development. Factors being tested are individual differences in
cognitive style, various training paradigms, and related experience.

The second objective of this study is to conduct an exploratory experiment to examine the
relationships between the knowledge structure dimensions and actual task performance. This
experiment is viewed as cursory since it is limited to one type of task; master production
scheduling.

The objectives of this study are represented in Figure 1. First, the study will attempt to
identify the knowledge structure development factors and formulate a predictive model of
knowledge structure development. Second, the study will explore the relationship between
knowledge structure and cognitive task performance. The 'Other determinants' in the figure
indicate additional factors which affect cognitive task performance, such as degree of practice,
motivation, and environmental surroundings.
1.2. Background

1.2.1. Description of Knowledge Structure

The following operational definition of knowledge structure will be utilized in this experiment in order to further the systematic study of knowledge structure. Proposed by Koubek (1991), "Human knowledge structure is defined as the structure of interrelationships between elements in a particular domain, organized into a unified body of knowledge." According to this definition, knowledge structure has two primary components, elements and interrelationships, each with its own characteristics.

Elements are unique units of knowledge, or concepts, within a domain. Domain elements can exist in either a declarative or procedural format. Declarative concepts contain knowledge in the form of facts and meanings within the domain. Procedural concepts contain knowledge in the form of how to execute functions associated with the domain. Within a knowledge structure, elements may exist at various levels of hierarchy. For example, two concepts within the domain of discrete parts manufacturing may be "Milling machine" and "Flexible manufacturing cell". The milling machine is considered to be at a lower level than, i.e. subordinate to, the flexible manufacturing cell because it is part of the flexible manufacturing cell.

Interrelationships in the knowledge structure definition indicate that relationships, or links, exist between the domain elements. As previously described, two elements may be at different levels of hierarchy, this is because a super- or sub-ordinate relationship exists between them. Given that a relationship does exist between a pair of elements, the strength of the relationship, or the degree to which the relationship applies, can vary. It is possible that more than one relationship could exist between the same two elements. For example, "Volume" and "Temperature" are two possible domain elements a human operator may associate with the task.
of controlling a chemical manufacturing process. Assuming that both quantities are presented
visually, the operator may relate volume and temperature in terms of their physical proximity on
the visual display terminal. Yet, a second and stronger relationship may exist between volume
and temperature concerning their interaction in the process, such that changes in volume are
proportional to changes in temperature.

The two primary components of knowledge structure and their characteristics are
summarized in Table 1.

Please Insert Table 1 About Here

Essential to this study is the ability to quantify specific features of knowledge structure.
Three knowledge structure dimensions (Hierarchical Levels, Multiple Relations, and Information
Content) are developed to quantify the features previously described in the operational definition
of knowledge structure. The dimensions are based on the assumption of a tree-like network
representation of knowledge structure formed by the domain elements and their
interrelationships. The organization of domain knowledge through the decomposition of the
domain concepts according to super- and sub-ordinate relationships is incorporated in the
dimension of Hierarchical Levels. Multiple Relations measures the number of relationships
existing between two domain elements. Adapted from information theory, Information Content
quantifies the amount of information within a knowledge structure to indicate the breadth and
depth of the development of an individual's knowledge structure. Although Information Content
is a newly proposed knowledge structure dimension, evidence for the existence of Hierarchical
Levels and Multiple Relations is provided by Koubek (1991) and Koubek, Clarkston, and Calvez
(in press). Further explanation of the knowledge structure dimensions will be presented in the
Methodology section.
1.2.2. Expertise as a Function of Knowledge Structure

Previous knowledge structure research has focused on the differences in the manner by which groups of different skill levels represent knowledge of the same domain. The two groups usually correspond to experts and novices and are selected by some criteria which is often external to the experiment, such as years of experience in a field of work. In general, research indicates that the higher skill level group represents the domain in a more abstract or conceptual manner, while the lower skill level group tends to focus on the concrete or elemental aspects of the domain.

A classical example of this type is the study performed by Adelson (1981). Two groups of computer programmers, experts and novices, were presented with randomized computer code and asked to organize it in any manner. Based on a conceptual understanding of the domain, the experts reorganized the computer code into working programs. The novices, with a more surface understanding of programming, organized the computer code into categories according to similarities in key control words. Similar results have been found across a variety of domains: chess (de Groot 1965; Chase and Simon 1973), word processing (Koubek and Mountjoy 1991), problem solving (Hardiman et al. 1989; Chi et al. 1981; Lewis 1981; Bhaskar and Simon 1977; Schoenfeld and Herrmann 1977), software design (Barfield 1986; Jeffries et al. 1981), computer programming (McKeithen et al. 1981; Schneiderman 1977), and medical diagnosis (Hobus et al. 1987).

Another study performed by Adelson (1984) investigated the interaction between domain representations and cognitive task performance. This study confirmed that the expert's representation is more abstract and the novice's representation is more concrete. However, this study demonstrated that the performance of the novice group could exceed that of the expert group in terms of correct responses. The condition in which the novices exceeded the experts is attributed to the knowledge structure of the novices matching the requirements of the task better than that of the experts. This study suggests that the knowledge structure best suited for a task is dependent upon the characteristics of that task.
Review of existing research on the relationship between knowledge structure and cognitive task performance reveals little work exploring the practical link between knowledge structure development and subsequent task performance. The development of knowledge structure is suspected to be a function of training, cognitive style, and experience, among other factors.

1.2.3. Training

The fact that knowledge within a specific domain is partly a function of training within that domain is intuitive. This study focuses on the quantitative development of knowledge structure within a specific domain as a result of training in that domain.

The effect of training on the representation of a task was examined by Koubek and Mountjoy (1991). In that study, two training styles were used to train two groups in a word processing domain. Hierarchical training featured word processing commands ordered by functions, while alphabetical training featured commands listed by alphabetic order. Based on the dependent variables used to classify the domain representation, no significant differences were found in the representations of the two training groups.

A more recent study by Koubek, Clarkston, and Calvez (in press) demonstrated that the development of knowledge structure could be manipulated through training. The experiment utilized the manufacturing domain of plastic extrusion machine operation. Sixteen subjects, having no previous knowledge of the domain, were randomly assigned to one of two distinct training groups. Over a three day period, both training groups received the same instructional content; however, the sequence in which the training material was presented differed. One group initially received the abstract, conceptual relationships between the domain concepts, followed by more detailed relationships associated with the lower level aspects of the domain. The other group received the training material in the reverse order; i.e. the lower level information followed by the abstract information. Each individual's knowledge structure was assessed along two dimensions, Hierarchical Levels and Multiple Relations, which are equivalent to the two of the dependent variables of this study. The group which received the abstract relationships first
showed significant improvement along both dimensions of knowledge structure following training. No significant changes in the knowledge structure dimensions were found for the group which received the lower level relationships first. This study suggests that an individual's knowledge structure can be manipulated through training, with a significant effect being attributed to the training sequence of abstract material followed by the more detailed material. Unfortunately, the development of the training documents was ad-hoc, leaving little more than global guidelines for practitioners desiring to apply these results.

One intent of this study is to test the effect of training on knowledge structure development based on systematic application of a fundamental theory of training. Although there is not a global theory of instructional design, Gagne's theory of instructional design is widely accepted. The main feature of Gagne's theory of instruction is the decomposition of the material to be learned into smaller units of knowledge and prerequisite skills, referred to as a hierarchical task analysis. The design of the instruction then begins with the lowest level of the hierarchical task analysis, i.e. the lowest level of the domain, and proceeds until the highest level of the hierarchical task analysis have been presented (Gagne 1987; Gagne 1985; Brower and Hilgard 1981).

This study will test the effect of two distinct training approaches on the development of knowledge structure. The two training approaches are based on different perspectives of the hierarchical task analysis. Initially, a hierarchical task analysis must be performed on the instructional domain. The first training approach, in accordance with Gagne's theory, starts with the lowest level of the hierarchical task analysis, i.e. the lowest level of the domain concepts, and proceeds to the highest level of the domain concepts. This approach is referred to as the Bottom-Up training approach. Based on the research findings that groups of higher skill level tend to have a more conceptual or abstract representation of the domain, the second training approach is aimed at developing that conceptual or abstract knowledge structure. This Top-Down training approach is designed by starting at the highest level of hierarchical task analysis, i.e. the highest level domain concepts, and proceeding to the lowest levels of the domain concepts. The
implementation of both approaches in developing corresponding training document will be discussed in the Methodology.

1.2.4. Cognitive Style

Cognitive style is a construct developed to explain individual differences in the human ability to organize and structure information received from the environment or surroundings. Cognitive style has been studied and defined experimentally in a multitude of ways and shown to affect an individual's representation of their surrounding environment (Goldstein and Blackman 1978). The potential effects of cognitive style on the development of knowledge structure appears to be straightforward. However, specific research on the effect of cognitive style on knowledge structure development is inconclusive (Koubek and Mountjoy 1991).

This study will test the effects of two particular cognitive styles, Speed of Closure and Associational Fluency, on the development of knowledge structure. Speed of Closure refers to the human ability to identify a single unified concept in a perceptual field of apparently unrelated stimuli. This cognitive style approach is similar to field dependence, the most frequently tested approach, except for the primary difference that the target to be identified is unknown to the subject; thus, relying solely on the individual's ability to link the stimuli into a coherent object (Erkstrom et. al. 1976). Speed of Closure is suspected to affect knowledge structure development by influencing the ability of the individual to internally organize the domain information, specifically in a hierarchical manner, when presented within the training documents. Associational Fluency, the second approach to be tested, reflects the human ability to produce concepts or words with similar meanings or semantic properties (Erkstrom et. al. 1976). With respect to knowledge structure development, Associational Fluency is expected to influence the ability to form more than one relationship between two domain concepts and capture the role of memory in knowledge structure development.

The two cognitive styles approaches, Speed of Closure and Associational Fluency, will be assessed quantitatively through the appropriate tests from the Kit of Factor Referenced Cognitive Tests (Erkstrom et. al. 1976). The actual testing procedures will be discussed in the
Methodology section. For the purpose of classifying subjects into experimental groups, criteria for a 'High' and 'Low' level of each cognitive style approach will be based on large sample distributions for each, excluding twenty five percent of the population about the sample mean.

1.2.5. Experience

It is suspected that knowledge structure development is effected by previous experience. Previous experience includes knowledge of the same domain, knowledge of the same domain with some modified tasks, and knowledge of a similar domain with some common concepts and procedures. The suspected effects of experience on knowledge structure development is unclear. The effect may be positive, i.e. facilitate development of a suitable knowledge structure, or adverse, i.e. interfere with development of a suitable knowledge structure.

To implement previous experience in this study, an experience variable would require a minimum of two groups of varying experience levels plus pre- and post- assessment of each subject's knowledge structure. Experience is not being tested in this study due to resource constraints.

1.3. Hypotheses

It is proposed here that knowledge structure development is partially a function of training and cognitive style. The impact of these factors on knowledge structure development can be assessed through the knowledge structure dimensions of Hierarchical Levels, Multiple Relations, and Information Content. Hypotheses One, Two, and Three below reflect the first objective; to determine a predictive model of knowledge structure development. Hypothesis Four corresponds to the second objective of this study; to determine the relationship between knowledge structure dimensions and task performance.

1.3.1. Hypothesis One

The development of an individual's knowledge structure along the dimensions of Hierarchical Levels, Multiple Relations, and/or Information Content is a function of the training which the individual receives.
1.3.2. Hypothesis Two

The development of an individual's knowledge structure along the dimensions of Hierarchical Levels, Multiple Relations, and/or Information Content is a function of individual differences in the cognitive styles of Speed of Closure and Associational Fluency.

1.3.3. Hypothesis Three

The development of an individual's knowledge structure along the dimensions of Hierarchical Levels, Multiple Relations, and/or Information Content is a function of the interaction between the training which the individual receives and individual differences in the cognitive styles of Speed of Closure and Associational Fluency.

1.3.4. Hypothesis Four

An individual's cognitive task performance on the master production scheduling task, as assessed through time and errors, is a function of the individual's knowledge structure within the task domain according to the dimensions of Hierarchical Levels, Multiple Relations, and/or Information Content.

The development factors being considered are training and individual differences in cognitive style. The knowledge structure dimensions being assessed through Hierarchical Levels, Multiple Relations, and Information Content. Cognitive task performance is measured through Completion Time and Error.

2. METHODOLOGY

2.1. Experimental Domain

The experiment utilized the domain of master production scheduling to test the hypotheses involving training, task performance, and knowledge structure assessment. Master production scheduling is usually associated with the initial step of material requirements planning (MRP). Given a demand for a final product, master production scheduling involves the calculation of a planned order for the final product and all of the parts required to manufacture that final product. The planned order for a part includes both the quantity to produce and the
time to start production. The master production scheduling process involves the calculation of a series of standardized records with reference to a product database.

Master production scheduling was chosen for the experimental domain to be representative of a general type of cognitive-oriented task associated with manufacturing. It was assumed to have the complexity required to develop multiple training approaches, as well as provide sufficient domain content to assess knowledge structure development.

2.2. Subjects

As a control measure, subjects were limited to pure novices; i.e. subjects who had no previous knowledge of the domain. This constraint was due to the results of pilot studies which showed the effect of related experience. Determination of a subject's experience status was achieved via a questionnaire administered prior to scheduling an appointment. Twenty undergraduate students participated in the study, all being classified as pure novices. Subject demographics were balanced. Subjects were paid five dollars per hour for participating in the experiment. In order to participate, subjects signed an informed consent prior to the cognitive style assessment and the actual experiment.

2.3. Experimental Design

The experiment was originally to be performed as a $2^3$ factorial design with the three independent variables corresponding to Training Condition, Speed of Closure, and Associational Fluency. The design was modified due to the inability to find any subjects within the low Associational Fluency experimental condition (based on national norms). Given the nature of the Associational Fluency test, it is suspected that this occurred because the subject pool had a distribution with a mean higher than that of the test criteria distribution. The Associational Fluency data was collected to be used in post hoc analysis.

The experiment was performed as a 2X2 completely crossed factorial with the two independent variables of Training Condition and Speed of Closure. Training Condition had two levels, Top-Down and Bottom-Up. Each of the levels of Training Condition corresponded to a distinct training approach. Subjects were randomly assigned to the training groups. Speed of
Closure also had two levels, Low and High. Subjects were classified as Low Speed of Closure or High Speed of Closure as a result of the cognitive style assessment.

Data was collected for a total of 5 dependent variables, with the experimental design being repeated five times; once for each dependent variable. Three of the dependent variables correspond to the knowledge structure dimensions of Hierarchical Levels, Multiple Relations and Information Content. The other two dependent variables measure task performance in terms of Completion Time and Error.

2.4. Experimental Procedure

Each subject completed the experimental procedure in one day requiring approximately three hours. Initially, a cognitive style assessment was completed by each subject. Whether or not the subject continued in the experiment was dependent upon the subject's scores on the cognitive style assessment. If the subject was in an experiment group, the subject would then be randomly assigned to one of the two Training Conditions. During the training phase of the experiment, the subject studied the appropriate training document for an unlimited amount of time; however, before proceeding to the next phase of the experiment, each subject was required to pass a proficiency exam. If a subject's answers were not satisfactory, the subject was asked to re-read the training document and a different proficiency exam was given, for a maximum of four times. In next phase of the experiment, the subject was asked to perform a master production scheduling task. During the final phase of the experiment, data was elicited about the subject's knowledge structure within the master production schedule domain via a computer-based questionnaire. This knowledge elicitation phase consisted of two parts. One questionnaire emphasized declarative knowledge, while the other emphasized procedural knowledge. The focus of this study is limited to declarative knowledge structure; thus, this study only utilizes the data from the declarative knowledge elicitation. The order in which the two elicitation questionnaires were administered was randomized.
2.5. Cognitive Style Assessment

The two cognitive styles being examined in this study are Speed of Closure and Associational Fluency. The ETS Kit of Factor Reference Cognitive Tests provides efficient and reliable methods of assessing both cognitive styles. The Gestalt Completion test was used to identify individual differences in Speed of Closure. The test presents a subject with twenty incomplete stimuli (pictures of objects) which must be identified within a four minute time limit. A subject's score on this test is equal to the total number of correct identifications. The selection procedure is designed to eliminate twenty-five percent of the population about the mean in order to produce two distinct groups. Therefore, the selection criteria for 'High' Speed of Closure was a score greater than or equal to eighteen and for 'Low' Speed of Closure, the score had to be less or equal to fourteen.

The cognitive style of Associational Fluency as measured through the Controlled Associations Test. A subject is presented with eight target words and asked to generate as many similar or related words in a twelve minute time limit. The score on this test is the sum of all correct responses. Although not used as a subject selection criteria, the original criteria corresponding to twenty-five percent around the mean was a score greater than or equal to 28 to be considered 'High' and a score less than or equal to 20 to be considered 'Low'.

2.6. Training Document Development

As previously discussed in the introduction, the two training approaches begin tested correspond to a top-down and bottom-up adaptation of Gagne's Hierarchical Task Analysis. Thus, the starting point of both training documents was a hierarchical task analysis performed on the master production scheduling task. The purpose is to decompose the master production scheduling domain into the elemental concepts of knowledge required to perform the task. Below the lowest level of the hierarchical task analysis presented are prerequisite skills required to perform the task, such as basic mathematics and reading. Given the subject pool of undergraduate students, these skills are assumed to be at a sufficient level.
At this point, each document was developed as described below. It should be noted that both training documents were revised to include missing information required to perform the task and clarify misconceptions about the domain concepts and procedures as revealed through the evaluation of the task performance of the pilot subjects, as well as interviews conducted with the pilot subjects.

2.6.1. Top-Down Training Document

Development of the Top-Down training document started with the highest level of the hierarchical task analysis, the concept of master production schedule, and proceeded to present the concepts of planned order and product structure, until the lowest levels of the domain, such as lead time and batch size, were presented. The Top-Down training document was written from a conceptual perspective relating the domain concepts to the goal of the master production scheduling task. Following the conceptual explanation, the document features a complete example of the master production scheduling task emphasizing the lowest level aspects of the domain and completing the record. The Top-Down training document was referred to as Training Document A within the confines of the experimental sessions.

2.6.2. Bottom-Up Training Document

As the title implies, the Bottom-Up training document is essentially the opposite of the Top-Down training document. The Bottom-Up training document began with the quality and time aspect of the planned order and record completion, and then proceeded to present the higher level domain concepts. To facilitate this approach, an example was developed stepwise throughout the Bottom-Up training document, relating the domain concepts to the example as necessary to perform the task. For consistency, the same example was used in both training documents, only the method of presentation differed. For experimental purposes, the Bottom-Up training document was label Training Document Z. Figure 2 illustrates both training approaches with respect to the hierarchical task analysis of the master production scheduling domain.
2.7. **Proficiency Examination**

A proficiency examination was conducted following the training session and prior to performing the master production scheduling task. Each subject had to pass the same exam in order to proceed to the task portion of the experiment.

Initially, the proficiency examination consisted of a list of questions which tested the subjects semantic knowledge of selected domain concepts. For example, a question was "What is batch size?". However, the results of the pilot study indicated that it was possible for a subject to sufficiently answer the proficiency questions, but still be unable to complete the master productions scheduling task.

As a result, the proficiency examination was changed to more directly reflect the knowledge required to perform the task. The subject was asked to complete an individual master production schedule record given the required information. The record was assessed by the experimenter. Each subject was expected to complete the record correctly and unassisted with relative ease.

2.8. **Task**

The subjects were presented with a manufacturing scenario in a text format, then asked to perform operations associated with the master production scheduling task. First, the subjects were asked to interpret the product structure as presented in the text and draw a graphic representation as illustrated in the training documents. Next, the subjects filled in missing values in the product database with information contained in the text. Finally, the most significant portion of the task, the subject had to formulate a complete master production schedule to meet the demand for the final product. This involved the calculation of nine master production schedule records. The subjects were instructed to perform the task as quickly as possible but without sacrificing the accuracy of the responses.
2.9. **Dependent Variables for Task Performance**

The performance of each subject was assessed through two dependent variables, Completion Time and Error. Completion Time was simply the time elapsed from when the subject was presented the entire task by the experimenter until the subject indicated that he/she was finished. The time required for the experimenter to provide instructions was excluded from the Completion Time.

The Error dependent variable is a summation of inaccurate responses over the complete master production scheduling task for each subject. The possible errors include both errors of omission and errors of commission. An error of omission is not performing the correct action, such as not calculating the current inventory for a given week. Errors of commission involve performing the correct action, but in some inadequate manner, such as calculating the current inventory for a given week without including the scheduled receipts in the calculation. Extraneous errors, such as pure mathematical mistakes, were not included in the Error dependent variable. Similarly, the replication of an error throughout the remaining portion of the task was counted only as a single error. All tasks were graded by the same experimenter for consistency.

2.10. **Knowledge Structure Elicitation and Analysis Method (KSEAM)**

Knowledge Structure Elicitation and Analysis Method (KSEAM) is a computer-based technique to assess an individual's knowledge structure within a specified domain. The assessment process is comprised of two steps, knowledge structure elicitation followed by knowledge structure analysis.

2.10.1. **Knowledge Structure Elicitation**

Information about an individual's knowledge structure within a domain is elicited through the pairwise comparison of domain concepts. Two lists are essential to the elicitation process. The concept list as present in the appendix (Table A1) contains fifteen units of knowledge, or concepts, from the master production scheduling domain as determined by the hierarchical task analysis. The relationship list contains twenty-two possible relationships that could exist between domain concepts (see Table A2).
Subjects were presented with pairs of domain concepts in the following format:

Final Product → Component

The subject must decide if a relationship exists between the two concepts. If the subject does not think that the concepts are related, the subject proceeds to the next pair of concepts. If the subject decides that a relationship does exist between the two concepts, the subject can then classify the relationship by entering the numeric code of the relationship from the relationship list which applies to the pair. At this point, the subject can either enter another relationship which applies to the same pair or proceed to the next pair of concepts.

The pairs of domain concepts were presented to the subjects in random order. Two domain concepts could be presented in two possible sequences. For example,

Backward Scheduling → Lead Time

OR

Lead Time → Backward Scheduling

However, each concept pair was only displayed in one sequence during the knowledge structure elicitation process.

During the elicitation process, ten pairs of concepts were repeated in exactly the same manner to assess the reliability of the elicited knowledge. Reliability was calculated by comparing the difference between the subject's initial response to the pair and the response to the
repeated pair. The concept pairs repeated were randomly selected from all possible concept pairs.

2.10.2. Dependent Variables for Knowledge Structure Assessment

Based on the data elicited from each subject, KSEAM produces three measures of an individual's knowledge structure corresponding to the three dependent variables of this study, Multiple Relations, Information Content, and Hierarchical Levels.

Multiple relations is equal to the average number of relationships that exist between a pair of items. Based on the subject's response to the pairwise comparison of all the domain concepts, Multiple Relations is calculated by dividing the total number of relationships that the subject entered by the number of pairs for which at least one relationship was indicated to exist. The equation is shown below.

\[
\text{Multiple Relations} = \frac{\text{Total # of pairwise relationships for all pairs}}{\text{Total # of pairs with at least one relationship}}
\]

The dependent variable of Information Content is derived from Information Theory. The underlying assumption is the equating of a tree-like network of an individual's knowledge to a tree-like decision network. Each concept represents a decision node and the relationships between nodes represent links to decision alternatives. The amount of information (\(H\)) for a given decision node is calculated by

\[
H = \log_2 N
\]

where \(N\) is equal to the number of decision alternatives available at the node. Adapted to knowledge structure, the data elicited through the pairwise comparison of domain concepts is converted by KSEAM to a matrix format, such that the concepts are listed on both the rows and columns and any relationship(s) that exist between a pair of concepts are listed in each cell. The matrix is equivalent to a 'From/To' chart, such that the rows are 'From' concepts which links are leaving and the columns are 'To' concepts which links are entering. In creating the matrix, KSEAM utilized only super- and sub-ordinate relationships corresponding to relationships one
through fourteen on the relationship list. \( N \) is equal to the total number of links exiting from a concept; i.e. the summation of a row. Given \( N \) for a row, the calculation of \( \log_2 N \) gives the information (H) for that row. The summation of the information (H) for the rows is equal to the Information Content for the entire network. According to the definition of information as the reduction of uncertainty, the higher the calculated value, the greater the amount of information contained in the individual's structure of concepts, as opposed to the content of each concept.

Hierarchical Levels quantifies the hierarchical manner by which an individual organizes the domain knowledge. Hierarchical Levels is equal to the number of levels, or layers, within an individual's knowledge structure resulting from the existence of super- and sub-ordinate relationships between domain concepts. For example, a possible knowledge structure from the master production scheduling domain is shown in Figure 3. The number of Hierarchical Levels equal to six.

Hierarchical Levels is determined by constructing a tree-like representation of an individual's knowledge structure from the pairwise comparison data. According to the super- and subordinate relationships entered, KSEAM sorts the data for each concept to determine the concepts that should be located above and below it in the hierarchy of the individual's knowledge structure. The experimenter then maps the sorted data from KSEAM into the actual tree-like representation and counts the maximum number of levels.

---

2.10.3. KSEAM Design and Development

KSEAM was developed with the following design features. The method was developed in accordance with the proposed operational definition of knowledge structure and design to leverage off the strengths and weakness of the existing knowledge structure assessment techniques. A complete review of existing techniques is provided by Koubek, Benysh, and Calvez (1993). KSEAM was intended to produce non-referent measures of an individual's
representation of a domain; not the difference between the individual's representation and some ideal or assumed correct representation. The elicitation process can accommodate both declarative and procedures concepts and/or relationships. The analysis process is based on the ability to classify relationships between domain concepts through a standardized list of possible relationships.

3. RESULTS

The distributions for all five of the dependent variables, both the knowledge structure dimensions and the performance measures, were normally distributed, with homogeneity of variance between the experimental conditions. The average reliability for the information elicited from all the subjects was .925 with a standard deviation of .030.

3.1. Hypotheses One, Two, and Three

Hypotheses One, Two, and Three proposed that knowledge structure development is partially a function of training and cognitive style. The impact of these factors on knowledge structure development was assessed through the knowledge structure dimensions of Hierarchical Levels, Multiple Relations, and Information Content. Hypotheses One, Two, and Three were each tested with a two-way ANOVA. There is no evidence for a significant effect, at the p < .05 level, on the development of any of the knowledge structure dimensions due to the main effects of Training Condition and Speed of Closure or the interaction between Training Condition and Speed of Closure. Based on the results of the ANOVA(s), the regression analysis of each knowledge structure dependent variable was unlikely to yield any significant relationships with the model of Training Condition, Speed of Closure, and their interaction. The R-squared values for each of the dependent variables is as follows: .082 for Hierarchical Levels, .002 for Multiple Relations, .037 for Information Content. The ANOVA(s) and the regression analyses had low power. The power for each of the dependent variables is as follows: .13 for Hierarchical Levels, .05 for Multiple Relations, .08 for Information Content. The low power is attributed to a large within subjects' variance relative to the total number of observations. The total number of
observations required to achieve an average power of .50, with alpha equal to .05, for the three knowledge structure dependent variables is approximately 350. At this point, in accordance with the original approach to the experimental design, it was not feasible to increase the total number of observations within the constraints of this study.

A regression analysis was performed on the knowledge structure dimensions of Hierarchical Levels, Multiple Relations, and Information Content to determine if a causal relationship existed with the cognitive styles of Speed of Closure and Associational Fluency. With an R-squared value of .07 for Information Content, .0004 for Multiple Relations, and .06 for Hierarchical Levels, it is concluded that no such causal relationship exists. In addition, a correlation analysis was performed including all the knowledge structure dimensions and both of the cognitive styles to determine if any relationship existed between the two constructs. No significant correlation was found at the $p < .05$ level.

### 3.2. Hypothesis Four

The purpose of Hypothesis Four was to examine the relationship between the dimensions of knowledge structure and actual task performance. This analysis of the data yielded a significant effect on task performance due to the interaction of Training Condition and the cognitive style, Speed of Closure. At $p < .05$ level, the interaction was significant in terms of both Completion Time ($F(1,16) = 4.5881; p < .0479$) and Error ($F(1,16) = 4.6621; p < .0464$). The ANOVA tables for Completion Time and Error are presented in Table 2 and Table 3, respectively. The effect of the significant interaction between Training Condition and Speed of Closure is evident graphically on Completion Time (Figure 4) and Error (Figure 5).

As another analysis for testing Hypothesis Four, regression analysis was performed on each of the task performance dependent variables (Completion Time and Error) separately with respect to the knowledge structure dimensions in order to determine the percentage of variance in performance that could be accounted for by the knowledge structure dimensions (the R-squared value). The three knowledge structure dimensions of Hierarchical Levels, Multiple Relations,
and Information Content accounted for approximately twenty-two percent of the variance in the Completion Time and approximately fifteen percent of the variance in the Error.

The regression analysis was expanded to include the cognitive styles, Speed of Closure and Associational Fluency. The R-squared value was determined for the cognitive styles alone and in conjunction with knowledge structure dimensions. All of the regression analyses are summarized in Table 4.

Although the p-values for the regression analyses were not significant at the alpha equal .05 level, it is apparent from Table 4 that the percentage of variance accounted for increased in an approximately additive manner given the combination of the knowledge structure dimensions and the cognitive styles.

4. DISCUSSION

The first objective of this study was to identify the factors and their interactions affecting knowledge structure development, then formulate a predictive model of knowledge structure development. Based on the regression analysis of the data from Hypotheses One, Two, and Three, this study was unable to formulate a model of knowledge structure development. However, insight was gained into the possible factors responsible for knowledge structure development.

Although a significant effect was not found for Training Condition, the manner in which instruction is presented can not be discounted due to other studies as a factor contributing to
knowledge structure development. The attempt of this study was to test the effect of training on knowledge structure development according to a theoretical base, utilizing Gagne's theory of instructional design. It is possible that the two training approaches used in this study were not distinct enough given the domain to effect the development of the knowledge structure dimensions; i.e. an effect may have been evident if the domain was more complex or contained more concepts for knowledge structure elicitation.

This study, as well as the studies by Koubek and Mountjoy (1991) and Koubek, Clarkston, and Calvez (in press), varied training by presenting the instructional material from both a conceptual and elemental perspective. The study by Koubek, Clarkston, and Calvez (in press) found a significant effect for training on knowledge structure development, while the other two studies did not. The primary difference between the study which found significance and the two studies which did not was the sequence in which the knowledge content was presented to the subjects. The study by Koubek, Clarkston, and Calvez (in press) attributes the significant knowledge structure development to the initial presentation of abstract information followed by more detailed, elemental information, suggesting that the conceptual instruction provides the individual with a conceptual framework to manage the domain knowledge. The sequence of training should be further investigated as a possible factor influencing the development of knowledge structure.

The analysis of the data from Hypothesis One, Two, and Three provides evidence that knowledge structure and cognitive style are independent constructs of the human ability to perform cognitive tasks. Their independence would explain the inability to find a causal relationship or any other type of relationship between the cognitive style scores and the knowledge structure dimensions. Hypothesis Four also supports the independence of knowledge structure and cognitive style and even suggests a complementary or additive effect in accounting for the variance in cognitive task performance. This study, in conjunction with other studies such as Koubek and Mountjoy (1991) and Koubek and Salvendy (1989) would serve to eliminate cognitive style as a possible factor contributing to knowledge structure development. Thus,
knowledge structure and cognitive style can be treated as independent constructs in both theoretical research and practical application.

Although previous experience was not a dependent variable in this study, the potential effects of previous effects on knowledge structure development were evident from cursory observations of the pilot studies. Future research should consider previous experience as a possible factor influencing knowledge structure development.

The second objective of this study was to examine the relationship between knowledge structure and cognitive task performance. The analysis of Hypothesis Four validates the influence of knowledge structure on cognitive task performance by showing the variance in task performance that could be accounted for by the three dimensions of knowledge structure.

The significant interaction of Training Condition and Speed of Closure provides two conditions in which complex task performance, in terms of Completion Time and Error, can be maximized regardless of individual differences in cognitive style. An equivalent performance level was achieved by the 'Low' Speed of Closure group who received the Bottom-up training document as the 'High' Speed of Closure group who received the Top-Down training document. These performance results are attributed to the match between the various training approaches and the differences in cognitive style. The elemental, building approach of the Bottom-Up training document, as opposed to the Top-Down training document, is suspected to support the learning of the 'Low' Speed of Closure group who, by definition, have less ability to extract and organize the domain knowledge from the training documents. The conceptual, abstract approach of the Top-Down training document appears to compliment the ability of the 'High' Speed of Closure group to extract and organize the domain knowledge from the training documents. This conclusion is consistent with the findings of Koubek and Mountjoy (1991). In that study, a field dependent group showed superior performance on complex tasks having received a structured training approach, while the field independent group showed equal performance on the structured and unstructured training conditions.
The analysis of the collected data indicates a large within subjects variance across the knowledge structure dimensions, as well as the task performance measures. Given the long and tedious nature of the experimental procedure, the large variance may be attributed to subject fatigue and lack of subject motivation during the knowledge structure elicitation stage. The large variance is evident in the low power and perhaps the inability to find significant results. This points to the importance of finding a new technique other than paired comparisons for eliciting knowledge structures.

The original figure conceptualizing the objectives of this study has been modified to reflect the conclusions of this study. At this point, the factors influencing knowledge structure development is still unknown. Knowledge structure and cognitive style are now determined to be independent determinants of cognitive task performance. Although a clear match between the knowledge structure dimensions and superior cognitive task performance was not achieved, the impact of knowledge structure on cognitive task performance was validated.

This study provides evidence that knowledge structure is an independent and primary factor in human cognitive task performance. The theoretical implication for cognitive engineering, cognitive modeling, and learning theory is that knowledge structure must be recognized and considered as such a factor in research into and modeling of human cognitive task performance and skill acquisition. The need still exists to identify the factors which affect knowledge structure development and the relationship to task performance for a range of task characteristics.

A model of this type could then be implemented into employee selection and training programs tailored for the development of the most suitable knowledge structure, as well as incorporated into the design of tasks and human-machine interfaces. Two practical requirements exists for such an implementation. Compared to current techniques, efficient methods of knowledge structure assessment must be developed. The knowledge structure types, as characterized by the knowledge structure dimensions, must be accurately matched with a spectrum of task characteristics. At this point, the goal of equipping the workforce with the
appropriate knowledge structure to maximize the overall performance of the manufacturing system would be feasible.
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Appendix

Table A1. Concept List for Master Production Scheduling Domain

<table>
<thead>
<tr>
<th>Master Production Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product Structure</td>
</tr>
<tr>
<td>Final Product</td>
</tr>
<tr>
<td>Component</td>
</tr>
<tr>
<td>Subassembly</td>
</tr>
<tr>
<td>Record</td>
</tr>
<tr>
<td>Part ID</td>
</tr>
<tr>
<td>Planned Order</td>
</tr>
<tr>
<td>Requirement</td>
</tr>
<tr>
<td>Demand</td>
</tr>
<tr>
<td>Current Inventory</td>
</tr>
<tr>
<td>Product Database</td>
</tr>
<tr>
<td>Batch Size</td>
</tr>
<tr>
<td>Lead Time</td>
</tr>
<tr>
<td>Backward Scheduling</td>
</tr>
</tbody>
</table>
Table A2. Relationship List for Master Production Scheduling Domain

<table>
<thead>
<tr>
<th></th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>is composed of</td>
</tr>
<tr>
<td>2</td>
<td>is decomposed into</td>
</tr>
<tr>
<td>3</td>
<td>affects</td>
</tr>
<tr>
<td>4</td>
<td>is affected by</td>
</tr>
<tr>
<td>5</td>
<td>is calculated with</td>
</tr>
<tr>
<td>6</td>
<td>is used to calculate</td>
</tr>
<tr>
<td>7</td>
<td>utilizes</td>
</tr>
<tr>
<td>8</td>
<td>is utilized by</td>
</tr>
<tr>
<td>9</td>
<td>requires</td>
</tr>
<tr>
<td>10</td>
<td>is required by</td>
</tr>
<tr>
<td>11</td>
<td>results in</td>
</tr>
<tr>
<td>12</td>
<td>is the result of</td>
</tr>
<tr>
<td>13</td>
<td>includes</td>
</tr>
<tr>
<td>14</td>
<td>is within</td>
</tr>
<tr>
<td>15</td>
<td>identifies</td>
</tr>
<tr>
<td>16</td>
<td>stores</td>
</tr>
<tr>
<td>17</td>
<td>is added to</td>
</tr>
<tr>
<td>18</td>
<td>is subtracted from</td>
</tr>
<tr>
<td>19</td>
<td>must satisfy</td>
</tr>
<tr>
<td>20</td>
<td>proceeds</td>
</tr>
<tr>
<td>21</td>
<td>supports</td>
</tr>
<tr>
<td>22</td>
<td>is the goal of</td>
</tr>
</tbody>
</table>
Table 1. Proposed Operational Definition of Knowledge Structure.

<table>
<thead>
<tr>
<th>Element</th>
<th>A unique unit of knowledge, or concept, within a domain.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Domain elements can exist in either a declarative or procedural format.</td>
</tr>
<tr>
<td></td>
<td>Domain elements can exist at different levels of hierarchy within a knowledge structure.</td>
</tr>
<tr>
<td>Interrelationship</td>
<td>Relationships, or links, exist between domain elements.</td>
</tr>
<tr>
<td></td>
<td>More than one relationship can exist between two domain elements.</td>
</tr>
<tr>
<td></td>
<td>Relationships can vary in strength, or degree of applicability.</td>
</tr>
</tbody>
</table>
Table 2. ANOVA for Completion Time.

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>dF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Condition</td>
<td>1</td>
<td>.20</td>
<td>.20</td>
<td>.0025</td>
<td>.9609</td>
</tr>
<tr>
<td>Speed of Closure</td>
<td>1</td>
<td>16.20</td>
<td>16.20</td>
<td>.2010</td>
<td>.6599</td>
</tr>
<tr>
<td>Training Condition X</td>
<td>1</td>
<td>369.80</td>
<td>369.80</td>
<td>4.5881</td>
<td>.0479</td>
</tr>
<tr>
<td>Speed of Closure</td>
<td>16</td>
<td>1289.60</td>
<td>80.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>1675.80</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. ANOVA for Error.

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>dF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Condition</td>
<td>1</td>
<td>5.00</td>
<td>5.00</td>
<td>.0431</td>
<td>.8382</td>
</tr>
<tr>
<td>Speed of Closure</td>
<td>1</td>
<td>39.20</td>
<td>39.20</td>
<td>.3379</td>
<td>.5691</td>
</tr>
<tr>
<td>Training Condition X</td>
<td>1</td>
<td>540.80</td>
<td>540.80</td>
<td>4.6621</td>
<td>.0464</td>
</tr>
<tr>
<td>Speed of Closure</td>
<td>16</td>
<td>1856.0</td>
<td>116.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>2441.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Regression Analyses Summary.

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>Independent Variables</th>
<th>R-squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completion Time</td>
<td>Cognitive Style</td>
<td>.08</td>
</tr>
<tr>
<td></td>
<td>Knowledge Structure</td>
<td>.22</td>
</tr>
<tr>
<td></td>
<td>Cognitive Style and</td>
<td>.33</td>
</tr>
<tr>
<td></td>
<td>Knowledge Structure</td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>Cognitive Style</td>
<td>.24</td>
</tr>
<tr>
<td></td>
<td>Knowledge Structure</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>Cognitive Style and</td>
<td>.33</td>
</tr>
<tr>
<td></td>
<td>Knowledge Structure</td>
<td></td>
</tr>
</tbody>
</table>
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1 OVERVIEW

It is widely recognized that recent trends in work activities have moved from manual oriented labor to include supervisory and cognitive tasks. The demands imposed by these new work related activities is still not adequately known. This has produced the need to develop greater understanding of the factors contributing to higher levels of skilled cognitive task performance.

A number of research areas have identified factors to account for, or explain, particular features of cognitive task performance. These areas include cognitive abilities, skill acquisition, cognitive modeling, and knowledge organization. Research in cognitive factors has identified certain basic cognitive abilities that can be associated with task performance. Skill acquisition has focused on how people develop task related skill. Cognitive modeling focuses on simulating human cognitive performance in an effort to understand it. Knowledge organization research is concerned with how humans structure information and how that structure affects performance.

Each of these approaches have been able to successfully account for a portion of task performance and expertise. However, research in each of these areas tends to focus on task performance exclusively from a single vantage point. It is most likely that skill and expertise are multidimensional, in that no one approach is complete. For example, cognitive abilities can be combined with skill acquisition research to determine whether there are fundamental differences between abilities need to learn a task versus abilities need to perform a task.

A multi-factor approach of skill and expertise is proposed in this study. This statement implies that these multiple factors are complementary, rather than additive, when viewed in terms of understanding skill and expertise. Of consequence to this premise is the necessity of a framework or model which can provide for the integration of a multi-attribute approach to skill.

The purpose of this research is to develop a hybrid model of knowledge organization and cognitive modeling (CM), combining aspects of some of the more popular models in each of these areas in an effort to provide a foundation for further study. It pursues this goal through the adaptation of Knowledge Structure (KS) representation techniques to model human structure of procedural knowledge and validating this model in an experimental setting. The rationale for selecting KSs and CMs will be discussed in the following section.

2 BACKGROUND

In order to develop a structural model of procedural knowledge as described in Section 1 current frameworks of both procedural and declarative knowledge are reviewed as a basis for derivation of the proposed model. Namely, evaluation of the contributions that may be provided through integrating the cognitive modeling and knowledge organization bodies of research is performed. Work in this conjoined area is limited due to the nature of the two fields. Knowledge organization is fundamentally a science of declarative memory. On the other hand, cognitive modeling research has emphasized performance of tasks and the procedural knowledge associated with such tasks.

Many theories have been proposed to describe the various types of human memory and
knowledge used in cognitive tasks. These theories are usually specific to the areas in which they are used, such as psychology, cognitive science, or human factors engineering. The two main classifications of knowledge used in the domain of cognitive modeling are declarative and procedural knowledge. Declarative knowledge is considered to be long-term conceptual knowledge about the world. It is knowledge about facts, principles and relations. In contrast to declarative knowledge, procedural knowledge is knowledge of how to do something. Once learned and proceduralized, it is also considered to be relatively static in long-term memory.

The advantages of each basic representation are summarized as follows (Bonnet, 1985; Winograd, 1975). Declarative representations are readable and easier to modify, especially by non-specialists. Second, they are economical and flexible. A declarative statement may be written once, and then used in different ways on different occasions. A procedural form must be repeated in every procedure that uses it, because usage may vary from one to the next. Next, declarative representations are more easily modified. This is particularly important for the evolution of the system and for providing the capability to learn from experience, that is, to modify itself.

Procedural representations, on the other hand, include constructs such as Meta-knowledge, future use dependence, and necessity. Meta-knowledge, or knowledge about knowledge, is more easily expressed in procedural form. The declarative form does not suit such information well since it requires such information to be highly situation dependent. Procedural representations also consider dependence on future use. Since clauses are often interpreted in the order in which they are written means that a second “and if...” will only execute if the first one does. Even though, in theory, statements can often be written without regard for the use that will be made of them later in the program, in practice the programmer will always have this in mind. Finally, ultimate necessity indicates that there is always a final level at which any declarative statement has to be interpreted and executed by some procedure. Therefore, there is always an irreducible kernel that must be programmed and must therefore be of procedural form.

Researchers attempting to model human behavior and performance have found the procedural / declarative distinction to be useful in describing extensive complex knowledge bases. Their use in this field stems primarily from the distinctly different types of knowledge they convey. Further, these classifications of knowledge are put to various uses in the different fields. Of interest at this time are the fields of cognitive science and cognitive modeling. Cognitive scientists have developed procedural and declarative models primarily for the purpose of examining, understanding, and quantifying various aspects of human behavior. In contrast, cognitive modeling researchers have pursued these two types of knowledge for the purpose of replicating the outcome of human cognition (i.e. AI and Expert Systems). Table 1 provides an overview of their different methods of cognitive modeling and knowledge organization, as a function of their form. The next three sections below will discuss these approaches in detail in order to identify features for incorporation into a hybrid model.

---

Insert Table 1 about here.
2.1 Knowledge Organization Frameworks

Traditionally, General Weighted Networks (GWN) (Schvaneveldt, Durso & Goldsmith, 1985), Multidimensional Scaling (MDS) (Schiffman, Reynolds & Young, 1981; Davison, 1983; Schvaneveldt, Durso & Goldsmith, 1985; Rips, Shoben & Smith, 1973; Olson & Rueter, 1987), Hierarchical Clustering Scheme (HCS) (Koubek, 1991; Benysh & Koubek, 1993; Olson & Rueter, 1987; Johnson, 1967), and Semantic Nets (Quillian, 1968; Neves & Anderson, 1981; Anderson & Bower, 1973; 1989; Bonnet, 1985; Hendrix, 1979) have been used for representation of knowledge organization. However, a model of human knowledge structure has been proposed and validated by Koubek (1991). The model identified and defined elements and their interrelationship as important components in this structure. Elements can be procedural or declarative concepts in a particular domain which may exist within multiple levels of abstraction. The strength of these relationships can vary, as well as can multiple relations exist between concepts. This model has provided a functional description of the features and attributes of human knowledge representation. It is from this foundation that this study draws upon in the development of a model of procedural knowledge structure.

2.2 Cognitive Modeling

In contrast to knowledge organization, cognitive modeling methods focus on attempting to simulate human performance. These simulations can be described as either Exploratory, if they attempt to mimic human processes, or Functional, in the case of using any tools that work for the simulation. This section reviews a number of cognitive modeling frameworks which are considered important for consideration.

2.2.1 Exploratory Models

This field is primarily concerned with modeling how humans organize, learn, and use knowledge (typically procedural). This leads to a concentration on extremely specific problem domains or general broad sweeping approaches intended to account for many aspects of human cognition at once. They focus on highly specific aspects or incorporate various theoretical works into a proposed complete comprehensive "holistic" theory of cognition. Work in exploratory modeling is generally performed with tools such as GOMS (Card, Moran & Newell, 1983; Marchionini & Sibert, 1991), NGOMSL (Kieras, 1988; Kieras & Elkerton, 1991), HAM/ACT (Anderson & Bower, 1973; Anderson, 1976; Anderson, Kline & Lewis, 1977; Solso, 1979; Gardner, 1985; Solso, 1979; Singley & Anderson, 1989; Anderson, 1983; Neves & Anderson, 1981), GPS (Newell & Simon, 1972; Card, Moran & Newell, 1983; Gardner, 1985; 1989), TAG (Koubek, 1991; Benysh & Koubek, 1993), CCT (Bovair, Kieras & Polson, 1990; Polson & Lewis, 1990; Polson, Bovair & Kieras, 1987), or SCAF (Newell, 1992).

2.2.2 Functional Models

In contrast to work in exploratory cognitive modeling, where the goal is to replicate cognitive processes, researchers in this area tend to work in performance frameworks. This performance approach attempts to build systems that behave intelligently with little consideration for
how humans do so. Researchers in simulation attempt to accomplish the same system goals except through emulation of human characteristics, but are often hindered by limitations of the machines or languages available (Weizenbaum, 1976). Functional modeling is typically performed within the Rule-based, Logic-based, Object Oriented programming, or Frames & Scripts frameworks.

2.3 Summary

This section has reviewed numerous knowledge representation schemes including varieties of knowledge organization, and functional and exploratory cognitive modeling techniques. These models include both declarative and procedural forms of knowledge encoding.

It is observed that the primary drawback to these theories is that typically only the declarative structures have quantifiable variables that have proven to be significant determinants of task performance. Depending upon their usage, these procedural representations, being performance based, either don't make predictions or they make predictions for very specific task situations.

Additionally it is noted that typical method of circumventing or compensating for the shortcomings of these various representation schemes is to use multiple representations simultaneously. This is often convenient and sometimes necessary. However, this practice results in a few notable problems (Bobrow, 1975).

First, if different representations are used, routines are required to transform information from one representation to the other. Additionally, sometimes the encoding scheme in one representation may not have an equivalent scheme in the other representation. Also for different data types in the same database it may be more convenient to answer questions and perform some calculations in one scheme but other operations in the other scheme. Second, updating changes in data becomes a more serious problem. It may be required to maintain current data values in a declarative representation then incorporate routines in the procedural representation to retrieve and transform the data as needed. Third, as can be deducted from the above issues, computation efficiency also becomes a factor.

One method to avoid these difficulties would be to have a single representation that is capable eliminating the need for multiple concurrent representations. Towards this end, a list of common attributes found over the whole range of representation schemes could constitute an ideal list of desirable attributes for a comprehensive representation scheme. A summary of these features are as follows:

- procedural modularity (as in GOMS, NGOMSL, frames)
- increasing specificity when descending a hierarchical representation (as in NGOMSL)
- class / object-attribute inheritance (as in Semantic Nets, Frames)
- all encompassing classification scheme (as in Production Systems, Semantic Nets)
- increasing proceduralization at lower levels (as in NGOMSL, GOMS, Frames)
- can handle differing situations / initial states (as in rule based)
- represent general "proximity" of concepts (as in GWN, MDS, HCS)
- can represent individual differences in ability / expertise (as in GWN, HCS)
3 Theoretical Model

In this section a model is developed in pursuit of the first objective in this study which integrates human task knowledge structure with the computerized cognitive modeling practice into a hybrid representation scheme.

As stated, during the development of computational Cognitive Models (CMs), it appears that structure of the knowledge plays a very minor role. However, it has been found that the structure of task specific knowledge is an important factor in task performance. Thus, inclusion of a reasonable KS in the CM would seem to provide a model with these two aspects complementary to one another, rather than over lapping.

The model developed here is first and foremost a procedural model. It is a structural organization of procedural knowledge. It is comprised of a taxonomy of methods or procedures, specific to a particular task environment. However, it uses a visual representation scheme similar to that of declarative knowledge theory in order to bring out the structural and organizational aspects of procedural knowledge. This combination benefits from the advantages of each of the representation models previously discussed by incorporating the identified desirable aspects. Indeed, a number of elements in the current models have been incorporated into what is termed here as the Procedural Knowledge Structure Model (PKSM). It has a significant amount of structure as is found in human cognitive representations. Also, it is used to capture procedural knowledge used in task execution, as in the production systems. Finally, it demonstrates the proceduralization, automation, or modularity capabilities present in many of the previous models. The primary contribution is the model's focus on the structural aspects of knowledge while simultaneously incorporating important procedural aspects.

3.1 Horizontal Component of PKSM: methods

Like the theory of declarative knowledge structures, the PKSM is best illustrated through its visual representation scheme. Unlike traditional KS representations or assessments, the elements of this model are, for the most part, procedural. It is always possible to represent the declarative elements and their relations in the traditional manner in a separate declarative representation if need be.

The model is best visualized as a three dimensional pyramid similar to that shown in Figure 1. The pyramid is sectioned into "floors" or levels. Each of these levels contains a flowchart representation of the task steps. The difference between the flowcharts of each level is that with each descending level, the items in the chart are broken up into smaller and smaller sub-units or sub-tasks, as to be described in Section 3.2. Each individual sub-task at one level will be broken up into its constituent sub-tasks at the next level. This decomposition continues, level by level, until at the very bottom level, the flowchart is a very complex structure consisting of basic task actions (keystrokes, hand or eye motions, and decisions) which cannot be further decomposed except at the human neurological level. Objects in the flow chart may be task goals (which will be further decomposed), basic task actions (which can be performed or executed), and decision nodes (which control the flow through the chart).
In Figure 1 task goals are represented by rectangles. These goals will be subdivided into smaller goals, task elements, or decision nodes at the next lower level, much like hierarchical task analysis. In this same figure, basic task actions are represented by the ellipses and decision nodes by diamonds. These task actions and decision nodes, once encountered, will be perpetuated through to lower levels since they cannot be further decomposed. These individual levels have the advantage that each level’s flow chart, taken separately, can be executed from start to finish in order to perform the task. This can be accomplished by proceeding through the chart executing each basic task action and branching at decision nodes.

Horizontally, objects are related by “occurs before” or “occurs after” type relations for simple items and “may lead to” or “is dependent upon” for decision items and the items that follow decisions. These are considered the link types of the horizontal portion of the model.

The procedural elements in the task are laid out in the flowchart type organization. A horizontal chart displays the actions, computations, decisions, and outputs necessary in performing the task. Unlike traditional flowcharts though, it has the capability of simultaneously representing many different ways of doing the same task, as Figure 2 illustrates. This is known as the principle of equifinality. It is not restricted to one particular strategy and does not focus on any best way of doing the work. In this manner, it is able to model the various different approaches used by different people ranging from novice to expert level performance with differing experience and ability. Furthermore, these decision nodes mimic production rule systems by defining a direction to take based on facts in the environment, or NGOMSL selection rules by selecting path to take. Also, this expands upon the usefulness of scripts by incorporating methods for each unique task situation.

The decision node aspect of the model follows from assumption that people approach tasks in a goal directed manner, proceeding in an organized fashion deciding at any particular stage what the next action should be. Alternatively, a series of steps without a decision node represents a set routine where no goal evaluations need to be made. Decision nodes should accumulate at the earlier stages of the task procedure where the solution is still being resolved; similar to NGOMSL, GOMS, or production systems.

3.2 Vertical Component of PKSM: organization

Sub-task proceduralization capabilities are found by moving upwards through the pyramid structure. Working from the bottom up, groups of elemental task actions can be grouped together to form a single task item (or goal) at the next level up as shown in Figure 3.
The elemental items are collected or said to be proceduralized into the next higher level. Each higher structural level represents an increase in the level of task proceduralization than the one below it. The highest level will simply be the singular task statement or task goal. Vertically, objects are related through goal – sub-goal classifications or subordinate – superordinate relationships. These are considered to be the vertical link types of the model.

Proceduralization, or development of a set of routines for a common set of actions, is a natural aspect in human task performance (Shiffren & Shneider, 1977; Shneider & Shiffren, 1977). This is also indicated in Rasmussen's shift from rule-based knowledge to skill-based knowledge in his theory of behavior categories in industrial performance. This has been incorporated into various knowledge-based systems and computerized cognitive modeling systems as learning by deduction, where a series of steps will be treated as a unit once it is determined that the end result is always the same (Tseng, Law & Cerva, 1992).

Goals are often subdivided into smaller goals and operators similar to GOMS or Goñez's methods. This decomposition continues downward until lowest terminating elements are all operators.

However, in these goal hierarchies there is no stratification of proceduralized levels, indicating uniform levels along which operators or goals are at a common level of proceduralization. Further, in typical goal hierarchies, links between temporally related consecutive operations are not presented and not emphasized at any point in the GOMS goal hierarchy. One objective of the PKSM is to treat the process as a list or flowchart where order of operations is apparent.

### 3.3 Extended Example

Clearly, the PKS model is one of scale or scope. This is evidenced by the fact that any individual proceduralized sub-task can be separated from the structure to stand alone as a separate task. This procedure will then become the overall task with its sub-goals and sub-tasks self contained. Likewise, the original task structure can be subsumed into a larger overall task and become one of the many sub-goals within it. For example, the task of driving to North Carolina can be seen to include individual sub-tasks of packing the car, starting the car, driving the car, etc. Driving the car can be further broken down to many sub-task of staying on the road, picking the route, stopping for gas as needed, eating, changing the radio station, and many other things. Each of these can continue to be broken down until they reach the basic decisions, and other elemental task items such as fundamental eye, hand, and foot movements necessary to complete the task. Further, this task example of driving to North Carolina can be included into a larger task of making your fiancée happy on an anniversary. This larger task could include such immediate sub-goals as, picking a gift, deciding on a departure time, getting prior commitments done in advance, driving to North Carolina, going to dinner, etc...
A small fragment of this structure may been seen in Figure 4, illustrating the goal of starting a car. In this illustration, the difficulties of representing a 3-dimensional structure are bypassed by displaying the contents of each level separated with a dashed line. For clarification, a profile structure is presented in Figure 5 indicating the proceduralization aspects of the model but losing some of the specific objects at each level. These figures show how the goal of Starting Car follows Entering Car and precedes the goal of Engaging Gear. Furthermore, they indicate how starting a car can be composed of a decision, and two alternative methods. Each of these methods is then decomposed at the next level down into their respective components. The goals at this level, Prepare Ignition and Check Gear, would be further specified at the next level down, presumably approaching an elemental action level. The action at this third level, Turn Ignition, is an elemental action and is represented in an ellipse. This ellipse will be continued down to the next level in order to produce a complete flow chart representation at that level as well, similar to how the decision nodes are carried from the second to third level. Note also how the procedural link from Start Car to Engage Gear are perpetuated downwards through the structure to connect to lower levels of the Engage Gear goal partially represented here.

3.4 Individual Differences

It is quite apparent from the previous example that such a structure can become quite complex. The previous example did not attempt to convey any special conditions which may be required to account for in the goal, other than transmission type. For instance, manual chokes, cold weather starting, parking brakes, etc could also have been included. Also, this example illustrated only one particular method of performing this goal. Another individual’s structure may have the elements in a slightly different order or their structure could be more or less extensive depending on their needs. For instance, if the individual had never driven a car equipped with a manual transmission, there may only be a vague notion of the actions in that branch of the structure, or there may be no decision and branch at all. This leads to the possibility of individual differences between models and their impact on behavior.

Individual differences may take almost any conceivable form. The most likely of which are:

- differences of object order.
- differences in content.
- objects at different levels.
- differences in level of conceptualization.
- incomplete knowledge in some areas.
differing control structures.
• differing control requirements.

These differences provide the potential for a broad spectrum of structures for the same task as might be held by many different individuals, thereby producing different behaviors. This spectrum provides the thrust for the interest in measuring difference PKS features in these individuals and how they affect individual performance.

3.5 Measurement of Model Dimensions

Since humans often perform tasks differently and each has a unique performance level, it is possible that certain featural measures of their representation would be indicative of certain aspects of that performance. The intent of this research is in understanding and assessing basic structural features, analogous to traditional KS measurement techniques. In this way, a set of tools to ascertain the postulated PKS dimensions can be developed in accomplishing the second objective of this study; to develop a set of quantitative, non-referent, model parameters which can be objectively measured and used to understand and predict human behavior. There are many potential aspects of PKS which are of interest, as will be discussed below. This section will define these measures, as well as refer to a few others which may be of future interest.

3.5.1 Number of Decisions

The number of decisions (ND) in a given structure is an indication of the amount of differentiation of control, or flow, through the environment. Although the total number of decisions does not distinguish between decisions at different levels or the continuation of decisions downward through the structure, it still reflects a certain level of control differentiation.

3.5.2 Number of Hierarchical Levels

A measure of the number of hierarchical levels (HL) is a typical measurement in the KS theory that the PKSM has evolved from. However, since a HL measure would only indicate a perceived level of task complexity in this case, it is not a reliable or useful measure with respect to performance. Although interesting in its own right, HL will be substituted by a measure more sensitive to hierarchical decomposition, namely the number of super or subordinate links identified in the structure. This measure provides insight into the degree of task decomposition held by the individual. Note that individuals with a relatively low level of conceptual knowledge, consisting only of elemental task procedures, would have a low value on this measure, as would someone who only knows the upper level organization of the task (high conceptual knowledge).

3.5.3 Path Length

A measurement of path length through the structure, or the number of steps required in the execution in a task, is a measure very similar to counting steps in the execution of a GOMS or NGOMSL representation. This step count can then be used to make predictions of time,
working memory load, learning time, and learning transfer as in NGOMSL. However, this count would be misleading with respect to the links present in the structure as a whole, including those present in parallel paths and at different levels. It is this whole structure that is of current interest in verifying the existence of a structural model similar to that of traditional knowledge structures. Thus, at this time, the measure of the number of procedural links between concepts found in the model structure will be used to examine the breadth and procedural emphasis contained therein. With regard to the individual, this measure would be high if they perceive many connections between steps.

At some point however, after model validation, analyzing the structure by way of path length, and comparing results (of time, etc.) to those of NGOMSL would be a worthwhile endeavor.

3.5.4 Object Measures

Potential measures as to the ordering and variety of the objects in the structure may also prove to be enlightening. Order of operators can be presumed to have a significant impact on human task behavior, but not necessarily task performance since many different strategies, techniques, or methods may be applied to the same ends. Once again, this area is indicated for further study.

3.6 Summary

This section has proposed a theory of representation of procedural and declarative knowledge and how such individual's representations can be evaluated with respect to certain model measures. These measures, taken together, cover the prime dimensions indicated in the PKS model. The next step is to examine the validity of the model by exploring how these differing representations affect cognitive task performance.

4 Validation Study: Objectives

The structural features of the developed procedural model are believed to indicate or represent important aspects of cognitive processing which effect task performance. This section, and the next two, address the third and fourth objectives of this study. Namely, validation of the model through these measures or dimensions in predicting and complementing traditional KS predictions of performance.

In the traditional KS model, the measure indicating the level of abstraction (HL) and the measure representing multiple relations (MR) have been correlated with task performance. Furthermore, in both forms of structural representation, a new measure, the amount of uncertainty (AU), is hypothesized as a significant performance determinant. In the procedural KS model a measure of the number of hierarchical links (superordinate or subordinate), the number of procedural links, a ratio of hierarchical links to procedural links (h/p), and the number of decision nodes (ND) are hypothesized as being significant indicators of task performance. Each of these measures, in addition to the measures of performance, is formally defined within the discussion of experimental methodology (Section 5.1). For now,
increasing performance is defined as reduced execution time (TM), reduced number of errors (ER), and reduced error rate (E/T).

4.1 General Hypotheses

The overall hypothesis for the study is that a structural representation of task specific procedural knowledge will provide a representation of human task knowledge. As such, that representation contains measurable dimensions which will predict human performance on tasks.

More specifically:

1. The wide range of potential representations in the PKSM provides the ability to distinguish between individual differences in task representation (through measurement of these dimensions) and thus performance.
2. Furthermore, this capability should be sensitive enough to be able to distinguish between features of representations held by task experts and novices.
3. Next, the PKS model measurements, when combined with the traditional KS measures, will be better predictors of task performance than traditional KS model measures alone. This is expected due to the task specific content of the procedural model over that of the declarative content of previous KSs.

4.2 Formal Experimental Hypotheses

1. The PKS model measures (AU, h/p, ND) are able to predict performance (ER, TM, E/T).
2. The PKS model measures (AU, h/p, ND) are able to discriminate between experts and novices.
3. The PKS model is a better predictor of task performance than the traditional KS model.
4. The PKS model is better able to discriminate between experts and novices than the traditional KS model.
5. The combined measures of the PKS (AU, h/p, ND) and traditional KS (AU, HL, MR) models are able to increase the accuracy in performance prediction over that of each individually.
6. The combined measures of the PKS (AU, h/p, ND) and traditional KS (AU, HL, MR) models are able to increase the accuracy in expert / novice discrimination over that of each individually.

5 Validation Study: Method

The experimental design this study is a simple one-way ANOVA at two levels. Two groups constituted the levels, and each of these groups was assessed on a number of task and model variables. A wide range of data was collected including performance measures, declarative measures, and procedural measures.
5.1 Variables

The is only one primary independent variable used in this study, which is called Group. It is used to classify users of differing expertise levels in the task domain. The subjects were classified as being in one of two groups, either Experienced or Novice. Qualifications distinguishing between the two groups is further discussed in Section 5.3.

There were a large number of dependent variables in the study which can be classified as either performance, declarative, or procedural variables.

5.1.1 Performance Variables

The dependent variables associated with performance were time to complete the task, the errors that occurred in task performance, and the overall error rate.

The task completion time (TM) is a simple measure of the time required to read and complete the task. It is measured to a resolution of seconds and includes the time required to read the instructions as well as any time required to make corrections. While subjects who recognize errors and attempt to correct them may penalized through this measure, they could perhaps compensate for this through a lower number of errors in the final result, captured in the next measure.

The number of errors (ER) is a measure of the total number of errors committed during task execution. Errors are classified as errors of commission, omission, and extraneous. Errors of commission are defined as doing something incorrectly that is required in the method to perform the task. Errors of omission are defined as not doing something that is required. Extraneous errors are errors not included in the other types, these were expected to be (and proved to be) primarily mathematical calculation errors. The indirect effect of the extraneous errors, as perpetuated throughout the task, were ignored. The three categories of errors are summed up to determine a total error measure. Total error is used based on the rationale that no matter what the source of an error, it is still an incorrect action and results in an incorrect final state. To measure these values, all the tasks were graded by one person, who was not the primary experimenter, using a defined, standard process in order to obtain an unbiased measure with a reasonable level of consistency.

The overall error rate (E/T) is the ratio of the total number of errors to the task time.

\[
E/T = \frac{ER}{TM}
\]

This ratio provides an indicator of the number of errors that could be expected in a unit of time (one minute). This combines the effects of the other two performance measures, yet can be deceiving if used alone. Therefore, all three will be used in the final analysis of performance.

5.1.2 Traditional Declarative Variables

The dependent variables associated with the declarative structure are hierarchical level (HL), multiple relations ratio (MR), and the amount of uncertainty (AU). The first two measures were developed and used by Mountjoy and Calvez, but have been formalized here to become independent of their specific usage (Koubek, 1991; Koubek, Clarkston & Calvez, 1993).
The hierarchy variable is a measure of the number of levels in the subject's elicited declarative knowledge structure. It is roughly a measure of the depth of hierarchical relationships in the subject's data (Koubek, Clarkston & Calvez, 1993). The actual relationship types will be discussed in Section 5.2.2. This measure is determined by hierarchal tree reconstruction based on the experimental data.

An operational definition of the multiple relations variable (MR), another traditional KS measure, is the average number of relationships for all concepts which have at least one relationship. It is computed as follows:

$$ MR = \frac{\text{total # of all relationships between all concepts}}{\text{# of all concept pairs with at least 1 relationship}} $$

This calculation results in a number ranging from one to infinity (the number of multiple relations is theoretically unlimited, but is actually limited to the number potential relationships presented to the subject in the relationship list. A value of $MR = 1$ indicates that all pairs of concepts with any relationship had exactly one relationship (Koubek, Clarkston & Calvez, 1993).

The final dependent declarative measure is the amount of uncertainty in the network. This is a measure of the sum of the information required to distinguish between alternate outgoing relationships for each node, summed over the whole structure. This measure is an adaptation of Information Theory which states that the information required to make a decision between equally likely alternatives is:

$$ H = \log_2(N) $$

where $H$ is the amount of information required (measured in bits) and $N$ in the number of alternatives. In the case of a series of decisions, as in tracing all the links or paths available in a hierarchical tree, this equation becomes:

$$ H = \sum_{i=1}^{K} \log_2(N_i) $$

where $K$ is the total decisions, events, or paths traversed. Although this equation is intended to measure the information required in a series of items, it also provides a reasonable measurement of the total uncertainty of a hierarchical tree when summed over the entire structure. When used for this purpose, $K$ becomes the total number of concepts with outgoing relationships and $N_i$ is the number of outgoing relationships for concept $i$ (Clarkston, 1993).

### 5.1.3 Proposed Model Variables

The dependent variables associated with the procedural structure are number of decision nodes (ND), number of hierarchical links (#h), number of procedural links (#p), the ratio of hierarchical links to procedural links (h/p), the amount of uncertainty (AU), and the multiple relations ratio (MR).

The first four measures are based on theoretic features of the PKS model and are discussed in Section 3.5. The last two measures are discussed above, and are applicable here as this is also a structural model of human knowledge representation and contain similar features.
The computation of the PKS measures, \( \#h \) and \( \#p \) are quite straightforward counts of differing link types. The ratio \( h/p \) is similarly uncomplicated. It is defined as the ratio \( \#h/\#p \). The number of decision nodes (ND) will be determined through assessment of the number of links associated with a special decision object in the procedural concept list used during the elicitation stage. As mentioned in Section 3.5, these measures are selected for their powerful objective representation of various structural features in the PKSM, however over simplified they may appear.

5.2 Stimuli

During experimentation, the subject was presented with a small variety of different stimuli, each related to separate parts of the study. A training document was used in a training section and concept and relationship lists were used during the KS elicitation section.

5.2.1 Training Document

This study made use of a training document to train or review the subject on the task of Master Production Scheduling (MPS). It was developed as a part of a set of documents used in another study (Clarkston, 1993) examining the effects of different training methodologies on KSs. Part of this study involved the organization of the content of the information in the training documents. The top down version of this training document was chosen because of the orderly presentation which should facilitate learning for the novices as well as refresh the experts adequately. It was organized in a top down fashion, from discussion of higher level concepts working to more detailed items.

5.2.2 Relationship Lists

Two relationship lists were developed, one each for the declarative and procedural elicitation sessions. The particular relationships for depicting potential hierarchy relations was developed by Clarkston (1993).

The procedural relationships list consisted of a set of relations which would enable the subject to indicate superset or subset and temporal relations. The development of the list followed from the work of Quillian (1968) and that of Rodriguez et al (1991). The relationships used to define potential hierarchical links were:

- X is superordinate to Y. (X contains substep Y)
- X is subordinate to Y. (X is a subset of Y)

These relationships were presented to the subject during elicitation along with the parenthetical explanation.

The remaining relationship types were defined in terms of procedural relations. Rodriguez and Anger (1991) began work in this area by introducing the concept of temporal relations to describe events that occurred in time. This led to the development of procedural relationships which linked concepts or steps which occurred in sequence:

- X occurs immediately before Y.
- X occurs immediately after Y.
Additionally, two more relationships were created to handle the conditional procedural relations which would be characteristic of loop structures in the subject's KS:

- X may lead to Y. (Depending on certain situations)
- X may follow Y. (Depending on certain situations)

These three pairs of responses should be able to describe any relationship which exists between concepts in a serial, procedural environment.

5.2.3 Concept Lists

Similar to the relationship lists, two concept lists were also developed for eliciting links. The declarative concept list was comprised of concepts extracted out of a hierarchical task analysis. The procedural list was composed of concepts obtained from a procedural task analysis. The result of these differing techniques was the creation of a set of terms / concepts meaningful for the particular elicitation portion they were to be used for.

5.3 Subjects

A total of twenty (20) subjects participated in this study. There were ten subjects in each of the novice and experienced categories. Novices were individuals with no knowledge in the task domain. Experienced individuals, on the other hand, were selected based on their knowledge in the task domain. The experienced group consisted of manufacturing/production graduate students and one senior in Industrial Engineering (IE) who demonstrated proficiency through course work in the domain.

The requirements for novices were as follows: (1) that they had no experience with Master Production Scheduling (MPS) or Materials Resource Planning (MRP), (2) they had no knowledge of the terms used in either of these areas, and (3) they had no prior manufacturing experience. All this information was obtained through a preliminary phone interview as a form of prescreening.

5.4 Apparatus

During experimentation, the subject was provided with certain items in order to perform either the task or elicitation phase of the experiment.

5.4.1 Task Phase

For the task phase of the experiment, a standard hand held calculator, a pencil with erasure, and the task sheets were provided.

5.4.2 Elicitation Phase

For the KS elicitation phase, a computer program was used that collected the data on each individual. The software, developed for this experiment, elicited directed relationships for pairwise comparisons of items from the appropriate concept list. This data collection was performed on a Sun 3/50 workstation.
Also for the elicitation phase, a sheet of paper with either the declarative or procedural relationships and concepts was placed on the table next to the workstation for the subject to refer to. Each concept and relationship set was on its own sheet of paper and only the sheet required for the current elicitation session was available.

5.4.3 Knowledge Structure Elicitation Scheme and Tools

In addition to this model development, a number of programs have been constructed to facilitate its analysis. The Knowledge Structure Elicitation and Analysis Method (KSEAM) tools were developed specifically for this experiment, and consisted of two separate programs. The first program uses pairwise similarity ratings to extract the relationship(s) between concepts or items. This program exists in two versions, one for the traditional declarative KS and one for procedural KS model discussed. Using the procedural KSEP, subjects are asked to indicate relationships between concepts (task items) with respect to temporal or hierarchical relationships.

Following the relation extraction stage, the resulting data sets are analyzed by the procedural KSAP. This program calculates the quantitative measures of the model’s structural features which were discussed in Sections 5.1.2 and 5.1.3.

5.4.4 Program Interaction

The KS Elicitation Program (KSEP) was written in the “C” programming language and incorporated the “curses” screen manipulation routines to format the display. The program is used to elicit relationships between pairs of concepts presented in random order.

For each concept pair, the subject decides if a relationship existed between the concepts from the list of relationships provided. To enter a relationship, the subject would enter the relationship number followed by the letter “i” (for insert). To enter additional relationships for the current concept pair, the same procedure was performed. To remove a relationship which the subject entered but decided against, the subject would enter the negative sign (“-”) followed by the appropriate relationship number and the letter “i”. If there were no relationships or after entering all applicable relations, typing “n” (for next) would proceed to the next concept pair. After all concept pairs are presented, the program would end.

5.5 Procedure

The testing of subjects consisted of three main phases performed in a single session. The session consisted of a training phase, a task phase, and a structure elicitation phase.

At the beginning of the session, the experimenter introduced the training phase by presenting the training document and giving specific instructions. The instructions included mentioning that there was no time limit for training, they should read the document thoroughly, and that the subject would be required to pass a proficiency test before proceeding to the next phase. Passing the proficiency exam required that all answers be correct. If the subject did not pass the proficiency test, they would be required to review the training document, then attempt the proficiency test again using different questions. The proficiency test consisted of a set of calculations (an MPS record) constituting a basic skill required to
perform the task. This cycle could continue up to a total of four times before the subject would have to be rejected. However, no subject required more than three proficiency tests.

After the individual had demonstrated proficiency in the task domain, they were presented with the task: the second experimental phase. The task was comprised of a manufacturing scenario and the associated data required to perform the MPS task. The task was a pencil and paper task with a calculator available as well. Subjects were instructed to read the scenario and perform the MPS task they just learned or, as in the case of the experts, reviewed. They were also informed that the task would be graded with respect to time and errors. The experimenter emphasized that accuracy should not be sacrificed for speed.

The third phase of the experiment entailed eliciting the subject's structure of MPS task knowledge. This required eliciting the the declarative structure as well as the procedural structure. The order in which these elicitations occurred was randomized such that the subject performed the declarative then the procedural structure elicitation, or vice versa.

The interaction with the elicitation program is described in Section 5.4.4.

## 6 Validation Study: Results

In this chapter, the last phase of the third and fourth objectives will be presented. This will be accomplished through an evaluation of the model measures, on a per hypothesis basis, in order to examine identified model parameters.

Preliminary to this evaluation, it is important to point out that a couple underlying assumptions were also tested. First, although results are not indicated here, it was verified that the experienced group did indeed perform better than the novice group. This is important to validate that the task provided sufficient level of difficulty to distinguish between the groups without being too challenging. Second, there was no significant effect of the order in which the elicitations (procedural and declarative) were performed. This was important to examine due to the possibilities of recency / primacy or fatigue factors entering into the results.

The first pair of hypotheses were designed to evaluate the ability of the model to predict performance and distinguish between experience levels based on model measures. To test these hypotheses, an “all possible regressions” technique was applied, then the model with the highest adjusted $R^2$ was selected as the best model. The adjusted $R^2$ technique is used in order to account for the different number of variables possible in the predictor equations.

**Hypothesis 1** The PKS model measures are able to predict performance.

To test this hypothesis, the above regression selection technique was applied to the all dependent procedural variables for each of the dependent performance variables. The results of this technique are shown in Figure 6.

The first column of these results show that the dependent variables Number of Decision Nodes and Multiple Relations were able to account for 39.47% of the variance in the dependent performance error variable with a p-value of .018 for the resulting model. Additionally, the beta parameters for Number of Decision Nodes and Multiple Relations were significantly different from zero in the resulting model at $p < 0.0110$ and $p < 0.0206$ respectively.
Figure 6 shows that the dependent model measure, Hierarchy/Procedural Links was able to account for 19.57% for the time variance in task performance with a p-value of .0579.

The third column of Figure 6 shows that the dependent model measures Number of Decision Nodes and Multiple Relations were capable of accounting for 64.79% for the variance in error rate associated with task performance. The beta parameters for these measures significantly different from zero with \( p < 0.0003 \) for either variable. Furthermore, the model’s p-value (.0002) is also significant.

In sum, the PKSM dimension measures have significant value in predicting performance with most of this ability coming from the Number of Decision Nodes and Multiple Relations measures.

**Hypothesis 2** The PKS model measures are able to discriminate between experts and novices.

To test this hypothesis, a between means comparison for each dependent procedural variable was performed. The results are presented in Table 2. It is seen that Amount Uncertainty and Number of Procedural Links are highly significant between groups.

Actual estimates indicate that the Number of Procedural Links and Amount of Uncertainty both have higher means for the novices. This confirms that the novices perceive the task more in terms of the process than the experienced group does, and that they have more uncertainty (in terms of information theory used to define the measure). Additionally it can be noted that Reliability, a measure of the consistency in the structure, was also significantly different between the two groups, with the experienced group displaying more consistency. Reliability was measured as a proportion of identical responses to a repeated randomly selected subset of concept pairs.

Additionally, a regression was performed for skill level, resulting in the values presented in the fourth column of Figure 6. This indicates that 44.08% of the variance in skill level can be accounted for by Amount Uncertainty. Further, this result is significant at \( p < .0019 \).

The second pair of hypotheses in this study was designed to compare the abilities of the model with those of the traditional KS model.

**Hypothesis 3** The PKS model is a better predictor of task performance than the traditional KS model.

To test these hypotheses, the same “all possible regressions” technique was applied as before, except using the dependent declarative variables to predict the various dependent performance measures. The resulting \( R^2 \)'s from both models were then compared to test
for a significant difference using the Fisher transformation technique to test the difference between two independent rs.

Figure 7 indicates that the procedural measures were able to account for 39.47% of the variance in error (p<.0180) while the declarative measures were able to account for 36.75% (p<.0693).

The Fisher test resulted in a p-value of .4562 for the difference between the $R^2$s. Although the regression indicates that the procedural measures were more accurate in predicting errors than the declarative measures, there is not significant difference in the $R^2$ values so this hypothesis is not supported.

Figure 7 also shows that the procedural measures were able to account for 39.47% of the variance in error (p<.0180) while the declarative measures were able to account for 36.75% (p<.0693).

The Fisher test resulted in a p-value of .4562 for the difference between the $R^2$s. Although the regression indicates that the procedural measures were more accurate in predicting errors than the declarative measures, there is not significant difference in the $R^2$ values so this hypothesis is not supported.

The Fisher test indicates that there is no significant difference between the $R^2$ values (p-value < .5871). This indicates that the declarative measures were slightly more accurate in predicting times than the procedural measures, but not significantly so. Still, this hypothesis is not supported.

Figure 7 indicates that the procedural measures were able to account for 19.57% of the variance in time (p<.0579) while the declarative measures were able to account for 24.72% (p<.0303).

The Fisher test indicates that there is no significant difference between the $R^2$ values (p-value < .5871). This indicates that the declarative measures were slightly more accurate in predicting times than the procedural measures, but not significantly so. Still, this hypothesis is not supported.

Figure 7 indicates that the procedural measures were able to account for 64.79% of the variance in error rate (p<.0002) while the declarative measures were able to account for 45.83% (p<.0074).

The Fisher test shows that there is no statistically significant difference between the $R^2$s at p < 0.1867, however it does tend to show a direction of improvement. This indicates that the procedural measures were more accurate in predicting error rates than the declarative measures, but not in a statistically significant manner, thus this hypothesis is not supported.

Insert Figure 7 about here.

Hypothesis 4 The PKS model is better able to discriminate between experts and novices than the traditional KS model.

These results, indicated in Figure 7, show that the procedural measures were able to account for 44.08% of the variance in expertise (p<.0019) while the declarative measures were able to account for 54.34% (p<.0070).

The Fisher test resulted in an insignificant p-value of 0.6736 indicating that there is no difference in the amount of variance account for in the two models. This, in addition to the fact that the regression indicates that the procedural measures were not as accurate in predicting error rates as the declarative measures results in this hypothesis not being supported.

The third pair of hypotheses in this study was designed to evaluate the benefit of combining the measures of the two models. The techniques used to do this is the same as that used by the previous set of hypotheses, namely building a model then testing for a significant increase of $R^2$ over that of each separate model.

Hypothesis 5 The combined measures of the PKS and traditional KS models are able to increase the accuracy in performance prediction over that of each individually.
The results of this hypothesis test are shown in Figure 8. The first three sections of this figure show that the combined models account for 51.05% of error performance variance, 47.89% of time variance, and 73.10% of the error rate variance, with p-values of .0308, .0179, and .0021 respectively. The resulting combined models contained four measurement variables for error performance, three variables for time, and five variables for error rate. These results indicate that the combined models are better than either individually, and that the procedural measures are able to significantly contribute to the accuracy of the declarative KS approach. Furthermore, it can be noted that in each case the procedural measures entered the regression first (indicating better fit) or had more terms (measures) in the resulting fit equation.

Insert Figure 8 about here.

The primary result here is that the procedural measures comprise over half the $R^2$ in the predictions of error rate and that the combined model demonstrates a significantly improved $R^2$ value over the over the Traditional KS model (at the $\alpha = .10$ level).

**Hypothesis 6** The combined measures of the PKS and traditional KS model's are able to increase the accuracy in expert / novice discrimination over that of each individually.

These results, also shown in Figure 8 as the last division, indicate that the combined procedural and declarative measures account for 61.17% of the variance in predicting or discriminating between expertise groups with four measurement variables in the model. Furthermore, the model resulted in an overall p-value of .0070. However, the respective p-values for the difference of $R^2$ terms are not significant. Therefore, this hypothesis is supported.

### 6.1 Summary

Table 3 is a summary of all the regression results discussed in this section including $R^2$'s, p-values, the number of variables in the resulting model, and the increase in $R^2$ when the procedural measures are added to the traditional declarative measures.

Insert Table 3 about here.

This table show evidence for supporting many of the hypotheses in this study. However, for the final four hypotheses concerning comparisons between the individual $R^2$'s indicates that none are significantly different at an $\alpha = .05$ level. Even as this is the case, many of the individual p-values for the $R^2$ comparisons indicate a marginal level of significance at the $\alpha = .10$ to $\alpha = .30$ levels. These values demonstrate that although the regression models do not have statistically different $R^2$'s, the models still have some practical applicability.
7 CONCLUSIONS

In summary, this study examined relevant literature in the various knowledge representa-
tion fields related to cognitive skilled task performance, including Knowledge Organization,
Exploratory Cognitive Models, and Functional Cognitive Models. The results of this review
provided a compilation of a list of attributes common in many of the models, which were
then specified as desirable in a new multi-factor model. This multi-dimensional approach
was adopted due to the assumption that the factors associated with the various models are
complimentary and that this integration would provide a more complete understanding of
skill and expertise.

Following this, the study proposed a hybrid model of procedural knowledge structure
representation, designed to unite these attributes into a common framework. This model
embodied a number of structural dimensions which were hypothesized as being indicative of
aspects of cognitive performance. A set of procedural knowledge structure measures were
then defined based on these structural dimensions. Finally, this study validated that model
with respect to performance on skilled cognitive task performance and traditional knowledge
structure measures.

This validation indicated that the procedural model of knowledge structure is capable
of predicting aspects of performance as well as expertise. There is also suggestive evidence
that it can account for more variance than traditional knowledge structures when predicting
errors and error rates. Further, results also indicate that the model contributes to the predi-
citive capability of the traditional knowledge structure model with respect to performance
and expertise level. The procedural model independently did not perform better than the
traditional model of knowledge structure when making predictions of expertise level.

Overall, the value of incorporating procedural knowledge into a structural framework has
value for user modeling in the areas of Human-Computer Interaction, task design, personnel
selection and training, and task analysis. Within these areas, the procedural model can
provide a better description of how humans structure task specific knowledge and how that
structure affects performance. This includes predicting or explaining cognitive task behav-
iors. As a result, the use of such a model during software design will provide knowledge
and interaction procedures which more closely match the user’s knowledge of the objects
and procedures in the computer environment. Therefore, such software and its associated
interface will operate in a fashion more natural to the user and will be considered more “user
friendly.”
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### Table 1: Breakdown and organization of representation schemes.

<table>
<thead>
<tr>
<th>Knowledge Organization Frameworks</th>
<th>Approaches of Cognitive Modeling</th>
<th>Exploratory</th>
<th>Functional</th>
</tr>
</thead>
<tbody>
<tr>
<td>GWN</td>
<td>GOMS</td>
<td>Rule Based</td>
<td></td>
</tr>
<tr>
<td>MDS</td>
<td>NGOMSL</td>
<td>Logic Based</td>
<td></td>
</tr>
<tr>
<td>HCS</td>
<td>HAM / ACT</td>
<td>Object Oriented</td>
<td></td>
</tr>
<tr>
<td>Semantic Nets</td>
<td>GPS</td>
<td>Frames and Scripts</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TAG</td>
<td>OAV / OVP</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: t-test table.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Novice</th>
<th>Experienced</th>
<th>t-value</th>
<th>prob &gt;</th>
<th>Itl</th>
<th>#vars</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Hierarchy Links</td>
<td>37.556</td>
<td>37.000</td>
<td>0.0748</td>
<td>.9413</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Procedural Links</td>
<td>85.889</td>
<td>52.500</td>
<td>3.1215</td>
<td>.0062</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hierarchy/Procedural Links</td>
<td>.5013</td>
<td>.8818</td>
<td>1.639</td>
<td>.1195</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amount of Uncertainty</td>
<td>43.621</td>
<td>35.058</td>
<td>3.6605</td>
<td>.0019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Decision Nodes</td>
<td>13.667</td>
<td>11.400</td>
<td>1.370</td>
<td>.1885</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple Relations</td>
<td>1.235</td>
<td>1.043</td>
<td>1.3675</td>
<td>.1893</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reliability</td>
<td>.8019</td>
<td>.8705</td>
<td>2.6184</td>
<td>.0180</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Regression results summary.

| Dependent Variable | Procedural Alone | Declarative Alone | Combined | |
|-------------------|------------------|-------------------|----------|
|                    | $R^2$ | prob > | Itl | # vars | $R^2$ | prob > | Itl | # vars | $R^2$ | prob > | Itl | # vars |
| Error              | .3947 | .0180  | 2   | 3      | .5105 | .0308  | 4   |       |
| Time               | .1957 | .0579  | 1   | 1      | .4789 | .0179  | 3   |       |
| Error Rate         | .6479 | .0002  | 2   | 2      | .7310 | .0021  | 5   |       |
| Group              | .4408 | .0019  | 1   | 3      | .6117 | .0070  | 4   |       |
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